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Editorial on the Research Topic

Convolutional neural networks and deep learning for crop improve-
ment and production
With the development of high-throughput phenotyping (HTP) technology, the large

amount of phenotypic data has provided the breeders with new opportunities of accurate

and repeatable phenotyping or phenomics (Ghamkhar et al., 2019; Roitsch et al., 2019;

Yang et al., 2020). There is also the question of what to do with the increasingly

substantial amounts of generated data using these technologies. Traditionally, we have

used manual/visual methods to estimate or measure plant phenotype. These traditional

methods are time-consuming and labour intensive hence the need to technological

innovation in phenotypic technologies (Furbank and Tester, 2011; Ubbens and Stavness,

2017). Nowadays, with the advent of image processing enabling software handling large

amount of data is more manageable. For phenotyping platforms of industrial scale in

controlled environments, a simple background, a controlled environment, and a

streamlined image processing method make it possible to fully automate high-

throughput phenotypic data acquisition and analysis. However, for complex working

conditions, such as field and phenotyping platforms with complex backgrounds, the

challenges of image processing increase dramatically. Further, the robustness of the

program will also decline due to the challenges of repeatability, which inadvertently will

increase the costs of programming and the labour cost for manual intervention. In more

complex cases, such as segmentation of specific parts of a plant, image processing

methods are more challenging to achieve congruent results due to the complexity of

features. Recent advances in deep learning technologies will ease overcoming

this bottleneck.
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The purpose of object detection is to find out the location of

an object in the image and classify it. This is a combination of

object localization and image classification. Compared with

image classification, where the classification can only get an

image of the subject, the object detection task is used to detect

the image of a number of different categories of individuals,

often used to count or target tasks, and is widely used in

automated tasks, so as to realize the recognition of pedestrians,

vehicles and traffic light detection (Xiao et al., 2020).
Species identification
and discrimination

The application of deep learning technology in phenotyping

is mostly in image processing. The core process of image

classification task is to assign labels to the images of interest

(Bateman et al., 2020; Chen et al., 2021). The use of deep

learning network can classify images end-to-end, without the

need to extract the features of the target and quantify them into

data as in traditional image processing methods. Large-scale data

acquisition using UAVs are examples for using deep learning in

order to decimate the data processing time. Zhang et al.

demonstrate the use of UAV and CNN to identify and map

weeds in various areas of the field, which can effectively help the

more efficient control and removal of weeds. Application

programming interface (API) implementation of the PyTorch

deep learning library has been used in this study with a range of

precision depending on the weed species and type. Not

surprisingly, the authors suggest that more than one model

would be needed to improve the weed mapping involving more

than one species. Fujiwara et al. applied convolutional neural

network on UAV data and quickly classified and segmented

grasses in UAV images, thereby quantifying the coverage

legumes in the area of interest, effectively achieving the

appropriate management of a grass and legume mixture. Yue

et al. have applied deep learning as well as partial two pattern

recognition models (least squares discriminant analysis (PLS-

DA) and support vector machine (SVM)) to identify the

medicinal plant Paris polyphylla var. yunnanensis using

spectroscopy data. Their results show that the deep learning

model had clear advantage in the identification of this plant. The

direct use of two-dimensional correlation spectroscopy

(2DCOS) shows the strength of deep learning for multi-class

image data.
Crop disease recognition

Convolutional neural network (CNN) can effectively identify

plant disease categories that would have only been possible by

the experts in the past. Wang et al. use a deep learning model
Frontiers in Plant Science 02
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called Coordinated Attention EfficientNet (CA-ENet) to identify

different apple diseases. Their method’s accuracy reached

98.92%, and the average F1-score reached 0.988, which is

superior to many mainstream models and has a certain

robustness. Their model learnt both the channel and spatial

location information of important features. The targeted design

network can better realize the purpose of agricultural

application. For example, the proposed deployment based on a

dilated convolution capsule network (DCCapsNet), proposed by

Xu et al., can quickly capture and define diseased apple leaves,

and potentially enable early prevention of apple diseases. Deep

learning object detection has obvious advantages in counting,

positioning, and judgment, which is a milestone that is difficult

to achieve by traditional image processing methods. Zhou et al.

used deep learning image classification technology to identify

rice diseases. When different diseases cause similar or the same

symptoms, simultaneous training is better than separate

training. When the symptoms are significantly different, any

method can achieve high accuracy.
Reproductive yield measurement

The detection model to identify grains in the rice panicle and

whether the grain is full or bare is used by Guo et al., in order to

define rice seed setting rate (RSSR) more accurately and measure

reproductive yield in a high-throughput manner. In the study of

plant phenotype, object detection task has also been very widely

used. In general, the object detection task in plant phenotype is

to find and define the regions of great significance in the plant,

specifically for breeding purposes. Zang et al. use the improved

classic YOLOv5s detection model, by introducing an efficient

channel attention module (ECA), to identify wheat spikes with a

detection accuracy of 71.61%, allowing for rapid and accurate

wheat reproductive yield estimation. This method is specifically

useful in complex field environments. New methods and new

ideas beyond deep learning are also emerging. Ensemble

learning, for example (Shahhosseini et al.), predicts grain yield

directly from images and some environmental data. Different

from mature deep learning application schemes such as network

application and modification network, how to mine new

applications of deep learning in phenotyping is an important

part of the future developments.
Identification of different
stages of growth

The use of data collected by UAVs helped effective

identification of the growth stages of rice seedlings (Tan et al.),

thereby providing valuable time-sensitive advice for cultivation

management. This is an alternative high-throughput method to
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the current labor intensive and subjective manual measurement

practice. Histograms of oriented gradients (HOGs) were

combined with the support vector machine (SVM) classifier to

recognize and classify three growth stages.
Segmentation for morphometrics of
micro and macro organs

Compared with the image segmentation based on the

traditional image processing technology, image segmentation

based on deep learning techniques can handle different scales in

the target segmentation task and has the ability to solve the

problem of complicated background, therefore it has great

application prospect in agriculture (Ghosh et al., 2019). The

use of RGB, near-infrared images or a combination of both has

been shown to be accurate in seed quality assessment (Hansen

et al., 2016). In this issue, Wang et al. combine these two imaging

modalities and the watershed algorithm to segment corn seeds

and then use deep learning to identify seed defect. The authors

report an accuracy of >95%. Frommacro to micro, deep learning

image segmentation technology can also be applied to the

segmentation of microscopic images such as stomata (Gibbs

et al.), which can realize fully automatic morphological

measurement of stomata and maximal conductance estimation

of stomata. As this study shows, deep learning image

segmentation technology can extract specific targets at the

pixel level, and the information obtained is larger, but the

drawback is that the difficulty of data labeling is also

greatly increased.

Segmentation of wheat leaves under outdoor conditions is a

challenging task, but it is also a prerequisite for high-throughput

field phenotype. The classical semantic segmentation model

DeepLab V3 can effectively segment wheat leaves under

complex field background with a mIOU of 0.77, which lays a

foundation for quantifying canopy cover and deriving traits in

the field (Zenkl et al.). Similarly, by deploying an improved fully

convolutional network with channel and spatial attention on an

intelligent harvesting robot, the branches and fruits of guava

trees have been segmented in real time to plan collision-free

paths for fruit picking (Lin et al.).

In pixel-level image segmentation, extracting the image from

the area of interest is an important and difficult challenge in

automatic image processing. Nowadays, in the application of

deep learning in plant phenotyping, data are generally collected

by researchers themselves, and the difficulty of data acquisition

and data labeling is self-evident. Apart from the industry’s data,

there are a large number of public data sets, and transfer

applications in industry only need to conduct small transfer

learning on pre-trained models to obtain reasonable results.

Unfortunately, few phenotype-related data are available in
Frontiers in Plant Science 03
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publicly available datasets, which makes it more important to

develop large-scale phenotype-specific datasets and pre-trained

models, which can greatly reduce the input of data acquisition

for researchers, such as AgriNet’s pioneering work (Al Sahili and

Awad). Consistent with the computer industry, actively adopting

new technologies, adapting measures to local conditions, and

expanding innovation may make deep learning technology play

even more a more significant role in future phenotyping.
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We investigate the predictive performance of two novel CNN-DNN machine learning
ensemble models in predicting county-level corn yields across the US Corn Belt (12
states). The developed data set is a combination of management, environment, and
historical corn yields from 1980 to 2019. Two scenarios for ensemble creation are
considered: homogenous and heterogenous ensembles. In homogenous ensembles,
the base CNN-DNN models are all the same, but they are generated with a bagging
procedure to ensure they exhibit a certain level of diversity. Heterogenous ensembles
are created from different base CNN-DNN models which share the same architecture
but have different hyperparameters. Three types of ensemble creation methods were
used to create several ensembles for either of the scenarios: Basic Ensemble Method
(BEM), Generalized Ensemble Method (GEM), and stacked generalized ensembles.
Results indicated that both designed ensemble types (heterogenous and homogenous)
outperform the ensembles created from five individual ML models (linear regression,
LASSO, random forest, XGBoost, and LightGBM). Furthermore, by introducing
improvements over the heterogenous ensembles, the homogenous ensembles provide
the most accurate yield predictions across US Corn Belt states. This model could make
2019 yield predictions with a root mean square error of 866 kg/ha, equivalent to 8.5%
relative root mean square and could successfully explain about 77% of the spatio-
temporal variation in the corn grain yields. The significant predictive power of this model
can be leveraged for designing a reliable tool for corn yield prediction which will in turn
assist agronomic decision makers.

Keywords: yield prediction, CNN-DNN, homogenous ensemble, heterogenous ensemble, US Corn Belt

INTRODUCTION

Accurate crop yield prediction is essential for agriculture production, as it can provide insightful
information to farmers, agronomists, and other decision makers. However, this is not an easy
task, as there is a myriad of variables that affect the crop yields, from genotypes, environment,
and management decisions to technological advancements. The tools that are used to predict crop
yields are mainly divided into simulation crop modeling and machine learning (ML).

Although these models are usually utilized separately, there have been some recent studies
to combine them toward improving prediction. The outputs of crop models have served as
inputs to multiple linear regression models in an attempt to make better crop yield predictions
(Mavromatis, 2016; Busetto et al., 2017; Pagani et al., 2017). Some other studies have made
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additional advancement and created hybrid crop model-ML
methodologies by using crop model outputs as inputs to a
ML model (Everingham et al., 2016; Feng et al., 2019). In a
recent study, Shahhosseini et al. (2021) designed a hybrid crop
model-ML ensemble framework, in which a crop modeling
framework (APSIM) was used to provide additional inputs to
the yield prediction task (For more information about APSIM
refer to https://www.apsim.info/). The results demonstrated that
coupling APSIM and ML could improve ML performance up to
29% compared to ML alone.

On the other hand, the use of more complex machine learning
models with the intention of better using numerous ecological
variables to predict yields has been recently becoming more
prevalent (Basso and Liu, 2019). Although there is always a
tradeoff between the model complexity and its interpretability,
the recent complex models could better capture all kinds of
associations such as linear and nonlinear relationships between
the variables associated with the crop yields, resulting in more
accurate predictions and subsequently better helping decision
makers (Chlingaryan et al., 2018). These models span from
models as simple as linear regression, k-nearest neighbor, and
regression trees (González Sánchez et al., 2014; Mupangwa
et al., 2020), to more complex methods such as support vector
machines (Stas et al., 2016), homogenous ensemble models
(Vincenzi et al., 2011; Fukuda et al., 2013; Heremans et al.,
2015; Jeong et al., 2016; Shahhosseini et al., 2019), heterogenous
ensemble models (Cai et al., 2017; Shahhosseini et al., 2020,
2021), and deep neural networks (Liu et al., 2001; Drummond
et al., 2003; Jiang et al., 2004, 2020; Pantazi et al., 2016; You
et al., 2017; Crane-Droesch, 2018; Wang et al., 2018; Khaki and
Wang, 2019; Kim et al., 2019; Yang et al., 2019; Khaki et al.,
2020a,b). Homogeneous ensemble models are the models created
using same-type base learners, while the base learners in the
heterogenous ensemble models are different.

Although deep neural networks demonstrate better predictive
performance compared to single layer networks, they are
computationally more expensive, more likely to overfit, and may
suffer from vanishing gradient problem. However, some studies
have proposed solutions to address these problems and possibly
boost deep neural network’s performance (Bengio et al., 1994;
Srivastava et al., 2014; Ioffe and Szegedy, 2015; Szegedy et al.,
2015; Goodfellow et al., 2016; He et al., 2016).

Convolutional neural networks (CNNs) have mainly been
developed to work with two-dimensional image data. However,
they are also widely used with one-dimensional and three-
dimensional data. Essentially, CNNs apply a filter to the input
data which results in summarizing different features of the input
data into a feature map. In other words, CNN paired with pooling
operation can extract high-level features from the input data that
includes the necessary information and has lower dimension.
This means CNNs are easier to train and have fewer parameters
compared to fully connected networks (Goodfellow et al., 2016;
Zhu et al., 2018; Feng et al., 2020).

Since CNNs are able to preserve the spatial and temporal
structure of the data, they have recently been used in ecological
problems, such as yield prediction. Khaki et al. (2020b) proposed
a hybrid CNN-RNN framework for crop yield prediction. Their

framework consists of two one-dimensional CNNs for capturing
linear and nonlinear effects of weather and soil data followed
by a fully connected network to combine high-level weather
and soil features, and a recursive neural network (RNN) that
could capture time dependencies in the input data. The results
showed that the model could achieve decent relative root mean
square error of 9 and 8% when predicting corn and soybean
yields, respectively. You et al. (2017) developed CNN and LSTM
models for soybean yield prediction using remote sensor images
data. The developed models could predict county-level soybean
yields in the U.S. better than the competing approaches including
ridge regression, decision trees, and deep neural network (DNN).
Moreover, Yang et al. (2019) used low-altitude remotely sensed
imagery to develop a CNN model. The experimental results
revealed that the designed CNN outperformed the traditional
vegetation index-based regression model for rice grain yield
estimation, significantly.

Another set of developed models to capture complex
relationships in the input raw data are ensemble models. It has
been proved that combining well-diverse base machine learning
estimators of any types, can result in a better-performing model
which is called an ensemble model (Zhang and Ma, 2012). Due
to their predictive ability, ensemble models have also been used
recently by ecologists. Several heterogenous ensemble models
including optimized weighted ensemble, average ensemble, and
stacked generalized ensembles were created using five base
learners, namely LASSO regression, linear regression, random
forest, XGBoost, and LightGBM. The computational results
showed that the ensemble models outperformed the base models
in predicting corn yields. Cai et al. (2017) combined several
ML estimators to form a stacked generalized ensemble. The
back-testing numerical results demonstrate that their model’s
performance is comparable to the USDA forecasts.

Although these models have provided significant advances
toward making better yield predictions, there is still a need to
increase the predictive capacity of the existing models. This can
be done by improving the data collections, and by the means
of developing more advanced and forward-thinking models. The
ensemble models are excellent tools that have the potential to turn
very good models to outstanding predictor models.

Motivated by the high predictive performance of CNNs and
ensemble models in ecology (Cai et al., 2017; You et al., 2017;
Yang et al., 2019; Khaki et al., 2020b; Shahhosseini et al., 2020,
2021), we propose a set of ensemble models created from multiple
hybrid CNN-DNN base learners for predicting county-level corn
yields across US Corn Belt states. Building upon successful studies
in the literature (Khaki et al., 2020b; Shahhosseini et al., 2020), we
designed a base architecture consisting of two one-dimensional
CNNs and one fully connected network (FC) as the first layer
networks, and another fully connected network that combined
the outputs of the first-layer networks and made final predictions,
as the second-layer network. Afterwards, two scenarios are
considered for base learner generation: heterogenous and
homogenous ensemble creation. In the heterogenous scenario,
the base learners are neural networks with the same described
architecture, but with different hyperparameters. On the
contrary, the homogenous ensembles are created with bagging
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the same architecture and forming diverse base learners. In
each scenario, the generated base learners are combined by
several methods including simple averaging, optimized weighted
averaging, and stacked generalization.

MATERIALS AND METHODS

The designed ensemble framework uses a combination of
historical yield and management data obtained from USDA
NASS, historical weather and soil data as the data inputs. The
details of the created data set and the developed model will be
explained below.

Data Preparation
Data Sources
The main variables that affect corn yields are environment,
genotype, and management. Although genotype information are
not publicly available, other pieces of information including
environment (soil and weather) and some of the management
decisions data could be accessed publicly. To this end, we created
a data set from environment and management variables that
could be used to predict corn yields. This data includes county-
level weather, soil, and management data considering 12 US Corn
Belt states (Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota,
Missouri, Nebraska, North Dakota, Ohio, South Dakota, and
Wisconsin). It is also noteworthy that since only some of the
locations across US Corn Belt states are irrigated, to keep the
consistency across the entire developed data set, we assumed
that all farms are rainfed and didn’t consider irrigation as a
feature. The variables weekly planting progress per state and
corn yields per county were downloaded from USDA National
Agricultural Statistics Service (NASS, 2019). The weather was
obtained from a reanalysis weather database based off of NASA
Power1 and Iowa Environmental Mesonet.2 Finally, the soil data
was created from SSURGO, a soil database based off of soil survey
information collected by the National Cooperative Soil Survey
(Soil Survey Staff [SSS], 2019). These variables are described
below. Across 12 states, on average the data from 950 counties
in total were used per year.

- Planting progress (planting date): 52 features explaining the
weekly cumulative percentage of corn planted within each
state. Each of these state-level weekly features represents the
cumulative percentage of corn planted until that particular
week (NASS, 2019).

- Weather: Five weather features accumulated weekly
(52 × 5 = 260 features), obtained from NASA Power and
Iowa Environmental Mesonet.
◦ Daily minimum air temperature in degrees Celsius.
◦ Daily maximum air temperature in degrees Celsius.
◦ Daily total precipitation in millimeters per day.
◦ Shortwave radiation in watts per square meter.
◦ Growing degree days.

1https://power.larc.nasa.gov
2https://mesonet.agron.iastate.edu

- Soil: The soil features wet soil bulk density, dry bulk
density, clay percentage, plant available water content,
lower limit of plant available water content, hydraulic
conductivity, organic matter percentage, pH, sand
percentage, and saturated volumetric water content. All
variables determined at 10 soil profile depths (cm): 0–5,
5–10, 10–15, 15–30, 30–45, 45–60, 60–80, 80–100, 100–120,
and 120–150 (Soil Survey Staff [SSS], 2019).

- Corn Yield: Yearly corn yield in bushel per acre, collected
from USDA-NASS (2019).

Data Pre-processing
The following pre-processing tasks were performed on the
created data set to make it prepared for training the designed
ensemble models.

- Imputing missing planting progress data for the state
North Dakota before the year 2000 by considering
average progress values of two closest states (South
Dakota and Minnesota).

- Removing out-of-season planting progress data before
planting and after harvesting.

- Removing out-of-season weather features before planting
and after harvesting.

- Aggregating weather features to construct quarterly and
annually weather features. The features solar radiation and
precipitation were aggregated by summation, while other
weather features (minimum and maximum temperature)
were aggregated by a row-wise average.

- The observations with the yield less than 10 bu/acre were
considered as outliers and dropped from the data set.

- Investigating the historical corn yields over the time
reveals an increasing trend in the yield values. This could
be explained as the effect of technological advances,
like genetic gains, management progress, advanced
equipment, and other technological advances. Hence, a
new input feature was constructed using the observed
trends that enabled the models to account for the
increasing yield trend.
◦ yield_trend: this feature explained the observed trend in

corn yields. A linear regression model using the training
data was built for each location as the trends for each site
tend to be different. The year (YEAR) and yield (Y) features
served as the predictor and response variables of this linear
regression model, respectively. Then the predicted value for
each data point (Ŷ) is added as a new input variable that
explains the increasing annual trend in the target variable.
The corresponding value for the observations in the test
data set was estimated by plugging in their corresponding
year in the trained linear regression models (Ŷi,test b0i +

b1iYEARi,test). The following equation shows the trend
value (Ŷi) calculated for each location (i), that is added to
the data set as a new feature.

Ŷi b0i + b1iYEARi (1)

- All independent variables were scaled to be ranged between
0 and 1.
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Base Models Generation
We propose the following CNN-DNN architecture as the
foundation for generating multiple base learners that serve as the
inputs to the ensemble creation models. The architecture consists
of two layers of deep neural networks.

First Layer
Due to the ability of CNNs in capturing the spatial and temporal
dependencies that exist in the soil and weather data, respectively,
we decided to build two separate set of one-dimensional CNNs
for each of the weather (W-CNN) and soil (S-CNN) groups
of features. Such networks have been used before in different
studies and have been proved to be effective in capturing linear
and nonlinear effects in the soil and weather (Ince et al., 2016;
Borovykh et al., 2017; Kiranyaz et al., 2019). In addition, a fully
connected network (FC1) was built that took planting progress,
and other constructed features as inputs and the output is
concatenated with the outputs of the CNN components to serve
as inputs of the second layer of the networks.

Specifically, the first layer includes three network types:

1 Weather CNN models (W-CNN):
CNN is able to capture the temporal effect of weather data
measured over time. In the case of the developed data
set, we will use a set of one-dimensional CNNs inside the
W-CNN component.

2 Soil CNN models (S-CNN):
CNN can also capture the spatial effect of soil data which is
measured over time and on different depths. Considering
the data set, we will use a set of one-dimensional CNNs to
build this component of the network.

3 Other variables FC model (FC1):
This fully connected network can capture the linear and
nonlinear effect of other input features.

Second Layer (FC2)
In the second layer we used a fully connected network (FC2) that
aggregates all extracted features of the first layer networks (W-
CNN, S-CNN, and FC1), and makes the final yield prediction.

The architecture of the proposed base network is depicted
in Figure 1. As it is shown in the figure, the W-CNN and
S-CNN components of the network each are comprised of a
set of CNNs that are in charge of one data input type and
their outputs are aggregated with a fully connected network.
For the case of W-CNN component, there are five CNNs for
each weather data type (precipitation, maximum temperature,
minimum temperature, solar radiation, and growing degree
days). Similarly, 10 internal CNNs are designed inside S-CNN
component for each of the 10 soil data types. The reason we
decided to design one CNN for each data type is the differences
in the natures of different data types and our experiments showed
that separate CNNs for each data type could extract more useful
information and will result in better final predictions. The two
inner fully connected networks (FC_W and FC_S) both have one
hidden layer with 60 and 40 neurons, respectively.

We used VGG-like architecture for the CNN models
(Simonyan and Zisserman, 2014). The details about each of the

designed CNN networks are presented in Table 1. We performed
downsampling in the CNN models by average pooling with a
stride of size 2. The feed-forward fully connected network in
the first layer (FC1) has three hidden layers with 64, 32, and 16
neurons. The final fully connected network of the second layer
(FC2) is grown with two hidden layers with 128 and 64 neurons.
In addition, two dropout layers with dropout ratio of 0.5 are
located at the two last layers of the FC2 to prevent the model from
overfitting. We used Adam optimizer with the learning rate of
0.0001 for the entire model training stage and trained the model
for 1,000 iterations considering batches of size 16. Rectified linear
unit (ReLU) was used as the activation function of all networks
throughout the architecture except the output layer that had a
linear activation function.

To ensure that the ensemble created from a set of base learners
performs better than them, the base learners should have a
certain level of diversity and prediction accuracy (Brown, 2017).
Hence, two scenarios for generating diverse base models are
considered which are systematically different: homogenous and
heterogenous ensemble base model generation.

Homogenous Ensembles
The homogenous ensembles are the models whose base learners
are all the same type. Random forest and gradient boosting
are examples of homogenous ensemble models. Their base
learners are decision trees with the same hyperparameter values.
Bootstrap aggregating (Bagging) is an ensemble framework
which was proposed by Breiman (1996). Bagging generates
multiple training data sets from the original data set by sampling
with replacement (bootstrapping). Then, one base model is
trained on each of the generated training data sets and the final
prediction is the average (for regression problems) or voting
(for classification problems) of the predictions made by each
of those base models. Basically, by sampling with replacement
and generating multiple data sets, and subsequently multiple
base models, bagging ensures the base models have a certain
level of diversity. In other words, bagging tries to reduce the
prediction variance by averaging the predictions of multiple
diverse base models.

Here, inspired by the way bagging introduces diversity in
the base model generation, we design a bagging schema which
generates multiple base CNN-DNN models using the same
foundation model (Figure 1). This is shown in Figure 2. Then
several ensemble creation methods make use of these bagged
networks as the base models to create a better-performing
ensemble network. We believe one drawback of bagging is
assigning equal weights to the bagged models. To address that,
we will use different ensemble creation methods in order to
optimally combine the bagged models. We will discuss ensemble
creation in the next chapter.

Heterogenous Ensembles
On the other hand, the base models in the heterogenous
ensembles are not the same. They can be any machine
learning model from the simplest to the most complex models.
However, as mentioned before, the ensemble is not expected
to perform favorably if the base models do not exhibit a
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FIGURE 1 | The architecture of the proposed base network. prcp, t_max, and gdd represent precipitation, maximum temperature, and growing degree days,
respectively. S1, S2, . . ., and S10 are 10 soil variables which each are measured at 10 depth levels. Y_hat represents the final corn yield prediction made by the
model.

TABLE 1 | Detailed structure of the CNN networks of CNN components designed as the foundation for ensemble neural networks.

CNNs in the W-CNN component CNNs in the S-CNN component

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 4 1 Valid Conv1 3 4 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 4 1 Valid Conv2 3 4 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 4 1 Valid Conv3 3 4 1 Valid

Average pooling 3 2 – 2 Valid Output size 4 × 1

Output size 4 × 1

The table on the left shows the details of the CNNs designed for each weather feature, and the right table presents the ones for the CNNs designed for each soil feature.
FS, NF, S, and P represent filter size, number of features, stride, and padding.

certain level of diversity. To that end, we train k variations of
the base CNN-DNN model presented earlier. The foundation
architecture of these k models are the same, but their CNN
hyperparameters are different. In other words, we preserve
the same architecture for all models and change the number
of filters inside each CNN network to create various CNN-
DNN models. These models will serve as the inputs to the

ensemble creation methods explained in the next chapter
(see Figure 3).

Ensemble Creation
After generating base learners in either of the heterogenous
and homogenous methods, they should be combined using a
systematic procedure. We have used three different types of

Frontiers in Plant Science | www.frontiersin.org 5 August 2021 | Volume 12 | Article 70900813

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-709008 July 27, 2021 Time: 15:39 # 6

Shahhosseini et al. Yield Prediction With Ensemble CNN-DNN

FIGURE 2 | Homogenous ensemble creation with bagging architecture. k data sets (D1, D2, . . ., Dk) were generated with bootstrap sampling from the original data
set (D) and the same base network is trained on each of them. The ensemble creation combines the predictions made by the base networks.

FIGURE 3 | Heterogenous ensemble creation. k networks with the same architecture but with different hyperparameters are created using the original data set (D).

ensemble creation methods which are Basic Ensemble Method
(BEM), Generalized Ensemble Method (GEM), and stacked
generalized ensemble method.

Basic Ensemble Method (BEM)
Perrone and Cooper (1992) proposed BEM as the most natural
way of combining base learners. BEM creates a regression
ensemble by simple averaging the base estimators. This study

claims that BEM can reduce mean squared error of predictions,
given that the base learners are diverse.

Generalized Ensemble Method (GEM)
GEM is the general case of a BEM ensemble creation method and
tries to create a regression ensemble as the linear combination
of the base estimators. Cross-validation is used to generate out-
of-bag (OOB) predictions and optimize the ensemble weights

Frontiers in Plant Science | www.frontiersin.org 6 August 2021 | Volume 12 | Article 70900814

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-709008 July 27, 2021 Time: 15:39 # 7

Shahhosseini et al. Yield Prediction With Ensemble CNN-DNN

and the model was claimed to avoid overfitting the data
(Perrone and Cooper, 1992).

The nonlinear convex optimization problem is as follows.

Min 1
n
∑n

i = 1

(
yi−

∑k
j = 1 wjŷij

)2

s.t.
(2)

∑k
j = 1 wj = 1, wj ≥ 0,∀j = 1 . . . ,k. In which wj is the

weight of base model j (j = 1 . . . , k), n is the total number of
observations, yi is the true value of observation i, and ŷij is the
prediction of observation i by base model j.

Stacked Generalized Ensemble Method
Stacked generalization is referred to combining several base
estimators by performing at least one more level of machine
learning task. Usually, cross-validation is used to generate OOB

predictions form the training samples and learn the higher-
level machine learning models (Wolpert, 1992). The second level
learner can be any choice of ML models. In this study we have
selected linear regression, LASSO, random forest and LightGBM
as the second level learners.

RESULTS

The historical county-level data of the US Corn Belt states
(Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri,
Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin)
spanning across years 1980–2019 were used to train all
considered models. The data from the years 2017, 2018, and 2019,
in turn, were reserved as the test data and the data from the years
before each of them formed the training data.

TABLE 2 | Detailed structure of the CNN networks of CNN components designed for heterogenous ensemble models.

CNNs in the W-CNN component of model 1 CNNs in the S-CNN component of model 1

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 2 1 Valid Conv1 3 2 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 2 1 Valid Conv2 3 2 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 2 1 Valid Conv3 3 2 1 Valid

Average pooling 3 2 – 2 Valid Output size 2 × 1

Output size 2 × 1

CNNs in the W-CNN component of model 2 CNNs in the S-CNN component of model 2

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 3 1 Valid Conv1 3 3 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 3 1 Valid Conv2 3 3 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 3 1 Valid Conv3 3 3 1 Valid

Average pooling 3 2 – 2 Valid Output size 3 × 1

Output size 3 × 1

CNNs in the W-CNN component of model 3 CNNs in the S-CNN component of model 3

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 4 1 Valid Conv1 3 4 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 4 1 Valid Conv2 3 4 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 4 1 Valid Conv3 3 4 1 Valid

Average pooling 3 2 – 2 Valid Output size 4 × 1

Output size 4 × 1

(Continued)
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TABLE 2 | Continued

CNNs in the W-CNN component of model 4 CNNs in the S-CNN component of model 4

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 5 1 Valid Conv1 3 5 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 5 1 Valid Conv2 3 5 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 5 1 Valid Conv3 3 5 1 Valid

Average pooling 3 2 – 2 Valid Output size 5 × 1

Output size 5 × 1

CNNs in the W-CNN component of model 5 CNNs in the S-CNN component of model 5

Input size 32 × 1 Input size 10 × 1

Layer name FS NF S P Layer name FS NF S P

Conv1 6 6 1 Valid Conv1 3 6 1 Valid

Average pooling 1 2 – 2 Valid Average pooling 1 2 – 2 Valid

Conv2 3 6 1 Valid Conv2 3 6 1 Valid

Average pooling 2 2 – 2 Valid Average pooling 2 2 – 2 Valid

Conv3 3 6 1 Valid Conv3 3 6 1 Valid

Average pooling 3 2 – 2 Valid Output size 6 × 1

Output size 6 × 1

The tables on the left show the details of the CNNs designed for each weather feature, and the right tables present the ones for the CNNs designed for each soil feature.
FS, NF, S, and P represent filter size, number of features, stride, and padding.

TABLE 3 | Test prediction error (RMSE) and coefficient of determination (R2) of designed ensemble models compared to the benchmark ensembles (Shahhosseini et al.,
2020, 2021).

ML models BEM GEM Stacked regression Stacked LASSO Stacked random forest Stacked LightGBM

RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%)

Test year: 2017—Training years: 1980–2016

Benchmark 960 79.6 1,002 77.7 1,014 77.2 1,012 77.3 1,024 76.7 999 77.9

Heterogenous 1,003 77.7 969 79.2 908 81.8 908 81.7 978 78.8 933 80.7

Homogenous 954 79.8 944 80.3 875 83.0 874 83.1 936 80.6 906 81.8

Test year: 2018—Training years: 1980–2017

Benchmark 1,145 74.7 1,047 78.8 1,041 79.0 1,041 79.0 1,101 76.6 1,070 77.9

Heterogenous 1,065 78.0 1,094 76.8 1,072 77.8 1,072 77.8 1,116 75.9 1,087 77.2

Homogenous 1,033 79.4 992 81.0 1,058 78.4 1,056 78.4 1,077 77.6 1,065 78.1

Test year: 2019—Training years: 1980–2018

Benchmark 936 72.6 1,035 66.4 1,028 66.9 1,035 66.5 1,084 63.2 1,029 66.9

Heterogenous 900 74.6 1,083 63.3 1,282 48.5 1,279 48.8 1,225 53.0 1,234 52.3

Homogenous 866 76.5 867 76.5 885 75.5 883 75.6 932 72.8 895 74.9

As mentioned in the section “Ensemble Creation,” the
ensemble creation methods require OOB predictions from all
the input models that represent the test data to optimally
combine the base models. The current procedure to create these
OOB predictions is using a cross-validation method. However,
due to time-dependency in the training data and the fact
that in the homogenous ensemble models the training data

is resampled k times, it is not possible to find a consistent
vector of OOB predictions across all models and use it to
combine the base models. Therefore, 20% of the training data
was considered as the validation data and was not used in
model training. It is noteworthy that the training data is split
to 20–80% with a stratified split procedure to ensure the
validation data has a similar distribution with the training data.
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FIGURE 4 | Comparing prediction error (relative RMSE) of the homogeneous model with the benchmark on the data from the year 2019 taken as the test data.

FIGURE 5 | Train and test loss vs. epochs of some of the trained CNN-DNN models. Similar observations were made for all trained models and only some of them
are shown for illustration purposes. The shown examples are representative of all the examples.

FIGURE 6 | Comparing prediction error (relative RMSE) of some of the designed ensembles across all US Corn Belt states on the data from the year 2019 taken as
the test data.

To achieve the stratified splits, we binned the observations in
the training data into five linearly spaced bins based on their
corresponding yield values.

The CNN structure of the base models trained for creating
homogenous ensemble models are same as the one shown in

Table 1. We have resampled the training data 10 times (with
replacement) and trained the same CNN-DNN model on each
of the 10 newly created training data. The OOB predictions are
the predictions made by each of the 10 mentioned models on the
validation data.
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FIGURE 7 | Relative percentage error of the Homogenous GEM predictions
shown on a choropleth map of the US Corn Belt.

On the other hand, the base models trained for creating
heterogenous ensemble models are not the same and they differ
in their CNN hyperparameters (number of filters). We trained
five different CNN-DNN base models on the same training data
and formed the OOB predictions by each of those five models
predicting the observations in the validation data. The details
of the CNN components in these five models are shown in the
Table 2.

To evaluate the performance of the trained heterogenous
and homogenous CNN-DNN ensembles, the ensembles
created from five individual machine learning models (linear
regression, LASSO, XGBoost, random forest, and LightGBM)
were considered as benchmark and were trained on the same
data sets developed for training the CNN-DNN ensemble
models. The benchmark models were run on a computer
equipped with a 2.6 GHz Intel E5-2640 v3 CPU, and 128 GB
of RAM. The CNN-DNN models were run on a computer
with a 2.3 GHz Intel E5-2650 v3 CPU, NVIDIA k20c GPU,
and 768 GB of RAM.

The predictive performance of these ensemble models was
previously shown in two separate published papers (Shahhosseini
et al., 2020, 2021). The results are summarized in the Table 3
(see Supplementary Figure 1 for XY plots of some of the
designed ensembles).

The heterogenous and homogenous ensemble models both
provide improvements over the well-performing ensemble
benchmarks in most cases (Table 3). However, the heterogenous
ensemble model is constantly outperformed by the homogeneous
ensemble models. This is in line with what we expected as the
homogeneous model inherently introduces more diversity
in the ensemble base models which in turn will result in
lowering the prediction variance and consequently better
generalizability of the trained model. The performance
comparison of homogeneous ensemble model compared to
the benchmark is shown in the Figure 4. Another observation in
the Table 3 is that in case of homogenous ensembles, some of the
ensemble creation methods have made better predictions than
average homogeneous ensemble (BEM) i.e., bagged CNN-DNN.
This again confirms our assertion that assigning unequal weights
to the bagged models results in better predictions.

The generalizability of all trained models is proved as we
have shown that in three test scenarios, the ensemble models
demonstrate superb prediction performance. This also can be
observed by looking at the train and test loss vs. epochs graphs.

TABLE 4 | Test prediction error (RMSE) and coefficient of determination (R2) of designed ensemble models compared to the benchmark ensembles (Shahhosseini et al.,
2020, 2021) when applied on 2020 test data.

ML models BEM GEM Stacked regression Stacked LASSO Stacked random forest Stacked LightGBM

RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%) RMSE
(kg/ha)

R2 (%)

Test year: 2020—Training years: 1980–2018

Benchmark 1,115 68.4 1,165 65.5 1,166 65.4 1,170 65.2 1,210 62.8 1,183 64.4

Heterogenous 972 76.0 989 75.1 992 75.0 991 75.0 1,048 72.1 1,000 74.6

Homogenous 982 75.5 958 76.7 1,001 74.5 999 74.6 1,053 71.8 1,018 73.6
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Some examples of these graphs are shown in Figure 5. As the
figure suggests, the dropout layers could successfully prevent
overfitting of the CNN-DNN models, and the test errors tend to
stay stable across the iterations. The generalizability of the trained
models will further be discussed in the chapter 4.

DISCUSSION

Models’ Performance Comparison With
the Literature
We designed a novel CNN-DNN ensemble model with the
objective of providing the most accurate prediction model for
county-level corn yield across US Corn Belt states. The numerical
results confirmed the superb performance of the designed
ensemble models compared to literature models. Table 3
showed that the homogenous ensemble models outperform the
benchmark (Shahhosseini et al., 2020) by 10–16%. In addition,
comparing the results with another well-performing prediction
model in the literature (Khaki et al., 2020b), the homogeneous
ensemble could outperform the prediction results of Khaki et al.
(2020b) by 10–12% in common test set scenarios (2017 and
2018 test years). The CNN-RNN model developed by Khaki
et al. (2020b) presented test prediction errors of 988 kg/ha
(15.74 bu/acre) and 1,107 kg/ha (17.64 bu/acre) for the test
years 2017 and 2018, respectively, while the homogeneous
ensemble model designed here resulted in test prediction errors
of 874 kg/ha (13.93 bu/acre) and 992 kg/ha (15.8 bu/acre) for the
test years 2017 and 2018, respectively.

This is the first study that designed a novel ensemble
neural network architecture that has the potential to make the
most accurate yield predictions. The model developed here is
advantageous compared to the literature due to the ability of the
ensemble model in decreasing prediction variance by combining
diverse models as well as reducing prediction bias by training the
ensemble model based on powerful base models. Shahhosseini
et al. (2020) had used ensemble learning for predicting county-
level yield prediction, but neural network-based architectures
were not considered, and the models were trained only on three
states (IL, IA, IN). Khaki et al. (2020b) trained a CNN-RNN
model for predicting US Corn Belt corn and soybean yields,
but the model developed there is unable to make predictions
as accurate as the models designed in this study and is not
benefitting from the diversity in the predictions.

Including remote sensing data as well as simulated data from
crop model like APSIM could potentially improve the predictions
made by our models further which can be pursued as the future
research direction. In addition, we assumed all considered farms
are rainfed, while in states such as Kansas and Nebraska many
of the farms are irrigated. Surprisingly, the prediction accuracy
in these states was comparable with other states (Figures 6, 7).
We believe this is because of the use of average or rainfed corn
yields from these states, not irrigated yields to train our models.
Including the irrigation data can result in better prediction and
perhaps new models for those states and is another possible future
research direction.

Comparing the Models’ Performance
Across US Corn Belt States
Figure 6 compares the prediction errors of the test year of 2019
for some of the designed ensemble models represented by relative
root mean squared error (RRMSE) for each of the 12 US Corn
Belt states under study. The models performed the best in Iowa,
Illinois, and Nebraska, and worst in Kansas and South Dakota.
The worse prediction error in Kansas can be explained by the
fact that the majority of the farms in Kansas state are irrigated
and this irrigation is not considered as one of the variables when
training the ensemble models. It is clear that including irrigation
variable can improve the predictions. However, that was not
the case for Nebraska, suggesting that irrigation may not be the
only reason for the low performance in Kansas. Upon further
investigate, we realized the corn yields in the Nebraska state are
highly correlated with the weather features especially maximum
temperature, while the corn yields in the Kansas state don’t show
this amount of correlation to weather features and are slightly
correlated with both weather and soil features. In other words,
it seems that although the weather features are adequate for
making decent predictions in the Nebraska state, this is not the
case for the Kansas.

Figure 7 depicts the relative error percentage of each year’s
test predictions on a county choropleth map of the US Corn
Belt. The errors are calculated by dividing over/under prediction
of the homogenous GEM model divided by the yearly average
yield. This figure proves that the model is robust and can be
easily generalized to other environments/years. One observation
is that the model keeps overpredicting the yields in the Kansas
state. This could be explained by the irrigation assumption we
made when developing the data set. We assumed all the farms
are rainfed and did not consider irrigation in states like Kansas in
which some of the farms are irrigated.

Generalization Power of the Designed
Ensemble CNN-DNN Models
To further test the generalization power of the designed
ensembles, we gathered the data of all considered US Corn Belt
states for the year 2020 and applied the trained heterogeneous
and homogeneous ensemble models as well as the benchmarks
on the new unseen observations of the year 2020. As the results
imply (Table 4), both heterogenous and homogeneous ensemble
models provide better predictions than the benchmark ensemble
models, with the homogeneous Generalized Ensemble Model
(GEM) being the most accurate prediction model. This model
could provide predictions with 958 kg/ha root mean squared
error and explain about 77% of the total variability in the
response variable.

CONCLUSION

In this study we designed two novel CNN-DNN ensemble types
for predicting county-level corn yields across US Corn Belt
states. The base architecture used for creating the ensembles is
a combination of CNNs and deep neural networks. The CNNs
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were in charge of extracting useful high-level features from the
soil and weather data and provide them to a fully connected
network for making the final yield predictions. The two ensemble
types were heterogeneous and homogeneous which used the
same base CNN-DNN structure but generated the base models
in different manners. The homogenous ensemble used one fixed
CNN-DNN network but applied it on multiple bagged data
sets. The bagged data sets introduced a certain level of diversity
that the created ensembles had benefited from. On the other
hand, the heterogeneous ensemble used different base CNN-
DNN networks which shared the same structure but differed
in their number of filters. The different numbers of filters were
considered as another method of introducing diversity into the
ensembles. All base models generated from either of these two
ensemble types were combined with each other using three
ensemble creation methods: BEM, GEM, and stacked generalized
ensembles. The numerical results showed that the ensemble
models of both homogeneous and heterogeneous types could
outperform the benchmark ensembles which had previously
proved to be effective (Shahhosseini et al., 2020, 2021) as well
as well-performing CNN-RNN architecture designed by Khaki
et al. (2020b). In addition, homogeneous ensembles provide
the most accurate predictions across all US Corn Belt states.
The results demonstrated that in addition to the fact that these
ensemble models benefitted from higher level of diversity from
the bagged data sets, they provided a better combination of
base models compared to simple averaging in the bagging. The

generalization power of the designed ensembles was proved by
applying them on the unseen observations of the year 2020.
Once again heterogeneous and homogeneous ensemble models
outperformed the benchmark ensembles.
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Medicinal plants have a variety of values and are an important source of new drugs
and their lead compounds. They have played an important role in the treatment
of cancer, AIDS, COVID-19 and other major and unconquered diseases. However,
there are problems such as uneven quality and adulteration. Therefore, it is of great
significance to find comprehensive, efficient and modern technology for its identification
and evaluation to ensure quality and efficacy. In this study, deep learning, which is
superior to conventional identification techniques, was extended to the identification
of the part and region of the medicinal plant Paris polyphylla var. yunnanensis from
the perspective of spectroscopy. Two pattern recognition models, partial least squares
discriminant analysis (PLS-DA) and support vector machine (SVM), were established,
and the overall discrimination performance of the three types of models was compared.
In addition, we also compared the effects of different sample sizes on the discriminant
performance of the models for the first time to explore whether the three models
had sample size dependence. The results showed that the deep learning model had
absolute superiority in the identification of medicinal plant. It was almost unaffected
by factors such as data type and sample size. The overall identification ability was
significantly better than the PLS-DA and SVM models. This study verified the superiority
of the deep learning from examples, and provided a practical reference for related
research on other medicinal plants.

Keywords: deep learning, identification research, medicinal plant, Paris polyphylla var. yunnanensis, superiority
verification, ResNet

INTRODUCTION

Medicinal plants are a kind of highly exploitable plants with various values such as medicinal edible
ecology. Their research has become the latest source for the emergence of new drugs (Newman and
Cragg, 2015). The development potential of the international market for the utilization of medicinal
plants is huge, and countries all over the world generally attach importance to its research in order
to better transform and utilize medicinal plants, solve the problem of human survival resource
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shortage, and improve human health (Jamshidi-Kia et al., 2018).
Medicinal plants have a wide range of sources. Due to differences
in regional natural conditions, climatic conditions, flora and
natural resources, they present a unique distribution with
great differences in quantity and type (Deng et al., 2016).
Many factors have different degrees of influence on the quality
of medicinal plants. Therefore, the use of comprehensive,
efficient, and modern technical means to clarify the region
and part of medicinal plants has far-reaching significance for
quality and efficacy.

Traditional identification and evaluation techniques
for medicinal plants mainly include the technology of
DNA barcoding, macroscopic identification, microscopic
identification, chromatography, spectroscopy, etc. (Pang
et al., 2011; Pei et al., 2020; Liu et al., 2021). Among
them, spectroscopy has the advantages of simplicity,
speed, economy, and high throughput, which can fully
characterize the chemical information of samples with
complex mixed systems (Pasquini, 2018). The identification
research of medicinal plants mostly uses spectroscopy
combined with chemometrics. Among them, the partial
least square discriminant analysis (PLS-DA) and support
vector machine (SVM) have excellent performance, and
have been successfully applied to the identification and
evaluation of a variety of medicinal plants, including species
identification, origin identification, age identification, part
identification, adulteration identification, etc. (Liu et al.,
2020; Shen et al., 2020; Wang et al., 2020) Yang and Wang
(2018) compared the effects of PLS-DA and SVM on the
identification of P. polyphylla var. yunnanensis from different
regions based on infrared spectroscopy and ultraviolet
spectroscopy data. It is found that both models have higher
recognition performance, and the accuracy of SVM is higher
than that of PLS-DA.

In addition, two-dimensional correlation spectroscopy
(2DCOS) is also a powerful tool for identification evaluation.
This technology fully combines the advantages of computational
chemistry, statistics, spectroscopy and computer science to
increase the spectral resolution and enrich the information
carried by the spectrum by increasing the dimension (Noda,
1989, 1993). In recent years, reports on the research and
application of 2DCOS technology are increasing year by
year, covering drug metabolism, drug toxicology, drug
structure-activity relationship, traditional Chinese medicine,
etc. (Noda, 2004, 2014, 2016; Li et al., 2014). Based on
years of research, Sun et al. (2003) wrote a book called
“Atlas of Two-dimensional Correlation Infrared Spectroscopy
for Traditional Chinese Medicine Identification,” which
contains the 2DCOS spectra of more than 300 kinds of
traditional Chinese medicine, providing a reference for the
identification research of related traditional Chinese medicine.
However, the artificial identification and analysis of 2DCOS
spectra has limitations in time, technology, and experience.
Moreover, interdisciplinary research has become a current
hot spot and also the trend of future scientific research
field. Therefore, it is necessary to combine 2DCOS with
more modern, convenient and intelligent technical means

of other disciplines to realize the rapid identification of
medicinal plants.

Deep learning is the main research method used in the
development of artificial intelligence research at the present
stage, which has unique advantages in image classification
and object recognition (LeCun et al., 2015; Houssein et al.,
2021). Combining it with 2DCOS images for the identification
of medicinal plants can take advantage of the respective
advantages of the two technologies and greatly improve
the efficiency of identification and analysis. Deep learning
combined with 2DCOS seems to show superior performance
in many aspects than traditional spectroscopy combined with
chemometrics in identifying medicinal plants (Dong et al., 2020).
For example, deep learning can achieve good identification
without complex spectral preprocessing, and there is no need
to manually extract features in the modeling process, which
greatly improves efficiency and reduces various risks caused
by human factors (Grinblat et al., 2016). However, these
conclusions are all based on theories or the application of a
single method, and there has been no actual comparison and
discussion on them.

Paris polyphylla var. yunnanensis (PPY), as the original
plant of the precious Chinese medicine Paridis Rhizoma, is
a medicinal plant resource with a representative and global
influence (Cunningham et al., 2018). In the market, there
are more than 80 commonly used Chinese patent medicines
with Paridis Rhizoma as the main raw material, and 107
pharmaceutical companies are involved in the production,
which are distributed in 23 provinces of China. They have
significant clinical efficacy and economic value (Tao et al., 2020).
At present, domestic and foreign scholars have conducted a
lot of research on PPY, but the research on the resources
evaluation is still in a situation where there are results but
no conclusions, and they are all based on the traditional
medicinal rhizoma. Moreover, studying the above-ground parts
of PPY can promote the development and utilization of non-
medicinal parts, and improve economic benefits (Zhao et al.,
2021). Besides, there is currently no research on the use of
deep learning combined with 2DCOS to identify the parts
and regions of PPY.

In conclusion, taking PPY as an example, two pattern
recognition models of PLS-DA and SVM, and a deep learning
model of Residual neural network (ResNet) were established
in this study to explore and verify whether deep learning
combined with 2DCOS has advantages in the identification of
medicinal plant resources. In order to increase comparability
and credibility, we simultaneously identified and evaluated
PPY samples of different regions and parts. In addition, we
also compared the impact of different sample sizes on model
identification performance to explore whether the three models
are dependent on sample size. This research not only provided
a reasonable, standardized, fast and effective method for the
identification of regions and parts of PPY, but also verified the
superiority of the deep learning model in the identification of
medicinal plants and the response of the three models to sample
size. This is conducive to the development and utilization of
advanced deep learning models such as ResNet in other fields.
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FIGURE 1 | Location distribution of Paris polyphylla var. yunnanensis samples in western, central, northwest, southwest and southeast of Yunnan.

FIGURE 2 | Sample picture of the planting site, whole plant and rhizome of Paris polyphylla var. yunnanensis.

MATERIALS AND METHODS

Sample Information
A total of 772 individuals were collected in 12 sampling sites
in central, northwest, southeast, southwest and western Yunnan

(Figure 1). All samples were identified as Paris polyphylla
var. yunnanensis by Professor Hang Jin from the Institute of
Medicinal Plants, Yunnan Academy of Agricultural Sciences.
Some samples are shown in Figure 2. Afterward, all the samples
were cleaned and divided into four parts: rhizome, stem, leaf and
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FIGURE 3 | Averaged raw spectra of Paris polyphylla var. yunnanensis. (A) parts; (B) regions. The G, J, Y, and XG represent the rhizome (G), stem (J), leaf (Y) and
fibrous root (XG), respectively.

fibrous root. Then the samples were dried to a constant weight at
50◦C in an electric thermostatic drying oven. Next, the samples
were passed through a 100-mesh sieve. Finally, the fine powders
were stored in self-sealed bags and kept in a dry environment
away from light for subsequent analysis. The detailed information
of the samples is shown in Supplementary Table 1. There are
a total of 772 rhizomes, all of which were used for regions
identification analysis. Rhizome (G: 142), stem (J: 107), leaf (Y:
137), and fibrous root (XG: 107) from Dehong and Yuxi were
selected for identification of parts.

FT-MIR Spectra Acquisition
The Fourier transform mid-infrared spectra were collected by
a Fourier transform infrared spectrometer equipped with an
attenuated total reflection accessory (Perkin Elmer, Norwalk,
CT, United States). Sample powder (2 ± 0.2 mg) was placed
in the center of the metal ring (ZnSe crystal surface), and the
manometer knob was adjusted to a uniform progress bar of
131 ± 1 to form sample powder sheets with the same thickness.
The infrared spectrum scanning range was set to be 4,000–
550 cm−1 with a spectral resolution of 4 cm−1. Sixteen times
of scanning were carried out, and each sample was measured in
parallel for three times. Finally, the average spectrum was taken.
Before the sample scanning, the infrared spectrum of the blank
crystal surface is collected, and the interference of air and the
scattering spectrum of the crystal part was deducted. During the
spectrum measurement, keep the laboratory temperature at 25◦C
and the relative air humidity at 30%.

Data Processing and Exploratory
Analysis
Although the spectral data preprocessing and the characteristic
variable selection have been proved by previous studies to be
effective for optimizing identification model (Obaid et al., 2019),
the complex data preprocessing process will greatly reduce the

recognition efficiency. Moreover, the preprocessing methods and
characteristic variable selection methods used for different data
sets cannot be unified, which requires a lot of time and resource
costs to verify. Therefore, this study directly used original spectral
data for subsequent identification analysis without considering
data preprocessing and characteristic variable selection, so as to
fairly compare the recognition performance of the three types of
models and verify whether the ResNet model has advantages in
the identification research.

In addition, in order to explore the impact of sample size on
the recognition ability of the three types of models, we divided
the data sets of region and part into low sample size group (10%),
medium sample size group (50%), and high sample size group
(100%), and the percentage in parentheses is the proportion of
each group of samples (Supplementary Table 2). The Kennard-
stone algorithm was performed to divide the data of all groups
into training set (2/3) and test set (1/3), which was directly used
to build PLS-DA and SVM models. The data for establishing
the ResNet model is the 2DCOS images of all groups, and the
generation method is shown in the following section.

Exploratory analysis used the unsupervised analysis method
of t-distributed stochastic neighbor embedding (t-SNE) to
summarize the distribution of grouped samples in a multivariate
space. By identifying the distribution trend of samples, high-
dimensional data can be visualized as data points in two-
dimensional or three-dimensional graphs. The above process was
completed by MATLAB software.

Two-Dimensional Correlation
Spectroscopy Spectra Image Acquisition
The generalized two-dimensional correlation spectrum is an
effective method to improve spectral resolution and solve spectral
overlap by designing disturbance variables, which is obtained by
discrete generalized 2DCOS algorithm. Its dynamic spectrum is
expressed as S, and the expression is as follows, where v is variable

Frontiers in Plant Science | www.frontiersin.org 4 September 2021 | Volume 12 | Article 75286325

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-752863 September 16, 2021 Time: 17:22 # 5

Yue et al. Superiority Verification of Deep Learning

FIGURE 4 | The synchronous, asynchronous and integrated 2DCOS images of parts. (A) rhizome; (B) stem; (C) leaf; (D) fibrous root. Asys images are i2DCOS
images.
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FIGURE 5 | The synchronous, asynchronous and integrated 2DCOS images of regions. (A) central; (B) northwest; (C) southeast; (D) southwest; (E) western. Asys
images are i2DCOS images.
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TABLE 1 | Parameters for PLS-DA models in parts and regions discrimination based on three levels of data sets.

Data Model LVs R2 Q2 RMSEE RMSECV RMSEP Accuracy (%)

Training set Test set

Parts PLS-DA-L 1 0.198 0.159 0.374135 0.37687 0.295164 51.52 55.56

PLS-DA-M 11 0.899 0.831 0.143237 0.167712 0.0758287 99.39 100

PLS-DA-H 11 0.918 0.887 0.120499 0.138129 0.0669199 99.39 100

Regions PLS-DA-L / / / / / / / /

PLS-DA-M 14 0.584 0.333 0.349237 0.441024 0.325103 87.92 88.46

PLS-DA-H 20 0.698 0.544 0.266242 0.351347 0.266231 95.34 92.22

and t is the external disturbance (Noda, 2018).

S (v) =



y(v, t1)

y(v, t2)

y(v, t3)

·

·

·

y(v, tm)


(1)

The synchronous spectral intensity 8(v1,v2) is equal to the
cross product of the dynamic spectral intensity at (v1, v2). The
asynchronous spectral intensity 9(v1,v2) is equal to the cross
product of the Hilbert-Noda matrix defined as Njk for the
dynamic spectral intensity at (v1, v2). Their expressions are as
follows:

8 (v1, v2) =
1

m− 1
S (v1)

T
· S (v2) (2)

9 (v1, v2) =
1

m− 1
S (v1)

T
· N · S (v2) (3)

Njk =


0 j = k

1
π(k−j) j 6= k (4)

The product of a pair of synchronous and asynchronous
correlation intensities can obtain the integrated two-dimensional
correlation intensity, which is expressed as I (v1, v2) (Chen et al.,
2018).

I(v1, v2) = [8(v1, v2)] · [9(v1, v2)]

=
1

(m− 1)2 [S(v1)
T
· S(v2)] · [S(v1)

T
· N · S(v2)] (5)

Spectral data matrix S(m × n) contains two spectra, the
first is the average FT-MIR of each class, and the second is
the ith FT-MIR spectra of each class. The synchronous 2DCOS
spectra, asynchronous 2DCOS spectra and integrative 2DCOS
(i2DCOS) spectra for the ith sample of each category can be
obtained by equation (2), (3) and (4). In order to reduce the
amount of calculation, save computer resources and speed up the
calculation efficiency, the fingerprint area of 1,750–550 cm−1 was

selected, and the synchronous 2DCOS, asynchronous 2DCOS
and i2DCOS spectral images were automatically generated by the
software Matlab2017b. The image size can be chosen according
to the processing power of the computer (32 × 32 pixel, 64 × 64
pixel and 128 × 128 pixel), and the generated 2DCOS images
were stored in JPEG image format with the size as 64 × 64 pixel
in the corresponding folder for building ResNet model. Using the
Kennard-stone algorithm, all datasets were divided into training
set (60%), test set (30%), and external validation set (10%). The
process of generating all types of 2DCOS spectra images is shown
in Supplementary Figure 1.

Partial Least Squares Discrimination
Analysis
Partial least squares discriminant analysis is a linear supervised
classification method established on the basis of the standard PLS
regression algorithm. It searches for the variable with the largest
covariance of the classification matrix Y from the variable matrix
X. Y is divided into two categories, where Y = 1 represents that
the sample belongs to a specific category, and Y = 0 represents
that the sample does not belong to a specific category. Finally,
the probability of each sample classified into each category is
obtained. In the calculation, the observed X matrix is transformed
into a set of several intermediate linear latent variables (LVs). The
first n LVs are selected according to the maximum eigenvalue
greater than 1. The statistical parameters of accuracy, model
fitting determination coefficient R2, Q2, root mean square error of
estimation (RMSEE), root mean square error of cross validation
(RMSECV), and root mean square error of prediction (RMSEP)
are used to evaluate the performance of the model. Permutation

TABLE 2 | The accuracy of SVM models for parts and regions identification based
on three levels of data sets.

Data Model Best c Best g Accuracy (%)

Training set Test set

Parts SVM-L 2,048.00 0.000043 72.73 100.00

SVM-M 181.02 0.00069 98.18 100.00

SVM-H 5.66 0.016 99.39 100.00

Regions SVM-L 1.00 0.10 0.00 46.15

SVM-M 11,585.24 0.00017 87.92 92.31

SVM-H 46,340.95 0.000031 94.17 97.28
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FIGURE 6 | The accuracy curves and cross-entropy cost function of ResNet models based on part data with different sample size. L, low sample size; M, medium
sample size; H, high sample size.

test was performed on the established model with a total of 50
iterations. And according to the R2-intercept and Q2-intercept
results, the fitting degree of the model was verified. The process
of establishing PLS-DA model was carried out on SIMCA-
P+14.1 software.

Support Vector Machine
Support vector machine is a supervised pattern recognition
method that can identify unknown samples and has the
ability to analyze the data with high collinearity and high
noise. The libsvm-3.20 toolbox developed by the Institute
of Industrial Engineering, National Taiwan University, Lin
Zhiren, etc., was used to establish SVM discriminant models to
identify the region and part of P. polyphylla var. yunnanensis.
The 1,789 data points of the original FT-MIR spectra were
used as the X variable, and the classification labels were
used as the Y variable. The training set was used to
establish discriminant models, and the text set was used to
externally verify the accuracy of models. The best kernel

functions c and g were obtained by cross validation of grid
search method. The SVM models were implemented using
Matlab software.

Residual Neural Network
In this study, a 12-layer ResNet was established with a weight
attenuation coefficient λ of 0.0001 and a learning rate of 0.01.
Supplementary Table 3 showed the ResNet network parameter
configuration. The model was completed by the anaconda
data processing hardware platform, and MXNet was selected
as the deep learning framework. The model contains two
kinds of residual block, namely the identity residual block
(Supplementary Figure 2) and the convolutional residual block
(Supplementary Figure 3). The block is selected according
to whether the dimensions of the input and output are
consistent. When the dimensions of the input and output
are the same, the identity residual block is used to build
the model. When the input and output dimensions are
inconsistent, we introduce the convolutional residual block with
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FIGURE 7 | The accuracy curves and cross-entropy cost function of ResNet models based on region data with different sample size. L, low sample size; M, medium
sample size; H, high sample size.

a convolution kernel size of 1 × 1 to match the dimensions
of the input and output. The model structure is shown in
Supplementary Figure 4, where the input data is synchronous
2DCOS, asynchronous 2DCOS and i2DCOS spectral images. The
identification flow chart of ResNet is shown in Supplementary
Figure 5. The training set is used to train the model. The
Stochastic Gradient Descent (SGD) method is used to find
the optimal parameters for minimizing the loss function value
to obtain the optimal model. The test set is used to verify
whether the performance of the final model is optimal. The
external validation set is used to verify the generalization
ability of the model.

RESULTS AND DISCUSSION

FT-MIR Spectra Analysis
Figure 3 shows the average FT-MIR spectra of four parts and five
regions of PPY. 3,350, 2,940, 1,645, 1,387, 1,069, 931, 581 cm−1

are the main characteristic absorption peaks of PPY samples.
The absorption peak of O-H stretching vibration is mainly

near 3,350 cm−1 (Pei et al., 2018). The absorbance intensity
around 2,940 cm−1 is related to the stretching vibration of C-H
absorption of lipids (Pei et al., 2019). The absorption peak at
1,645 cm−1 is assigned to the C = C and C = O stretching
vibration of steroid saponin and flavonoid (Wu et al., 2019). The
absorption peak near 1,387 cm−1 is -CH3 symmetrical bending
vibration (Yang et al., 2019). In the region of 1,300–550 cm−1,
the absorption peaks correspond to the stretching vibration peak
of C-O and the bending vibration of O-H, which belong to
substances such as sugars and saponins (Wu et al., 2018). It is
concluded that the main components in the plant of PPY are
flavonoids, starch and glycosides.

As shown in Figure 3A, the absorption peak intensity of
rhizome, stem, leaf and fibrous root is significantly different,
especially the absorption peak in the band of 4,000–1,200 cm−1.
On the whole, the order of absorption intensity of four parts
is Y > J > XG > G. It may imply that the distribution and
content of active components in different parts of PPY are
significantly different, and the components content of non-
medicinal parts (Y, J, and XG) may be higher than the medicinal
parts (G), which is nearly consistent with the research results
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TABLE 3 | The accuracy of ResNet models for parts and regions identification based on three levels of data sets.

Data Code Type Epoch Loss value Accuracy

Train (%) Test (%) External validation (%)

Parts Resnet-L Synchronous 29 0.091 100 100 100

Asynchronous 49 0.102 100 64 100

Asys 49 0.219 100 57 100

Resnet-M Synchronous 29 0.012 100 100 100

Asynchronous 45 0.021 100 88 87.5

Asys 49 0.021 100 96 100

Resnet-H Synchronous 29 0.009 100 100 100

Asynchronous 49 0.027 100 89 90

Asys 49 0.017 100 81 88

Regions Resnet-L Synchronous 29 0.114 100 100 100

Asynchronous 47 0.248 100 50 25

Asys 69 0.132 100 54 37.5

Resnet-M Synchronous 29 0.030 100 100 100

Asynchronous 49 0.088 100 62 56.4

Asys 69 0.045 100 61 66.7

Resnet-H Synchronous 27 0.009 100 100 100

Asynchronous 48 0.011 100 63 62.7

Asys 47 0.020 100 55 64

Note: The bold value are the optimal results of models under the certain data set.

of Feng et al. (2015). However, the differences of peak shape
and absorption intensity in different regions (Figure 3B) are
much lower than those in different parts, which indicates that the
differences within individuals may be greater than the differences
between individuals, and it’s easier to identify parts than regions.
Nonetheless, further modeling analysis and more studies are
needed to support this conclusion.

The Two-Dimensional Correlation
Spectroscopy Spectra Images
In this study, a total of 6,135 2DCOS images were drawn,
including synchronous 2DCOS, asynchronous 2DCOS and
i2DCOS images of PPY in different parts (Figure 4) and
different regions (Figure 5). The synchronous 2DCOS images
are symmetric along diagonals, and the correlation peaks may
appear on or off the diagonal. The correlation peak on the
diagonal line is called the auto peak, which is expressed as the
value of the auto-correlation function of spectral intensity change
(Huang et al., 2003). The peaks on both sides of the diagonal
are called cross peaks and represent synchronous changes of
spectral signals at different wavenumbers. The asynchronous
2DCOS images characterize the asynchronous characteristics of
the absorption intensity measured at two different wavenumbers.
It is anti-symmetric on both sides of the diagonal, and it
has only cross peaks and no automatic peaks (Noda, 1990).
The i2DCOS is defined as the product of the synchronous
and asynchronous two-dimensional correlation intensities. It

can provide correlation spectra with equal resolution, and its
characteristics are clearer than asynchronous 2DCOS (van der
Maaten and Hinton, 2008). By comparing the synchronous,
asynchronous and integrated 2DCOS, it is not difficult to see
that the colors and lines of the synchronous images are clearer
and richer, and it is easy to analyze the differences and intensity
changes of auto peaks and cross peaks between different samples.
However, asynchronous and integrated images are complex and
changeable, and cannot be distinguished by naked eyes. This may
be caused by the complex characteristics of traditional Chinese
medicine. In addition, the 2DCOS images of different parts has
more significant differences than that of different regions, which
is consistent with the results presented by the one-dimensional
spectral analysis.

In summary, synchronous 2DCOS has better performance of
visual recognition. Different parts are easier to distinguish than
different regions. Although 2DCOS overcame the shortcomings
of one-dimensional spectral peak overlap and improved its
apparent resolution, it was very difficult to recognize different
parts and regions by visual analysis alone, so we need to rely on
machine learning methods.

Exploratory Analysis of t-Distributed
Stochastic Neighbor Embedding
As a relatively novel non-parametric dimensionality reduction
technology, t-SNE can visualize high-dimensional data to obtain
the position of each data point on a two-dimensional or
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FIGURE 8 | Comparison of the overall identification performance of PLS-DA, SVM and ResNet models. (A) parts; (B) regions.

three-dimensional map. Its focus is to maintain the basic
structure of the data matrix to reveal outliers or similarities
and differences between groups of observed variables. As
shown in Supplementary Figure 6, t-SNE was used in this
study to conduct a preliminary visual evaluation of the
spectral data sets. The ellipses in the figure represented the
detailed trends of different types of samples. Supplementary
Figure 6A showed the distribution of FT-MIR data sets
of different parts, in which there were obvious outliers in
both fibrous roots and roots. But in general, most samples
could be clustered according to different category, and a
few samples were mixed together. Supplementary Figure 6B
showed the distribution of FT-MIR data sets of different
regions, which formed a sharp contrast with the data set
of different regions. The samples from the five regions were
almost completely blended together. The two-dimensional
visual results showed that the FT-MIR information of PPY
samples in different regions was relatively similar, and it
is not easy to distinguish. The results of these exploratory
data analysis were consistent with the results of spectrum
analysis, that is, the difference between different parts of PPY
was higher than that of different regions. Obviously, in the
process of data visualization, the vast majority of samples
cannot be classified according to their pre-identified labels of
different sources. Therefore, further in-depth modeling analysis
should be considered.

Discrimination Results of Partial Least
Squares-Discriminant Analysis Model
The PLS-DA models for the parts and regions of PPY based
on different sample size data sets were, respectively, established.
Table 1 lists all the model parameters and the results of
discrimination accuracy. From the table, we can clearly know
that the models of different parts, different regions and different
sample sizes have significant differences in the identification
ability and model performance. In addition, in order to assess
whether the PLS-DA model has an over-fitting problem, a
permutation test was performed on all models. Generally, if the
intercept of R2 is less than 0.4, there is no risk of over-fitting.

Supplementary Figure 7 shows the results of the permutation
test of five classification models (PLS-DA model cannot be
established based on the low sample size data of the region).
The results show that the R2 intercepts of the five models
are all less than 0.4, and there is no risk of over-fitting. The
confusion matrices of the established PLS-DA models based on
the data set of parts and regions are shown in Supplementary
Tables 4, 5, respectively.

First of all, from the models based on different
parts of the data set, we can see that the R2 and Q2

of the PLS-DA-L model are only 0.198 and 0.159,
respectively, which are both lower than 0.5, and the
recognition accuracy of the test set is only 55.56%.
Therefore, the model based on the low sample size
data set has poor performance and low discrimination
ability, and cannot realize the discrimination of different
parts of PPY. The PLS-DA-M and PLS-DA-H models
based on the data sets of parts have high R2 and Q2

values greater than 0.8 and low RMSEE, RMSECV
and RMSEP values. The accuracy of the test sets
of the two models is 100%, which has a very good
recognition performance.

Secondly, as shown in the table, the PLS-DA-L model based
on regions data cannot be fitted. This result may be related
to the amount of data being too small or the data is not
preprocessed. Although the PLS-DA-M model has a test set
accuracy rate of 88.46%, the model performance is poor with
low Q2 and high RMSEE, RMSECV, and RMSEP values. The
PLS-DA-H model is better than the low sample size model and
the medium sample size model in terms of model performance
and recognition accuracy, so that it can well identify PPY in
different regions.

Finally, from the perspective of sample size, whether it is PLS-
DA models based on part data or models based on region data,
the recognition performance is dependent on the sample size.
And it shows that the larger the sample size, the better the model
performance and the stronger the recognition ability. However,
with the increase of the sample size, the recognition efficiency
of the models will be greatly reduced. In addition, through
comparison, it can be concluded that the PLS-DA models based

Frontiers in Plant Science | www.frontiersin.org 11 September 2021 | Volume 12 | Article 75286332

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-752863 September 16, 2021 Time: 17:22 # 12

Yue et al. Superiority Verification of Deep Learning

on part data is better than that based on region data, regardless of
model parameter results or recognition accuracy.

Discrimination Results of Support Vector
Machine Model
Support vector machine is a supervised classification tool.
It searches for the optimal separation hyperplane between
different data categories by maximizing the distance between
the classification hyperplane and various sample points.
SVM contains two parameters, c is used as a penalty
parameter, which can control the generalization ability of
the model and reduce the over-fitting phenomenon, and
the kernel function parameter g is related to the stability
of the model. Supplementary Figures 8, 9 are the optimal
separation hyperplane graph and classification result graph
of the SVM model based on parts and regions data,
respectively. The detailed results of the six SVM models
are shown in Table 2. Best c and Best g, respectively,
represent the best penalty parameter and kernel function
parameter of the model.

The accuracy difference between the training set and the
test set of the SVM-L model based on part data and region
data is more than 20%, while the accuracy of the training set
and the test set of the SVM-M and SVM-H models based on
part data and region data is less than 5%. This shows that
the reliability of the SVM models established with low sample
size data is poor. The SVM-M and SVM-H models based on
part data both have high identification accuracy and low Best c
value, so the model performance is good and have the ability to
identify different parts of PPY. However, although the SVM-M
and SVM-H models based on region data have high identification
accuracy, their Best c values are abnormally high, indicating
that the performance of the two models is poor and there may
be over-fitting, which can’t well identify the PPY in different
regions. The above results show that although a larger sample size
can improve the identification accuracy of the SVM model, the
establishment of a high-performance model cannot be achieved
for data that has not been preprocessed and has small differences
between different categories. In addition, as with the results of
the PLS-DA model, it is easier to identify the parts of PPY
than the regions.

In conclusion, although the SVM model has the advantage
of solving the problems of small sample, nonlinear and high-
dimensional data (Noble, 2006), the unpreprocessed small
sample data in this study is not applicable to the SVM
model, indicating that data preprocessing is very necessary to
improve the discrimination performance of traditional models
such as SVM. In addition, a larger sample size increases
the over-fitting risk of SVM model while improving the
recognition accuracy, which leads to poor model performance
and low reliability.

Discrimination Results of Residual
Neural Network Model
In this research, ResNet models based on 2DCOS images
(including synchronous, asynchronous and integrated images)

of FT-MIR were established. Figures 6, 7 are the results of 18
ResNet models based on the data sets of parts and regions,
respectively, showing the accuracy curves and cross-entropy
cost function curves. The accuracy curves, includes the training
set and the test set, were used to evaluate the discrimination
ability of the model. The closer its value is to 1, the stronger
the discrimination ability of the model. The cross-entropy loss
function was used to explain the convergence effect of the model.
The closer its value is to zero, the better the convergence effect of
the model. In addition, the external validation set was classified
using the models established above, and the classification result
of the external validation set of different parts and regions was
shown in the confusion matrix in Supplementary Figures 10, 11,
respectively. External validation is used to judge and evaluate
the pros and cons of the model to ensure the stability of the
established model. Table 3 summarized the result parameters of
all models, including accuracy (training set, test set and external
validation set), epoch, and loss value.

Comparing the models based on synchronous, asynchronous
and integrated 2DCOS images, we can get that the model of
synchronous 2DCOS images has the best discrimination effect,
and the accuracy of the training set, test set and external
verification set is 100%. The modeling results are consistent with
the results of image vision analysis, that is, the synchronized
2DCOS images have clearer characteristic peaks and can better
characterize different types of samples. Comparing the models
with low, medium and high sample sizes showed that the
ResNet model had no dependence on the sample size, and there
was no obvious rule between the identification accuracy and
the sample size. However, too small sample size will lead to
poor performance and over-fitting of model. This result can
be derived from the identification results of low sample size
models based on asynchronous and integrated 2DCOS images.
The difference of identification accuracy between the external
validation set and the test set was large, and the loss value
of models was significantly higher than that of the medium
sample size and high sample size models. In addition, the
accuracy curves of the training set and test set of the medium
sample size and high sample size models showed a consistent
upward trend, which also showed that these two types of models
had no risk of over-fitting and were robust. However, the
accuracy curve of the training set and the test set of the low
sample size model had a poor consistency in the upward trend,
even for the optimal model of synchronous 2DCOS images,
which indicated that the low sample size would reduce the
performance of the ResNet model. Finally, on the whole, the
recognition effect of the ResNet model based on the part data
set was better than that of the ResNet model based on the
region data set.

In summary, the recognition accuracy of the models based
on synchronous 2DCOS images is the best, which is almost not
affected by sample size, part, region and other factors, and is
most suitable for the identification of medicinal plants. However,
too small sample size does have a small negative impact on
the performance of the ResNet model. Therefore, it is worth
thinking about how to use an appropriate method to solve the
negative impact of low samples on model performance. This
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is conducive to solving the identifying problem of research
subjects with a small sample size. These research objects
have very limited data, and it is expensive or impossible to
obtain more data, such as scarce and precious animal and
plant resources.

Comparison Analysis of Models
Partial least squares discriminant analysis, SVM, and ResNet
models showed significant differences in their ability to identify
the parts and regions of the PPY, the responses to different
sample sizes, and the comprehensive performance of models.
As shown in Figure 8, we have made a visual comparison of
three type of models.

In terms of the identification ability of parts and regions,
the three types of models show consistent results, that is, the
identification ability of parts is better than that of regions,
which indicates that the difference of parts data of PPY is
greater than that of regions data. This result implies that the
difference in component within the sample may be greater
than that between samples. This causes us to think about the
resource evaluation and the effective development and utilization
of the non-medicinal parts of PPY. In addition to the evaluation
of the advantages and disadvantages of the medicinal parts
between individuals in different origins, the development and
utilization of non-medicinal parts within individuals is also very
worthy of attention.

From the perspective of different sample sizes, the three
models have different responses to low, medium, and high sample
size data. The PLS-DA model has a very significant sample size
dependence. As the sample size increases, the discrimination
ability and the performance of the model have been significantly
improved. It can be concluded that the overall performance of
the PLS-DA model is positively correlated with the sample size.
This result is confirmed by two types of models based on part
and region data, which greatly reduces the chance. There is a
certain correlation between the merits and demerits of SVM
model and the sample size, but not a complete positive or negative
correlation. The identification accuracy of the model increases
with the increase of the sample size, while the performance
of the model based on region data evaluated by parameters
will deteriorate with the increase of the sample size. It can
be concluded from this study that there are two important
factors affecting the overall performance of SVM model, one
is the quality of data itself, the other is the sample size. The
ResNet model based on the synchronous 2DCOS images has a
very perfect overall discrimination performance, both in terms
of the discrimination accuracy and the model parameters. It
is not limited by the sample size and is almost unaffected by
the data itself. Whether it is based on easy-to-identify part
data or region data with small differences, it can achieve 100%
recognition accuracy.

In summary, the PLS-DA model has the strongest dependence
on the sample size, followed by SVM, and the ResNet model based
on synchronized 2DCOS images has almost no dependence on
the sample size. In addition, the traditional pattern recognition
model is also affected by the quality of data itself. Therefore, the
ResNet model based on synchronized 2DCOS images occupies an

absolute advantage in the identification of medicinal plants. The
model is universal and does not require preprocessing or artificial
extraction of characteristic variables. It has good discrimination
accuracy regardless of the sample size or the quality of the data.

CONCLUSION

In this study, we used three kinds of models to identify the part
and region of PPY. PLS-DA and SVM are traditional pattern
recognition models, which have been widely used in the past
research. ResNet model is a representative dominant model in
deep learning. The effects of different types of data and different
sample sizes on the discrimination ability and performance of
the three models were discussed without any data preprocessing.
By comparing the ability of the traditional model and the deep
learning model for the identification of PPY, we found that the
identification performance of PLS-DA and SVM models was
easily affected by the data type, sample size and other factors,
and the overall identification ability of both models was not
as good as the ResNet model based on synchronous 2DCOS
images. Different from the previous single theory or single model
analysis, this study verified the superiority of deep learning model
in the identification research of medicinal plant resources from
the actual and multiple perspectives.
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The accurate identification of apple leaf diseases is of great significance for controlling

the spread of diseases and ensuring the healthy and stable development of the

apple industry. In order to improve detection accuracy and efficiency, a deep learning

model, which is called the Coordination Attention EfficientNet (CA-ENet), is proposed to

identify different apple diseases. First, a coordinate attention block is integrated into the

EfficientNet-B4 network, which embedded the spatial location information of the feature

by channel attention to ensure that the model can learn both the channel and spatial

location information of important features. Then, a depth-wise separable convolution is

applied to the convolution module to reduce the number of parameters, and the h-swish

activation function is introduced to achieve the fast and easy to quantify the process.

Afterward, 5,170 images are collected in the field environment at the apple planting base

of the Northwest A&F University, while 3,000 images are acquired from the PlantVillage

public data set. Also, image augmentation techniques are used to generate an Apple Leaf

Disease Identification Data set (ALDID), which contains 81,700 images. The experimental

results show that the accuracy of the CA-ENet is 98.92% on the ALDID, and the average

F1-score reaches .988, which is better than those of common models such as the

ResNet-152, DenseNet-264, and ResNeXt-101. The generated test dataset is used to

test the anti-interference ability of the model. The results show that the proposed method

can achieve competitive performance on the apple disease identification task.

Keywords: apple disease, CA-ENet, attention mechanism, CA block, diseases identification

INTRODUCTION

The apple industry is one of the most important fruit industries in China. However, the frequent
occurrence of apple leaf diseases may seriously restrict the healthy and stable development of
the apple industry. At present, the diseases of a large number of industrialized apple orchards
mainly rely on human vision for recognition, which requires a high degree of reliance on disease
experts. The identification task is huge, especially since the visual inspection of fruit farmers or
experts is prone to misjudgment due to their subjective perception and visual fatigue, and it is
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difficult to meet the demand for high-precision identification for
intelligent orchards (Dutot et al., 2013). The problems previously
discussed will lead to a large lag in the tracking management
process of orchard diseases, which causes the improper use
of pesticides and reduces the quality of fruit. Therefore, the
accurate identification of diseases is of great significance to
improve the yield and quality of apples and to cultivate disease-
resistant varieties.

With the development of computer vision, machine learning
techniques have been widely used in the agricultural field in
recent years, and a series of approaches have been achieved in
crop disease identification (Aravind et al., 2018; Kour and Arora,
2019; Mohammadpoor et al., 2020). In recent years, the main
techniques, which are widely used in crop disease identification
include artificial neural network (ANN) (Sheikhan et al., 2012),
the K Nearest Neighbors (KNN) algorithm (Guettari et al., 2016),
random forests (RF) (Kodovsky et al., 2012), and so on. For
example, Wang et al. (2019) proposed a method for identifying
cucumber powdery mildew based on a visible spectrum by
extracting the spectral features and training a Support Vector
Machine (SVM) classifier to establish a classification model,
optimizing the radial basis kernel function, and the recognition
accuracy of the method reached 98.13%. In contrast, Prasad
et al. (2016) proposed a mobile client-server architecture for
leaf disease detection and diagnosis based on the combination
of a Gabor Wavelet Transform (GWT) and a Gray-Level Co-
occurrence Matrix (GLCM). The mobile terminal captures the
object image and then transmits it to the server after pre-
processing. The server then performs GWT-GLCM feature
extraction and classification based on the KNN algorithm. The
system can monitor farmland information through the mobile
terminal at any stage. Although the previously discussed studies
achieved outstanding performances in disease identification
tasks, the low-level feature representations extracted from
them are limited to intuitive shallow features, such as the
colors, textures, and shapes of the images. Thus, it is difficult
to achieve competitive performance on apple leaf disease
identification tasks.

Compared with machine learning algorithms that require
cumbersome image pre-processing and feature extraction (Kulin
et al., 2018; Zhang et al., 2018b), convolutional neural
networks (CNNs) can directly learn robust high-level feature
representations of apple diseases from images. The extracted
high-level feature representation is richer and better compared
with the method of manually extracting features; therefore,
CNNs have achieved excellent results in multiple visual tasks
(Ren et al., 2017; Liu et al., 2018; Bi et al., 2020). In recent
years, with the continuous emergence of advanced deep learning
architectures such as the ResNet (He et al., 2016), ResNeXt
(Xie et al., 2017), and DenseNet (Huang et al., 2017), the
recognition accuracy and speed are constantly being refreshed
on the public dataset, ImageNet. In order to solve the problem
of the mobile deployment of the model, scholars have proposed
various lightweight architectures, such as Xception (Chollet,
2017), MobileNet (Howard et al., 2017; Sandler et al., 2018),
ShuffleNet (Ma et al., 2018; Zhang et al., 2018a), and so on.
In order to provide a stable, efficient, low-cost, and highly

intelligent disease identification method, Chao et al. (2020)
proposed that the XDNet combined with DenseNet and Xception
can enhance the feature extraction capability of the model. The
model achieved an accuracy of 98.82% in identifying five apple
leaf diseases with fewer parameters. Liu et al. (2020) adopted the
Inception structure and introduced a dense connection strategy
to build a new neural network model, which realized the real-
time and accurate identification of six different kinds of grape
leaf diseases. In addition, Ramcharan et al. (2019) deployed a
trained cassava disease recognition model for a mobile terminal.
Tests under natural conditions in the field found that complex
conditions, such as different angles, brightness, and the occlusion
of the image taken, could adversely affect the performance of
the model, which also proves that image classification under the
complex background of the field is challenging.

An attention mechanism can provide a novel solution for
feature extraction. The attention mechanism can assign larger
weights to regions of interest and smaller weights to backgrounds
and extract information that contributes more to classification
to optimize the model and to make judgments that are more
accurate. In other studies, attention mechanisms have achieved
excellent performance in tasks, such as classification, detection,
and segmentation (Hu et al., 2018; Karthik et al., 2020; Mi et al.,
2020; Hou et al., 2021). Inspired by the above researches, this
study proposes a new CNN for apple diseases recognition. The
main contributions and innovations of this study are summarized
as follows:

1. A new Apple Leaf Disease Identification Data set (ALDID) is
generated by using image generation techniques. In order to
enhance the generalization performance of the model, image
augmentation techniques are used to expand the data set and
simulate apple leaf disease images collected under different
conditions, laying a foundation for the training of the model.

2. A novel attention-based apple leaf disease recognition model,
namely, the Coordination Attention EfficientNet (CA-ENet),
is proposed. A network search technique is first used to
determine the optimal structure of the model, and the
optimal parameters of network depth, width, and input image
resolution are obtained. Then, the deep separable convolution
is applied to the coordination attention convolution (CA-
Conv) infrastructure to greatly reduce the number of
parameters and avoid an overfitting problem. Finally, a
coordinated attention block is embedded in the infrastructure
to realize the integration of characteristic channel information
and spatial information attention and to strengthen the
learning ability of the model for important information in the
lesion area.

The remainder of the study is organized as follows: In section
Materials and Methods, the detailed information of the dataset
is introduced and expanded by data augmentation techniques.
The model proposed in this study and the related content
of attention visualization is introduced in detail. The section
Results and Discussion presents the experiments for evaluating
the performance of the model and analyzes the results of the
experiments, discussed the impact of data augmentation and
external interference on the performance of the model. The last
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section, Conclusion and Future Work, summarizes the work of
this study and prospects for further research.

MATERIALS AND METHODS

This section introduces the materials and methods used in the
study in detail, including the collected apple diseased leaf images
and the ALDID established after augmentation. It also presents
the proposed model and the attention visualization method.

Image Acquisition
The study was conducted from July 2020 to October 2020, at
the apple planting experimental station of the Northwest A&F
University in Qianxian County, Shaanxi province. By using a
variety of different types of mobile devices, a huge number
of field environment apple leaf images under different angles
and distances are collected. There are a total of 5,170 disease
images with a resolution of 3,000 × 3,000 pixels, including
those of five species of the Glomerella leaf spot (Colletotrichum
fructicola), Apple leaf mites (Panonychus ulmi), Mosaic (Apple
mosaic virus), Apple litura moth (Spodoptera litura Fabricius),
and Healthy leaves. In addition, 3,000 disease images under a
single background of three kinds of laboratories, namely, Black
rot (Physalospora obtuse), Scab (Venturia inaequalis), and Rust
(Gymnosporangium yamadai), were collected from the public
dataset PlantVillage. The above two data sets are shuffled and
mixed to generate the original data set of common apple diseases.

Figure 1 shows random samples of each category in the data
set. There are a large number of complex background images in
the data set. At the same time, it can be seen that Apple litura
moth (G) and Apple leaf mites (H) leaves have relatively similar
geometric features. The difference between the two diseases can
be expressed as a fine-grained image classification problem. A
variety of different forms of samples can increase the diversity
of the data set, making it closer to various different situations
that may occur in the real situation. However, it also constitutes
a greater test for the image classification task and puts forward
higher requirements for the comprehensive performance of the
model.

Image Augmentation
When acquiring the apple disease images, the samples obtained
varied in the apple leaf growth position, weather condition,
shooting angle, and there are interference factors such as
equipment noise. In order to enable the model to learn as many
irrelevant patterns as possible and avoid overfitting problems, the
images of the dataset need to be expanded and normalized.

In the data expansion, Gaussian blurring, contrast
enhancement by 30% and decrease by 30%, and brightness
enhancement by 30% and decrease by 30% are adopted to
simulate different weather conditions for all samples of the
original dataset. The images are also rotated by 90◦, 270◦, a
horizontal flip, and a vertical flip to simulate the change of
shooting angle, then the original data set is added. A Mosaic
disease image is randomly selected to enhance and display the

FIGURE 1 | Eight common apple leaf disease types. (A) Healthy, (B) Mosaic, (C) Rust, (D) Glomerella leaf spot, (E) Black rot, (F) Scab, (G) Apple litura moth, and (H)

Apple leaf mites.
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FIGURE 2 | Image enhancement example of the mosaic disease. (A) Original image, (B) Gaussian blur, (C) 90◦ rotation, (D) High contrast, (E) Low contrast, (F) 270◦

rotation, (G) Horizontal symmetry, (H) Vertical symmetry, (I) High brightness, and (J) Low brightness.

effect as shown in Figure 2. Table 1 represents the structure
information of the ALDID. It can be seen from Table 1 that the
sample distribution is balanced after image expansion, which
is in line with the actual application scenario. It can ensure
that the model extracts different features of each category in
a balanced manner, ensuring its correct training and avoiding
overfitting. This study also divides the ALDID according to
the ratio of training set: validation set = 4:1 for model training
and validation. The training set is used to train the model,
and the validation set is used to check whether the model
training process converges normally and whether there is an
overfitting problem.

During the training process, a large fluctuation of the feature
value range will affect the convergence of the model, which is
not conducive to the model learning different feature differences,
and the images need normalization. In order to test the stability
of the model, 500 images were randomly selected from each
type of disease image in the original data set, and a total of
4,000 images were selected from eight different diseases. After
scrambling these 4,000 images, five different interference factors,
namely, Gaussian noise, salt and pepper noise, 180◦ rotation,
30% sharpness enhancement, and 30% sharpness reduction were
randomly added, and a Model Robustness Test Data set (MRTD)
was generated. After the training process is completed, the
MRTD is then used to test the model to verify the effect of the
model training. The above work laid the foundation for the use
of the model.

CA-ENet Network
The existing CNN methods of increasing network depth, width,
and input image resolution can obtain richer and higher

fine-grained features, but, there will be serious problems such
as gradient disappearance and model degradation. The problem
is that only changing a single variable cannot achieve better
results. The basic network architecture EfficientNet-B0 (Tan
and Quoc, 2019), which uses neural architecture search (NAS)
techniques to optimize the above three factors at the same time,
balances the three dimensions of depth, width, and resolution,
and can be further adjusted by the scaling factor. Therefore, in
this study, we use the EfficientNet architecture as the feature
extraction network.

Different types of apple leaf diseases have different
morphological characteristics with regard to lesions, but
there is a high degree of similarity between certain types
of diseases, which means apple disease classification can be
viewed as a fine-grained image classification problem, and
existing models still have difficulty achieving satisfactory results.
Therefore, in order to enhance model effectiveness, attention
to the lesion area is the key to solving this problem. The widely
used channel attention mechanism, SENet (Hu et al., 2018),
has a significant effect on improving final performance, but this
operation ignored the location information of the features, which
is also important for generating spatial selective attention maps.
In order to identify these differences, the CA-ENet is proposed to
achieve real-time and accurate apple disease identification. The
overall structure of the model is shown in Figure 3.

The model mainly included three parts: the pre-network for
the Batch Normalization of input images, the backbone network
CA-Conv for feature extraction, and the rear part that outputs the
recognition result through the fully connected layer. Pre-network
uses a layer of 3 × 3 ordinary convolutions with a step of 1 to
perform the convolution operation on the input image, the input
image resolution is 380× 380, and the featuremapwith the depth
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TABLE 1 | The composition of apple leaf disease identification data set (ALDID).

Category Healthy Mosaic Rust Glomerella leaf spot Black rot Scab Apple litura moth Apple leaf mites

Training 8,240 8,240 7,000 8,360 7,000 7,000 8,200 8,320

Validation 2,060 2,060 2,000 2,090 2,000 2,000 2,050 2,080

Total 10,300 10,300 10,000 10,450 10,000 10,000 10,250 10,400

FIGURE 3 | Structure of the Coordination Attention EfficientNet (CA-ENet) for apple disease identification.

of the output feature matrix of 48 is obtained. Then, the obtained
feature matrix are input into the 32 CA-Conv module embedded
with the CA block. Finally, the 3 × 3 ordinary convolutions and
pooling are used to further abstract features and then output
through a fully connected layer with eight nodes.

During the model optimization process, a NAS technique is
used to search for the optimal model structure. The operation
process can be abstractly expressed as Equation (1):

N (d,w,r)=⊙i=1,2,...,sF
Li
i

(

X(Hi ,Wi ,Ci)

)

(1)

where ⊙ is the multiplication symbol. FLii means arithmetic
operation, it is repeatedly executed Li times in the operation
Fi. X is the input feature matrix. (Hi, Wi, and Ci) represents
the height, width, and output channels of X. The NAS process
can be optimized by adding the constraints of model accuracy,
parameter, and calculation amount with Equations (2) and (5).

max(d,w,r)[Accuracy(N(d,w,r))] (2)

N (d,w,r)=⊙i=1,2,...,sF̂
d·L̂i
i (X(r·Ĥi ,r·Ŵi ,r·Ĉi)

) (3)

Memory(N)≤tar_memory (4)

FLOPs(N)≤tar_flops (5)

The d, w, and r are the sparseness that scales the depth, width,
and resolution of the network, respectively, the tar_memory and
tar_flops are the constraints on the number of parameters and
calculations. Through the above optimization calculation, the
best d, w, and r values of the EfficientNet-B0 structure can be
obtained, and on this basis, the magnification factors d and w of

EfficientNet-B4 are 1.8 and 1.4, respectively, and the input image
resolution r is 380 × 380 pixels. From the discussed method, the
optimal CA-ENet structure parameters can be calculated and are
shown in Table 2.

The operators inTable 2 perform arithmetic operations on the
input features. The magnification of each CA-Conv6 in Stage 3–
Stage 8 is 6; that is, in the first layer of convolution, the depth
of the feature matrix of the input layer is increased to 6 times
of the input, and the size of the convolution kernel is 3× 3 or 5
× 5. The resolution, output channels, and repeat correspond to
the resolution of the input layer, the depth of the output feature
matrix, and the number of repetitions of the layer structure in
the depth direction. The steps given by first-stride are only for
the first layer structure of each stage, and the steps of the other
layer structures are all 1. The network is composed of seven-
stage CA-Conv blocks, and its structure is shown in Figure 4.
First, the input feature matrix is sent to CA-Conv through an
ordinary 1 × 1 convolution for dimension upgrade. After the
h-swish activation function, the feature is extracted through the
deep separable convolution with a convolution kernel size of
k × k (k = 3 or 5) and a step of 1 or 2. The use of a deep
separable convolution structure greatly reduces the number of
model parameters, and at the same time, can play an important
role in avoiding model overfitting. Then, the obtained feature
matrix is divided into two branches, one of which is assigned a
weight to each channel by a Coordinate Attention Block (CAB),
and another one without any processing is multiplied by the two
weights passed through the CAB to obtain the weighted feature
matrix. Finally, the dimension is reduced by 1 × 1 convolution
and output to the subsequent structure after adding with the
input feature matrix.

The global pooling method can compress the global spatial
information into the channel descriptor, but this results in a
lack of location information. In order to capture the precise
location information of the features, in the CAB in Figure 4, the
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TABLE 2 | Details about coordination attention EfficientNet (CA-ENet).

Stage Operator Resolution Output channels Repeat First-stride

1 Conv, 3 × 3 380 × 380 48 1 2

2 CA-Conv1, 3 × 3 190 × 190 24 2 1

3 CA-Conv6, 3 × 3 190 × 190 32 4 2

4 CA-Conv6, 5 × 5 95 × 95 56 4 2

5 CA-Conv6, 3 × 3 48 × 48 112 6 2

6 CA-Conv6, 5 × 5 24 × 24 160 6 1

7 CA-Conv6, 5 × 5 24 × 24 272 8 2

8 CA-Conv6, 3 × 3 12 × 12 448 2 1

9 Conv, 3 × 3 12 × 12 1,792 1 1

10 Avg Pooling, 1 × 1 12 × 12 1,792 1 1

11 fc 1 × 1 × 1,792 8 1 1

FIGURE 4 | Structure of coordination attention convolutional (CA-Conv).

global pooling is decomposed into two one-dimensional feature
encoding processes according to Equation (6). Furthermore,
two one-dimensional average pooling operations along the
horizontal and vertical directions are used to aggregate the input
features into two separate direction-aware feature maps. This
operation captures both direction-aware and position-sensitive
information, thus enabling the model to locate the region of
interest more accurately. The generated two separate direction-
aware feature maps are concatenated in the depth direction,
and the feature channel attention weight is generated through
a 1 × 1 convolution compression channel, and the position
information is embedded in the channel attention. Then, the
Batch Nomalization (BN) operation is applied to the feature
matrix and divided into two parts through a non-linear activation
function, the feature depth is adjusted to be consistent with
the input feature through 1 × 1 convolution, and the position

information is saved in the generated attention map. Finally, the
weights of the two attention maps are multiplied by the input
features to strengthen the feature representation of the attention
region and improve the ability of the network to locate the
regions of interest accurately.

zc=
1

H×W

H
∑

i=1

W
∑

i=1

xc(i,j) (6)

As the above-mentioned information embedding method can
directly obtain the global receptive field and encode the
accurate position information, so the transformation operation
is performed on it using the 1 × 1 convolution transformation
function F1. As shown in Equation (7), [zh, zw] is the splicing
operation along a spatial dimension, δ is the non-linear activation
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function, and f is the intermediate feature map that encodes the
spatial information in both horizontal and vertical directions.
Then, through two 1× 1 convolutions, f h and f w are transformed
into tensors with the same number of channels, respectively.
As shown in Equations (8) and (9), attention weights can be
calculated, and the output of the CA block after the Re-weight
is calculated by Equation (10).

f=δ(F1(
[

zh,zw
]

)) (7)

gh=σ (Fh(f
h)) (8)

gw=σ (Fw(f
w)) (9)

yc(i,j) =xc(i,j)×ghc (i)×gwc (i) (10)

In order to reduce the amount of calculation and speed up
reasoning while ensuring the effect of the activation function,
a new activation function, h-swish, is applied into CA-Conv
(Howard et al., 2019). The activation functions of sigmoid and h-
sigmoid are shown in Equations (11) and (12). It can be seen from
Figure 5 that the above two activation functions are relatively
close and the calculation process of h-sigmoid is more concise,
so h-sigmoid can be used to replace sigmoid in Equations (13)
and (14). Figure 6 shows the approximation of the effect of h-
swish on the swish activation function. It can be seen that the two
curves are basically the same, and the calculation speed of the
h-swish is faster.

sigmiod (x)=
1

1+e−x
(11)

h− sigmiod (x)=
relu6(x+3)

6
(12)

FIGURE 5 | Schematic diagram of the sigmoid and h-sigmoid activation

functions.

swish (x)=x · sigmoid(x) (13)

h− swish (x)=x·(h− sigmoid) (14)

EXPERIMENTAL RESULTS AND
DISCUSSION

Model Training Details
In order to verify the performance of the proposed method, a
proposed network is trained via the ALDID. Thus, the proposed
method is realized on the Pytorch 1.7.1 deep learning framework,
while all experiments were conducted on an Intel R© Xeon(R)
Gold 5217 CPU@3.00 GHz server equipped with an NVIDIA
Tesla V100 (32GB) GPU. The operating system is Ubuntu 18.04.5
LTS 64. In order to accelerate the model convergence while
keeping stable training, the initial learning rate is set to .01, and it
decays according to the cosine learning rate change curve during
the training process, and finally decays to .001. The number of
training iterations for all models is 50 epochs.

Performance of Proposed CA-ENet
In order to evaluate the performance of the proposed method,
multiple state-of-the-art methods were applied to the MRTD. In
order to ensure that the results are comparable, the same training
strategy was used. The test result is visually displayed with a
confusion matrix. In order to facilitate the display of labels, the
full names of some diseases are abbreviated. In this case, “GLS”
in the confusion matrix stands for Glomerella leaf spot, “ALM”
stands for Apple litura moth, and “ALMS” stands for Apple
leaf mites.

Figure 7 can intuitively show the classification performance of
the Coordination Attention EfficientNet, with the final accuracy
reaching 98.92%. The misclassification mainly occurred between
Apple leaf mites and Apple litura moth and between Apple litura

FIGURE 6 | Schematic diagram of the swish and h-swish activation functions.
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FIGURE 7 | Confusion matrix of the CA-ENet.

moth and Healthy leaves. The main feature of the apple leaf mites
is that the damaged leaves showmany dense chlorosis gray-white
spots. In contrast, after being damaged by apple litura moth, the
insect spots formed on the leaves were elliptical and dense, and
the leaf surface was wrinkled. The above two kinds of leaf spots
have certain similarities in geometric and color characteristics,
leading to misjudgment. Furthermore, affected by the complex
background, a small number of leaves damaged by apple litura
moths were mistakenly identified as healthy leaves. It can be seen
that accurate recognition in a complex background has been a
great challenge, but the number of misjudgments in this model is
still within an acceptable range and can be maintained at a low
level. The proposed CA-Conv structure can extract richer fine-
grained features of the image and perceive the regions of interest
with a higher degree of attention. It can also be seen that the
model shows a good recognition effect and has strong robustness
to the problem of apple leaf disease recognition.

Performance Comparison
The performance comparison between CA-ENet and the
standard method is shown in Table 3. It can be seen from Table 3

that the proposed model has the best recognition performance
on MRTD, with an accuracy of 98.92%. In this study, multiple
metrics including accuracy, precision, recall, F1-score, parameter,
and calculation are used as evaluation indicators. ResNet-152
takes advantage of the residual structure to make sure it has a
strong feature learning ability, so it can reach an accuracy of
93.75%. The Dense Block, the basic structure of DenseNet-264,

also has the advantages of enhanced feature propagation and
incentive feature reuse, making it achieve a higher accuracy rate
with nearly half of the parameters of ResNet-152. Furthermore,
the accuracy of ResNeXt-101 reaches 95.67%, which is due to
the use of grouped convolution, so it can achieve better results
with fewer convolutional layers than ResNet-152. Although this
structure can improve the final accuracy, the degree of network
fragmentation is very high due to the existence of a large number
of parallel branches, which greatly reduces the computation
efficiency of the model.

EfficientNet uses NAS techniques to simultaneously search
and optimize model depth, width, and input image resolution,
and rationally expand the model architecture to achieve a
high degree of coordination of structural proportions. It has
obvious advantages in extracting more robust and reliable feature
representations and can reach an overall accuracy of 97.27%. The
strong learning ability of the CA module in CA-Conv may cause
attention drift and affect model convergence, while the inverted
residual structure in CA-Conv can suppress features that are not
conducive to classification, ensuring model stability while further
improving the recognition performance, and the effectiveness of
the attention mechanism is verified.

Traditional CNNs do not distinguish the importance of
information when extracting disease features, and there is a large
number of convolutions that repeatedly extract low-contribution
information, which causes a waste of computation resources.
The attention mechanism can automatically extract high-
contribution feature components, with only small parameters
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TABLE 3 | Performance comparison of the CA-ENet with other classical networks.

Accuracy/% Average precision/% Average recall/% Average F1-score Params/M FLOPs/B

ResNet-152 93.75 94.01 93.75 0.936 60 11.0

DenseNet-264 94.90 95.27 94.90 0.949 34 6.0

ResNeXt-101 95.67 96.05 95.67 0.957 84 32.0

EfficientNet-B4 97.27 97.41 97.27 0.972 19 4.2

CA-ENet 98.92 98.95 98.92 0.988 21 4.3

Bold values indicate the best results under each index.

TABLE 4 | Performance of the CA-ENet before and after data augmentation.

Dataset Metrics Glomerella leaf spot Black rot Healthy Mosaic Apple leaf mites Rust Scab Apple litura moth

Original Precision/% 96.9 93.5 99.1 95.0 96.1 100.0 100.0 96.0

99.6 99.8 95.8 100.0 99.8 100.0 99.8 96.8

Recall/% 99.0 100.0 89.6 99.4 99.2 99.7 92.8 95.8

ALDID 99.4 100.0 99.4 98.4 97.6 99.8 99.8 97.0

F1-score 0.979 0.966 0.941 0.972 0.976 0.998 0.963 0.959

0.995 0.989 0.976 0.992 0.987 0.999 0.998 0.969

Bold values indicate the best results under each index.

and calculations increases. The experimental results also show
that, in the identification of apple leaf diseases, the proposed
CA-ENet model is superior to other models in all evaluation
indicators with fewer parameters and can classify apple disease
images more accurately.

Effect of Data Augmentation on
Identification Performance for Each Class
A variety of data expansion methods is used in the ALDID to
improve the anti-interference ability of the model in complex
situations and prevent the problem of overfitting. In order to
verify the effect of data augmentation, a set of comparative
experiments is designed to evaluate its impact on the final
classification performance. Table 4 shows the accuracy, recall,
and F1-score performance indicators of the proposed model for
each category on the MRTD. The first row of values in each
performance index is the performance obtained after training
on the original dataset, and the second row of values is the
performance obtained after training on the ALDID. It can be seen
from Table 4 that the image diversity of the original data set is
insufficient, and the average F1-score of the proposed method
on the original dataset is 0.969, which is slightly lower than
the performance of the model obtained on the ALDID, but it
can still accurately classify apple leaf diseases. The results show
that the augmented data set is closer to the actual situation, the
ability of the model to adapt to complex scenes is enhanced,
and the anti-interference ability is improved to a certain extent.
The leverage of the deep separable convolution can effectively
reduce the number of model parameters and greatly increase
training speed.

Feature and Network Attention
Visualization
Understanding and analyzing the hidden layer structure of the
model is an important method to comprehensively recognize

the proposed network structure. CNNs are usually trained
in the form of black-box testing and the evaluations of

model performance are limited to the final accuracy and

other indicators, which have certain deficiencies. Visualization
techniques are the way to explore how CNNs learn features and
distinguish categories. So, this section uses the visualization of

layer activation and class activation heatmaps to analyze the
performance of the proposed model. The visualization of layer
activation helps to understand how the continuous convolutional
layer performs feature extraction and completes the conversion

of input features. Figures 8, 9 show the output features of the first
20 channels of the CA-Conv structure in the first and last layers
of the model, respectively. The given example category is apple
leaf mites. In the superficial features of the model, it is obvious
that the lesion area and the background are separated, and the
characteristics of the disease location can be accurately extracted.
The model has high efficiency in extracting deep features and
only contains a few failed convolutions. The channel output
features given here are all valid. Therefore, the stacking of the
CA-Conv structure does not affect feature learning ability of the
model, and the adopted separable convolution can effectively
reduce the feature redundancy and lead to higher efficiency.

Class ActivationMapping (CAM) (Selvaraju et al., 2020) helps
to understand which feature components the model relies on to
make decisions. Table 5 shows the original image of the class
activation and the attention heatmaps of the commonly used
models. The sample images of Glomerella leaf spot, black rot,
apple litura moth, and rust are randomly selected for testing.
Due to the introduction of the attention module CAB, CA-ENet
has a stronger ability to focus on the lesion area. Compared
with other models, CA-ENet has a good positioning effect and
can accurately locate the interest area, whether it is a leaf lesion
in a complex or a simple background. In contrast, ResNet-152,
DenseNet-264, and ResNeXt-101 have deviations or even errors
in their focus positions, which are what affect the robustness and
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FIGURE 8 | Partial output feature maps of the first CA-Conv.

FIGURE 9 | Partial output feature maps of the last CA-Conv.
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TABLE 5 | Comparison of attention heatmaps of different models.

Class Original image ResNet-152 DenseNet-264 ResNeXt-101 CA-ENet

Glomerella leaf spot

Black rot

Apple litura moth

Rust

accuracy of a model. The visual test results of the class activation
heatmaps of the apple leaf diseases show that themodel fully takes
the characteristics of the disease spots into account and achieves
superior recognition performance on apple leaf diseases.

CONCLUSION AND FUTURE WORK

An improved attention-based deep CNN to identify common
apple leaf diseases to support the efficient management of
orchards is proposed in this study. Due to the complex
environment of orchards, in order to be close to the real
application scenarios, 5,170 apple leaf images were collected
by multiple mobile devices and 3,000 disease images were
obtained from a public dataset. Image augmentation techniques
are used to generate the ALDID containing 81,700 diseased
images. By embedding a CA block into a CA-Conv module, the
integration of characteristic channel and location information
was realized. A deep separable convolution is also used to
reduce the number of parameters, and the h-swish activation
function is used to speed up the model convergence. The
proposed model is training with ALDID and testing with
MRTD and conducts a large number of comparative experiments
including various performance evaluation indicators and process
visualizations. The experimental results show that the method
proposed in this study achieves a recognition accuracy of
98.92%, which is better than that of other existing deep
learning methods and achieves competitive performance on
apple leaf disease identification tasks, which provides a reference
for the application of deep learning methods in crop disease
classification. The proposed model has the advantages of a simple
structure, fast running speed, good generalization performance,

and robustness, and has great potential application value. In
the future, a ground mobile inspection platform equipped
with cameras will be built to replace manual operations
and to realize the rapid diagnosis and early warning of
apple diseases.
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Weeds are a persistent problem on sod farms, and herbicides to control different weed
species are one of the largest chemical inputs. Recent advances in unmanned aerial
systems (UAS) and artificial intelligence provide opportunities for weed mapping on sod
farms. This study investigates the weed type composition and area through both ground
and UAS-based weed surveys and trains a convolutional neural network (CNN) for
identifying and mapping weeds in sod fields using UAS-based imagery and a high-level
application programming interface (API) implementation (Fastai) of the PyTorch deep
learning library. The performance of the CNN was overall similar to, and in some classes
(broadleaf and spurge) better than, human eyes indicated by the metric recall. In general,
the CNN detected broadleaf, grass weeds, spurge, sedge, and no weeds at a precision
between 0.68 and 0.87, 0.57 and 0.82, 0.68 and 0.83, 0.66 and 0.90, and 0.80 and
0.88, respectively, when using UAS images at 0.57 cm–1.28 cm pixel−1 resolution.
Recall ranges for the five classes were 0.78–0.93, 0.65–0.87, 0.82–0.93, 0.52–0.79,
and 0.94–0.99. Additionally, this study demonstrates that a CNN can achieve precision
and recall above 0.9 at detecting different types of weeds during turf establishment when
the weeds are mature. The CNN is limited by the image resolution, and more than one
model may be needed in practice to improve the overall performance of weed mapping.

Keywords: Bermudagrass, artificial intelligence, Fastai, ResNet, RGB imagery

INTRODUCTION

Weeds are a persistent problem on sod farms. Herbicides to control different weed species are one
of the largest chemical inputs (Satterthwaite et al., 2009; Wojciech and Landry, 2009; Yi, 2012)
and often their control requires multiple applications throughout the growing season. A variety of
annual and perennial broadleaf and grassy weeds are usually present in Georgia sod farms including
annual bluegrass (Poa annua), goosegrass (Eleusine indica), crabgrass (Digitaria spp.), dallisgrass
(Paspalum dilatatum), sedges (Cyperus spp.), spurge (Euphorbia spp.), chickweed (Stellaria media
L.), and pigweed (Amaranthus spp.) (Colvin et al., 2013). Regulations limiting the broadcast
application of certain chemicals in sod production (USEPA, 2009), due to concerns about the
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environmental impacts of the herbicide, create difficulty in
effectively controlling weeds. Aside from the environmental cost
of herbicides, there are significant financial costs in purchasing
the herbicide and the labor and fuel used in application. Site-
specific weed management, such as applying herbicides only
where the weeds are located, instead of whole-field broadcast
applications would significantly reduce herbicide use, thereby
improving economic and environmental sustainability in sod
production. The presence of weeds negatively affects turfgrass
certification programs by increasing inspection times of sod that
is being guaranteed as weed-free and uniform before being sold to
consumers for uses such as sports fields, golf courses, and home
lawns. Thus, the ability to quickly identify and respond to areas
with weed issues is an attractive proposition for both sod growers
and inspection agencies.

One of the key components for site-specific weed management
is the generation of a weed map. Recent technical advances in
unmanned aerial systems (UAS) have allowed for fast image
acquisition and weed mapping using UAS in crops such as
sunflower (Helianthus spp.) (Torres-Sánchez et al., 2013), cotton
(de Castro et al., 2018), and rice (Oryza sativa) (Huang et al.,
2018; Stroppiana et al., 2018). In these field crops, weed mapping
was often conducted early in the growing season before canopy
closure (Torres-Sánchez et al., 2013; López-Granados et al., 2016;
Pérez-Ortiz et al., 2016; Stroppiana et al., 2018). Torres-Sánchez
et al. (2013) evaluated image spatial and spectral properties for
discriminating weeds in sunflower fields and reported adequate
separation among weeds, crops, and bare soil using Excess Green
Index, Normalized Green-Red Difference Index, and Normalized
Difference Vegetation Index (NDVI) at a 30-m altitude. López-
Granados et al. (2016) implemented object-based image analysis
(OBIA) to extract the crop row and used both the relative position
of vegetation to the crop row and spectral features to locate weeds.
Successful late-season weed mapping using a UAS in oat fields
was possible by taking advantage of greater spectral differences
between oats and perennial weeds, as cereal crops become yellow
during their senescence phase (Gašparović et al., 2020). Machine
learning algorithms such as k-means clustering and random
forest combined with OBIA were used for image classification.

However, only a few pieces of research have been conducted
on how to best implement UAS-based weed mapping for sod
production. Knowledge gained from the previous study of
row crops is difficult to directly apply to turfgrass systems
because they have unique challenges when it comes to weed
mapping. First, there is no crop row in sod production to a
pattern where the turfgrass should be. Second, regular mowing
in sod production removes the morphological distinction of
weeds, and it is not a common practice in other crops.
Also, as a perennial crop, weeds are a year-round problem.
Furthermore, and possibly most problematic, weed mapping in
turfgrass production requires the differentiation of weeds against
a green vegetation background instead of soil. Deep learning
neural networks may be a good approach to address these
challenges, and there is a growing set of literature developing
weed image recognition models (Mahmudul Hasan et al., 2021).
These often depend on high-resolution images of the weed
leaf with or without background vegetation (Olsen et al., 2019;

Espejo-Garcia et al., 2020; Hu et al., 2020). Yu et al. (2019a,b,c)
reported several deep convolutional neural network (CNN)
models that are exceptionally accurate (F1 score > 0.92,
accuracy = 0.99) at detecting several broadleaf weeds in dormant
and non-dormant Bermuda grass (Cynodon spp.) and perennial
ryegrass (Lolium perenne L.) using images taken at the ground
level (0.05 cm pixel−1). The best-performing image classifiers for
detecting three broadleaf types in active-growing Bermuda grass
including Hydrocotyle spp., Hedyotis corymbosa, and Richardia
scabra were trained using the architecture VGGNet consisting
of 16 layers (Yu et al., 2019b). VGGNet is a CNN architecture
proposed in 2014 (Simonyan and Zisserman, 2014). These
previous examples exploited either very high-resolution images
or distinct cropping system features to aid in identifying weeds.

There is a lack of information to quantify the potential savings
of using site-specific weed management in sod production,
which will likely be critical before end-users such as farmers
and certification agencies adopt this new technology. Thus,
the objectives of this study were (1) to investigate weed-type
composition and distribution through both ground and UAS-
based weed surveys on sod farms and (2) to assess the feasibility
of training and using a CNN for weed mapping in sod fields using
UAS-based imagery. Therefore, our hypotheses were that (1) the
percentage of the area without weeds was high even in a weed-
infested area from human eyes and (2) a CNN can be trained with
reasonable performance to detect the generic type of weed in the
sod production field.

MATERIALS AND METHODS

Ground Survey
Turfgrass weed surveys were carried out on sod production fields,
on six different occasions during the growing season in 2019 and
2020 (Table 1). Ground weed surveys were conducted shortly
after UAS flights for ground truth labeling of the images for
deep learning. For the ground survey, a grid was laid on the
area where UAS flew over with sizes ranging from 30 to 91 m
squares using measuring tapes. Four ground targets were placed
on the four corners of the whole grid to help generate shapefile
later during the image process and labeling (Figure 1). The cell
size of each grid was 1.5 m by 1.5 m. People who conducted
the survey walked through the area in one direction, visually
assessed, and recorded every 1.5 m on a notepad whether or not
a certain type of weed was present, and then the measuring tape
was moved down 1.5 m in the other direction. Broad categories
of weeds included broadleaf, grass weeds, and sedge. The category
“grass weeds” present in our study included crabgrass, goosegrass,
and dallisgrass. In one of the surveys, spotted spurge (Euphorbia
maculata) was present, and it was separated as a different category
due to its purple leaves and stems and unique appearance after
close mowing in the sod fields.

Unmanned Aerial Systems Survey
Unmanned aerial system flights were conducted using DJI
Phantom 4 Pro V2 (DJI, Shenzhen, China) equipped with a
20 megapixel red, green, and blue (RGB) camera. The image

Frontiers in Plant Science | www.frontiersin.org 2 November 2021 | Volume 12 | Article 70262650

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-702626 November 22, 2021 Time: 12:56 # 3

Zhang et al. UAS Weed Mapping in Turfgrass

TABLE 1 | Summary of the training images from six surveys conducted on Georgia sod farms in 2019 and 2020.

Survey number Turf species Status of the field Dominant weed types Number of images

1 Bermuda grass Establishing Broadleaf, Sedge 3,570

2 Bermuda grass Established Broadleaf, Sedge, Crabgrass 1,600

3 Bermuda grass Established Broadleaf, Sedge, Crabgrass 1,600

4 Bermuda grass Established Broadleaf, Sedge 1,600

5 Bermuda grass Establishing Broadleaf, Goosegrass 530

6 Bermuda grass and Zoysia grass Established Broadleaf, Sedge, Spotted spurge 1,280

FIGURE 1 | Example of the survey area conducted on Georgia sod farm in 2019. Top left: overlook of the survey with the size of 91 m by 91 m outlined by the black
box and the ground target placed on the southwest corner (bottom); top right: one small section of the survey with the grid overlaid.

resolution was 4,864 × 3,648. The flights were conducted at
75% side and front overlap, and the flight altitudes ranged
from 20 to 40 m, resulting in ground sampling distances of
0.57 cm–1.28 cm pixel−1. The flight times were between 10
a.m. and 4 p.m. with varying light conditions (clear, overcast,
and partially cloudy). The flight plans were preprogrammed
using DroneDeploy (DroneDeploy, Inc., San Francisco, CA,
United States), which sets up the flight parameters such as

path, altitude, and image overlap and sent out waypoints for
autonomous flights.

Image Process and Labeling
Raw images were processed through Pix4DMapper (Pix4D SA,
Lausanne, Switzerland), and orthomosaics were generated using
a standard workflow template – “Ag RGB.” The orthomosaic of
each flight was further cropped into smaller images representing
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1.5 m by 1.5 m cell size (Figure 1). Two main considerations
were given to decide a proper cell size as follows: (1) 1.5 m by
1.5 m resulted in ∼200 pixels for each image which is needed to
include important plant features and (2) the image size aligned
with the ground survey cell size, which is practical for ground
survey due to its intensiveness and time-consuming nature. The
cropped images were labeled according to the ground survey
results. Labels were divided into five classes including broadleaf,
grass weeds, spotted spurge, sedge, and no weeds.

Training a Convolutional Neural Network
Fastai framework was chosen to train and validate the multi-
label image classifier. Fastai is built on PyTorch and provides
a high-level application programming interface (API), which
implements many of the best practices from literature, allowing
data practitioners to quickly create and train deep learning
networks to achieve state-of-the-art results (Howard and Gugger,
2020). A multi-label method was used instead of an object
detection method for the following reasons: sections of the field
were targeted for treatment rather than individual plants, and
the multi-label image classifier is lighter weight, less data, and
process-intensive, and easier to train and implement because
the drawing of bounding boxes is not required as in the object
detection method.

More than 10,000 images from 6 surveys (Table 1) were
used to train a CNN. The training was conducted under a
Windows 10 operating system, and the graphics processing
unit (GPU) card was NVIDIA Quadro P4000. The images
were divided into training (80%) and validation (20%) datasets.
The architecture used was ResNet 34. Another architecture
ResNet 50 was also tested and yielded a deeper CNN, but
no improvement of the performance on the validation dataset
was found (Supplementary Table 1). The general workflow
is illustrated in Figure 2, including data augmentation, image
normalization, finding the learning rate (LR), and cycles of
training from lower image size to higher image size. Through
the process, approximately 20 epochs were trained with variable
LRs. LR was determined using an LR finder (Learner.lr_find),
which launches an LR range test to help the practitioner select a
good LR. The test trains the model with exponentially growing
LR, stops in case of divergence and then plots the losses vs.
LR with a log scale. A good LR is when the slope is the
steepest (Howard, 2020). The change of loss for training and
validation datasets during four phases of training is included in
Supplementary Figure 1.

Metrics, Thresholds, and Performance
Comparison
The model output of the validation dataset is the number between
zero and one indicating the confidence in the prediction for each
class, the higher the number, the more probable the class. To
assess precision vs. recall tradeoffs, a range of threshold values for
accepting a positive result from the model between 0.2 and 0.5
was evaluated. The number of true positives (Tp), true negatives
(Tn), false positives (Fp), and false negatives (Fn) were obtained.

Metrics for accuracy, precision, and recall were further computed
as follows (Sokolova and Lapalme, 2009):

Accuracy evaluates the average effectiveness of a classifier:

Accuracy per class =
Tp+ Tn

Tp+ Fp+ Tn+ Fn
(1)

Average Accuracy =
∑l

i=1 Accuracy
l

(2)

Precision measures the number of correctly classified positive
examples divided by the number of examples labeled by the
system as positive:

Precision per class =
Tp

Tp+ Fp
(3)

Average precision =
∑l

i=1 Precision
l

(4)

Recall measures the number of correctly classified positive
examples divided by the number of positive examples in the data:

Recall per class =
Tp

Tp+ Fn
(5)

Average recall =
∑l

i=1 Recall
l

(6)

In our use case, increasing precision will reduce the herbicide
sprayed on non-weed areas, whereas increasing recall will
ensure a more thorough control of the weeds (i.e., not missing
any weeds). For sod growers using broadcast applications for
weed control, emphasizing increased recall could enhance their
confidence for early adoption of the technology. Thus, a metric
Fbeta was used to evaluate the model by taking both the precision
and recall into account using a single score (Sasaki, 2007):

Fbeta =
(
1+ beta2)

∗ Precision ∗ Recall
beta2 ∗ Precision+ Recall

(7)

Average Fbeta =
∑l

i=1 Fbeta
l

(8)

Beta = 2.0, referred to as the F2 score, is used to put more
weight on recall than precision.

Metrics were computed separately for survey 1 and the other
surveys. The field in survey 1 was under establishment, and
the sod grower postponed herbicide application and mowing,
resulting in relatively mature weeds. The larger weeds made for
easier detection and better results. Metrics for survey 1 represent
the case where weeds are relatively mature whereas the rest of
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FIGURE 2 | Schematic workflow for training image classifier in Fastai.

FIGURE 3 | Percentage of area (cells) with different weed types presented in six surveys corresponding to the surveys summarized in Table 1. All surveys were
conducted on Georgia sod farms in 2019 and 2020.
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FIGURE 4 | Examples of training images for each class: broadleaf (A,B), grass weeds (C,D), spotted spurge (E,F), sedge (G,H), and no weeds (I,J). The images
were obtained through different surveys on Georgian sod farms in 2019 and 2020.

the surveys represent more typical conditions with smaller weeds
and more challenging conditions for weed detection. Recall
was also used to compare system performance against human
performance in order to identify opportunities to improve based
on the existing dataset. Three human evaluators visually labeled
the validation dataset for each class, and their recall was recorded.

RESULTS

Ground Survey Results
A large portion (35–64%, 52% on average) of the 1.5 m by
1.5 m surveyed areas had no weeds present (Figure 3). Categories
including broadleaf (Figures 4A,B), grass weed (Figures 4C,D),
spotted spurge (Figures 4E,F), sedge (Figures 4G,H), and no
weeds (Figures 4I,J) were recorded in the surveys. Areas of
broadleaf and grass weeds accounted for 24–60% and 5%–27%
of the total surveyed area, respectively. Sedge was only found in
3–31% of the total area. Spotted spurge was only found in survey
6 (30% of total area) where it could be detected by its purple leaves
(Figures 4E,F).

Performance of Image Classifier
(Convolutional Neural Network) for Weed
Mapping
Validation results of the CNN are listed in Tables 2, 3. Images
from six surveys were collected under different sod growing
stages including establishing, mature, and after harvest in order to
train a more generalized model. When using a higher threshold
value for the final decision, the precision of the CNN increased
but its recall decreased. The CNN detected broadleaf, grass
weeds, spurge, sedge, and no weeds at a precision of 0.68–
0.87, 0.57–0.82, 0.68–0.83, 0.66–0.90, and 0.80–0.88, respectively,
with varying threshold values from 0.5 to 0.2 (Table 2). Recall
ranges for the five classes were 0.78–0.93, 0.65–0.87, 0.82–0.93,

0.52–0.79, and 0.94–0.99, respectively. Recall of detecting sedge
was approximately 10–20% lower than when detecting other
classes, indicating a higher number of false negatives. F2 scores
were similar to recall due to its emphasis on the number of false
negatives. Recall for sedge was elevated from 0.52 to 0.79 if the
threshold value was set at 0.2, but the precision of detecting all
classes decreased accordingly.

The CNN performed better in detecting validation images
from survey 1 than from surveys 2–6 (Table 3). Precisions for
detecting broadleaf, grass weeds, sedge, and no weeds in survey 1
were 0.87–0.93, 0.89–0.96, 0.87–0.97, and 0.93–0.96, respectively,
with varying threshold values. Recall ranges for these four classes
were 0.94–0.97, 1.00, 0.76–0.85, and 0.99–1.00, respectively. The
metrics for validation images from surveys 2–6 were 10–40%
lower in precision and 1–46% lower in recall than the metrics
calculated from survey 1. It was noted that the CNN detected
classes such as grass weeds and sedge in survey 1 at a much higher
recall than in the other five surveys likely due to the larger and
more mature weed size.

Performance of Image Classifier Against
Human Performance
The model performance indicated by recall was compared
against human performance (Figure 5). The model recall was
similar to human recall in detecting grass weeds, sedge, and
no weeds when its threshold value was set at 0.5, but the
model recall was higher in detecting broadleaf and spurge than
human recall at this threshold. The model was able to detect
more weed targets than human eyes if the threshold value
was set at 0.3. The lowest human recall was for detecting
sedges at 0.54, indicating approximately that half of the sedge
targets were not visually identifiable by human eyes. Some
examples of images labeled in class broadleaf, grass weeds,
and sedge, but not visible to human eyes are demonstrated in
Figure 6.
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TABLE 2 | Validation results of a multiple-class neural network trained on six
surveys using architectures ResNet 34 for detection of weed types in sod
production fields.

Broadleaf Grass
weeds

Spurge Sedge No
weeds

Avg. Avg.T

Threshold = 0.5

Precision 0.87 0.82 0.83 0.90 0.88 0.86 0.85

Recall 0.78 0.65 0.82 0.52 0.94 0.74 0.69

Accuracy 0.91 0.93 0.99 0.92 0.89 0.93 0.94

F2 score 0.80 0.68 0.82 0.57 0.93 0.76 0.72

Threshold = 0.4

Precision 0.81 0.75 0.79 0.86 0.86 0.81 0.80

Recall 0.84 0.72 0.84 0.59 0.96 0.79 0.75

Accuracy 0.90 0.92 0.99 0.93 0.89 0.93 0.93

F2 score 0.84 0.72 0.83 0.63 0.94 0.80 0.76

Threshold = 0.3

Precision 0.75 0.67 0.74 0.78 0.84 0.76 0.73

Recall 0.90 0.78 0.89 0.68 0.97 0.85 0.81

Accuracy 0.89 0.91 0.98 0.93 0.88 0.92 0.93

F2 score 0.86 0.76 0.86 0.70 0.94 0.83 0.80

Threshold = 0.2

Precision 0.68 0.57 0.68 0.66 0.80 0.68 0.65

Recall 0.93 0.87 0.93 0.79 0.99 0.90 0.88

Accuracy 0.86 0.89 0.98 0.91 0.86 0.90 0.91

F2 score 0.87 0.78 0.87 0.76 0.94 0.85 0.82

Ave.T is the average metric of the targeted classes including broadleaf, grass
weeds, spurge, and sedge.

DISCUSSION

To our knowledge, this is the first study investigating the use of
UAS-based images and a deep learning model for weed mapping
on sod farms. According to the ground survey result, on average,
52% of each field had no weeds present, which demonstrates
the potential for reducing postemergence herbicide use if site-
specific weed management can be properly adopted. These
reductions can be economically and environmentally impactful.
The advantages of using UAS with a simple RGB camera
are manifold. Once the detection model and relevant software
are available, UAS can cover large fields and generate weed
maps in a relatively short time. By integrating this technology
into a weed management program, sod growers will have the
capability to quickly document problematic areas in the field
and make sound treatment decisions. Typically, postemergence
herbicides, such as 2,4-D, carfentrazone, dicamba, and simazine,
are uniformly sprayed across Bermuda grass fields to provide
control of various broadleaf weeds (McCalla et al., 2004; Yu
et al., 2019b). By moving broadcast applications to targeted
applications, growers will be more competitive with lower
herbicide costs. Furthermore, this technology will reduce their
environmental footprint by minimizing the pesticides used on
sod farms, helping improve the sustainability of the industry.

The CNN trained using ResNet 34 demonstrated the capability
to extract color, texture, and shape features (Deng et al., 2010;
Grinblat et al., 2016) of different classes of weeds, achieving
precision and recall of above 0.9 with the exception of sedges

in an establishing field or the larger and mature weeds found
in survey 1. The dominant broadleaf weed in survey 1 was
pigweed (Amaranthus spp.) in varying sizes and growth stages.
Precision for detecting broadleaf was 0.93 when the threshold
p-value was set at 0.5, indicating that only 7% of the targets
were misclassified. Results on recall exhibited that approximately
3–6% broadleaf targets were not detected. Yu et al. (2019a)
reported a VGGNet model which detected three broadleaf
types in Bermuda grass with precision ranging from 0.91
to 0.97 and recall ranging from 0.97 to 1.00. Their model
detected almost all the targets, possibly due to the extremely
high-resolution images (0.05 cm pixel−1) used to train their
model. The CNN in our study only yielded comparable results
in survey 1, likely because the weeds were more mature,
offsetting the 10–20 times lower (0.57 cm–1.28 cm pixel−1)
ground sampling distance than reported by Yu et al. (2019a).
Metrics for detecting sedges indicate that 97% of the identified
targets (precision) were accurate, and approximately 24% of
the sedge targets in the surveyed area were not identified.
Sedges are more challenging to detect than broadleaf due to
their grass-like morphology: narrow leaf blades and broad
ranges of types including nutsedges, annual and perennial
sedges, and kyllinga (McCullough et al., 2015). Broadcast
postemergence herbicides such as flazasulfuron, halosulfuron,
imazaquin, sulfentrazone, sulfosulfuron, and trifloxysulfuron-
sodium may still be needed to control sedges given the
limitations of our CNN at this time (McElroy and Martins, 2013;
McCullough et al., 2015).

Six surveys in our study were conducted in multiple sod
fields with different surface conditions (establishing and mature
fields) and weed types. It is not surprising that the practical
effectiveness of the CNN was lower in the validation dataset of
surveys 2–6 than for that of the first survey. Over the whole
validation dataset, the CNN detected 78% of broadleaf, 65%
grass weeds, 82% spurge, 52% sedge, and 94% no weeds when
the threshold p-value was set at 0.5. The recall from human
evaluators was generally lower than model recall, indicating
that the limiting factor was the image resolution and a number
of the smaller weeds were simply not visible in these cases.
This also explained why a deeper architecture such as ResNet
50 did not improve the model performance. Nevertheless, by
lowering the threshold to 0.3, 10% more targets can be identified
at the expense of reduced precision. This might be a good
option in practice, allowing the growers to balance the cost
vs. control. During the surveys in this research, it was noted
that weeds were either sporadically distributed across the field
or followed a linear pattern, possibly resulting from spread
from tractor tires or mowers. Another explanation could be
skipped in previous preemergence and postemergence herbicide
applications. In this study, the identification of seemingly
randomly distributed weeds in a sod production field using
the weed map generated by the CNN would be of great
economic and environmental benefit. Diverse datasets are needed
to train generalized models that perform well in different
scenarios because the dynamics of weed pressure are fluid
and ever-changing. Given that this study was one of the first
attempts to generate a weed map using deep learning in
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TABLE 3 | Validation results from survey 1 to the other 5 surveys of the multiple-class neural network trained using architectures ResNet 34 for detection of weed types
in sod production fields.

Broad-leaf Grass weeds Spurge Sedge No weeds Broad-leaf Grass weeds Spurge Sedge No weeds

Survey 1 validation images Surveys 2, 3, 4, 5, and 6 validation images

Threshold = 0.5

Precision 0.93 0.96 naz 0.97 0.96 0.84 0.78 0.83 0.84 0.83

Recall 0.94 1.00 na 0.76 0.99 0.71 0.58 0.82 0.41 0.91

Accuracy 0.97 1.00 na 0.97 0.96 0.87 0.89 0.98 0.90 0.85

F2 score 0.94 0.99 na 0.79 0.98 0.74 0.61 0.82 0.46 0.89

Threshold = 0.4

Precision 0.92 0.96 na 0.96 0.95 0.76 0.71 0.79 0.80 0.80

Recall 0.94 1.00 na 0.80 0.99 0.80 0.66 0.84 0.49 0.94

Accuracy 0.97 1.00 na 0.97 0.96 0.86 0.88 0.98 0.91 0.85

F2 score 0.94 0.99 na 0.83 0.98 0.79 0.67 0.83 0.53 0.91

Threshold = 0.3

Precision 0.91 0.94 na 0.91 0.95 0.69 0.63 0.74 0.71 0.77

Recall 0.97 1.00 na 0.82 0.99 0.87 0.74 0.89 0.61 0.96

Accuracy 0.97 1.00 na 0.97 0.96 0.84 0.87 0.98 0.9 0.83

F2 score 0.96 0.99 na 0.84 0.98 0.82 0.72 0.86 0.63 0.91

Threshold = 0.2

Precision 0.87 0.89 na 0.87 0.93 0.62 0.53 0.68 0.59 0.73

Recall 0.97 1.00 na 0.85 1.00 0.92 0.84 0.93 0.77 0.98

Accuracy 0.96 0.99 na 0.96 0.95 0.80 0.83 0.97 0.89 0.81

F2 score 0.95 0.98 na 0.85 0.98 0.84 0.75 0.87 0.72 0.92

zna, not applicable. No spurge was present in survey 1.

FIGURE 5 | The comparison of recall (threshold values = 0.5 and 0.3) in validation result and recall from human performance (averaged from three evaluators).
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FIGURE 6 | Examples of misclassified images by the convolutional neural network (CNN). L, true label; P, prediction.

turfgrass, there is less information to compare to at a similar
scale and resolution.

The comparison between model recall and human recall
suggested that the model performance is limited by image
resolution. Higher image resolution would improve the
performance of the model but requires greater computing power
and either expensive cameras or lower and longer flight time. In
some cases, it is a challenge to conduct low-altitude flights due to
the close proximity of power lines or trees. Our results indicate
that it is difficult to incorporate UAS-based weed mapping at
a very early stage of weed treatment when the weeds are still
immature or relatively small in size. In the future, technology
continues to improve, and UAS-based weed mapping would be
improved by higher resolution cameras or fully automated drone
fleets flying close to the ground. In addition, a ground-based
camera system on tractors or center pivot irrigation system
could have much higher resolution and would be ideal for weed
mapping if the images were collected in a consistent, timely, and
automatic manner.

It remains uncertain whether a single model is sufficient to
cover the whole spectrum of weed scenarios in sod production
due to the complexity of the turfgrass-weed interactions during
the entire growing season. During winter dormancy, however,
a separate CNN will be needed to map winter weeds including
Poa annua and ryegrass (Lolium spp.) along with some broadleaf
weeds in production fields. Dormant turfgrass provides a brown

background with more contrast for weed detection. Even after
the CNN for weed mapping is available, there are several hurdles
before the implementation of site-specific herbicide applications
become routine, including the development of software to
generate weed maps using the CNN, ensuring the location
accuracy of the position of target weed, and the integration of the
weed map into multiple sprayer systems.

SUMMARY

This study included the survey of several sod production fields for
broadleaf, grass weeds, spurge, and sedge weed-type composition
and areas of infestation, both from the ground level and using
UAS, demonstrating the potential of herbicide savings if site-
specific weed management is properly adopted. This study
successfully trained a CNN for weed mapping using UAS-based
imagery and high-level API implementation of a deep learning
library. The performance of the CNN was overall similar to,
and in some classes (broadleaf and spurge) better than, human
identification as indicated by the metric recall. In general, the
CNN detected different types of weeds at precision ranging
from 0.57 to 0.90 and recall from 0.52 to 0.99 when using
UAS images with similar resolution in this study (0.57 cm–
1.28 cm pixel−1). Furthermore, it was demonstrated that the
CNN can achieve precision and recall above 0.9 for detecting
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different types of weeds under establishing field conditions when
they are larger and more mature. Image resolution is currently
the major limiting factor to further improvement of the CNN,
with one possible solution being ground-level scouting. Due to
the complex ecology and biology of the weeds typically found
on sod farms, different models may be needed in practice to
improve the overall performance of weed mapping and the
eventual targeted, site-specific application of herbicides in these
production systems.
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Stomata are integral to plant performance, enabling the exchange of gases between the 
atmosphere and the plant. The anatomy of stomata influences conductance properties 
with the maximal conductance rate, gsmax, calculated from density and size. However, 
current calculations of stomatal dimensions are performed manually, which are time-
consuming and error prone. Here, we show how automated morphometry from leaf 
impressions can predict a functional property: the anatomical gsmax. A deep learning 
network was derived to preserve stomatal morphometry via semantic segmentation. This 
forms part of an automated pipeline to measure stomata traits for the estimation of 
anatomical gsmax. The proposed pipeline achieves accuracy of 100% for the distinction 
(wheat vs. poplar) and detection of stomata in both datasets. The automated deep 
learning-based method gave estimates for gsmax within 3.8 and 1.9% of those values 
manually calculated from an expert for a wheat and poplar dataset, respectively. Semantic 
segmentation provides a rapid and repeatable method for the estimation of anatomical 
gsmax from microscopic images of leaf impressions. This advanced method provides a 
step toward reducing the bottleneck associated with plant phenotyping approaches and 
will provide a rapid method to assess gas fluxes in plants based on stomata morphometry.

Keywords: deep learning, gsmax – maximum stomatal conductance, high-throughput phenotyping, semantic 
segmentation, stomata

INTRODUCTION

Stomata are pores on a leaf that allow the exchange of gases between the atmosphere and 
the plant through their opening and closure (i.e., stomatal conductance – gs). Carbon dioxide 
(CO2) enters the plant in a trade-off against water vapour, which is simultaneously lost 
through transpiration. Stomata are found on almost all aerial plant organs and can be arranged 
in rows aligned with veins such as in monocotyledonous grasses or dispersed/clustered in 
dicotylodonous plants (Rudall et  al., 2013). Their function is mediated by a pair of specialised 
cells, the guard cells, that control the aperture of the pore and determines the potential gs. 
As such, stomata are key “gatekeepers” positioned between the atmosphere and the internal 
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plant tissue and are key in influencing photosynthetic rate, 
water loss, and water use efficiency (WUE) (Buckley, 2005; 
Berry et  al., 2010). Stomatal morphology is diverse, with 
patterning (such as clustering), size and density reflecting 
inter- and intra-specific differences (Franks and Farquhar, 2007; 
Dow et  al., 2014; McAusland et  al., 2016), growing conditions 
(Casson and Gray, 2007), and evolutionary selection pressures 
(Franks and Beerling, 2009; Mcelwain et  al., 2016). These 
anatomical characteristics have been shown to translate into 
functional diversity with, for example, size and density partly 
determining the leaf conductance capacity whilst the rapidity 
of guard cell movement determines the speed of response, 
or sensitivity, to environmental factors such as fluctuating light 
and water availability (Franks et  al., 2015; McAusland et  al., 
2016; Bertolino et  al., 2019). Indirect agronomic selection has 
been shown to lead to altered stomatal conductance in wheat 
(Fischer et  al., 1998).

A measurement of stomatal size allows a calculation of the 
potential maximal rate of gs to water vapour, known as anatomical 
maximum stomatal conductance (gsmax; previously termed gmax 
or gwmax; Equation 1).
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Eq. 1

Where d is the diffusivity of water in air (m2s-1, at 25°C), D 
is stomatal density for a single leaf surface (mm−2), and l is 
pore depth (μm) and is estimated as half the mean guard cell 
width. For elliptical (i.e., graminaceous) guard cells, maximum 
stomatal pore area (amax; μm2) is estimated as an ellipsis with 
the major length estimated as pore length and minor length 
estimated as half the length of the peristomatal groove. For 
circular guard cells, amax is calculated as the area of a circle with 
diameter corresponding to the pore length. Finally, v is the molar 
volume of air (m3 mol−1 at 25°C), and π is the mathematical 
constant taken as 3.142 (Parlange and Waggoner, 1970; 
Weyers and Johansen, 1990; Franks and Beerling, 2009).

Anatomical gsmax often exceeds operational gs by several fold 
(Sack and Buckley, 2016), but works in parallel with gs at a 
spatial and temporal scale to optimise stomatal responses to 
the prevailing environmental conditions (Murray et  al., 2020). 
High gsmax precludes high gs under yield potential conditions 
and can be used to predict gs under well-watered, light-saturated 
environments (Dow et  al., 2014; Murray et  al., 2020).

Improving the throughput and accuracy of measurements of 
stomatal size and density for the derivation of gsmax is essential, 
however, manual measurements of stomata are highly time 
consuming and small datasets are common when collecting 
images with few defects. Traditionally, stomatal density or index, 
the ratio of stomatal complexes to epidermal pavement cells, 
are collected through manual counting whereas measurements 
of pore and guard cell characteristics (morphometry) can 
be  obtained through scaled dimensions using image processing 
software such as ImageJ (Schindelin et al., 2012). Whilst manual 
counts and morphometries are sufficient for smaller sample sets, 
they are untenable for screening larger populations – for example 

for genome-wide association studies (GWAS) – which often 
consist of 100 s of lines with multiple replicates. Moreover, further 
issues arise in that they are susceptible to intra-rater or inter-
rater repeatability (the subjective differences in measurements 
between individuals, or from a single individual repeating the 
same task), consequently reducing accuracy. One such solution 
to the limitations of manual morphometry can come from the 
field of neural networks, namely, deep learning. In deep learning, 
a computer model learns to perform classification tasks from 
images, text, or sound with a high degree of accuracy, sometimes 
exceeding human-level performance. The training of a deep 
learning model requires a human annotated dataset, which the 
model learns from and once trained, can be  applied to future 
predictions, namely the same classification tasks on unseen data.

As of late, deep learning has received an increased amount 
of attention for both plant and stomatal phenotyping and various 
deep learning models have been proposed. With respect to 
stomata literature, the most common application of deep learning 
is for the detection and counting of stomata in images. Fetter 
et  al. (2019) use a deep convolutional neural network (DCNN), 
AlexNet (Hinton et  al., 2012), to generate a likelihood map for 
each input image followed by a thresholding and peak detection 
to localise and count stomata and achieved an accuracy of 94.2%. 
Zhu et  al. (2021) use a Faster R-CNN combined with a U-Net 
to automatically count stomata and epidermal cells for the 
calculation of stomatal index and achieve 98.03 and 95.03% 
accuracy for stomata and epidermal cells, respectively. In other 
instances smaller, shallower, networks are used for counting; a 
convolutional neural network (CNN), VGG (named after the 
Visual Geometry Group where the method was conceived), is 
commonly used to detect each stoma, encapsulating the detections 
in bounding boxes (Simonyan and Zisserman, 2015). Meeus 
et  al. (2020) use VGG19  in which the number (19) corresponds 
to the number of layers. Casado-García et  al. (2020) use an 
object detection network known as YOLO (Redmon and Farhadi, 
2018), to detect the bounding boxes of stomata with accuracy 
of 91%. Whilst good results are reported for detecting stomata 
using the VGG and YOLO networks, a considerable amount 
of post-processing is required if morphological measurements 
are to be  extracted, which is susceptible to error. Alternatively, 
deep learning approaches have been used for the classification 
of stomata types; Andayani et  al. (2020) created a CNN that 
determines whether the input image contains stomata from 
turmeric (also known as kunyit; Curcuma longa) or temulawak 
(also known as Java ginger; Curcuma zanthorrhiza). Using a 
small dataset of only ~300 images, they achieve classification 
accuracy of 93.1%. More recently DeepImageJ, a deep learning 
framework to plugin for ImageJ was released (Gómez-de-Mariscal 
et  al., 2021). DeepImageJ provides significant advances of 
traditional methods and improves the capabilities of ImageJ, 
incorporating support for deep learning networks. Outputting 
high quality, accurate, classification of data, however, the specific 
results depend upon user design and implementation.

Current methods to comprehensively calculate stomatal 
morphometry are lacking and the limited studies to do so using 
a combination of deep learning and image processing. These 
methods typically focus on stomata detection via bounding boxes 
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followed by image processing algorithms to obtain limited 
morphological data. However, these methods often require specific 
fine tuning where a change in intensity or blur within the image 
set will significantly reduce the accuracy. Toda et al. (2018) detect 
stomata, the pore and whether it is open or closed using a 
three-stage approach; (1) the use of the histogram of gradients 
(HOG) to detect stomata in the images and extract bounding 
boxes, (2) a CNN to classify the HOG detections as open or 
closed stomata, and (3) Pore quantification using a series of 
image processing algorithms, reporting accuracy of 92%. Bhugra 
et  al. (2019) propose a framework consisting of two neural 
networks; the first, a DCNN, is used detect stomata in images, 
the second is a fully convolutional neural network (FCNN) which 
accepts the detected bounding box as input and extracts the 
stoma from the bounding box. Ellipse fitting is applied to the 
resulting FCNN output to generate an estimate of pore shape. 
Whilst producing good results, accuracy of ~91% for detection, 
ellipse fitting can over- or under-fit the pore. Moreover, instances 
where the pore is not ellipse shaped will lead to significantly 
inaccurate results. (c) use AlexNet to detect stomata and estimate 
pore area using a series of image processing algorithms [such 
as Contrast Limited Adaptive Histogram Equalisation (CLAHE)], 
achieving up to 85% accuracy. To date, both guard cell and 
pore measurements have yet to be obtained from a single network.

Semantic segmentation, in which each pixel of an image 
is labelled with a corresponding class, allows the preservation 
of morphometry. Unlike bounding box algorithms, the output 
in semantic segmentation is the image mask; a high-resolution 
image (typically of the same size as input image) in which 
each pixel is classified. Previous applications of semantic 
segmentation include, but are not limited to, medical imaging 
analysis (Jiang et  al., 2018), autonomous driving (Siam et  al., 
2018), and classification of terrain from satellite imagery (Wurm 
et  al., 2019). Despite the ability for semantic segmentation to 
extract morphometric information, it has yet to be  applied to 
stomatal phenotyping.

Here, we aim to reduce the bottleneck associated with manually 
measuring morphometric traits of stomata and provide a proof 
of concept study for the determination of anatomical gsmax by 
the development of a high-throughput phenotyping method using 
semantic segmentation. We  incorporate aspects of existing deep 
learning models, such as the Attention U-Net architecture (Oktay 
et  al., 2018) and Inception Network (Szegedy et  al., 2016), 
discussed in the methods section, on a small dataset (<350 
images), whilst computational costs are reduced by restricting 
the number of the trainable parameters when compared to many 
of the existing deep learning methods for stomata. Through 
this method, we: (1) automatically differentiate between distinctive 
stomatal types, the dumbbell shaped Poacaea and dicotyledonous 
stomata, (2) count stomata, (3) extract multiple morphological 
traits, (4) calculate density, and (5) calculate anatomical gsmax 
as circular or ellipse based on the type of stomata. We  provide 
a substantial advance with the application of semantic segmentation 
to stomata and the first to show deep learning can produce 
high-throughput stomata phenotyping calculating anatomical 
gsmax. The tools developed here are freely available (See “Data” 
and “Data availability” sections).

MATERIALS AND METHODS

Data
In highly researched areas, such as object detection or handwriting 
recognition, existing datasets such as ImageNet (Deng et  al., 
2010), or MNIST (Deng, 2012), provide access to hundreds 
of thousands of annotated images. In the case of stomata, 
however, very few annotated datasets are freely available.

Two balanced datasets with distinctive stomata were chosen 
to evaluate our proposed model: a monocotyledonous Poaceae 
representative with dumbbell shaped stomata (wheat; Triticum 
aestivum) and dicotyledon with kidney shaped stomata (poplar; 
Populus balsamifera). For the wheat set, spring bread wheat 
cultivars were chosen from the Photosynthesis Respiration Tails 
(PS Tails) Panel and from the International Maize and Wheat 
Improvement Centre (CIMMYT); with eight genotypes selected 
for their contrasting plant architecture and aboveground biomass 
that were grown under yield potential conditions in a glasshouse. 
A subset of the data was used in this study, consisting of 348 
images captured at a resolution of 2,592 × 1,944px with a 10 × 40 
magnification. The stomatal impressions were collected using 
nail varnish and adhesive tape in the medium area of adaxial 
and abaxial sides of the main shoot flag leaf. Samples were 
left to dry for 10 min and then placed on a slide to be examined 
and photographed. Images were collected using a Leica DM 
5000 B microscope (Wetzlar, Germany). The poplar dataset in 
this study was first published by Fetter et  al. (2019) and is 
publicly available. A subset of the data was selected from an 
intraspecific collection of balsam poplar through random 
selection. A small subsample, totalling 114, images were 
annotated, which are of 2,048 × 2,048 px resolution with a 
10 × 40 magnification. Note: the reduced poplar dataset used 
in this study, along with the corresponding annotations, has 
been made publicly available with links to the original source. 
The impression quality does not directly impact the quality 
of results unless the impressions used to train the network 
differ significantly from those used to test it. However, the 
quality should be  good enough such that a human expert can 
manually annotate the images. Whilst the image set used for 
training was lower for the poplar, the increased density of 
stomata within each image led to a greater amount of stomata 
annotated overall (i.e., see Table  1).

An overview of the proposed method is given in Figure  1. 
For the annotation of both poplar and wheat datasets, a pixel 
level classification was performed where each pixel was labelled 
as guard cell, pore, or discard, to create the image mask using 
the Pixel Annotation Tool (Bréhéret, 2017). The discard refers 
to the background, noise (except that over the stoma), and 
subsidiary cells, which are not used in the calculation of gsmax. 
Similar annotation approaches could be used for other structures, 
such as epidermal cells, trichomes or, on the whole plant scale, 
yield components for example.

Data Augmentation
To increase the size and variation of the dataset, a series of 
augmentations were applied to manipulate the images prior to 
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and during deep learning. Each original image is cropped into 
four overlapping regions as (1) the original image resolution is 
too large and is computationally expensive to maintain and (2) 
due to the small size of the pore within images, scaling the 
original image results in a high loss of accuracy. Augmentations 
within the network are applied for each image every epoch (a 
full iteration of the dataset) and are performed as follows; A 
subsample of the image is taken at a resolution of 768 × 768px. 
The centre of the bounding box, i.e., the area of the subsample, 
is determined by a series of random variables; the first randomly 
selects whether to perform a stomata crop; using the centre of 
the stomata, or a random crop; a random position within the 
image, with an 4:1 probability, respectively. The stomata crop 
randomly selects a stoma in the image and applies random jitter 
to the position with upper bounds of 15% of the image size. 
The random crop is selected anywhere within the image bounds 
excluding half the crop size around the border of the image. 
For both crop methods, a random rotation is applied ranging 
between plus and minus 30°. There is a 20% probability that 
the image will be  flipped vertically or horizontally and a 30% 
probability of blur, sharpness, or contrast manipulation. These 
augmentations increase the dataset size and help prevent overfitting 
(where a network learns only the data it is being trained on). 
The augmentation is applied to the training dataset.

Deep Learning
Within this project, all deep learning was performed using Python.

A brief overview of CNNs is provided for those who have 
no prior knowledge; for further reading, see (Maier et  al., 
2019). A CNN is a deep learning algorithm with a particular 

focus on imagery, for example, object detection or image 
classification within two-dimensional images. It is made up 
of a series of layers, each of which have a set of trainable 
parameters. The CNN takes as input an image and passes it 
through multiple layers and outputs a prediction that represents 
the class label of the input data, whether as an image as a 
whole or at pixel level. The three most common layers in a 
CNN are (1) The convolution layer which applies multiple 
filters, which aim to detect patterns such as edges, the input 
each of which have different parameters, so each filter is 
able to learn contrasting features whilst preserving the spatial 
relationship between pixels. The filters pass over the image, 
scanning a few pixels at a time, and creates a feature map. 
After a convolution, an activation function is performed to 
introduce nonlinearity calculating a weighted sum of its inputs 
and adding a bias. (2) The Maxpooling layer downsamples 
the feature map reducing its dimensionality, providing an 
abstracted form of the representation, and the associated 
computational costs. It allows for the CNN to be  robust 
against minor displacements. (3) The final layer of a CNN 
is the fully connected output layer. After a sequence of multiple 
layers, it takes the outputs of these and classifies the pixels, 
computing scores for each class label applying an activation 
function such as SoftMax, which converts a set of numbers 
into a set of probabilities. Additional common steps can 
include skip connections, which allows the output of some 
layer to skip some other layers and be  passed as input to 
layers further down the network.

The performance of a CNN, how well it has managed 
to learn these parameters and make predictions, can 

FIGURE 1 | Pipeline for the proposed method of extracted morphometric properties of stomata for the estimation of maximal stomatal conductance; anatomical 
gsmax.

TABLE 1 | Overview of image datasets and properties.

Dataset # Images Size (px) # Stomata Density (mm2) μm Per Pixel

Wheat 348 2,592 × 1,944 1,600 63 0.12547
Poplar 113 2,048 × 2,048 3,862 246 0.18181
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be  evaluated in numerous ways. The score function or 
evaluation metric, evaluates the accuracy of the model during 
training, comparing the predicted outcome to the ground 
truth (i.e., the labels). The higher the score, the higher the 
degree of accuracy thus indicating that the model is correctly 
making predictions. The loss function is used as a method 
of evaluating how well the algorithm models the given data 
during training. If the predictions of a model deviate from 
the ground truth, a high loss value is returned. Too little 
data variation combined with a large network or high number 
of epochs can result in overfitting, where the model learns 
the training data and is unable to adapt to new or 
varying inputs.

The structure of CNNs vary depending on the data, 
application, or the size of the network and so multiple 
networks exist. In this study, we  propose a CNN using 
features of both an Attention U-Net (Oktay et  al., 2018) 
and Inception (Szegedy et  al., 2016) to make pixel-level 
predictions of stomata for both guard cell and pore 
(Figure  2). The original U-Net model (Ronneberger et  al., 
2015), which was primarily developed for biomedical image 
segmentation, is a U-shaped network comprised of a series 

of encoder and decoder layers. The encoder layer is the 
downwards trajectory performing a series of convolutions 
and maxpooling, encoding the input sequence (Figure  2). 
The decoder performs the opposite, an upwards trajectory 
applying deconvolution to increase dimensionality, decoding 
the input sequence to an output sequence. Skip connections 
are added between encoder and decoder layers to combine 
spatial information. However, whilst skip connections offer 
many advantages, such as the ability to maintain feature 
information, they introduce many redundant low-level 
feature extractions, as feature representation is poor in 
the initial layers. Attention U-Net overcomes this, expanding 
on the original U-Net model, by adding attention gates 
which seek to highlight salient features. Skip connections 
combined with attention gates suppress activations in 
irrelevant regions, reducing the number of redundant 
features. The inception architecture employs multiple 
convolutions and pooling layers simultaneously in parallel 
within the same layer (inception layer) using the same 
input. The inception layer reduces the computational costs 
of the model and automatically selects the most useful 
features when training the network.

FIGURE 2 | Overview of the adapted CNN used for the extraction of stomata morphometry. The proposed CNN combines features of both an Attention U-Net 
(Oktay et al., 2018) and Inception (Szegedy et al., 2016) to make pixel-level predictions of stomata for both guard cell and pore. The CNN contains a number of 
layers including convolution (Conv) layers, Max pooling layers, and fully connected layers. The output of each convolution layer is a set of 2D images, known as 
feature maps, which are computed by convolving previous feature maps with a filter, the size of which is given in the key. Batch normalisation (BN) and Rectified 
Linear Units (ReLU) steps are added to normalise data and remove negative pixel values from features maps. Skip connections help to maintain spatial information 
whilst the Attention Gate removes redundant features. The number of filters at each step is given as the blue number, whilst the resolution is given in black.
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A B C D E

FIGURE 3 | Overview of the stages of stomata morphometry extraction. (A) each stoma is detected using the CNN model described in Figure 1; (B) the contour is 
extracted; (C) a bounding box is applied to the contour; (D) the bounding box is rotated using the primary eigen vector and the stoma contained within the contour 
is cropped; and (E) morphometric measurements of the guard cell and pore are automatically extracted including guard cell and pore length and widths plus 
peristomatal groove distance.

Here, we  present an incremental model (Figure  2), which 
increases the branches as the depth of the network increases, 
this works as follows.

 • Encoder layer 1; The network takes, as input, an image with 
dimensions of 768 × 768 pixels. A Convolution (Conv) with 
a 3 × 3 filter, followed by Batch Normalisation (BN; normalises 
the input by re-scaling and re-centering the data, which 
increases the stability and speed of the network) and Rectified 
Linear Unit (ReLU; in which all negative pixel values in the 
feature map are converted to zero) is performed three times 
(we refer to this as Conv 3 × 3, BN, ReLUx3). Maxpooling is 
then applied with a kernel size of 3 × 3.

 • Encoder layer 2; Receives input from the previous layer passing 
it through Conv, BN, ReLUx2 followed by a maxpooling layer 
with a 3 × 3 kernel.

 • Encoder layer 3; The input of the previous layer is copied into 
two branches, the first applies a Conv 3 × 3, BN, ReLU, whilst 
the second applies a Conv with a 1 × 1 filter, BN, ReLU 
followed by a Conv 3 × 3, BN, ReLU. The values are 
concatenated and a further Conv 3 × 3, BN, ReLU is applied. 
Maxpooling further reduces the dimensionality.

 • Encoder layer 4; The input of the previous layer is passed to 
three branches, the first two are the same as the third encoder 
layer, whilst the additional branch performs Conv 1 × 1, BN, 
ReLU followed by a Conv 5 × 5, BN, ReLU. The values are 
concatenated and a further Conv 3 × 3, BN, ReLU is applied 
followed by maxpooling

 • Encoder layer 5; Is the same as the previous encoder, but with 
an additional branch this time performing maxpooling with 
a 1 × 1 kernel followed by Conv 1 × 1, BN, ReLU.

 • Decoder layers 5–2; Decoder layers 5–2 are the same as the 
encoder layers, though the maxpooling operation, which is 
used to down sample, is changed to a transpose convolution, 
which increases the dimensionality.

 • Decoder layer 1; the final decoder, is responsible for the final 
output of the model and applies Conv 3 × 3, BN, ReLUx3 
followed by a fully connected layer to output predictions.

The parameters of the network were trained using Stochastic 
Gradient Descent (Kiefer and Wolfowitz, 1952) with a momentum 

of 0.9 and a learning rate of 0.1. The model was trained on 
an Nvidia Titan V GPU for 50 epochs using a batch size of 
8. Whilst a GPU is not necessarily a requirement for deep 
learning, the speed of computations will be  considerable using 
a CPU only. The Lovasz-Softmax (LS) loss function (Berman 
et  al., 2018) is used; LS is a loss function for multi-class 
semantic segmentation incorporating SoftMax and supports 
direct optimisation of the mean intersection-over-union (IoU) 
loss in neural networks. IoU, also known as Jaccard index, is 
used to compute the area of overlap between the target mask 
(i.e., the annotated labels) and the predicted mask. The score 
function, or evaluation metric, evaluates the accuracy of the 
model during training. In this study, we  use the IoU as a 
score function in two ways; (1) IoU is used to represent the 
percentage of overlap and (2) a confusion matrix summarises 
the performance of the model providing insight into the errors 
being made, returning an accuracy of the network. Moreover, 
the confusion matrix accounts for uneven number of samples 
for each class.

Once trained, the model allows new, unseen, images to 
be  passed into the network producing, as output, a pixel-
level annotation, the mask, of stomata within it. Unlike 
existing methods that use image processing methods to 
quantify the morphometry of stomata, in this study, the 
process is simplified by directly manipulating the mask. As 
a result, calculating morphometry becomes a relatively 
straightforward task, accomplished using a single network, 
and simple pixel counting.

Stomata Morphometry
Morphological traits such as length and width of pores can 
be  segmented from the output of the CNN model proposed 
here by extracting information from the pixel-level labelled 
mask predicted by the CNN (Figure  3A). Contours in the 
mask are identified surrounding the guard cell (Figure  3B), 
and all pixels within each contour are selected and assigned 
to each individual stoma. A bounding box is fit around the 
contour and all background is removed (Figure  3C). Each 
individual stoma is rotated such that the principal axis is in 
line with the bounding box using the eigenvalues obtained 
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from principal component analysis (Figure  3D). The rotation 
step supports the trait extraction; allowing widths and heights 
to be  easily obtained. The mask is then split based on the 
corresponding label thus enabling the extraction of the pore 
from the stoma leaving the guard cell for automated morphometry 
(Figure  3E).

To calculate the morphometry of each stoma within the 
image, it is represented as a two-dimensional matrix where 
the values correspond to pore, guard cell, or discard. From 
this the width, height, and area of both the guard cell and 
pore can be  calculated as a sum of pixels multiplied by the 
μm to pixel conversion. To obtain the measurements relating 
to the guard cell, the centre point, along both x and y, is 
selected and the length and width are calculated as the average 
sum of pixels along 10 pixel transects surrounding this centre 
point. This averaging is used to account for artifacts in the 
data (i.e., asymmetry in guard cell shape). The same process 
is applied to the pore.

Stomatal density is automatically calculated from the dataset. 
For all images, the number of stomata is counted, excluding 
any detected stomata, which intersects the left or bottom border 
of the image. The area within each image (i.e., the field of 
view; FOV) is calculated using a pixel to mm conversion 
(Equation 2)
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Eq. 2

Where w and h correspond to the width and height of the 
image in pixels. Density, D, is then calculated according to 
Equation 3:
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Eq. 3

Using these measurements, gsmax can be  calculated using 
Equation 1.

RESULTS

The network was evaluated for its ability to accurately classify 
stomata type between wheat (Poaceae) and poplar in the datasets 
provided, detect features, obtain morphological traits, and predict 
gsmax compared to manual calculations.

Stomata Detection
An example test image is presented in Figure  4 with the 
associated morphometric measurements.

The proposed network can be  readily applied to both 
poplar and wheat, which have contrasting patterning (files 
vs. random spacing), thus making the method more universally 
applicable. The proposed model was evaluated against the 
U-Net (Ronneberger et  al., 2015) and the Attention U-Net 
(Oktay et  al., 2018) architectures. For each architecture, 25 

epochs were performed using the same train and validation 
data. The results can be  seen in Table  1; where parameters 
corresponds to the total number of trainable parameters in 
the network, Time is the total execution time in minutes, 
IoU is the intersection over union score; a value between 
0.0 and 1.0 with 1.0 meaning that the prediction from the 
network is equivalent to the manual annotation, Loss is the 
result of the LS loss function, and Acc. is the accuracy of 
the model using a confusion matrix. As we  can see from 
Table 2, the network proposed here has 50% fewer parameters 
than the related architectures, U-Net and Attention U-Net, 
and achieves at equal accuracy a higher IoU and a lower 
loss in a shorter amount of time.

The number of parameters can have a direct impact on 
the computational cost of training a network and the future 
predictions made on unseen images. In most instances, a smaller 
number of parameters is preferable, particularly when access 
to high-spec hardware is limited. For that reason, we  have 
reduced the parameters of the well-known U-Net architecture. 
The network proposed here has a total of ~8 million parameters, 
which is considerably less than existing approaches used for 
stomata deep learning, for example, the VGG16 network has 
~138  million trainable parameters and the YOLO network has 
~63  million. Here, we  show that the number of parameters 
can be  reduced whilst obtaining a higher degree of accuracy 
with our proposed method achieving 100% accuracy for stomata 
counts across both datasets. Moreover, no false positives, the 
prediction that a stoma is present when it is not, were recorded. 
If false positives were to be  detected in images, the contour 
detection stage, discussed in the previous section, would discard 
any small errors based on average size of the stomata in 
the image.

gsmax
Manual calculations of morphometry for 20 images of both 
the wheat and poplar dataset were obtained by an expert, and 
the measurements were used to calculate gsmax using Equation 
1. The images chosen were of various quality and spanning 
a range of examples from each dataset. These values were 
compared to those obtained using the automated method 
proposed here. One further benefit of the proposed CNN is 
that the stomatal type has been detected, and so gsmax can 
be  calculated based on the most appropriate stomatal shape: 
circular for poplar or elliptical for graminaceous wheat stomata. 
It is worth noting that the difference here, between the predicted 
and manually determined measurements, is not classified as 
an error as the manual process is susceptible to intra-rater or 
inter-rater repeatability. To determine gsmax a series of variables 
need to be  extracted from the data.

Stomatal density, given as an average across all images 
in the set, is given in Table  2, calculated using Equations 
2, 3. In general, stomatal density is the biggest driver of 
variation in gsmax, because the other two input variables 
(pore length and guard cell width) are averaged across many 
stomata and will differ less among samples. Within this 
proof of concept, the magnification required to calculate 
morphometry does not necessarily capture an accurate 
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stomatal density as it will not cover a wide enough range 
of samples, thus the gsmax results presented here may differ 
from those reported elsewhere in the literature (Lammertsma 
et  al., 2011). This is particularly the case for the poplar 
dataset whereby the obtained sample images were of fixed 
magnification and were originally collected to test a stomata 
counting system, focused on relatively stomatal-dense samples 
(i.e., leaf sections lacking vein structures etc.; Fetter et  al., 
2019). In contrast, the gsmax values calculated for wheat are 
likely more accurate because wheat stomata are patterned 
in rows and thus calculating density at 10 × 40 has less 
spatial bias. This can be  overcome through the addition of 
more samples at this same magnification or through an 
additional step to count stomata at a lower magnification.

For each image, the manually and automatically calculated 
gsmax is given in Figure  5. For the wheat dataset, the average 

difference between the manual and automated measurement 
was 3.8%, with a slope of 0.9373 and R2 of 0.9661. For the 
poplar dataset, the average difference between manual and 
automatic calculated gsmax was 1.9%, with a slope of 0.9842 
and R2 of 0.9782.

This method also allows operational gs to be  calculated on 
a per image basis, or over a set of images. Replacing amax  
in Equation 1 with the area of the pore allows such calculations 
to be  made.

DISCUSSION

Here, we present a significant advancement in methodology, 
which permits both morphological (density, size, and area) 
and functional (anatomical gsmax) attributes to be  predicted 
from purely image-based data that is easy to obtain and 
can be  translated to high throughput systems. To our 
knowledge, this is the first time that the dumbbell – like 
Poaceae has been distinguished from dicotyledonous stomata 
and gsmax predicted using automated stomatal morphometry. 
Thus far gsmax has been used in disciplines where gas exchange 
measurements are inconvenient or simply not possible, for 
example, the recreation of conductance in palaeoclimates 

FIGURE 4 | Example output from the CNN model applied to an unseen poplar image. Summary results for the whole images are given in the top table, whilst the 
measurements for individual stomata are given in the bottom, where GCW refers to guard cell width and PSG refers to peristomatal groove distance.

TABLE 2 | Comparison of the proposed convolutional neural network (CNN) 
relative to two other common CNN architectures.

Method Parameters Time (m) IoU Loss Acc.

U-Net ~16,482,000 200 0.78 0.18 0.98
Attention U-Net ~17,450,000 343 0.72 0.18 0.97
Proposed method ~8,114,000 176 0.84 0.16 0.98
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derived from fossils (Hetherington and Woodward, 2003; 
Franks and Beerling, 2009). This and similar approaches 
could prove useful in understanding and modelling future 
vegetation dynamics in climates with altered CO2 and water 
vapour. In the case of crop phenotyping, individual leaf 
gas exchange on large numbers of lines is impractical, 
making a functional prediction from image-based data 
invaluable. However, gsmax does not always correlate well 
with measured leaf gs due to variation in aperture. Despite 
this, measurement of the actual pore area, as opposed to 
maximal pore area, permits the calculation of operational 
gs (Dow et  al., 2014). However, such comparisons require 
careful consideration of both the conditions of measurement 
and the accuracy of the pore area estimation from a 
two-dimensional image made using light microscopy. The 
stomatal guard cell complex should really be  considered 
in three dimensions relative to the surrounding cell structure, 
with the possibility of sunken or raised pores, whilst 
thickening of the guard cell wall may blur the calculation 
of the actual pore area. Finally, the means of taking the 
impression itself leads to uncertainty: after the resin or 
varnish has been applied there is a period of many minutes 

needed for drying (depending on temperature), which has 
unknown effects on stomatal aperture. Thus, the calculation 
of operational gsmax requires care. If such problems can 
be  overcome, then this method provides opportunities to 
predict function from purely morphometric analysis and 
may be  amenable to in-field instrumentation. By linking 
operational gsmax with mechanistic models of leaf gas exchange 
and environmental conditions, a prediction of photosynthetic 
rate would become possible.

There is a vast amount of literature relating to the extraction 
of stomata data from 2D images, the most recent and relevant 
of which are presented and compared to the current method 
in Table 3. Accuracy is not directly compared as each individual 
approach uses a different dataset and methods vary between 
papers. Dependent on the phenotyping task, each of these 
methods could be  of use however none of the approaches 
explicitly output a gsmax calculation, which relies upon pixel 
segmentation, orientation of the stomata, and individual 
measurements of pore and guard cell. Also the method presented 
here, whilst limited to stomata, offers a solution that requires 
no tuning of parameters or user interaction to determine the 
optimal network.

The proposed method provides many advantages over 
manually obtaining morphological measurements, not least the 
time in which it takes to calculate gsmax. Unlike manual 
measurements, an automated approach allows for repeatability 
and a higher level of accuracy without bias, particularly beneficial 
for stomata phenotyping due to user-dependent variation in 
morphometric measurements. The time taken to calculate gsmax 
for a single image is less than a second regardless of the 
number of stomata present, substantially less than a manual 
approach. This may prove to be many hundreds of times faster 
with little manpower required. For example, it may take 
~5–10 min per sample to count manually, with longer timespans 
required to measure dimensions. In a high-throughput 
phenotyping context with many thousands of samples this is 
difficult or impossible to achieve with limited human resources. 
We  improve on existing works achieving 100% accuracy for 
stomata counting and obtain gsmax results that are within 4% 
of the manual measurements calculated by an expert. 
Furthermore, the pipeline can be  applied to different species 
or varieties, currently applicable to the poplar and wheat but 
easily expandable with addition of an increasing number 
of datasets.

Historical trends in stomatal density using herbarium 
specimens have shown that rising CO2 coincide with a reduction 
in stomatal density (Woodward, 1987; Hetherington and 
Woodward, 2003). Genetic manipulation has shown that changes 
in the size:density ratio can lead to changes in growth and 
WUE either through the improved uptake of CO2 or via 
reducing water loss (Lawson and Blatt, 2014; Franks et  al., 
2015; Bertolino et  al., 2019). Recently, it was discovered that 
reducing frequency in multiple crop plant species resulted in 
an enhancement of WUE with no cost to photosynthesis or 
yield (Nadal and Flexas, 2019). Therefore, understanding and 
manipulating this relationship are vital for sustaining or improving 
crop yields under global climate change, especially in regions 

A

B

FIGURE 5 | Comparison of manual calculation of gsmax by an expert vs. 
automatic calculation using the proposed deep learning approach where 
(A) corresponds to the wheat dataset, (B) is the poplar dataset.
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dominated by heat and drought conditions and where 
precipitation patterns are shifting, and advanced methods to 
automatically calculate this will become increasingly important 
(Prasad et  al., 2008; Asseng et  al., 2015; Hughes et  al., 2017; 
Caine et  al., 2019; Dunn et  al., 2019; Mohammed et  al., 2019). 
This will allow for the rapid identification of anatomical traits 
for multiple applications including the acceleration and 
exploitation of variation in large-scale crop populations, for 
example in heat and drought dominated regions where higher 
WUE is essential to increase crop yields, analysis of stored 
specimens such as herbariums and palaeobotanical samples 
(Araus et  al., 2002).

Application to General Research
The method presented here can be  readily applied to new 
datasets. The key constraint, as with all deep learning 

methods, is the required annotated dataset; a network cannot 
find what it has not already “seen.” This can be  easily 
accomplished using the Pixel Annotation Tool used within 
this study to manually classify the guard cells and pore 
(Bréhéret, 2017). The network itself was generated for novice 
users, although access to a graphical processing unit (GPU) 
is required. Sample files and further instructions can be found 
on github.1

Whilst it is still quicker and more efficient to annotate a 
dataset to apply to future samples, the obvious next step would 
be to reduce the bottleneck associated with manual annotations. 
Future work could look at the use of Generative adversarial 
networks (GANs; Goodfellow et  al., 2014), which generate 

1 http://github.com/drjonog

TABLE 3 | Comparison of the proposed method and output compared to other recently published methods.

Method Overview Output

Proposed method A convolutional neural network based on semantic segmentation and 
image processing tool for morphometric calculations of stomata plus 
the automatic estimation of gsmax

Applied to Poplar and Wheat

Pixelwise detection

Count

Density

Pore measurements

Guard cell measurements

gsmax estimate
Toda et al., 2018

DeepStomata

Developed software comprising histogram of gradients (HOG) detection 
of stomata followed by region classification by a CNN. Used for 
stomatal pore quantification.

Applied to Dayflower

Pixelwise detection

Count

Density

Classification between open and closed stomata

Pore measurements
Bhugra et al., 2019 Detects and quantifies stomata using a CNN and a series of image 

processing techniques

Applied to Rice using scanning electron microscopy (SEM) images

Bounding box detection

Count

Density
Fetter et al., 2019

StomataCounter

A CNN for counting stomata, which detects bounding boxes that 
encapsulate the stomata

Applied to Ginkgo and Poplar

Bounding box detection

Stomata count

Density
Andayani et al., 2020 Uses a CNN and image processing for classifying stomata into one of 

two groups belonging to either turmeric or ginger
Classification

Casado-García et al., 2020

LabelStoma

Use YOLO (Redmon and Farhadi, 2018) to detect bounding boxes

Applied to Common Bean, Barley, and Soybean

Bounding box detection

Stomata count

Density
Kwong et al., 2021 A CNN applied specifically towards detecting stomata from Oil Palm Bounding box detection

Count

Density
Toda et al., 2021 A platform that supports real time stomata detection when directly 

connected to a microscope

Applied to Wheat- N.B. measurements of bounding boxes allow 
morphometric calculations of stomata when orientated parallel or 
perpendicular to the field of view

Bounding box detection

Count

Density

Bounding box measures

Zhu et al., 2021 Applies R-CNN, U-Net, and image processing to calculate stomatal 
index

Applied to Wheat

Bounding box detection

Counts of stomata and epidermal cells

Stomatal index calculation
Gómez-de-Mariscal et al., 2021

DeepImageJ

A plugin for the widely used ImageJ application. Brings a sophisticated 
method for integrating deep learning with ImageJ. A user friendly 
interface which supports a wide range of phenotyping tasks

Dependent on the network but also on the user for 
defining and selecting the best choice for their needs.

Will give detection and possible measurements but no 
automatic calculation of indices without an additional step
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artificial annotations from a series of smaller datasets to reduce 
the overhead of training a network.

Previously stomatal conductance and related traits (i.e., 
transpiration, evapotranspiration, and photosynthesis) have been 
correlated in natural and crop ecosystems to remote sensing 
traits such as reflectance ratio R701/R820 as a response to 
photosynthesis and chlorophyll content in the leaves (Carter, 
1998), Enhanced Vegetation Index (EVI), Normalized Difference 
Vegetation Index (NDVI), and Normalized Difference Infrared 
Index (NDII) in water scarce regions (Carter, 1998; Glenn 
et  al., 2008; Joiner et  al., 2018) or infrared thermography and 
water indices (Gutierrez et  al., 2010). However, none of these 
remote sensing methods, whilst allowing direct means of 
assessing canopy function, permit a means of selecting specifically 
for stomatal anatomy traits, which must require analysis at 
the cellular level. The rapid estimations of gsmax proposed in 
this study can facilitate breeding programs especially in arid 
and semi-arid countries were WUE is the most important 
trait for yield improvement.
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The rice seed setting rate (RSSR) is an important component in calculating rice yields
and a key phenotype for its genetic analysis. Automatic calculations of RSSR through
computer vision technology have great significance for rice yield predictions. The basic
premise for calculating RSSR is having an accurate and high throughput identification
of rice grains. In this study, we propose a method based on image segmentation and
deep learning to automatically identify rice grains and calculate RSSR. By collecting
information on the rice panicle, our proposed image automatic segmentation method
can detect the full grain and empty grain, after which the RSSR can be calculated
by our proposed rice seed setting rate optimization algorithm (RSSROA). Finally, the
proposed method was used to predict the RSSR during which process, the average
identification accuracy reached 99.43%. This method has therefore been proven as
an effective, non-invasive method for high throughput identification and calculation of
RSSR. It is also applicable to soybean yields, as well as wheat and other crops with
similar characteristics.

Keywords: rice grain identification, computer vision, deep learning, rice seed setting rate, image segmentation

INTRODUCTION

Rice (Oryza sativa) is a cereal grain and the most widely consumed staple food for a large part of
the world’s human population, especially in Asia (Ghadirnezhad and Fallah, 2014). The number of
rice grains per panicle is a key trait that effects grain cultivation, management, and subsequent yield
(Wu et al., 2019). The grains per panicle are usually divided into two categories, one is full grain and
the other is empty grain. Among them, full grain is the real measure of the number of grains per
panicle, and the ratio of full grain to the total number of grains per panicle is called the seed setting
rate. The number of grains per panicle and the seed setting rate are considered to be the two most
important traits directly reflecting rice yield (Oosterom and Hammer, 2008; Gong et al., 2018).

Generally, grain weight, grain number, panicle number, and RSSR are considered to be the
main factors affecting rice yield. However, research into RSSR is improving with the advancements
in science and technology. Li et al. (2013) have shown that the domestication-related POLLEN
TUBE BLOCKED 1 (PTB1), a RING-type E3 ubiquitin ligase, positively regulates the rice seed
setting rate by promoting pollen tube growth. Xu et al. (2017) proposed that OsCNGC13 acts as
a novel maternal sporophytic factor required for stylar [Ca2

]cyt accumulation, ECM components
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modification, and STT cell death, and thus facilitates the
penetration of the pollen tube for successful double fertilization
and seed setting in rice. Xiang et al. (2019) reported on a
novel rice gene, LOW SEED SETTING RATE1 (LSSR1), which
regulates the seed setting rate by facilitating rice fertilization.
Through these studies and their achievements, improving the
RSSR has become an expected thing. However, a new issue
has arisen with them, a problem posed by the automatic high-
throughput calculation of the RSSR.

With developments in deep learning and plant phenotypic
science, efficient and accurate research on rice through
information technology (IT) has become very anticipated. Desai
et al. (2019) proposed a simple pipeline which uses ground
level RGB images of paddy rice to detect which regions contain
flowering panicles, and then uses the flowering panicle region
count to estimate the heading date of the crop. Hong Son
and Thai-Nghe (2019) proposed an approach for rice quality
classification. In their approach, image processing algorithms,
the convolutional neural network (CNN), and machine learning
methods are used to recognize and classify two different
categories of rice (whole rice and broken rice), based on rice sizes
according to the national standard of rice quality evaluation. Lin
et al. (2018) proposed a machine vision system based on the deep
convolutional neural network (DCNN) architecture to improve,
compared with traditional approaches, the accuracy with which
three distinct groups of rice kernel images are classified. Xu
et al. (2020) proposed a simple, yet effective method termed
the Multi-Scale Hybrid Window Panicle Detect (MHW-PD),
which focuses on enhancing the panicle features to then detect
and count the large number of small-sized rice panicles in the
in-field scene. Chatnuntawech et al. (2018) developed a non-
destructive rice variety classification system that benefits from
the synergy between hyperspectral imaging and the deep CNN.
The rice varieties are then determined from the acquired spatio-
spectral data using a deep CNN. Zhou et al. (2019) developed
and implemented a panicle detection and counting system based
on improved region-based fully convolutional networks, and
used the system to automate rice-phenotype measurements. Lu
et al. (2017) proposed an innovative technique to enhance the
deep learning ability of CNNs. The proposed CNN-based model
can effectively classify 10 common rice diseases through image
recognition technology. Chu and Yu (2020) constructed a novel
end-to-end model based on deep learning fusion to accurately
predict the rice yields for 81 counties in the Guangxi Zhuang
Autonomous Region, China, using a combination of time-series
meteorology data and area data. Xiong et al. (2017) proposed a
rice panicle segmentation algorithm called Panicle-SEG, which
is based on the generation of simple linear iterative clustering
super pixel regions, CNN classification, and entropy rate super
pixel optimization. Kundu et al. (2021) develop the “Automatic
and Intelligent Data Collector and Classifier” framework by
integrating IoT and deep learning. The framework automatically
collects the imagery and parametric data and automatically sends
the collected data to the cloud server and the Raspberry Pi. It
collaborates with the Raspberry Pi to precisely predict the blast
and rust diseases in pearl millet. Dhaka et al. (2021) present a
survey of the existing literature in applying deep CNNs to predict

plant diseases from leaf images. This manuscript presents an
exemplary comparison of the pre-processing techniques, CNN
models, frameworks, and optimization techniques applied to
detect and classify plant diseases using leaf images as a data set.

RSSR was initially calculated manually. However, Kong
and Chen (2021) proposed a method based on a mask
region convolutional neural network (Mask R-CNN) for feature
extraction and three- dimensional (3-D) recognition in CT
images of rice panicles, and then calculated the seed setting rate
through the obtained three-dimensional image. However, due to
the difficulty and high cost of CT image acquisition, this method
lacks practicality.

In our research, we closely link deep learning with RSSR,
making it a portable tool for the automatic and high-throughput
study of RSSR. Through experimental verification, we have found
that the correlation between our proposed RSSROA and the
results from manual RSSR calculations is as high as 93.21%. In
addition, through the verification of 10 randomly selected rice
panicle images, our proposed method has been shown to be
able to correctly distinguish between two kinds of rice grains.
The average accuracy of the number of full grains per panicle
is 97.69% and the average accuracy of the number of empty
grains per panicle is 93.20%. Therefore, our proposed method
can effectively detect two different grains in rice panicles and can
accurately calculate RSSR. It can thus become an effective method
for low-cost, high-throughput calculations of RSSR.

MATERIALS AND METHODS

An overview of the proposed method can be seen in Figure 1.
The input to our system consists of a sequence of images
(across different days and times) of different rice varieties
taken in a particular environment (Supplementary Table 1).
The collected images were first cropped to give them the best
possible resolution for the network input, and then they were
input into the deep learning network we adopted for training
after calibration. The training results from each network were
compared, and the best network was adopted as the method to
calculate the RSSR.

Image Acquisition and Processing
Rice planting was carried out in both 2018 and 2019
at Northeast Agricultural University’s experimental practice
and demonstration base in Acheng, which is located at an
east longitude of 127◦22′∼127◦50′ and north latitude of
45◦34′∼45◦46′. The test soil was black soil, and there were
protection and isolation rows around each 20 m2 plot area.
The seeds were sown on April 20, 2018 (April 17 for the 2019
crop) and transplanted on May 20, 2018 (May 24 for the 2019
crop). The transplanting size was 30 cm × 10 cm and the
field management was the same as for the production field
(Zhao et al., 2020).

In order to improve the generalization ability of the
experiment and reduce the time required for the artificial labeling
of rice grains, 56 varieties of rice were randomly selected from the
experimental field and the rice panicle information was collected
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FIGURE 1 | Research flow diagram. (A) Original images (B) Segmentation images (C) Labelimg (D) Data integration and classification (E) Optional model selection
(F) Calculation of rice seed setting rate.

FIGURE 2 | Rice panicle image collection cubed darkroom. (A) Real map and (B) structural diagram.

using a smartphone iPhone X. The image collection environment
consisted in a cubed darkroom with a length, width, and height
all measuring 80 cm. The top of the darkroom environment
possessed a unique light source, while the other directions were all
covered by all-black light-absorbing cloth. The shooting method
was to artificially push the keys on the mobile phone from the
oval entrance on the front of the cubed darkroom (a rectangle
measuring 55 cm in length and 40 cm in width). The shooting
equipment was kept about 30 cm from the top of the rice
panicles (The shooting equipment is not fixed, it only needs to
be maintained manually). The image collection cubed darkroom
for the rice panicles is shown in Figure 2.

A total of 263 rice panicles and 298 images were obtained.
Each panicle of rice is shot in both natural and artificially shaped

states. Each image contains a different panicle of rice, at least one
panicle of rice and at most four panicles of rice. The panicles of
each rice variety ranged from 2 to 11. Among them, 60 images
were used as the data to calculate the RSSR, while the remaining
images were divided into a training verification set and a test set
by a ratio of 8:2.

We calibrated the obtained images by labeling with a
target detection marking tool, and then used these images
for training and prediction purposes. Figure 3A shows the
calibration difference between different data sets, and Figure 3B
shows the detailed differences between various categories in
the image cutting process, where “full” represents a full
rice grain, “empty” represents an empty rice grain, “half ”
represents a half rice grain, “H-full” and “H-empty” represent

Frontiers in Plant Science | www.frontiersin.org 3 December 2021 | Volume 12 | Article 77091674

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-770916 December 8, 2021 Time: 13:4 # 4

Guo et al. Calculate Rice Seed Setting Rate

FIGURE 3 | Feature image for depth learning. (A) Comparison of local characteristics of rice grains, (B) comparison of grain characteristics of different rice varieties.

the full and empty grains detected in in the half grain
count after cropping.

Convolutional Neural Network
The CNN consists of several layers of neurons and computes
a multidimensional function with several variables (Chen et al.,
2014; Schmidhuber, 2015). The neurons in each layer, other than
from the first layer, are connected with the neurons from the
preceding layer. The first layer is called the input layer (Zhang
et al., 2015; Dong et al., 2016), which is then followed by hidden
layers, and the concluding layer. Each neuron connection has a
weight that is adjusted during the learning process. Initially, the
weights are taken at random. All neurons receive input values,
which they then process and send out as output values. The input
layer neurons’ input and output values are the values from the
variables of the function. In the other layers meanwhile, a neuron
receives at its input the weighted sum of the output values from
the neurons with which the neuron in question is connected.
The weights of the connections are used as the weights for the

weighing process. Each neuron gives its function to an input value
and these functions are called activation functions (LeCun et al.,
2015; Mitra et al., 2017).

The motivation of building an Object Detection model is to
provide solutions in the field of computer vision. The primary
essence of object detection can be broken down into two parts:
to locate objects in a scene (by drawing a bounding box around
the object) and later to classify the objects (based on the classes
it was trained on). There are two deep learning based approaches
for object detection: one-stage methods (YOLO–You Only Look
Once, SSD–Single Shot Detection) and two-stage approaches
(Faster R-CNN) (Rajeshwari et al., 2019). In addition, we have
added a newer one-stage object detector-EfficientDet. These will
be our main research methods.

Faster Region Convolutional Neural Network
As a typical two-stage object detection algorithm, the faster
region convolutional neural network (Faster R-CNN) has been
widely applied in many fields since its proposal (Ren et al., 2016).
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FIGURE 4 | Convolutional neural network. (A) Faster R-CNN, (B) SSD, (C) EfficientDet, (D) YOLO V3, and (E) YOLO V4.

As shown in Figure 4A, a region proposal network (RPN)
is constructed to generate confident proposal for multi-
classification and bounding box refinement. More precisely,

RPN first generates a dense grid of anchor regions (candidate
bounding boxes) with specified sizes and aspect ratios over each
spatial location of the feature maps. According to intersection
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over union (IOU) ratio with the ground truth object bounding
boxes, an anchor will be assigned with a positive or negative
label on top of the feature maps, a shallow CNN is built to judge
whether an anchor contains an object and predict an offset for
each anchor. Then anchors with high confidence are rectified by
the offset predicted in RPN. Then the corresponding features of
each anchor will go through a RoI pooling layer, a convolution
layer and a fully connected layer to predict a specific class as well
as refined bounding boxes (Zou et al., 2020). In addition, it is
worth noting that we use ResNet50 and VGG16 as the backbone
networks for training.

Single Shot Detector
The single shot detector (SSD) (Liu et al., 2016) discretizes the
bounding boxes’ output space into a set of default boxes over
different aspect ratios and scales per feature mAP location. At

the predicted time, the network awards scores to the situation
of each object category in each default box, after which, it
makes the according adjustments to the box to better match
the object shape. Additionally, in order to naturally handle
objects of various sizes, the network combines predictions from
multiple feature mAPs with different resolutions. SSD is simple
compared to methods that require object proposals, because it
completely eliminates the need for proposal generations and the
subsequent pixel or feature resampling stages, and encapsulates
all the necessary computations in a single network. This makes
SSD easily trainable and straightforward to integrate into systems
requiring a detection component (see Figure 4B).

EfficientDet
EfficientDet proposes a weighted bi-directional feature pyramid
network (BiFPN) and then uses it as the feature network. It

FIGURE 5 | Research on the relationship of Ratio. (A) The proportion of cumulative frequency according to the change of ratio (B) relationship between Ratio1 and
Ratio2.

FIGURE 6 | Loss curves of the different CNNs. (A) Faster R-CNN (ResNet50), (B) Faster R-CNN (VGG16), (C) SSD, (D) EfficientDet, (E) YOLO V3, and (F) YOLO V4.
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takes level 3–7 features (P3, P4, P5, P6, P7) from the backbone
network and repeats the top-down and bottom-up bi-directional
feature fusion. These fused features are fed to the class and box
networks to generate object class and boundary box predictions,
respectively. A composite scaling extension method is also
proposed, which is able to uniformly scale the resolution, depth
and width of all the backbone networks, feature networks and
prediction networks. The network structure of EfficientDet is
shown in Figure 4C (Tan et al., 2020).

You Only Look Once
YOLO V3 adopts a network structure called Darknet53. It draws
on the practice of residual network, and sets up fast links between
some layers to form a deeper network level and multi-scale
detection, which improves the detection effect of mAP and small
objects (Redmon and Farhadi, 2018). Its basic network structure
is shown in Figure 4D.

The real-time and high-precision target detection model,
YOLO V4, allows anyone training and testing with a conventional
GPU to achieve real-time, high quality and convincing object
detection results. As an improved version of YOLO V3, YOLO
V4 combines many of the techniques from YOLO V3. Among
them, the feature extraction network, Darknet53, which was
the backbone network for YOLO V3, has been changed to
CSPDarknet53, the feature pyramid has become SPP and PAN,
while the classification regression layer remains the same as in
YOLO V3. In order to achieve better target detection accuracy
without increasing inference costs, a method is used that either
only changes the training strategy or only increases the training
cost. This method is called the “bag of freebies.” A common
method for target detection that meets the requirements of being
a “free bag” in the “bag of freebies” method, is data enhancement.
The purpose of data augmentation is to increase the variability
of the input images, meaning that the designed object detection
model will have higher robustness to images obtained in different
environments. Another addition to this method, is known as
the “bag of specials.” This bag consists of plugin modules and
a post-processing method that can significantly improve the
accuracy of object detection and only increase the inference
cost by a small amount. Generally speaking, these plugin
modules are used to enhance certain attributes in a model,
such as enlarging the receptive field, introducing an attention
mechanism, or strengthening feature integration capability. Post-
processing meanwhile, consists in a method used for screening
model prediction results. Its basic network structure is shown in
Figure 4E (Bochkovskiy et al., 2020).

Hardware and Software
The CNNs were trained on the rice image dataset using a
hardware solution from our computer. This was a personal
desktop computer with Intel core i9-9900k CPU, NVIDIA Titan
XP (12G) GPU, and 64G RAM. We used the desktop to train
the six networks in Python language under a Windows operating
system with a Pytorch framework.

Rice Seed Setting Rate Optimization
Algorithm
Obtaining the RSSR is the ultimate goal of this research.
According to the traditional RSSR calculation formula used in
agriculture, the following formula was offered for adaption to our
research results:

RSSRt =
NFt

NFt + NEt
(1)

We put forward a novel method to calculate the RSSR, which is to
segment the original rice images to form the third category “half
grain,” and calculate the RSSR by finding the correlation among
them. This method is called the rice seed setting rate optimization
algorithm (RSSROA), the formula is as follows:

RSSRa =
NF + PH × NH

2

NF + NE + NH
2

(2)

Ratio1 =
NF

NF + NE
(3)

Ratio2 =
NFH

NFH + NEH
(4)

where RSSRt is a traditional measurement method used for
calculating the RSSR in agronomy, NFt is the number of full
grains obtained by traditional methods, NEt is the number of
empty grains obtained by traditional methods, RSSRa is the
RSSR result calculated by our rice seed setting rate optimization
algorithm (RSSROA), NF(NUMBER OF FULL GRAIN)
is the number of full rice grains obtained by RSSROA,
NE(NUMBER OF EMPTY GRAIN) is the number of empty

TABLE 1 | Detection performance of different models in the test set during
the clipping stage.

Network name Category Precision Recall F1 AP mAP

Faster R-CNN
(ResNet50)

Full grain 74.24% 87.80% 0.80 84.10% 50.65%

Empty grain 56.28% 56.21% 0.56 44.70%

Half grain 50.20% 32.95% 0.40 23.15%

Faster R-CNN
(VGG16)

Full grain 82.32% 88.43% 0.85 86.55% 59.70%

Empty grain 61.07% 51.77% 0.56 46.10%

Half grain 69.35% 50.16% 0.58 46.45%

SSD Full grain 36.43% 71.47% 0.48 66.09% 31.01%

Empty grain 10.24% 60.05% 0.18 17.87%

Half grain 3.18% 56.91% 0.06 9.08%

EfficientDet Full grain 79.43% 84.45% 0.82 86.99% 54.54%

Empty grain 100.00% 0.02% 0.00 15.84%

Half grain 92.54% 27.26% 0.42 60.78%

YOLO V3 Full grain 81.00% 84.07% 0.83 88.29% 62.62%

Empty grain 60.12% 35.19% 0.44 40.84%

Half grain 83.94% 44.54% 0.58 58.72%

YOLO V4 Full grain 89.79% 92.79% 0.91 94.78% 83.98%

Empty grain 77.66% 74.68% 0.76 73.92%

Half grain 87.79% 75.83% 0.81 83.24%

Frontiers in Plant Science | www.frontiersin.org 7 December 2021 | Volume 12 | Article 77091678

https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/plant-science#articles


fpls-12-770916 December 8, 2021 Time: 13:4 # 8

Guo et al. Calculate Rice Seed Setting Rate

grains obtained by RSSROA, NH(NUMBER OF HALF GRAIN)
is the number of half grains obtained by RSSROA,
PH(PROBABILITY OF FULL HALF SEED) is the prior
probability of there being full grains of rice in the half grain
count, NFH(NUMBER OF FULL GRAIN IN HALF GRAIN)
is the number of full grains in the half grain count, and
NEH(NUMBER OF EMPTY GRAIN IN HALF GRAIN) is the
number of empty grains in the half grain count.

Through our simulation study, it was found that there is a
certain linear relationship between Ratio1 and Ratio2. This can
be seen in Figure 5A, which shows the distribution density
curves of Ratio1 and Ratio2, where both curves belong to
normal distribution and have 99.89% probability of consistency
by the Kolmogorov-Smirnov test (Frank, 1951). Therefore,
we further explored and obtained the scatter diagram with
Ratio1 as the X-axis and Ratio2 as the Y-axis, as shown in
Figure 5B. Through a correlation analysis, we then obtained
the correlation coefficient of 0.8327 and the linear equation of
PH = Ratio2 = 0.797Ratio1 + 0.1972. The result of this
current method can be used as our PH coefficient.

Evaluation Standard
We evaluated the results from the different networks used
on our data set. For the evaluation, a detected instance was

considered a true positive if it had a Jaccard Index similarity
coefficient, also known as an intersection-over-union (IOU) (He
and Garcia, 2009; Csurka et al., 2013) of 0.5 or more, with a
ground truth instance. The IOU is defined as the ratio of pixel
number in the intersection to pixel number in the union. The
instances of ground truth which did not overlap with any detected
instance were considered false negatives. From these measures,
the precision, recall, F1 score, AP, and mAP were calculated
(Afonso et al., 2020):

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

F1 =
2Precision × Recall
Precision + Recall

(7)

AP =
N∑

k = 1

Precision
(
k
)
4Recall

(
k
)

(8)

mAP =
∑M

i APi
M

(9)

FIGURE 7 | Precision-recall curves of the different convolutional neural networks in test set. (A–C) Are the Faster R-CNN (ResNet50) network Precision-Recall
curves, where (A) is the full grain precision-recall curve obtained by the Faster R-CNN (ResNet50) network, (B) is the empty grain precision-recall curve obtained by
the Faster R-CNN (ResNet50) network, and (C) is the half grain precision-recall curve obtained by the Faster R-CNN (ResNet50) network. (D–F) Are the Faster
R-CNN (VGG16) network Precision-Recall curves, where (D) is the full grain precision-recall curve obtained by the Faster R-CNN (VGG16) network, (E) is the empty
grain precision-recall curve obtained by the Faster R-CNN (VGG16) network, and (F) is the half grain precision-recall curve obtained by the Faster R-CNN (VGG16)
network. (G–I) Are the SSD network precision-recall curves, where (G) is the full grain precision-recall curve obtained by the SSD network, (H) is the empty grain
precision-recall curve obtained by the SSD network, and (I) is the half grain precision-recall curve obtained by the SSD network. (J–L) Are the EfficientDet network
precision-recall curves, where (J) is the full grain precision-recall curve obtained by the EfficientDet network, (K) is the empty grain precision-recall curve obtained by
the EfficientDet network, and (L) is the half grain precision-recall curve obtained by the EfficientDet network. (M–O) Are the YOLO V3 network precision-recall curves,
where (M) is the full grain precision-recall curve obtained by the YOLO V3 network, (N) is the empty grain precision-recall curve obtained by the YOLO V3 network,
and (O) is the half grain precision-recall curve obtained by the YOLO V3 network. (P–R) Are the YOLO V4 network precision-recall curves, where (P) is the full grain
precision-recall curve obtained by the YOLO V4 network, (Q) is the empty grain precision-recall curve obtained by the YOLO V4 network, and (R) is the half grain
precision-recall curve obtained by the YOLO V4 network.
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where TP = the number of true positives, FP = the number of
false positives, and FN = the number of false negatives. Where
N is the total number of images in the test dataset, M is the

number of classes, Precision(k) is the precision value at k images,
and 4Recall

(
k
)

is the recall change between the k and k−
1 images.

FIGURE 8 | Each color corresponds to the test results from a different network model, while the symbols “◦,” “∗, ′′ and “′′ correspond to a 0.25, 0.5, and 0.75
overlap IOU, respectively. The results from each method and their use of these IOU thresholds are connected by dashed lines: (A) Test results in full grain, (B) test
results in empty grain, and (C) test results in half grain.
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In addition, the mean absolute error (MAE), the mean squared
error (MSE), the root mean squared error (RMSE), and the
correlation coefficient (R), were used as the evaluation metrics to
assess the counting performance. They take the forms:

MAE =
1
N

N∑
1

|ti − ci| (10)

MSE =
1
N

N∑
1

(ti − ci)2 (11)

RMSE =

√√√√ 1
N

N∑
1

(ti − ci)2 (12)

R =

√√√√1−
∑N

i = 1 (ti − ci)2∑N
i = 1

(
ti − t

)2 (13)

where N denotes the number of test images, ti is the ground truth
count for the i− th image, ci is the inferred count for the i− th
image, and t is the arithmetic mean of ti.

RESULTS

Rice Grain Detection
First, we evaluated the convergence between the YOLO series
model (YOLO V3, YOLO V4) and its four alternatives
[Faster R-CNN (ResNet50), Faster R-CNN (VGG16), SSD, and
EfficientDet], as well as the number of iterations. The loss curves
of the training and verification processes from the adopted six
deep neural networks are shown in Figure 6. For the full six
networks, the uniform batch size is 4 and the learning rate
starts from 0.0001. In terms of iterations, 200 are used for Faster
R-CNN (ResNet50) and Faster R-CNN (VGG16), while SSD,
EfficientDet, YOLO V3 and YOLO V4 use 120. It can be seen
that at the beginning of the training phase, the training loss drops
sharply, and then after a certain number of iterations, the loss
value slowly converges around an accurate value.

Liu et al. (2021) proposes a self-attention negative feed-
back network (SRAFBN) for realizing the real-time image
super-resolution (SR). The network model constrains the image
mapping space and selects the key information of the image
through the self-attention negative feedback model, so that higher
quality images can be generated to meet human visual perception.
There are good processing methods for the mapping from low
resolution image to high resolution image, but there is still a lack
of processing method from high resolution to low resolution.
Therefore, we propose the following idea: We cut the 190 images
into 4,560 images, re-tagged them, and added the “half” category.
Among these newly cut images, 2,705 were marked as foreground
images and 1,855 were not marked as background images. We
input the 2,705 foreground images into the six networks that
we proposed as a data set, and obtained the precision-recall
curve (Supplementary Figure 1). This greatly improved the
recognition effect of all the networks (Supplementary Table 2).
Among them, the mAP of the proposed YOLO V4 model in the
training set reached 90.13%, which is the most effective.

The features of the full grains are that they are full and the
middle of the grain presents a raised state (We believe that
partially filled grains caused by abiotic stress are also full grains),
empty grains meanwhile, are flat and the whole grain presents
a plane effect. The three-dimensional sense in an empty grain
is weaker than in a full grain, and part of the empty grain is
reflected by cracks and openings in its center. The fact that
these differences are small results in a poor detection effect by
the alternative models we proposed. The proposed YOLO V4
model uses a Mosaic data enhancing method to reduce training
costs and CSPDarknet53 to reduce the number of parameters
and FLOPS of the model, which not only ensures the speed and
accuracy of reasoning, but also reduces the model size. At the
same time, DropBlock regularization and class label smoothing
are employed to avoid any overfitting due to small differences.
Thus, this means that our proposed YOLO V4 model performs
much better than the other alternative models.

Following this, we tested the performance of different
networks on the test set (Table 1 and Figure 7), where we
plotted the precision and recall index graphs for full grain, empty
grain, and half grain, with the X-axis corresponding to recall
and the Y-axis corresponding to precision (Figure 8). Each

FIGURE 9 | The results calculated by the algorithm are in the form of a linear regression: (A) Linear regression of full grains in the optimization algorithm, (B) linear
regression of empty grains in the optimization algorithm, and (C) linear regression of half grains in the optimization algorithm.
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TABLE 2 | Comparison of the proposed method’s results and those obtained manually.

Sample label 1 2 3 4 5 6 7 8 9 10

No. of full grains per panicle determined manually 64 88 117 83 97 141 54 64 52 89

No. of full grains per panicle determined using proposed algorithm 64 86 119 82 99 146 55 66 55 91

No. of empty grains per panicle determined manually 35 39 27 21 15 9 20 5 3 12

No. of empty grains per panicle determined using proposed algorithm 34 40 27 20 16 10 20 5 2 11

RSSR determined manually, % 64.65 69.29 81.25 79.81 86.61 94.00 72.97 92.75 94.55 88.12

RSSR determined using proposed algorithm, % 64.89 68.53 81.55 80.23 86.18 93.65 73.08 92.69 95.79 88.98

Accuracy of the full grain number per panicle, % 100 97.73 98.32 98.80 97.98 96.58 98.18 96.97 94.55 97.80

Accuracy of the empty grain number per panicle, % 97.14 97.50 100 95.24 93.75 90.00 100 100 66.67 91.67

Accuracy of the seed setting rate, % 99.63 98.90 99.63 99.48 99.50 99.63 99.85 99.94 98.71 99.03

color corresponds to the test results of a network structure. For
each color, the symbols “◦,” “∗,” and “′′ represent the respective
overlapping IoU thresholds of 0.25, 0.50, and 0.75. Since in
an ideal situation, both indicators will be close to 1, the best
approach will be shown as close to the upper right corner as
possible. It is clear from Figure 8 that the results from the
YOLO V4 model were significantly better than those from the
other networks, regardless of their category. For all methods, we
noted that both accuracy and recall measures were lower when
the overlap threshold was 0.75, and highest when the overlap
threshold was 0.25. This means that in the case of more stringent
matching criteria (higher IoU thresholds), fewer detected rice
grains were matched with instances from the ground truth, which
resulted in lower indices for both. The network closest to the
top right was YOLO V4, with an overlap threshold of 0.25 and
0.50, respectively.

Calculation of Rice Seed Setting Rate
Through an analysis and comparison, YOLO V4 was finally
selected as the main network to be used for RSSR predictions,
due to its good partitioning effect on the rice grains. For the
calculation of RSSR, the rice images were first input for automatic
cropping, with the number of full grain, empty grain, and
half grain in each cropped image predicted by the YOLO V4

TABLE 3 | Detection performance of the different models during the training data
set’s untrimmed state.

Network name Category Precision Recall F1 AP mAP

Faster R-CNN
(ResNet50)

Full grain 14.43% 3.01% 0.05 0.55% 0.30%

Empty grain 6.61% 0.26% 0 0.05%

Faster R-CNN
(VGG16)

Full grain 12.47% 2.40% 0.04 0.37% 0.21%

Empty grain 7.63% 0.22% 0 0.04%

SSD Full grain 9.37% 9.95% 0.1 1.11% 0.67%

Empty grain 2.14% 0.14% 0 0.22%

EfficientDet Full grain 0.01% 0.01% 0 0.26% 0.14%

Empty grain 0.01% 0.01% 0 0.01%

YOLO V3 Full grain 45.53% 45.77% 0.46 29.82% 16.65%

Empty grain 37.21% 4.39% 0.08 3.48%

YOLO V4 Full grain 49.54% 40.30% 0.44 24.51% 17.97%

Empty grain 43.69% 17.60% 0.25 11.43%

network. Following this, all sub-images belonging to an image
were automatically synthesized, and the RSSR was calculated
according to the algorithm we provided.

The linear regression between the manual calculation result
and the optimization algorithm’s calculation result of 60 rice
images is shown through (Figures 9A–C). It can be observed that
YOLO V4 is the most efficient at identifying rice grains, and that
its correlation coefficient R surpasses 90%.

Table 2 is a comparison of the results from the proposed
method and those that were obtained manually. From Table 2,
it can be seen that the proposed method’s average accuracy for
calculating the full grain number per panicle was 97.69%, for the
empty grain number per panicle it was 93.20%, and for the RSSR

TABLE 4 | Detection performance of various networks under precise division.

Network name Category Precision Recall F1 AP mAP

Faster R-CNN
(ResNet50)

Full grain 73.85% 86.68% 0.80 80.82% 37.04%

Empty grain 59.84% 43.10% 0.50 36.48%

H-full grain 51.31% 31.87% 0.39 25.12%

H-empty grain 51.54% 4.35% 0.08 5.73%

Faster R-CNN
(VGG16)

Full grain 77.89% 90.01% 0.84 86.53% 43.91%

Empty grain 59.51% 51.42% 0.55 43.66%

H-full grain 75.34% 30.13% 0.43 36.66%

H-empty grain 73.08% 3.70% 0.07 8.77%

SSD Full grain 70.67% 75.72% 0.73 71.24% 37.75%

Empty grain 38.80% 50.25% 0.44 38.99%

H-full grain 16.15% 55.43% 0.25 28.89%

H-empty grain 34.02% 10.64% 0.16 11.87%

EfficientDet Full grain 80.89% 80.01% 0.80 86.01% 44.38%

Empty grain 80.14% 1.80% 0.04 32.36%

H-full grain 83.19% 25.71% 0.39 58.46%

H-empty grain 0.00% 0.00% 0.00 0.69%

YOLO V3 Full grain 82.93% 83.06% 0.83 87.72% 46.78%

Empty grain 65.59% 27.47% 0.39 35.51%

H-full grain 80.04% 39.53% 0.53 56.16%

H-empty grain 80.00% 1.16% 0.02 7.74%

YOLO V4 Full grain 86.87% 93.17% 0.9 94.27% 66.57%

Empty grain 79.30% 76.37% 0.78 78.44%

H-full grain 86.73% 51.07% 0.64 64.38%

H-empty grain 79.93% 14.99% 0.25 29.19%
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it was 99.43%. This indicates that the proposed method offers
high accuracy and stability. The deviations in a few cases can be
attributed to identification errors for some small empty grains
and half grains during the YOLO V4 model’s testing process. The
characteristics of some empty grains are not obvious, appearing
highly similar to the full grains. Some half grains have a relatively
complete shape, which is similar to the shape of full grains with
their shielding, resulting in recognition difficulties.

DISCUSSION

Detection Effect of Different Data Sets
To better understand the performance of our proposed methods,
we studied the network detection effects during different image

states. First, however, it must be noted that the rice identification
process is carried out using the initial image, which has 4,032
× 3,024 pixels.

Table 3 shows the detection performances of the six deep
learning networks, all of which are clear as the high input
images undergo the necessary resizing before going through
the networks. However, in spite of the preservation of various
network category characteristics, the minor differences between
full and empty grains are still easily ignored. Therefore, although
we adopted a variety of networks to train the data set, we were
still unable to find a network with an accuracy as high as our
own experimental results. Our proposed model, the YOLO V4
network, achieved the best accuracy among the six networks,
with an mAP value of 17.97%, however, this is still far below our
target expectations.

FIGURE 10 | Comparison between the prediction results and the actual results from the different networks.

FIGURE 11 | Performance: (A) Relationship between the number of different prediction images and prediction time, (B) the error in term of mAP vs. Speed (FPS) on
test set.
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Table 4 shows the detection effect under precise division. 4,560
images were obtained by cropping 190 images, whereupon these
were used as the data set. The cropping principle is that the
size of the cropped images be as close as possible to the input
size of each network, and that the categories of half-full grain
and half-empty grain are added. H-full and H-empty represent
the full and empty grains detected in in the half grain count
after cropping. It can be observed that the accuracy of all the
networks and the recognition accuracy of some of the categories
have been improved. These results accorded with our hypothesis
and proved the effectiveness of the proposed method. However,
the overall performance remains unsatisfactory.

Prediction Effect of Different Convolution
Neural Networks
Figure 10 shows the predictive effects of our six network
architectures: Faster R-CNN (ResNet50), Faster R-CNN
(VGG16), SSD, EfficientDet, YOLO V3, and YOLO V4. Through
this, it can be seen that most of the target detection methods
greatly improve the detection effect once image segmentation
has been completed. Faster R-CNN (ResNet50), Faster R-CNN
(VGG16), EfficientDet, and YOLO V3 in particular, showed
significant improvements when working with the proposed
method, and performed well when detecting full grain. Almost
all the full grain samples were detected, but empty and half grain
samples were not detected as efficiently. YOLO V4 on the other
hand, was not only the best at detecting full grains, but also at
detecting the empty and half grains, as well as many categories
that the other networks were unable to detect.

Performance vs. Speed
Figure 11A shows that as the number of predicted images
increased, so did the prediction time, with a roughly linear
increase. We calculated that one image’s average running time
is about 2.65 s, which is much less than that achieved with a
manual counting time.

We also considered the reasoning speed of various networks.
Figure 11B shows the error terms for mAP and speed (FPS)
on the test data set. Faster R-CNN (ResNet50), Faster R-CNN
(VGG16), SSD, EfficientDet, YOLO V3, YOLO V4 were all
implemented using the same Pytorch framework and used the
same input image size. We measured the speed of all the
methods on a single Nvidia GeForce GTX TITAN XP GPU
(12G) computer. According to Figure 11B, YOLO V4 is superior
to the other five methods except YOLO V3 in both its speed
(FPS) and mAP (the higher the better). YOLO V4 is significantly
better than YOLO V3 in mAP, but the detection speed (FPS)
is slightly inferior. Considering the overall situation, we think
that the importance of mAP is higher than the detection speed
(FPS). Therefore, we think that the performance of YOLO V4
is stronger. Faster R-CNN (ResNet50), Faster R-CNN (VGG16),
and EfficientDet meanwhile, show less of a difference in their
performance and speed. The SSD’s speed was similar to Faster
R-CNN (ResNet50), Faster R-CNN (VGG16), and EfficientDet,
but its performance was far below that of the other networks, with
a poor detection of small features being the main issue.

Error Analysis
Through the identification of the grains of 60 rice images, we
detected that the average error number of full grains was 5.78
grains, and the average error number of empty grains was 2.76
grains, and the final RSSR error was 2.84%. In addition, the results
of MAE, MSE, RMSE for solid grains, shrunken grains, and seed
setting rates can be obtained from Figures 9A–C, which shows
that although our results have certain errors, they are acceptable.

In future work, we plan to continue improving the detection
accuracy of full rice grains and empty grains, and to eliminate
the impact of full half grains on RSSR as much as possible.
Considering the high efficiency of the program, we will also
improve the RSSR calculation speed.

CONCLUSION

In this paper, a RSSR calculation method based on deep learning
for high-resolution images of rice panicles is proposed for the
realization of the automatic calculation of RSSR. The calculation
method is composed of both deep learning and RSSROA. Deep
learning is used to identify the grain category characteristics of
rice, and the RSSROA is used to calculate the RSSR.

In this study, a rice panicle data set composed of 4560 cut
images was established. These images were taken from multiple
rice varieties which had been grown under the same environment
and had been processed based on image segmentation. Through
the identification and comparison of data sets, we choose YOLO
V4 with the best comprehensive performance as our network
for calculating RSSR. In addition, the detection accuracy for full
grain, empty grain, and RSSR in 10 randomly selected rice images,
were 97.69, 93.20, and 99.43%, respectively. The calculation
time for the RSSR in each image was 2.65 s, which meets the
needs for automatic calculation. In cooperation with rice research
institutions, because this method is a non-destructive operation
when collecting rice panicles information, it is more convenient
for rice researchers to reserve seeds, and the simple operation
method enables rice researchers to obtain RSSR information
more efficiently and accurately, which will be a reliable method
for further estimating rice yield.
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Supplementary Figure 1 | Precision-recall curves of the different convolutional
neural networks in training set. (A–C) Are the Faster R-CNN (ResNet50) network
Precision-Recall curves, where (A) is the full grain precision-recall curve obtained
by the Faster R-CNN (ResNet50) network, (B) is the empty grain precision-recall
curve obtained by the Faster R-CNN (ResNet50) network, and (C) is the half grain
precision-recall curve obtained by the Faster R-CNN (ResNet50) network. (D–F)
Are the Faster R-CNN (VGG16) network Precision-Recall curves, where (D) is the
full grain precision-recall curve obtained by the Faster R-CNN (VGG16) network,
(E) is the empty grain precision-recall curve obtained by the Faster R-CNN
(VGG16) network, and (F) is the half grain precision-recall curve obtained by the
Faster R-CNN (VGG16) network. (G–I) Are the SSD network precision-recall
curves, where (G) is the full grain precision-recall curve obtained by the SSD
network, (H) is the empty grain precision-recall curve obtained by the SSD
network, and (I) is the half grain precision-recall curve obtained by the SSD
network. (J–L) Are the EfficientDet network precision-recall curves, where (J) is
the full grain precision-recall curve obtained by the EfficientDet network, (K) is the
empty grain precision-recall curve obtained by the EfficientDet network, and (L) is
the half grain precision-recall curve obtained by the EfficientDet network. (M–O)
Are the YOLO V3 network precision-recall curves, where (M) is the full grain
precision-recall curve obtained by the YOLO V3 network, (N) is the empty grain
precision-recall curve obtained by the YOLO V3 network, and (O) is the half grain
precision-recall curve obtained by the YOLO V3 network. (P–R) Are the YOLO V4
network precision-recall curves, where (P) is the full grain precision-recall curve
obtained by the YOLO V4 network, (Q) is the empty grain precision-recall curve
obtained by the YOLO V4 network, and (R) is the half grain precision-recall curve
obtained by the YOLO V4 network.
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Robust and automated segmentation of leaves and other backgrounds is a core

prerequisite of most approaches in high-throughput field phenotyping. So far, the

possibilities of deep learning approaches for this purpose have not been explored

adequately, partly due to a lack of publicly available, appropriate datasets. This study

presents a workflow based on DeepLab v3+ and on a diverse annotated dataset of

190 RGB (350 x 350 pixels) images. Images of winter wheat plants of 76 different

genotypes and developmental stages have been acquired throughout multiple years

at high resolution in outdoor conditions using nadir view, encompassing a wide range

of imaging conditions. Inconsistencies of human annotators in complex images have

been quantified, and metadata information of camera settings has been included.

The proposed approach achieves an intersection over union (IoU) of 0.77 and 0.90

for plants and soil, respectively. This outperforms the benchmarked machine learning

methods which use Support Vector Classifier and/or Random Forrest. The results show

that a small but carefully chosen and annotated set of images can provide a good

basis for a powerful segmentation pipeline. Compared to earlier methods based on

machine learning, the proposed method achieves better performance on the selected

dataset in spite of using a deep learning approach with limited data. Increasing the

amount of publicly available data with high human agreement on annotations and further

development of deep neural network architectures will provide high potential for robust

field-based plant segmentation in the near future. This, in turn, will be a cornerstone of

data-driven improvement in crop breeding and agricultural practices of global benefit.

Keywords: deep learning, breeding, machine learning, remote sensing, random forrest, support vector

classification, high resolution image analysis, benchmark

1. INTRODUCTION

The growth of the human population, global climate change, and detrimental effects of
agriculture on the environment exerts an increasing pressure to address challenges in crop
production and breeding (Pretty et al., 2010; Reynolds and Langridge, 2016). Wheat is
one of the most important staple crops and, therefore, methods assessing its performance
in various management conditions and methods improving breeding pathways are urgently
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required. Phenotyping and thereby the quantification of plant
properties from images is a core bottleneck to achieving this
(Fiorani and Schurr, 2013; Walter et al., 2015).

Reliable and automated segmentation of wheat canopy under
field conditions is a premise to quantify canopy cover and to
derive traits, such as crop emergence, leaf growth, tillering,
and other traits subsequently (Roth et al., 2018, 2020). Also,
the classification between crops and weeds and the distinction
between healthy and diseased plant tissue are based on this
essential first step: how to detect the crop organ of interest in any
given image?

A reliable organ detection is a challenging task due to diverse
and dynamic lighting conditions, changing optical properties of
the soil due to wetting and drying, and diverse spatial patterns
which result in highly complex and constantly changing scenes
(refer to Figure 1 for a collection of random samples from the
same field).

With current methods, a significant amount of manual work is
still required to run and evaluate the experiments. Thus, research
groups are limited in the number and size of experiments
that they can operate. This has led to the emerging trend of
high-throughput phenotyping, increasing analysis throughput by
focusing on scalable experiments with a high level of automation
which should improve the genetic gain of breeding programs
(Araus and Cairns, 2014). In recent years, different platforms
for automatic data acquisition have been developed in hope of
attaining all the relevant information for the crop assessment
(Hund et al., 2019). This includes Unmanned Aerial Vehicle
(UAV) (Candiago et al., 2015; Aasen et al., 2018; Burkart et al.,
2018), moving platforms (Andrade-Sanchez et al., 2013; Bai et al.,
2016), autonomous rovers (Ruckelshausen et al., 2009, Agerris1),
and large-scale, fixed platforms (Kirchgessner et al., 2017; Virlet
et al., 2017).

The evaluation of the acquired data is a delicate task due to the
variance in the scene as described above. There is an enormous
amount of possible scenarios, in which classical approaches
such as manual and/or automatic visual indices thresholding
often achieve their limits since they need to be tuned for every
individual scenario. This makes their deployment for outdoor
canopy segmentation tedious and offers limited generalization
capabilities. Thus, the data evaluation of these experiments
has experienced penetration of data-driven approaches through
machine learning and deep learning techniques. The use of data
driven approaches for phenotyping is very promising as it enables
higher analysis throughput and removes potential human error,
theoretically leading to better results as the evaluation is data-
driven and not hand-engineered (Kamilaris and Prenafeta-Boldú,
2018).

1.1. Related Work
The challenge to be addressed can be abstracted to a semantic
segmentation task. Most prominent approaches for semantic
segmentation, such as Encoder-Decoder Networks, Pyramid
Networks, R-CNN based models and Dilated CNN models
(Ronneberger et al., 2015; Yu and Koltun, 2015; He et al., 2017;

1https://agerris.com/

Chen et al., 2018; Wang et al., 2020) incorporate the concept of
fully convolutional networks. These networks do not contain any
dense, fully connected layers but leverage the notion of stacking
convolutional layers with up- and downsampling. This concept
preserves the spatial information throughout the network as
the data is being propagated. Besides the improvement in
performance, one practical benefit is that the networks can
operate on varying image sizes. Typically, the used encoders are
slightly adjusted standalone deep convolutional neural networks
(CNNs) that have been pretrained on classification tasks in
order to leverage large scale datasets for additional generalization
performance. Prominent examples of such networks are He et al.
(2016), Huang et al. (2017), and Xie et al. (2017).

Segmentation for agricultural applications is receiving more
attention over the years as it repeatedly appears as a challenge
in major computer vision conferences such as Chiu et al. (2020)
or CVPPA212. In our experience, under uncontrolled outdoor
conditions, outdoor plant segmentation is currently an unsolved
problem that appears to be a bottleneck for increasing the degree
of automation in agriculture. Research has been conducted in
the scope of enabling robots to distinguish different plants in
order to apply precise local treatments (Milioto et al., 2018) or
to detect diseases for further analysis and adjusted mitigation
strategies (Singh andMisra, 2017). In addition, segmentation has
also found its use in phenotyping, as it is used for leaf counting
(Aich and Stavness, 2017), ears counting David et al. (2020), and
plant-soil segmentation on multiple scales which are ultimately
leveraged for growth tracking. Furthermore, segmentation can
be leveraged for roots analysis (Smith et al., 2020) and post
harvest quality control (Wu et al., 2020). Sensor carriers range
from satellites imagery that allows segmenting on a field-scale
(Ulmas and Liiv, 2020) to drones (Torres-Sánchez et al., 2015;
Fuentes-Pacheco et al., 2019), ground vehicles (Liu et al., 2017)
and stationary facilities (Sadeghi-Tehran et al., 2017) that allow
segmenting individual plants. The paradigm of segmentation in
agriculture is moving from empirical threshold based models
(Carlson and Ripley, 1997; Zheng et al., 2009; Bai et al., 2014)
and decision-tree based approaches (Guo et al., 2013) toward
machine learning (Sadeghi-Tehran et al., 2017; Yu et al., 2017;
Rico-Fernández et al., 2019) and deep learning (Milioto et al.,
2018; Abdalla et al., 2019). The most significant change in general
is that deep learning approaches are implicitly utilizing spatial
context information in addition to color information.

The trend of moving toward data driven models requires an
increasing amount of labeled data. Unfortunately, the number
and size of publicly available agricultural datasets are very
limited. These datasets are often designed for niche applications,
such as detection of specific diseases. This complicates the
creation of standard benchmarks and hinders the collaboration
of different research groups which results in small dataset
sizes. The most similar plant segmentation datasets to the
Eschikon wheat segmentation (EWS) dataset are the Leaf
Segmentation Challenge3 and Sugar Beets 2016 dataset4.

2https://cvppa2021.github.io/
3https://www.plant-phenotyping.org/CVPPP2017-challenge
4https://www.ipb.uni-bonn.de/data/sugarbeets2016/
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FIGURE 1 | Overview of variance in images from the Eschikon wheat segmentation (EWS) dataset of images taken between 2017 and 2020 with a Canon 5D Mark II

full-frame RGB camera integrated into the sensor head of the field phenotyping platform of ETH Zurich (Kirchgessner et al., 2017).

However, both datasets have controlled diffuse lighting, and the
Leaf Segmentation Challenge data originates from an indoor
experiment. It is worth noting the Global Wheat Head Detection
dataset (David et al., 2020) which is taken under the same
conditions but offers only bounding boxes for wheat ears and not
pixel-wise labels for plants.

1.2. Focus of This Work
This work focuses on establishing an analysis pipeline for plant
and soil segmentation in RGB images. Images and metadata were
taken in the Field Phenotyping Platform (FIP) 5 at the Research
Station for Plant Sciences in Eschikon, Switzerland (Kirchgessner
et al., 2017), and used to create a manually labeled segmentation
dataset. Images were captured with a nadir-oriented DSLR
camera that photographs different winter wheat genotypes. The
annotation process was distributed and coordinated amongst two
annotators which resulted in a feasible, subsampled, and stratified
dataset. The experience gained by creating this novel annotated
dataset will be used in future dataset extensions.

Methods to mitigate the limited dataset size were tested and
their influence on the performance was quantified. Possibilities
of using some of the provided metadata of the dataset were
explored. The results of the algorithm were compared with
respect to the quality of the annotations. The annotations’
quality was assessed in form of agreement evaluation of multiple
annotations attempts of same and different annotators.

5https://kp.ethz.ch/infrastructure/FIP.html

2. MATERIALS AND METHODS

2.1. EWS Dataset
Within the scope of this work, a new dataset for the segmentation
of plants and soil was created. It consists of 190 manually chosen
and hand annotated image patches of 350×350 pixels. The
images were selected from a large unlabeled dataset that consists
of approximately 100,000 20Mpx RGB images of different winter
wheat genotypes. These images were collected between 2017 and
2020 with a Canon 5D Mark II (Canon Inc., Japan) - 35 mm set
to autofocus and mounted on the FIP in Eschikon (47◦27’01.9"N
8◦40’57.5"E). Distance to the ground was approximately 3 m,
resulting in a ground sampling distance of 0.3 mm

pixel
. ISO, aperture

and shutter speed were adapted to illumination conditions based
on aperture priority in 2017 and 2018 and shutter speed priority
in 2019 and 2020. The image set within each year covers the
whole growing period from emergence to harvest. As the images
are taken in the field, they show situations with widely varying
illumination and soil moisture conditions (refer to Figure 1).

To generate a training set, images of the wheat canopies
between emergence and stem elongation were selected. In order
to ensure a balanced sampling of the different imaging situations,
the following subsampling strategy was used: the first major
criterion for the selection of images was the growth stage.
On the one hand, only images starring recognizable seedlings
were selected. On the other hand, only the images until stem
elongation were considered. These growth stage restrictions
were chosen as they correspond to the critical phase of early
canopy development of winter wheat where yield components
are formed (Simmons, 1987). Different growth stages with
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TABLE 1 | Eschikon wheat segmentation (EWS) dataset overview of the

distribution of direct and diffuse light with respect to the number of different days.

Year Images Images Different Images

direct light diffuse light dates total

2017 32 16 12 48 (25%)

2018 25 27 13 52 (27%)

2019 35 29 16 64 (34%)

2020 11 15 7 26 (14%)

respect to plant pixel ratios with respect to soil can be seen
in Figure 1.

After this preselection, the images were grouped according
to the illumination conditions direct and diffuse light folds.
However, this was done on the image date level which is
a simplification of the lighting dynamics. Since the complete
data acquisition cycle can take multiple hours, the lighting can
change within one measurement campaign. The goal was to
produce a balanced set of lighting conditions and growth stages.
However, the direct light scenario is over-represented in the data,
which means that not enough samples for perfectly stratified
lighting and growth stage subset can be established. This lead to
approximately 55% of images being in the direct light category.
The wheat genotypes were selected as follows, one-half of the
genotypes was sampled at random, whilst the other half consists
of one planophile and one erectophile genotype. Table 1 shows
the resulting general partitioning of the EWS dataset.

The resulting subset of 190 RGB images was cropped into
patches of 350×350 pixels and then manually annotated in form
of binary masks for plants and soil, respectively. The crop size
of 350 × 350 pixels was determined so that atleast two wheat
rows are visible in the image. In this way, no matter the image
rotation or cropping at least one wheat row will be clearly visible
after augmenting the image. The labeling process took place
in GIMP6, executed by two annotators. The protocol was to
segment vegetative active material. Pixels, where the annotator
was certain that they belong to vegetative active material from
a wheat plant, should be labeled as such. Everything else (soil,
rocks, dead plants, etc.) belongs to the class vegetative inactive
material. The segmented masks were then exported as lossless
8-bit monochromatic PNG images. The resulting 190 images
required approximately 80 h of combined annotation work.

Besides the images, multiple additional metadata is provided.
This contains the timestamps of the images, camera settings (ISO,
F-number, exposure), and measurements from a weather station
that logs temperature, soil moisture, and light flux. Based on
the temperature measurements, GDD metric is calculated and
provided as well (see Growing Degree Days in Appendix 2.2).
The distribution of data acquisition dates is bi-modal with a
main focus on spring and a secondary focus in late fall. This
distribution corresponds to the winter wheat growth cycle.
Winter wheat is sown in fall where weather conditions allow
for phenotyping and plant growth is significant. During winter,

6https://www.gimp.org/

insignificant changes in plant canopies occur, and measurement
conditions are unfavorable particularly due to very short,
dim days or snow cover. In spring, growth is restarted, and
measurement conditions improve and allow for phenotyping
again. The images were taken during different times of the day.
The acquisition times cover a great portion of a day, except for
late and early hours. The challenges with lighting conditions can
be seen in the different camera settings that should compensate
for the changes in the scene. The camera’s sensor gain (ISO) was
kept low when possible for achieving a maximal signal to noise
ratio. The movement of the camera platform and plants due
to the wind had to be taken into consideration when selecting
exposure time while the F-number had to be tuned based on the
growth stage of the plants, so that the depth of field is sufficient.
The histograms of date, time, ISO and combinations of exposure
time with respect to F-number can be seen in Figure 2.

2.2. Plant Segmentation With Deep
Learning
The basis of this work relies on CNN. The core principle of
CNNs is to piece-wise multiply of the convolutional kernel
with input. This simple operation is repeated and stacked into
layers, which form a network. With this operation, the spatial
information is incorporated into the computational algorithm as
a combination of multiple neighboring values from the input.
The research in this area has contributed to many different
variations of the convolution itself and also of the ways how
to combine the operations (for example, see He et al., 2016;
Chollet, 2017; Chen et al., 2018). As the input is passed through
multiple layers of the network, complex combinations of input
are created. Based on the application, the architectures have
varying forms. Fully convolutional image segmentation consists
of two major steps. First, a smaller set of high-level features is
extracted from the image input. Afterward, the extracted features
are used to make predictions with the original resolution for
every individual pixel. One of the approaches for this problem
is to use an encoder-decoder architecture. By its design, the
encoder is forced to compress the data into some high-level
representation while still preserving a link to the position in the
original images which is usually realized in a form of low-level
feature and/or spatial information propagation. In contrast, the
decoder is forced to restore the original resolution of the image
from high-level features.

For the encoder module, ResNet (He et al., 2016) has been
selected. It is a widely used deep learning architecture that
has been proved in a broad range of different scenarios (Jung
et al., 2017; Lin et al., 2018; Reddy and Juliet, 2019; Wang
et al., 2019). The key elements are the residual blocks where the
output consists of a sum of input passed through convolutional
layers and the original input. This approach helps with the
problem of vanishing gradient for deep networks as it yields
a more direct way of propagating information deeper through
the network. Based on the number and sizes of the underlying
convolutions multiple ResNet variants with different degrees of
complexity have been introduced. The choice of ResNet depth
directly influences the expressivity of the network and thus its
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FIGURE 2 | Histograms of EWS dataset. (A) Day of the year, (B) Time of the day, (C) ISO settings, (D) Exposure and F-number settings pair.

performance (He et al., 2016). Deeper networks are able to
learn more complex relations at the cost of increasing the total
number of parameters. Usually, this leads to a trade-off between
performance and speed. However, for small datasets, deeper
networks tend to overfit the data due to their larger amount
of parameters.

Deeplab v3+ (Chen et al., 2018) was selected as a segmentation
framework. It is a variation of the encoder-decoder architecture.
It uses Atrous Spatial Pyramid Pooling (ASPP) to extract
features at multiple scales at the same time. Additionally, it
leverages depthwise separable convolution which decomposes
a depth-wise convolution from a 3D convolution applied on
the spatial dimension and on the channels at the same time
into a 2D spatial convolution followed by a channel-wise 1×1
point convolution. This approach greatly reduces the number
of parameters required. The atrous convolution (also referred to
as dilated convolution) introduces a spacing for the convolution
kernel so that it is not necessarily applied to neighboring values
only, but with the same amount of parameters, it can be spread
out to a larger field. This offers a direct way to control the
resolution and receptive field of the features in the network.
This concept is leveraged in the ASPP module where features are
extracted at multiple scales by using multiple different rates for
the atrous convolution at the same time. The extracted low-level

and high-level features are then combined in the decoder module
where the original resolution and pixel-wise predictions as
achieved in multiple steps including bilinear upscaling two times.
Deeplab v3+ is a well-proven and extensively used architecture
for semantic segmentation. It has demonstrated state-of-the-art
performance on multiple datasets with diverse applications. This
has led to the high availability of the model with pretrained
weights. Since the target domain of this work offers a limited
dataset size only, the availability of pretrained models needs to
be considered during the selection.

2.3. Implementation Details
The proposed method was implemented in Pytorch Framework7

and trained on Nvidia RTX3070 with 8GB GPU memory, 16GB
RAM, 4 cores of AMD Threadripper 3960X. It is based on
DeepLab v3+ architecture with ResNet50 (He et al., 2016)
backbone pretrained on Imagenet (Krizhevsky et al., 2012)8. The
network was trained on data from the years 2018–2020 using
the crossentropy loss while reporting on 2017. This results in
154 images (75.0%) used for training and 24 images (12.5%)
for validation and 24 images (12.5%) for testing. Images for

7https://pytorch.org/
8https://download.pytorch.org/models/resnet50-19c8e357.pth
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validation and testing were split at random. SGD optimizer with
learning rate 0.1, the momentum of 0.9, and batch size of 16
was used to train with mixed precision for 150 epochs. The
architecture incorporates feature injection of additional inputs
and freezing of network parts (shown in Figure 3).

Random flipping, rotation by 20 degrees, and cropping
were used during image loading to generate images with the
size of 224 × 224 px. Additionally, jittering of saturation by
25%, contrast by 10%, and brightness by 1% were applied.
Next, the images are normalized to [0, 1] and standardized
with the mean of [0.485, 0.456, 0.406] and standard deviation
of [0.229, 0.224, 0.225] which were used during the pretraining
on the Imagenet. Finally, the images were upscaled to 448 ×

448 px using the bilinear transform and gaussian noise with
an SD of 0.001 was applied. The F-Number and exposure were
represented as a decimal number while ISO was first transformed
with log2(ISO/100).

2.4. Experiment Overview and Evaluation
Methodology
The very basis of metrics used in this case is to interpret the
vegetative active plant pixels as positives and the remaining
pixels (soil, vegetative inactive material, etc.) as negatives. Based
on this a confusion matrix and derived scores F1 score and
Intersection over Union (IoU) were calculated. As the plant pixel
ratio varies from image to image and the metrics are nonlinear,
the calculations were done with respect to individual images and
then averaged over the dataset. The dataset was split to training,
validation and testing fold, where 1 year is intentionally left out
for validation and testing in order to mitigate the potential bias.
The validation and testing splits have equal size and were sampled
at random.

In order to explore possible improvements of plant
segmentation, different extensions and variations to the
classical deep learning approach were analyzed. These cover the
data augmentation pipeline, transfer learning with finetuning
for additional generalization, changes to the architecture,
and weighting of samples. These methods try to mitigate the
challenges of varying lighting conditions and external influences
which are typical to applications for outdoor plants.

2.4.1. EWS Dataset Benchmark
In order to quantify the difficulty of the dataset, the
following paragraph describes multiple methods used to
acquire a performance benchmark. The first reported
method is the unsupervised pre segmentation (refer to
Appendix 2.3) performance.

Next, a selection of different methods used for segmentation
in the scope of phenotyping is reported. This starts with Yu
et al. (2017) who used a decision tree with preliminary weather
state classification with Support Vector Classifier (SVC) (Platt,
1999) followed by another SVC for pixel classifications. This
method is trained on 5% of all available pixels selected at random,
as it did not converge when trained on more data. This is
followed by Sadeghi-Tehran et al. (2017) which used Random
Forest Classifier (Breiman, 2001) with 21 different color space
features as input. Furthermore, Rico-Fernández et al. (2019)

involved spatial context in a form of a 5 × 5 window around
the individual pixels transformed into CIE-Luv color space which
is fed into an SVC. This method was trained on 200 pixels per
image as proposed in the publication. However, in this case,
these 200 pixels were selected as random and not around plant
centers. Please note that none of the methods described above
included code for reproduction. Therefore, the methods had to
be reverse engineered and the reported results need to be taken
with caution.

Next, an out-of-the-box DeepLab v3+ with ResNet50 encoder
trained from scratch using the Stochastic Gradient Descent
(SGD) with a tuned learning rate of 0.1, the momentum of
0.9, batch size of 16, and crossentropy loss. This corresponds
to a straightforward strategy with basic hyperparameters
optimization which is then followed by its Imagenet-pretrained
twin. Finally, the proposed method consists of DeepLab v3+
with ResNet50 Encoder. The encoder is pretrained on Imagenet
and contains additional pathways for injection of ISO, F-
number and exposure time as supplementary inputs. Another
important element of the method is a tuned data augmentation
pipeline (refer to section 3.7). In addition, middle blocks
of the ResNet encoder were frozen during training. For
implementation details, refer to section 2.3 and particularly
Figure 3.

2.4.2. Human Annotations in Perspective
In order to properly evaluate an algorithm on the proposed EWS
dataset, the subjectivity and consistency of human annotations
need to be taken into account. Since this dataset is dealing with
a large amount of different visual scenarios (see Figure 1), the
performance of human annotators and tested algorithms varies
with the different cases.

An overlay of the 4 annotation attempts can be seen in
Figure 4. The first image represents the easy case with diffuse
light and medium sized plants. The second image shows a similar
scene as in the first image but under direct light. The next image
shows a low contrast scenario of small plants.

In order to quantify the consistency of the annotators, four
images were selected and annotated by two different annotators
two times. This resulted in four annotation, attempts for the
selected images. Based on these annotations different sets of
metrics can be computed by taking one set as ground truth
and the remaining three as performance benchmarks. This
process can be repeated for every annotation which results in 12
benchmark permutations.

In addition, the algorithm benchmarks can be computed
with respect to every annotation attempt. This leads to four
benchmarks per image for each tested method. Since the
benchmark metrics are non-linear, the benchmark results’
variations based on the selected annotation set are not
trivial. By comparing the performance of annotators and the
segmentation method, the theoretical buffer for improvement
can be quantified. Without having a perfect ground truth, the
theoretical performance is bounded by the quality of the labels.

Annotators’ agreement with respect to one another and to the
proposed method’s performance is reported in section 3.2.
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FIGURE 3 | Adjustments to ResNet encoder. Diagram denotes feature injection pathways and frozen layers during training. Blocks correspond to the blocks of

convolutions in the original ResNet architecture.
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FIGURE 4 | The first row depicts the agreement of four different annotation attempts. The second row shows the original images. Please zoom in for details at the

pixel level. Last row shows statistics of human annotations: Boxplot refers to 12 permutations of metrics resulting from 4 annotation attempts. Red and blue points

refer to annotator 1 and annotator 2, respectively. Green dots show the performance of the proposed method. Acc: Accuracy, F1: F1-Score, IoU: Plants Intersection

over union, prefix P stands for plants and prefix S for soil.

2.4.3. Architecture and Finetuning
In this experiment segment, elementary architecture concepts
should be tested. This covers the ResNet encoder depth
performance evaluated on two training sets with different sizes
and the influence of finetuning the middle encoder blocks (refer
to Figure 3). This experiment should provide some insights into
the appropriate architecture choice and allow for observations
with respect to the data volume used for training.

2.4.4. Feature Injection
Typically, only images are used as an input for image
segmentation. However, deep neural networks can utilize
additional information during training and/or predicting. The
design of neural networks creates increasingly high-level
information as the input passes through the network. In a typical
case, color or brightness gradients are detected at first. Deeper
in the network, edges will be recognized, and toward the end,

whole objects, such as leaves, in our case will be identified. If there
is some additional information available and this information is
correlated with the objective, it should theoretically improve the
performance of the network. The first problem that arises is to
know where to inject this additional information. Introducing
new information to the network at the wrong place can be
ignored by the network or can even lead to a performance drop.
This is due to the fact that the additional information has the
greatest impact when introduced at the similar complexity of
the features. The selected anchor points for feature injection
in the ResNet encoder are after each of its building blocks.
Which combination of blocks is the most suitable one needs to
be determined during hyperparameter search. Another question
that arises is how to add new inputs to a CNN, especially when
the new information does not have a spatial dimension. This is
solved by repeating the value up to the corresponding dimension
of according feature maps. Afterward, the newly created feature
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map can replace one of the original ones or it can be concatenated
at the end of the original feature maps. For the latter, the
concatenation is followed by a 1×1 point-wise convolution in
order to preserve the dimensions of the network.

2.4.5. Loss Selection
The selection of the loss function formulates the optimization
objective, it directly influences the convergence and resulting
performance. There are different variants of the loss functions
that can either optimize for a specific metric of interest or for
a latent function that is not directly measured. Examples for
the first case are the Jaccard loss (see Equation 1) or Dice loss
(see Equation 2). Note that in this work IoU is one of the main
performance metrics that are being tracked and is directly stated
by the Jaccard loss. The same applies to the Dice loss which is a
direct restatement of the F1 Score.

An example for optimization of a latent variable is the
crossentropy loss (see equation 3). Minimizing crossentropy
corresponds to maximizing the probability of predicting
a given class correctly while minimizing the probability
of misclassification.

Since a loss function is a general numerical objective, a
combination of losses is possible as well. For this scenario, the
Dice crossentropy loss (see Equation 4) was tested.

Jaccard loss = 1−
x[ctrue]

1+
∑N

i=0 x[i]− x[ctrue]
(1)

Dice loss = 1−
2 · x[ctrue]

1+
∑N

i=0 x[i]
(2)

Crossentropy loss = −log(x[ctrue])) (3)

Dice Crossentropy loss = Dice loss + Crossentropy loss (4)

where:

N = number of classes

ctrue = true class

x[i] = probability of class i

Note that the equations above are stated for one
individual sample.

2.4.6. Year Variability
Due to the small dataset size, a year-wise cross-validation
experiment was conducted. This means that 1 year was kept
for validation and testing while the remaining years were used
for training. The allocation of images can be seen in Figure 1.
Additionally, the validation and testing splits were rotated as well.
The split of validation and testing data was conducted at random.

The exact samemodel was then trained with the same parameters
on different folds of the dataset.

This experiment should provide insights into the variance of
the dataset with regard to its completeness and difficulty. In an
ideal case with sufficient dataset size, the performance should
however converge to the same value, as there would not be any
unexpected cases that did not appear in the training data.

2.4.7. Data Augmentation
As the dataset consists of mere 190 images, data augmentation
becomes an important part of artificially increasing the dataset
size. Altering the images can produce new samples that can
improve generalization as they leverage the prior knowledge
about the task. This can be realized in form of classical operations
such as random flipping, rotation, and cropping of the image.
For humans it is clear that the augmented image is the same
underlying data, but for the algorithm it is a brand new sample.

In addition, up- and down-scaling with bilinear interpolation
were tested. The reasoning was to simulate the data at multiple
scales, where down-scaling reduces the amount of data that
needs to be processed and up-scaling provides pseudo data at
higher resolution.

In order to address the changing lighting conditions, random
jittering of contrast, saturation and brightness was implemented.
Based on prior knowledge, small changes to these parameters
should not have an effect on the segmentation. One might
even argue that collecting more data will provide fluctuations to
contrast, saturation, and brightness naturally.

To make up for camera dynamics, especially the amount of
noise, Gaussian noise was applied to the input images at random.
This step should resemble the noise that is contained naturally in
the images and make the predictions more robust toward it.

All of the data augmentation methods are done randomly
on the fly during training when the data is being loaded.
Since training uses the data multiple times, it leads to different
variations of the same image. This means that the training data is
slightly altered every epoch. In the proposed setting, the network
is trained for 150 epochs. This leads to 150 sets of augmented
training images. As 154 images are used for training, this results
in 28,500 different images.

2.4.8. Transfer Learning and Finetuning
Models that are trained on different datasets tasks can still deliver
additional generalization even though the pretraining domain
and the target domain are unrelated. Since the complexity of
features increases with the network’s depth, some of the earlier
layers with low-level features such as gradients or edges do not
need to change much when changing the domain. The idea of
reusing the pretrained features while learning domain-specific
complex features is called finetuning. During training, this can
be enforced by freezing different layers while training parts of
the network only. The frozen layers are still incorporated in the
forward propagation of the input however their weights do not
get updated. Which layers exactly should be preserved and which
ones should be adapted, is a matter of finding the best performing
combination. Typically, the layers of a network are iteratively
being frozen by additionally freezing deeper layers and assessing
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TABLE 2 | Benchmarks on the EWS dataset.

Benchmark Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

Presegmentation 0.836 0.568 0.657 0.782 0.873

Yu et al. (2017) 0.917 0.666 0.779 0.866 0.925

Sadeghi-Tehran et al. (2017) 0.903 0.638 0.760 0.845 0.912

Rico-Fernández et al. (2019) 0.909 0.691 0.805 0.839 0.908

DeepLab v3+ ResNet50 0.924 0.707 0.814 0.866 0.926

DeepLab v3+ Pretrained ResNet50 0.938 0.747 0.842 0.888 0.939

Proposed method 0.945 0.775 0.863 0.899 0.951

Trained on 2018–2020, reporting on the 2017 subset.

the overall performance. In this work, in order to decrease
the number of needed experiments, whole blocks of layers (see
building blocks in He et al., 2016) were iteratively frozen. In
addition, combinations of deep and shallow blocks were trained
and their performance was observed. This enables for the option
where not only the highly specific features need to be updated
but the low level features as well. The reasoning behind this is
that color is a crucial characteristic of plants and the optimal
color transformations which occur early in the network might
require adjustments for better performance. The overall depth of
the network and availability of training data also influences the
learning dynamics in terms of transfer learning and finetuning.
On the one hand, deeper networks are more prone to overfitting
when retrained finetuned on limited data. On the other hand,
deeper networks are able to transfer their larger generalization
capabilities from the original domain compared to their shallow
counterparts. Therefore, a trade-off in transferred generalization
and efficient adaptation to the new domain based on the selection
of the network depth and the finetuning mode is to be expected.

2.4.9. Input Data Transformation
Based on the methodology used in remote sensing andmanual or
automatic thresholding, a number of different hand engineered
features and visual indices are used to enhance the contrast
between the plants and soil. According to the contributions
of Milioto et al. (2018), a selection of these hand engineered
features can be used jointly with a deep convolutional network.
Therefore, a test with additional inputs to the proposed method
was conducted. In addition to the normal RGB inputs, different
sets of additional inputs were tested. Table S1 shows an overview
of different transformation sets. Also, note that stacking different
transformations of an image on top of each other greatly
increases the necessary GPU memory and therefore has to be
compensated with for example lower batch size. Additionally,
the exact implementation of feature transformation is unknown
therefore the results need to be taken with caution.

3. RESULTS

3.1. EWS Dataset Benchmark
The achieved benchmarks of the tested methods (see section
2.4.1) can be seen in Table 2. Additional numerical insights

to the statistical significance of individual metrics are reported
in Appendix 2.7.

The presegmentation method performs the worst on every
tracked metric. We see a major improvement when moving
toward (Sadeghi-Tehran et al., 2017; Yu et al., 2017). Both of
these methods use machine learning approaches on individual
pixels independently. Next, Rico-Fernández et al. (2019)
present another advance in performance. This method explicitly
incorporates pixel neighborhood and enables for neighboring
regions interactions.

Moving on to deep learning based methods that implicitly
use relations between neighboring pixels, another boost in
performance can be seen when training a DeepLab v3+ ResNet50
purely on the EWS dataset from scratch. The performance was
further improved by utilizing pretrained weights. Additionally,
implementing a combination of supplementary techniques which
represent the proposed method pushed the benchmark even
further. With respect to the performance of this method, various
sources of error can be linked to the quality of the labels and to
the algorithm (see Figure 5). Prediction examples can be seen
in Appendix 1.1. For the performance comparison of different
methods refer to section 3.1.

3.2. Human Annotations in Perspective
Human annotators deliver a solid, consistent performance when
dealing with diffuse light and high contrast images (shown
in 1st column in Figure 4). The only inconsistencies arise on
the boundaries of leaves or consider very thin parts of leaves.
The performance evaluated on IoU and F1 score is well above
0.95 with little overall variance in the metrics. As soon as
the complexity of the scene increases due to shadows, thinner
leaves, or ambiguous classification of vegetative active or inactive
material, the performance of annotations drops. Various degrees
of shadows in the images (shown in 2nd and 4th column in
Figure 4) lead to worse overall results but what is worth noting is
that a performance gap between the annotators becomes visible.
This occurs because the underexposed areas in the images are
hard to classify as plant or soil due to the low signal-to-noise
ratio. Another effect that can be observed in human annotations
is the different interpretations of plant parts in the image (shown
in 3rd column in Figure 4). The score of individual annotators
indicates that they exhibit higher consistency within the same
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FIGURE 5 | Examples of sources of error: (A) depicts cases linked to inconsistencies in labels, (B) shows failure cases of the algorithm. 1st row-original image, 2nd

row-evaluated predictions, 3rd row-underlying values of misclassified parts of the image. Please do zoom in for inspection on the pixel level. The highlighted areas will

be referred to in sections 3.2 and 4.
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TABLE 3 | Influence of different ResNet encoder depths and dataset sizes.

ResNet depth Training images Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

18 142 0.945 0.760 0.849 0.904 0.948

18 76 0.937 0.740 0.836 0.893 0.942

34 142 0.945 0.763 0.852 0.906 0.942

34 76 0.940 0.756 0.849 0.896 0.943

50 142 0.945 0.757 0.843 0.905 0.949

50 76 0.943 0.761 0.851 0.900 0.946

TABLE 4 | Influence of finetuning different ResNet encoder depths.

ResNet depth Frozen layers Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

18 No 0.945 0.760 0.849 0.904 0.948

18 Yes 0.944 0.754 0.842 0.908 0.950

34 No 0.945 0.763 0.852 0.906 0.942

34 Yes 0.945 0.762 0.850 0.905 0.949

50 No 0.945 0.757 0.843 0.905 0.949

50 Yes 0.947 0.767 0.853 0.908 0.950

annotator for both annotators. A plausible explanation for this is
that different annotators hold different but consistent opinions
on what should be considered a part of a plant. This can be
seen in the data because both annotators are in the upper
percentile of performance while the cross-annotator performance
is notably worse. However, these interpretations need to be taken
with caution due to the limited sample size of observations.
The success cases depicted in Figure 5A represent some of the
annotator uncertainty. The highlighted area of the first image
shows an area that was predicted as part of a plant and was
skipped by the annotator. The second and the last images show
a part of a plant that should not be annotated as vegetative
active material. The third image shows that in good lighting
conditions only minor disagreements along with the leaves’
boundaries are present. The failure cases of the proposed method
are presented in Figure 5B which shows problematic scenarios.
The first image corresponds to a bright scenario where the
plants’ shadows are misclassified. The second image points out
problematic underexposed areas due to the high dynamic range
of the image. The third image shows the difficulties of the network
when dealing with high sensor noise due to low light. Finally, the
last image demonstrates the scenario with limited contrast, where
stones get misclassified as parts of the plants.

3.3. Architecture and Finetuning
The commonly used DeepLab v3+ was selected as an architecture
of choice. The underlying backbone is the well-proven ResNet.
In order to mitigate the size of the dataset, imagenet-pretrained
ResNet weights were applied. The influence of different ResNet
architectures as backbones was analyzed and is reported
in Table 3. This has shown that more complex ResNet50

outperforms thinner ResNet18 on limited data and that ResNet34
performs the best when trained on the whole dataset.

Table 4 reports the performance with and without freezing
layers from middle blocks 2 and 3 of a ResNet. The results
show that ResNet50 benefits the most from freezing layers while
ResNet18 experiences even a performance drop. Meanwhile,
ResNet34 achieves comparable performance regardless of
freezing layers. These results can be interpreted as an improved
way to preserve the generalization capabilities from the
pretraining domain and reduce potential overfitting. Note that
results with freezing layers introduce a better score with
ResNet50 than training the whole ResNet34 network from the
previous experiment (shown in Table 3).

3.4. Feature Injection
In the following experiments, the potential of injecting various
metadata into the image segmentation network is shown. Data
from 3 different categories were included. It consists of sensor
data (ISO, F-Number, exposure time) and knowledge about
the scene (date, time, and GDD). Note that all these extra
inputs are available during the inference. The performance with
injected features according to the strategy depicted in Figure 3

is reported in Table 5. The most beneficial features to inject was
the combination of ISO, F-Number, and exposure, however, the
introduced benefits are limited. The inclusion of date and time
also led to a subordinate improvement. The benefits of using
GDD or ISO alone are limited.

3.5. Loss Selection
The selection of potential losses was based on the common
losses that are used by the scientific community. This covers
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TABLE 5 | Feature injection influence when using different metadata.

Additional inputs Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

None 0.945 0.757 0.843 0.905 0.949

GDD 0.947 0.762 0.852 0.905 0.949

Date, Time 0.949 0.767 0.857 0.902 0.946

ISO 0.945 0.761 0.853 0.902 0.945

ISO, F-Number, Exposure 0.946 0.770 0.861 0.903 0.948

TABLE 6 | Testing of various losses.

Loss Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

Dice loss 0.936 0.726 0.823 0.890 0.940

IoU loss 0.936 0.721 0.818 0.891 0.940

Dice crossentropy loss 0.946 0.766 0.852 0.906 0.949

Crossentropy loss 0.946 0.772 0.859 0.906 0.950

FIGURE 6 | Performance on different folds of the EWS dataset. The years in the Figure’s legend refer to the year used for validation and testing. The “v1” and “v2”

refer to the permutations of testing and validation subset within the selected year, respectively.

the crossentropy loss, dice loss, IoU loss, and dice crossentropy
loss. Their relative performance can be compared in Table 6. The
crossentropy loss achieved the best overall performance. Note
that it overperformed the IoU loss on the IoU metrics even
though IoU loss directly optimizes for those.

3.6. Year Variability
The results from training on both allocations and different folds
are reported in Table 6. The reported performance indicates
that the choice of a subset for validation and testing introduces
fluctuations to the model performance. The differences in
performance come especially from the distribution of the

challenging samples. The different folds of the dataset within
the same year were selected at random. The fact that a random
split into folds has an effect on the performance (shown for
example 2018 v1 in Figure 6) can be interpreted as insufficient
dataset size and/or insufficient representation of different lighting
conditions. In this case, the worst performing fold was negatively
influenced during testing by more difficult images with a slight
snow cover and high sensor noise due to low light.

3.7. Data Augmentation
In the following experiment, the influence of data augmentation
was analyzed. The benchmark consists of random horizontal and
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TABLE 7 | Data augmentation ablation study.

Augmentation method Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

w/o upscaling 0.938 0.743 0.833 0.890 0.939

w/o rotation 0.945 0.757 0.845 0.903 0.947

w/o color jitter 0.947 0.767 0.859 0.908 0.951

w/o noise 0.947 0.772 0.860 0.907 0.949

Proposed method 0.945 0.775 0.863 0.899 0.951

TABLE 8 | Influence of pretrained weights from the Imagenet and 2016 Sugar Beets dataset for transfer learning.

Pretraining method Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

No pretraining 0.939 0.750 0.8451 0.892 0.941

Imagenet 0.946 0.772 0.859 0.906 0.950

Imagenet + Sugar Beets 2016 0.943 0.767 0.857 0.895 0.943

vertical flipping, cropping to 224 × 224 px, and rotation up
to 20 degrees. Consequently, multiple different modules were
tested. The first one consisted of adding Gaussian noise to the
data. Afterward, different jittering of brightness, saturation, and
contrast was applied. Finally, upscaling the image to a higher
resolution was tested. The results of the module ablation study
can be seen in Table 7.

The greatest impact comes from upscaling to 200% size. This
positively impacts the performance of all the different encoder
depths. Since upscaling is a basic bilinear interpolation, the most
probable hypothesis is that the size of visual cues in the images is
at its limit. This can be interpreted as visual cues possibly being
too small. This is analog to the testimonies of annotators who
state that the resolution is too low to accurately label thin parts
of leaves.

The positive impact of randomly rotating the image can be
interpreted as an extension of the dataset size. However, one has
to note that due to the resolution limits, the rotation can worsen
the image quality on the critical parts of the image that are already
being on the edge of being correctly classified. So, the benefits of
extending the dataset can be at the cost of vague plant boundaries
during training.

Color jittering in the images has a positive influence on the
performance. The rationale is that this contributes to artificially
increasing the size of the dataset. However, during the selection of
individual jittering parameters, the performance of the network
started to suffer as the jittering became more aggressive. With
selected parameters of random jittering of brightness up to 1%,
saturation up to 25%, contrast up to 10%, and no jittering in hue,
the network becamemore robust to changes in lighting; however,
as themild performance difference suggests this cannot substitute
natural light changes, a larger dataset with more samples for
diverse lighting conditions.

Introducing a zero mean Gaussian noise with a SD of 0.001
should help to mitigate the noise coming directly from the
camera sensor. Since most of the images are taken with ISO 100
which means a relatively high signal-to-noise ratio (shown in
ISO histogram in Figure 2) introducing small noise fluctuations

to the images means should make the network more robust
toward sensor noise. However, it is decreasing the overall image
quality for the benefit of few images burdened with sensor noise
captured with high ISO. This yields a plausible explanation
why introducing noise is not particularly effective why further
increasing SD leads to a performance drop.

3.8. Transfer Learning
Since the number of images for training is limited, transfer
learning becomes an important part of the training pipeline
as it can yield additional generalization. The performance of
training from scratch and using a pretrained network was
compared. More accurately, two different datasets were used for
pretraining, namely, the ImageNet and the Sugar Beets 2016
dataset (Chebrolu et al., 2017). This has led to three different
pretraining methods which are compared in Table 8. The data
shows that there is an obvious benefit of using pretrained weights
compared to training from scratch. The difference between using
only ImageNet weights or ImageNet weights trained on Sugar
Beets 2016 dataset as a starting point results in slightly better
performance for using only the ImageNet. A possible explanation
for the cause of this behavior is differences between the datasets.
In contrast to Sugar Beets 2016 EWS dataset operates on denser,
uncovered plants where the plant and soil appearance changes
based on the weather, lighting conditions, and the date. This also
involves having different crops as the main objective, namely,
sugar beet and winter wheat. While Imagenet consists of a very
larger set of highly diverse classes, the Sugar Beets 2016 is highly
specialized in terms of the scene composition and objective.
Therefore, it is possible that pretraining on Sugar Beets 2016
starting with Imagenet weights might offer limited additional
knowledge about our task.

3.9. Input Data Transformation
The results from feeding stacked color transformations to the
network during training can be seen in Table 9. None of the
introduced transformations improved the performance. This
may be linked to the learning capability of the network, which can
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TABLE 9 | Input transformations, for overview of transformations refer to Table S1.

Input set Pixel accuracy Plants IoU Plants F1 Soil IoU Soil F1

RGB 0.947 0.777 0.863 0.905 0.948

Set 1 0.941 0.759 0.852 0.893 0.941

Set 2 0.944 0.759 0.851 0.900 0.945

Set 3 0.946 0.762 0.853 0.904 0.948

extract such transformations directly from the data when trained
end-to-end. Additionally, it may be linked to the fact that the
network uses weights that are pretrained on pure RGB dataset
and can therefore be re-learning features from scratch, overfitting
to the new inputs.

4. DISCUSSION

This section provides an interpretation of high-level concepts
resulting from the learnings gained during this work. The first
part of the discussion is dedicated to the dataset. It consists
of its potential, shortcomings, and proposed improvements for
future work. The second part is assessing the use of deep learning
for the segmentation of field-grown plants with a focus on the
methodology developed in this work.

4.1. Eschikon Wheat Dataset
The EWS dataset is a new field segmentation dataset that
offers various metadata in addition to the images. While some
of them were leveraged in this work (see section 3.4), others
(e.g., temperature, location in the field) remain unused. An
important asset of the EWS dataset is the uncontrolled lighting
conditions that the photographed canopies were exposed to over
multiple years in high temporal resolution and large number of
phenotypes. However, the vast majority of the acquired data still
remains unlabeled. The amount of annotated data is the biggest
shortcoming of the EWS dataset in its current form. As shown
in Table 3 increasing the dataset size resulted in a performance
boost of the image processing pipeline. This behavior is expected
to continue with further increases in dataset size. But increasing
the dataset size is not the full challenge. Human annotations can
become tricky as soon as the image quality decreases. Therefore,
the goal for a future expansion of EWS is gathering new data with
high quality human annotations.

4.1.1. Temporal Variance
Due to the long runtime of the field experiments, the introduced
dataset contains a high amount of different lighting conditions
settings. One of the repeating scenarios for failures in predictions
is different lighting. In general, this results in low contrast of
plants with respect to the soil, a large portion of underexposed
shadows, and a high amount of noise (see Figure 5B). This
behavior comes from the lighting distribution which is linked to
the different weather patterns occurring each year. Ideally, the
dataset would contain a sufficient amount of data so that the
performance is constant between the years. But as seen in Table 6
the performance of the different years is varying.With more data,
the metrics should ideally converge to similar results. When the

performance of the algorithm would converge to the same value,
it would indicate that the network is able to generalize well over
all relevant weather and plant patterns that are contained in the
data and that the dataset contains an adequate representation of
the data for every year.

4.1.2. Image Quality
Improving the exposure with techniques, such as HDR, would
also increase the quality and consistency of the data while
decreasing the semantic ambiguity of parts of the images due
to the high dynamic range of outdoor plants and soil. Addition,
in the current setting, when the leaves are not perpendicular
to the camera view but rather rotated in some direction, they
are very thin on the imaging plane leading to mixed pixels of
plants and soil in the extreme. The amount of mixed pixels can
be decreased by using a higher physical resolution. Alternatively,
multiple viewpoints could be used to prevent the very thin leaves
projections. However, multiple images would have to be taken
simultaneously due to the possible movement of the plants as a
result of external influences, such as wind. Also, the introduction
of a multi camera approach would allow for the extraction
of depth which would add another information layer to the
acquired data.

4.1.3. Dataset Expansion
Since it is expected to get better performance with larger dataset
size, annotation of new images is going to be a part of future
developments. As the dataset size increases, the optimization
of annotation workflow becomes a crucial element that can
potentially save a great part of the expensive annotation efforts.
The EWS dataset was created using approximately 80 human
annotation hours for 190 images. This amount of required
annotation time per image can be optimized in the future through
specialized annotation frameworks that offer fast workflows
and support pre-segmentation active learning with already
trained methods (for examples such as CVAT9, Lightly 10,
Labelbox11, Supervisely12).

However, the provided labels and the corresponding labeling
strategy can be improved based on the annotation artifacts
(shown in Figure 5A). The current labels contain small amounts
of high-frequency noise in form of holes or left out plant parts
that exhibit low contrast, sharpness, or are underexposed in
general. Besides that, the distinction between vegetative active
and inactive material is not always easily visible, the introduction

9https://cvat.org/
10https://www.lightly.ai/
11https://labelbox.com/
12https://supervise.ly/
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of more classes might show beneficial in the future. The
distinction between soil and plant material which is then further
divided into active and inactive material should decrease the
room for personal interpretation from the annotators. This two-
step classification should yield more consistent data as it would
not miss out on any plant pixels due to different annotator’s
interpretations and the second step of annotations can be easily
tuned during dataset revision. Ultimately, the misclassifications
of plants in favor of soil could be penalized differently when
inactive plant material is misclassified.

Fortunately, there is a vast number of images to choose for
future annotations. The most logical next step would be to keep
adding more different dates to the dataset in order to improve the
coverage of the varying outdoor conditions.

Another approach would be to keep adding images where the
prediction confidence (the difference between class probabilities)
is the lowest. These samples should be theoretically the most
beneficial ones as they provide information for the edge cases,
where the network is unsure about its predictions.

Furthermore, the fact that the images represent a growth
cycle can be leveraged for performance quantification. Since the
plant growth dynamics can be approximated to a canopy cover
measure which monotonically increases as the plants mature,
potential outliers can be identified by inspecting the canopy cover
development over time. These outliers can then be labeled and
used for training to improve the overall performance.

With the increasing size of training data, the dynamics
of the presented approaches will change. This effect can be
seen in section 3.3. First, more complex networks yield higher
generalization capabilities when trained on limited data (see
Table 3) due to their larger amount of already trained features.
However, when trained on all available data, this relationship
changed in favor of less complex networks and especially
ResNet34 because simpler networks are able to adapt faster and
with less potential overfitting to the new domain.

Nonetheless, the benefit of finetuning pretrained deeper
networks is expected to eventually decrease when the amount
of training data is increased (Soekhoe et al., 2016). When a
pretrained network is trained on a large dataset the importance
of preserving pretrained features will diminish as more relevant
and specialized features for the task can be extracted directly from
the data.

4.2. Deep Learning for Outdoor Agriculture
The proposed deep learning algorithm achieves a solid
performance on the EWS dataset even with its challenging
dataset size. It is hard to estimate how accurate is human
performance without labeling a major part of the dataset multiple
times. Looking at the performance of the proposed segmentation
algorithm (see green dots in Figure 4), multiple performance
patterns can be identified. The first image with good contrast
and diffuse light shows the consistently worse performance
of the algorithm compared to the human annotators, while
still achieving solid performance (around 0.95 on all tracked
metrics). During the direct light and good contrast scenario in
the second image, the different annotators and the algorithm
show performance with the high variance between the annotators

and between the algorithm based on which annotation attempt
is considered ground truth. For the remaining two samples,
the performance of the algorithm is well within the variance of
the human annotators. This means that the worse performing
samples show a similar agreement between the annotators and
the algorithm. Increasing the agreement of human annotations
would be beneficial to the method and would deliver more
consistent benchmarking as well.

Using deep learning based methods yields important
additional benefits besides the superior performance as described
in Table 2. First, the abundant expressivity of deep neural
networks leads to a buffer in their pattern learning capabilities.
Thus, their performance scales with the data as more complex
patterns (for example with regard to the growth stage or weather)
can be learned from the additional information. Furthermore,
neural networks are capable of dealing with large datasets by
design. This is further utilized by the contemporary deep learning
frameworks (such as Pytorch or Tensorflow) that are heavily
runtime optimized and yield scalable approaches. This can be
especially seen in the form of utilizing GPUs and distributed
learning and/or inference which scale with the available
hardware. This makes for a clear differentiation in comparison
to approaches like SVC as proposed in Rico-Fernández et al.
(2019) that struggle with larger data volumes due to their
current single threaded CPU implementation. In addition, the
proposed contextual information can be learned implicitly by
using convolutions in the neural net architecture that are capable
of extracting patterns not only in the color space input but in
the feature space as well. Ensemble methods such as Random
Forrest as proposed by Sadeghi-Tehran et al. (2017) offer better
paralellization capabilities as the individual predictors can be
trained simultaneously. However, their vanilla implementation
does not account for any spatial patterns. Thus, each individual
pixel is handled independently which misses out on any spatial
information and most probably contributes to the performance
gap. Spatial information in general is an additional layer of data
for prediction making. The benefits of incorporating spatial
information into the method would be even more important
for other tasks such as semantic segmentation of multiple plant
species as for example the shape of the leaves, plant center or the
amount of dead plant tissue are crucial species features.

4.2.1. Training on Limited Data
Deep neural networks are capable of extracting and learning
useful information from large datasets. When training on limited
data, they are prone to overfitting and thus can deliver poor
results. This issue can be mitigated by employing different
approaches such as fine tuning and data augmentation.

The use of fine tuning technique, where multiple layers were
frozen, was beneficial especially for ResNet50 (see Table 4) as
it limited the amount of parameters that were being optimized
and thus reduced the overfitting potential. A possible explanation
for the best performance with freezing the middle layers might
appear due to the strong visual color cues that plants exert. Color
cues should appear relatively early in the network, and it can
therefore be beneficial to retrain the early layers as well. In this
way, network can learn new low-level features, such as color
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transformations, from the target domain and combine them with
highly specialized features at the later stages of the network.

The data augmentation did indeed improve the performance
of the network (see Table 7) as it artificially alters the images and
thus increases the dataset size. The upscaling of the image showed
the greatest improvements, whereas the remaining modules
show only minor changes in performance. An interesting
phenomenon is the brightness, color, and contrast jittering as the
data augmentation method. From the problem description, the
lighting seems to be one of the key bottlenecks of performance.
However, its impact on the overall performance did not fulfill the
expectations of being the key element of the data augmentation
pipeline. This might be due to the number of lighting conditions
already contained in the dataset and the resulting generalization
of the network with respect to lighting. Another possible
explanation is that the color jittering does not greatly represent
the real changes in color and therefore might not be generating
accurate variations to lighting conditions.

4.2.2. Leveraging Metadata
The introduced dataset provides a lot of metadata in addition to
the images. The collected metadata is common in agricultural
applications, as camera parameters are stored as Exchangeable
Image File Format (EXIF) and weather station is a frequently
used equipment. The network benefits from using different
metadata as they can reveal high-level information about the
scene (see section 3.4). Using camera parameters as additional
inputs led to minor improvements. The camera parameters
correlate with the luminance of the imaged area and affect the
quality of the image along with the noise dynamics. The impact
of this approach with respect to dataset size is up to a discussion
as the network can either learn the information from the pure
image data or the benefits of injectingmetadata can becomemore
relevant as more data is provided for training.

Note that feeding additional inputs is not the only possibility
for leveraging the metadata. Alternative approaches, such
as sample weighting based on metadata, multitask learning
for additional generalization and/or pretraining for metadata
classification, regression, are good candidates for future work.

4.2.3. Future Opportunities and Remaining

Challenges
While Deep Learning methods can be applied on datasets with
limited data, a possibility of standardized benchmarking on a
large dataset is missing. This in fact makes the search for the
current state of the art in agricultural applications extremely time
intensive and replication difficult.

We see a great opportunity in broad collaboration of different
phenotyping research stations as it is a key for moving toward
a universal dataset. Since the imaging method of RGB imagery
from a nadir view is common in the phenotyping community, it
should be possible to combine partial datasets into a central one.
In addition, individual research groups usually operate in a fixed
locations. When multiple research groups would contribute to a
public dataset, the regional variance between the location would
be contained in the data. Afterward, researchers could optimize
their focus to keep improving the best performing methods.

Another opportunity is that in the discipline of high-
throughput field phenotyping, research stations typically produce
large amounts of images. The relevant analysis pipelines are
developed only using a small annotated subset of the available
data, with the rest of the data remaining unused in the
process. Therefore, exploring different modes of learning such
as semi-supervised learning, weakly supervised learning, and/or
sophisticated data curation might offer additional benefits as
a significantly larger amount of data could be used in the
development process.

One of the major challenges in this application is that when
the imaging method is updated and new data is being collected.
Multiple years are required in order to get at least a small
sample of the possible variances in the lighting conditions,
weather patterns. Therefore, the iteration cycle for the method
development is very long unless the old data can be reused in
spite of a different imaging method.

4.3. Conclusion
Semantic segmentation for phenotyping is yet another discipline
for contemporary deep learning research. This work provides
insights into the challenges of outdoor computer vision
applications in agriculture, ametadata-rich segmentation dataset,
and methods for an additional performance boost of typical
segmentation architecture. Due to the limited availability of large
scale datasets, training on a challenging amount of data needs to
be addressed.

An approach in form of the established DeepLab V3+
architecture with custom adjustments to the training pipeline and
mild changes to the architecture delivers a solid performance
close to human annotator variance, which was calculated on
an inspection dataset subset (shown in Figure 4). Failures
occur when the physical resolution of the camera is too low
and/or in extreme lighting conditions. The shortcomings due
to the limited dataset size can be mitigated with techniques
that utilize transfer learning (see section 3.3), augmenting the
training data (see section 3.7), or injecting additional information
as additional inputs (section 3.4). Even on a small dataset,
the deep learning based proposed method outperformed the
benchmarked machine learning based methods (see section 3.1).
The benchmarked machine learning based methods showed
a better performance with an increasing number of input
transformations and by considering neighboring pixels. The
superior performance of deep learning methods results from
learning the so far hand-selected relations implicitly and directly
from the data. The superior performance of deep learning is
expected to further scale with additional data and expand the
performance gap.

The presented dataset is the first dataset to cover the same field
overmultiple years with a number of different lighting conditions
scenarios (shown in Table 1). The proposed method achieved
the best performance compared to the selected methods used
in the scope of phenotyping (shown in Table 2). Even at this
limited dataset size, the deep learning based approach is able
to outperform its machine learning counterparts and therefore
the dataset size threshold for feasible deep learning is lower
than one might think. Furthermore, the performance of the
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proposed method is expected to further increase when more data
is labeled and/or the shortcomings of the dataset are addressed.
In this context, high resolution images with a sufficient dynamic
range are the key for further development as human annotators
reach their limits due to ambiguous cases where the labels vary
throughout multiple attempts and lead to inconsistencies even
when labeled by the same person (see Figure 4).

A high quality, large-scale dataset would benefit the scientific
community as the high soil and lighting conditions variance is
the hardest problem that is yet to be solved (see Figure 5). In
addition, a standardized benchmark is currently missing in the
research cycle as most methods are reported on their own data
whilst code availability is a bottleneck for reproducibility and
method comparison.
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Evaluation of the legume proportion in grass-legume mixed swards is necessary
for breeding and for cultivation research of forage. For objective and time-efficient
estimation of legume proportion, convolutional neural network (CNN) models were
trained by fine-tuning the GoogLeNet to estimate the coverage of timothy (TY), white
clover (WC), and background (Bg) on the unmanned aerial vehicle-based images. The
accuracies of the CNN models trained on different datasets were compared using the
mean bias error and the mean average error. The models predicted the coverage with
small errors when the plots in the training datasets were similar to the target plots in
terms of coverage rate. The models that are trained on datasets of multiple plots had
smaller errors than those trained on datasets of a single plot. The CNN models estimated
the WC coverage more precisely than they did to the TY and the Bg coverages. The
correlation coefficients (r) of the measured coverage for aerial images vs. estimated
coverage were 0.92–0.96, whereas those of the scored coverage by a breeder vs.
estimated coverage were 0.76–0.93. These results indicate that CNN models are helpful
in effectively estimating the legume coverage.

Keywords: convolutional neural network models, legumes, grass-legume mixed swards, image analysis,
unmanned aerial vehicle

INTRODUCTION

Grass-legume mixtures are applied in a forage production to obtain a greater productivity and a
higher nutritive value of forage. Compared with the grass monocultures, pasture yields improve
in grass-legume mixed swards owing to nitrogen fixation by legumes (Lüscher et al., 2014; Suter
et al., 2015). In mixed swards, nitrogen fixed by forage legumes from the atmosphere is transferred
to non-legumes (Pirhofer-Walzl et al., 2012; Thilakarathna et al., 2016). Furthermore, nitrogen
fixed by legumes in mixed swards is higher than that in the legume monocultures (Nyfeler et al.,
2011). Consequently, grass-legume mixtures improve the productivity of swards. Feeding the forage

Abbreviations: Bg, background; CNN, convolutional neural network; ExG, excess green; ExR, excess red; FCN, fully
convolutional network; HSL, hue, saturation, and lightness; MAE, mean absolute error; MBE, mean bias error; MMAE, mean
of MAE; MMBE, mean of MBE; OG, orchard grass; RC, red clover; TY, timothy; UAV, unmanned aerial vehicle; WC, white
clover.
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legumes to livestock can enhance the milk yields and the
nutritional quality (Dewhurst et al., 2009; Peyraud et al., 2009).
Therefore, the forage obtained from the grass-legume mixed
swards can also be beneficial in terms of feed quality. In Japan,
timothy (Phleum pratense L., TY) and white clover (Trifolium
repens L., WC) are widely utilized for grass-legume mixed swards.

Legume proportion in mixed swards fluctuates dynamically
over time, and patterns of the fluctuation vary depending on
the proportion of seeds in the mixture, soil fertility, and climate
conditions (Rasmussen et al., 2012; Suter et al., 2015; Bork
et al., 2017). To maintain an appropriate legume proportion,
it is crucial to obtain suitable forage varieties and to ensure
proper management of grass-legume mixtures. Therefore, in
breeding and in cultivation research, the evaluation of legume
proportions is necessary. In Japan, for several times a year, the
forage breeders score the coverage of grass and legume as an
indicator of legume proportion. However, estimating the legume
proportion in swards through observations of researchers may be
subjective, and separating the legumes from the non-legumes by
harvest measurements is time-consuming.

Unmanned aerial vehicles (UAVs) make it possible to obtain
big data from images in a short time and conduct precise image
analysis. The use of UAVs is becoming widespread in various
fields, including agricultural analysis (Colomina and Molina,
2014). Analysis of UAV-based aerial images is also applied to
remote sensing of sward height and of biomass in grasslands
(Michez et al., 2019).

The image analysis method for objective and time-efficient
estimation of legume proportions has been examined. Himstedt
et al. (2012) applied color segmentation with legume-specific
thresholds in hue saturation and light (HSL) color space to
images of swards and predicted legume coverage and dry
matter contribution. McRoberts et al. (2016) extracted local
binary patterns (LBP), one of the texture descriptors in image
classification, and developed regression models to estimate grass
composition in alfalfa-grass fields. Mortensen et al. (2017)
distinguished plant material from soil with excess green (ExG)
and excess red (ExR) vegetation indices calculated from the RGB
images, and detected the legume leaves with an edge detection
and a reconstruction using flood filling.

In addition to image analysis methods using local color
indices or feature extractors, convolutional neural networks
(CNNs) are utilized in image classification or object detection.
Convolutional neural network (CNNs) are a multi-layer neural
networks equipped with convolutional and pooling layers, and
they have a strong ability of complicated feature recognition
(LeCun et al., 2015). There have been many studies on the
application of CNNs in various aspects of agriculture (Kamilaris
and Prenafeta-Boldú, 2018), including crop grain yield estimation
(Yang et al., 2019), weed detection in grasslands (Yu et al.,
2019a,b), and crop pest recognition (Thenmozhi and Srinivasulu
Reddy, 2019; Li et al., 2020).

Some studies have applied CNNs to the estimation of
legume proportion, especially in methods involving semantic
segmentation. Semantic segmentation is a pixel-to-pixel
classification task. The fully convolutional network (FCN)
has been developed for solving the problem of segmentation

(Shelhamer et al., 2017). Skovsen et al. (2017) trained an FCN
architecture to distinguish clover, grass, and weed pixels. Larsen
et al. (2018) examined the data collection workflow with UAVs
and demonstrated the network (Larsen et al., 2018). Bateman
et al. (2020) developed a new network for semantic segmentation,
called the local context network, which distinguished clover,
ryegrass, and the background more accurately than the FCN.
Despite these studies, few examples of CNN application in
the estimation of a legume proportion are available, and the
knowledge required to develop the CNN models has not been
fully accumulated. Besides, understanding how to develop
models suitable to various fields and comparison between the
models using different datasets may be useful.

GoogLeNet is a CNN model equipped with Inception
modules and is the winner of the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2014 competition (Szegedy
et al., 2015). Mehdipour Ghazi et al. (2017) demonstrated a
plant identification with three CNN architectures, GoogLeNet,
AlexNet, and VGGNet, using the dataset of LifeCLEF 2015. In
the study, VGGNet was the most accurate, AlexNet was the
fastest in terms of training, but GoogLeNet achieved competitive
results both in terms of accuracy and of training speed. Because
GoogLeNet has a well-balanced architecture, we considered it
desirable to develop and compare multiple models.

In the current study, the CNN model estimating the coverage
area of timothy, white clover, and the background (Bg) from
UAV-based aerial images was trained by fine-tuning GoogLeNet.
Multiple CNN models were trained on different datasets under
the same conditions, and their accuracies were compared. To
evaluate the usability of the CNN models, the correlations
between the scored coverage by a breeder, measured coverage
using aerial images, and estimated coverage by the CNN
models were analyzed.

MATERIALS AND METHODS

Field Experiment and Data Collection
The field experiment and data collection were conducted at
Hokkaido Agricultural Research Center (Hokkaido, Japan). Each
of three white clover cultivars under a variety test (“cultivar A,”
“cultivar B,” and “cultivar C”) was mix-sowed with timothy on
May 31, 2016. The plot size was 2 m× 3 m for each replicate (four
replicates with three cultivars), and the amount of seeds sown was
TY: 150 g/a and WC: 30 g/a in each plot. The plot design was
determined using a randomized block design.

Coverage estimation, through scoring by a breeder and image
acquisition with a UAV, was conducted 2 years after the seeding.
A coverage score (%) for the three categories (TY, WC, and Bg)
was assigned by a breeder on October 9, 2018 (scored coverage).
The UAV-based aerial image of each plot was taken using DJI
Phantom 4 Pro (SZ DJI Technology Co., Ltd., Shenzhen, China)
on October 10, 2018, 14 days after the 3rd cutting of that year. The
camera of Phantom 4 Pro had lens with an 8.8 mm focal length
and a 1′′ CMOS 20 M sensor. The UAV hovered above each plot at
an altitude of 4 m and took one image. The image was stored as a
Digital Negative (DNG), a format of RAW images. The ground
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FIGURE 1 | Example of timothy (TY), white clover (WC), and background (Bg) maps generated from a UAV-based aerial images.

FIGURE 2 | The process of training and evaluation of the convolutional neural network (CNN) models.

sample distance was ∼1 mm/pixel. The images were imported
to a personal computer and were adjusted with Photoshop CC
(Adobe, San Jose, CA, United States). After auto-correction, the
images were converted to PNG format. The images were cropped
to the region of the plots and were keystone-corrected with
the perspective crop tool. The size of the cropped images was
approximately 2,000× 3,000 pixel.

On each image of plots, blank layers for three categories
(TY, WC, and Bg) were generated. Pixels belonging to TY and
WC were painted on its respective layer with Photoshop CC
using a pen display (Wacom Cintiq 16, Saitama, Japan) by hand.
Pixels not belonging to TY or WC were painted as Bg category.
Therefore, each layer acted as a map for that category (Figure 1).
The layers were output as PNG files. The rates (%) of painted
pixels on the maps were calculated with Python 3.6.8 (Python
Software Foundation, 2018), Numpy 1.19.4 (Harris et al., 2020),
and Pillow 8.0.1 (Clark, 2021). Thus, the percentage of the painted
pixels represents the coverage rate of each category measured on
the aerial image (measured coverage).

Training and Evaluation of the
Convolutional Neural Network Models
The process of training and evaluation of the CNN models is
shown in Figure 2. This process was conducted on a Windows
10 PC using a Core i9 7900X CPU, an RTX 2080 Ti GPU, and
64 GB RAM. The environment for CNN was constructed with
Anaconda (Anaconda Software Distribution, 2021) using Python
3.6.2 (Python Software Foundation, 2017), CUDA 10.1 (NVIDIA
Corporation, Santa Clara, CA, United States), cuDNN 7.5
(NVIDIA Corporation), Chainer 6.5.0 (Tokui et al., 2019), and
cupy 6.5.0 (Okuta et al., 2017). Our previous research (Akiyama
et al., 2020) was referenced in training the CNN models.

Formation of Training Datasets and
Training of the Convolutional Neural
Network Models
As the training dataset for a model, image pieces were cut from
an aerial image of one plot or from aerial images of three plots
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TABLE 1 | Classification of the rate of positive pixel in each region.

Class Class value (%) Class Class value (%) Class Class value (%)

0 ≤ rp ≤ 0.025 0 0.325 < rp < 0.375 35 0.675 ≤ rp ≤ 0.725 70

0.025 < rp < 0.075 5 0.375 ≤ rp ≤ 0.425 40 0.725 < rp < 0.775 75

0.075 ≤ rp ≤ 0.125 10 0.425 < rp < 0.475 45 0.775 ≤ rp ≤ 0.825 80

0.125 < rp < 0.175 15 0.475 ≤ rp ≤ 0.525 50 0.825 < rp < 0.875 85

0.175 ≤ rp ≤ 0.225 20 0.525 < rp < 0.575 55 0.875 ≤ rp ≤ 0.925 90

0.225 < rp < 0.275 25 0.575 ≤ rp ≤ 0.625 60 0.925 < rp < 0.975 95

0.275 ≤ rp ≤ 0.325 30 0.625 < rp < 0.675 65 0.975 ≤ rp ≤ 1 100

in a group. For training, 4,000 pieces of 64 × 64-pixel images
were randomly cut from the region, excluding 128 pixels on
the right side of the plot image. For validation, 48 pieces of
64 × 64-pixel size images were cut from 128 pixels on the
right side, in order, from the upper left without overlaps. On
the maps of TY, WC, and Bg, the rate of painted pixels (rp)
was calculated at the location of each piece. The rp of each
category was divided into 21 classes set every 5%, as shown
in Table 1 (the handling of values on the boundary is due to
the behavior of the round function of Python). Sixty-four by
sixty-four pixel-sized pieces were resized to 256 × 256 pixels
by the nearest neighbor interpolation. These pieces and classes
of TY, WC, and Bg coverage were used as the training dataset
for a CNN model.

GoogLeNet, with the weights pre-trained on ImageNet, was
trained on these datasets. The hyper-parameters were learning
rate: 0.01, batch size: 32, optimizer: momentum Stochastic
Gradient Descent (SGD; momentum = 0.9), and training epochs:
500. The accuracy (the rate of correct prediction on 21-classes
classification) of each training model was checked with validation
datasets every 1,000 iterations. The weight was saved during the
validation. After training was completed, the weight with the
highest accuracy upon validation was selected as the model for
that dataset. The training mentioned above was conducted using
datasets of 16 image sets ( = 12 plots + 4 groups) across three
categories (TY, WC, and Bg). A model trained on a dataset of
a plot was named “(TY, WC, or Bg)-plot a” (a = plot code),
and a model of a group was named “(TY, WC, or Bg)-group A”
(A = group number). The properties of the models are shown
in Table 2.

Evaluation of the Convolutional Neural
Network Models
The trained model was evaluated using the evaluation images,
which were the images not used in the training of each model.
Images 64× 64 pixels in size were cut from the evaluation images
without overlaps (the remainder at the end of the image was
not used) and resized to 256 × 256 pixels. One thousand two
hundred to one thousand five hundred pieces of image were
cut from each image. These pieces were applied to the CNN
model to obtain the predicted class value of each piece. On the
maps of TY, WC, and Bg, the class value on the location of each
piece was measured in the same way as on the training datasets.
Using the predicted class value and the measured class value,
the mean bias error (MBE) and the mean absolute error (MAE)

were calculated (Willmott, 1982; Willmott and Matsuura, 2005)
as follows:

MBE = 1
n

n∑
j=1

(
Pj − Oj

)
(1)

MAE = 1
n

n∑
j=1

∣∣Pj − Oj
∣∣ (2)

where n is the number of cases in the evaluation (pieces
cut from an image), Pj is the predicted class value, and
Oj is the observed class value.

The MBE indicates the bias of the model. Particularly, when
the MBE is positive, the model tends to over-estimate; and when
it is negative, the model tends to under-estimate. The MAE
indicates the magnitude of the prediction error of the model.

One set of MBE and MAE values was obtained when one
model was employed to predict pieces that were cut from an
image of one plot (one-model-to-one-plot prediction). For the
evaluation of the models, the means of MBEs (MMBE) and MAEs
(MMAE) were calculated for each model using the following
formulae:

MMBE = 1
N

N∑
i=1

MBEi (3)

TABLE 2 | The properties of the models trained in this study.

Model’s name
(xx = TY, WC, or Bg)

Plot(s) for training Number of pieces

Training Validation

xx-plot 1-1 plot 1-1 4,000 48

xx-plot 1-2 plot 1-2 4,000 48

xx-plot 1-3 plot 1-3 4,000 48

xx-plot 1-4 plot 1-4 4,000 48

xx-plot 2-1 plot 2-1 4,000 48

xx-plot 2-2 plot 2-2 4,000 48

xx-plot 2-3 plot 2-3 4,000 48

xx-plot 2-4 plot 2-4 4,000 48

xx-plot 3-1 plot 3-1 4,000 48

xx-plot 3-2 plot 3-2 4,000 48

xx-plot 3-3 plot 3-3 4,000 48

xx-plot 3-4 plot 3-4 4,000 48

xx-group 1 plot 1-1, 2-1, 3-1 12,000 144

xx-group 2 plot 1-2, 2-2, 3-2 12,000 144

xx-group 3 plot 1-3, 2-3, 3-3 12,000 144

xx-group 4 plot 1-4, 2-4, 3-4 12,000 144
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MMAE = 1
N

N∑
i=1

MAEi (4)

where N is the number of images used for evaluating the model
(all images except the ones used in the training), and MBEi and
MAEi are the MBE and MAE of each one-model-to-one-plot
prediction, respectively.

Estimation of the Measured and Scored
Coverage
The estimation process is shown in Figure 3. In each one-model-
to-one-plot prediction, the predicted values of the pieces were
averaged. The average was regarded as the estimated coverage
of the plot by the model. The model estimated the coverage of
the plots from the dataset of a group, except of the ones used
for the training. For the verification of the CNN models, the
correlations between scored coverage, measured coverage, and
estimated coverage by the model were analyzed.

In previous studies, the background has been distinguished
from plant bodies using the excess green (ExG) and excess red
(ExR) vegetation indices (Meyer and Neto, 2008; Mortensen
et al., 2017). In our datasets of the 12 plots, the rate of
pixels with zero or negative excess green minus, that of pixels
with zero or negative excess red indices (ExG – ExR), was
calculated as the estimated coverage of the background, as per
the method of Meyer and Neto (2008). For comparison with
the CNN method, the correlation of the measured coverage
on aerial images vs. the estimated coverage with ExG – ExR
was analyzed.

Evaluation of the Convolutional Neural
Network Models for Predicting Legume
Coverage Using Different Datasets by
Grass or Legume Species
Datasets that are different to those used in training by grass or
by legume species mix-sowed in the field were used to evaluate
the accuracy of legume coverage prediction by the trained CNN
models. On the date which the image was taken, the UAV used
in aerial photographing, and the pasture species of grass, orchard
grass (OG), and legume, WC or red clover (RC), are shown in
Table 3. These images were taken over the fields in Hokkaido
Agricultural Research Center (mentioned above). As shown in
the table, DJI Phantom 4 RTK (SZ DJI Technology Co., Ltd.,
Shenzhen, China) was used for both OG-RC 3 and OG-RC 4,
while Phantom 4 Pro was used for the others. The spec of the
camera of Phantom 4 RTK is the same as that of the Phantom 4
Pro. The OG-RC 3 and OG-RC 4 were taken from the same plot
on different dates, while the plots of other images were different
to each other. The legume coverage maps of these images were
generated (as shown in Figure 1). Images 64 × 64 pixels in
size were cut from the generated images and predicted by the
CNN model trained for each group. The coverage of RC was
also predicted with the WC models. In the same way, MBEs and
MAEs were calculated for the evaluation of the models.

RESULTS

Scored and Measured Coverage on
Each Plot
The scored coverage by the breeder and the measured coverage
on aerial images (measured using painted maps) are shown in
Table 4. The sum of the measured coverage of the three categories
(TY, WC, and Bg) on each plot was not precisely 100% because
the maps of the categories were painted individually. The scored
coverage tended to be higher in WC and lower in Bg, compared
with the measured coverage. In every category, the range of
the scored coverage was wider; that is, the breeder scored plots
without much difference in the dynamically measured coverage.
The correlation coefficient of the scored and measured coverages
was high in WC but not in TY and Bg.

Evaluation and Comparison of the
Convolutional Neural Network Models
The training time for the CNN models from one plot was
approximately 4,000 s, and that from a group (three plots) was
approximately 12,000 s. The MBEs for every one-model-to-one-
plot prediction are shown in Figure 4, and the MAEs are shown in
Figure 5. In these figures, the MBEs and the MAEs for predicting
the images used in training each model are also shown in gray
squares. The models trained on data from the plots, whose
measured coverage rates were high (such as “TY-plot 1-4,” “WC-
plot 3-4,” and “Bg-plot 2-1”; Table 4), tended to over-estimate;
they had positive and high MBEs for predicting other plots.
Contrary to this, the models trained on data from plots with low
coverage rates (“TY-plot 2-1,” “WC plot 2-1,” and “Bg-plot 1-
1”) tended to under-estimate. The prediction errors (MAE) were
high when these over or under-estimating models were used.

For prediction using the models trained on plots, whose
measured coverage rates were close to the target (e.g., model:
“TY-plot 2-1” and target: plot 2-4, and vice versa), the MBEs were
close to zero, and the MAEs were low. The MAEs for predicting
WC coverage of plot 3-4, the plot with high WC coverage, were
high in many models but were lower in the model trained on
data from another high-coverage plot (such as “WC-plot 1-1” and
“WC-plot 2-3”). The Plot 2-2, which shared “cultivar B” but did
not have high WC coverage, was predicted with high MAEs by
“WC-plot 1-1,” “WC-plot 2-3,” and “WC-plot 3-4.” Therefore, in
this case, the main factor influencing the tendency of the model
to predict with high MAEs was the WC coverage, not the cultivar.

The MMBE and the MMAE are shown in Figure 6. The
calculation of MMBE and MMAE of each model did not include
the MAEs and the MBEs for predicting the images used in
the training. Therefore, the MMBE and the MMAE are the
averages of each row without the gray squares in Figures 4, 5.
Overall, the MMAE was lower in WC than that in TY and
Bg. Compared with the models trained on data from a plot,
the MMAE of the models trained on data from a group was
lower. Moreover, though the MMAEs of some models trained
on data from a plot were extremely high, the MMAEs of the
models trained on data from a group were relatively stable. This
showed that the models trained on datasets representing multiple
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FIGURE 3 | The estimation process of measured and scored coverage by the CNN models.

conditions could predict wider target images accurately. When
the MMAE of a model was high, such as in the case of “TY-
plot 2-1,” “WC-plot 3-4,” and “Bg-plot 2-1,” the absolute value of
the MMBE was also high, that is, such a model tended to over
or under-estimate.

Estimation of the Measured and Scored
Coverage
For the models of TY, WC, and Bg trained on a dataset from
each group, the scatter plots and the correlation coefficients (r)
of scored coverage, measured coverage, and estimated coverage
are shown in Figure 7. The results were different between models
even in the scored vs. measured coverage pair because the
plot data used to train the models were omitted in each pair.
For WC, the correlation coefficients in every pair of scored,
measured, and estimated coverage were high: r = 0.92–0.96 in
measured vs. estimated coverage (the highest was “WC-group 2”:
r = 0.961), and r = 0.76–0.93 in scored vs. estimated coverage

TABLE 3 | Status of the images used in evaluation of legume prediction on fields
differing in grass or legume species.

Image Grass Legume Date taken Lapsed days
after cutting

UAV

OG-WC 1 OG WC 2018/5/31 16 days DJI Phantom 4 Pro

OG-WC 2 OG WC 2018/5/31 16 days DJI Phantom 4 Pro

OG-RC 1 OG RC 2019/7/19 53 days DJI Phantom 4 Pro

OG-RC 2 OG RC 2019/7/19 53 days DJI Phantom 4 Pro

OG-RC 3 OG RC 2020/10/19 20 days DJI Phantom 4 RTK

OG-RC 4 OG RC 2020/10/26 27 days DJI Phantom 4 RTK

(the highest was “WC-group 1”: r = 0.934). For TY and Bg, the
correlation coefficients of measured vs. estimated coverage were
lower, r = 0.24–0.75, in TY and r = 0.41–0.74 in Bg. In TY, the
correlation coefficient of scored vs. estimated coverage exceeded
that of measured vs. estimated coverage with every model.

The scatter plot of the estimated coverage of Bg with ExG –
ExR and the measured coverage of Bg on aerial images of the
12 plots is shown in Figure 8. The correlation coefficient of the
estimated coverage with ExG – ExR vs. measured coverage was
0.51, the same extent as with the CNN Bg- models (r = 0.41–0.74).

Evaluation of Legume Coverage
Prediction Using Different Datasets by
Grass or Legume Species
Using the WC model trained on the dataset of each group,
legume coverage on images of the OG-WC and OG-RC fields
was predicted. The MBEs and MAEs for the prediction are shown
in Figure 9. The coverage of the WC of OG-WC 1 and 2, taken
on fields with a different grass species (OG), was predicted with
MAEs lower than 10 by “WC-group 2,” “WC-group 3,” and “WC-
group 4,” though the MAEs increased by several points from those
shown in Figure 5. When coverage of a different legume species
(RC) was predicted by the WC-models, RC coverage of OG-RC
1 and 2 was predicted with relatively high MAEs and negative
MBEs, that is, the models tended to under-estimate. In contrast,
the RC coverage of OG-RC 3 and 4 was predicted with lower
MAEs. Both the OG-RC 3 and OG-RC 4 differed from OG-RC 1
and 2 in season and year of the images being taken (Table 3). The
difference between OG-RC 2 and OG-RC 4 in original images,
prediction results by “WC-group 3,” and details of the prediction
are shown in Figure 10.
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TABLE 4 | The scored coverage by a breeder and the measured coverage using aerial images.

Scored coverage by a breeder (%) Measured coverage using painted maps (%)

Plot Group Cultivar TY WC Bg TY WC Bg

1-1 1 Cultivar B 50 50 0 41.4 27.8 31.5

1-2 2 Cultivar A 70 25 5 47.4 13.6 38.9

1-3 3 Cultivar C 45 35 20 38.3 16.8 44.8

1-4 4 Cultivar C 45 40 15 49.2 13.8 37.2

2-1 1 Cultivar C 70 25 5 37.7 13.2 46.5

2-2 2 Cultivar B 40 45 15 40.3 17.2 42.5

2-3 3 Cultivar B 45 50 5 37.6 26.8 35.6

2-4 4 Cultivar A 50 50 0 37.5 18.2 44.3

3-1 1 Cultivar A 70 30 0 42.2 22.0 35.8

3-2 2 Cultivar C 50 40 10 46.3 17.3 36.4

3-3 3 Cultivar A 55 45 0 41.2 20.9 37.8

3-4 4 Cultivar B 25 70 5 37.0 31.6 31.4

Mean 51.3 42.1 6.7 41.3 19.9 38.6

Range 45.0 45.0 20.0 12.2 18.3 15.1

Correlation coefficient (r) of scored vs. measured coverage 0.29 0.79 0.35

FIGURE 4 | The mean bias errors (MBEs) for every one-model-to-one-plot prediction.

FIGURE 5 | The mean average errors (MAEs) for every one-model-to-one-plot prediction.
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FIGURE 6 | The mean of mean bias errors (MMBE) and the mean of mean average errors (MMAE) for predicting the coverage of the plots by the CNN models. The
calculation for each model doesn’t include the MAEs and the MBEs on predicting the images used in the training.

DISCUSSION

The generalization of the CNN model is a major problem. The
“WC-group 3” model used in this study was trained on the images
of plot 2-3, a plot with high WC coverage, and other plots with a
low coverage (Table 4). Consequently, the MAEs for predicting
both high and low-coverage plots were suppressed (Figure 5),
and the MMAE of the model was low (Figure 6). This model
is likely to succeed in generalization. It is suggested that a wide
distribution of coverage rate in training datasets leads to high
accuracy of predicting different types of plots. However, “WC-
group 1,” trained on datasets including that from a high-coverage

plot, plot 1-1, predicted other high-coverage plots with high
MAEs. The reason of this may be the deficiency in fitting the
model to the training datasets because this model also predicted
plot 1-1, used in training the model, with a high MAE. A wide
distribution of the coverage in training datasets, and a thorough
training to fit the model to the datasets could be needed.

Judging by the correlation data shown in Figure 7, coverage
estimation of legume by CNN models is likely to be easier than
that of the grass or background. The reason for this may be
the difference in the shape of leaves. Particularly, legume leaves
are wider than those of grasses, thus, CNN can fully extract the
features of legume leaves from the aerial images. Moreover, in
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FIGURE 7 | The scatter plots and the correlation coefficients (r) of scored coverage by a breeder, measured coverage on aerial images, and estimated coverage by
CNN models trained from groups.
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FIGURE 8 | The scatter plot of estimated coverage of Bg with ExG – ExR and
measured coverage of Bg on aerial images of 12 plots.

this study, there were cases where distinguishing TY from the
background was difficult on paintings of the location because
there were withered TY leaves on the mixed swards in autumn.
In such cases, the training datasets had some uncertainty. This
may be one of the reasons why the coverage estimation of TY was
inaccurate. The “TY-group 2” over-estimated the TY coverage of
plot 2-1 (MBE: 10.7, MAE: 10.9), while the “Bg-group 2” under-
estimated Bg coverage of plot 2-1 (MBE: −8.5, MAE: 8.6), as
shown in Figures 4, 5. The examples of the piece-level prediction
are shown in Figure 11. In these examples, including withered
TY leaves on sheets, TY class values were over-estimated and Bg
class values were under-estimated. When maps of each category
for training were painted on hand, the withered TY leaves were
not painted as TY, and thus, painted as Bg. These withered TY
(painted as Bg) areas are likely to be predicted as TY due to the
shapes of the leaves. In this way, TY and Bg could be confused
by the CNN models.

The background, the location with no plants present, lacks
a characteristic shape. Feature extraction of the background by
the CNN models may be difficult because the background does
not have a unique shape. Using our datasets, the prediction of
background coverage with ExG – ExR (Meyer and Neto, 2008)

was not accurate (Figure 8). For the estimation of background
coverage, other methods that involve vegetation indices or
machine learning may be needed.

The comparison of the multiple models shown in Figures 4, 5
can be a variation of the cross validation with MBE and MAE,
though the validation in our case was different to common cross
validation in that the size of our validation datasets was larger
than that of the training datasets. On the models generalized
sufficiently, the prediction errors of validation datasets are near
the prediction errors of training datasets in cross validation. From
this point of view, the WC prediction models in our study were
well-generalized, compared with those of TY and of Bg.

The scored coverage by a breeder reflects the 3D features that
the aerial 2D images cannot grasp. Therefore, the scored coverage
is not necessarily inferior to the measured coverage on images,
though the scored coverage is subjective. It is likely that the
CNN models can estimate both measured coverage and scored
coverage for legumes based on the high correlations of predicting
WC coverage observed (Figure 7). On the other hand, in TY and
Bg, the correlations of scored vs. measured coverage were low.
This may be due to the difference between the appearance of TY
or Bg to a breeder and that from a UAV. It seems to be difficult
to produce an estimation of a breeder by predicting TY or Bg
coverage from images using CNN models.

However, in TY models, the correlations of scored vs.
estimated coverage were higher than those of measured vs.
estimated coverage (Figure 7). This means that the CNN models
estimated the scored coverage more precisely even though the
models were trained on measured coverage data. In general, the
CNNs were likely to be trained on characteristic parts of images
and made predictions using such parts, as demonstrated through
visual explanation methods such as the Grad-CAM (Selvaraju
et al., 2020). For the prediction of TY coverage, the CNN
models may be trained mainly on data of the characteristic parts
( = typical parts for TY) and may predict a high coverage using
the plot images of such parts. Breeders also look at characteristic
parts in plots and score the coverage. This may be the reason
why the correlations of the scored coverage by a breeder vs. the
estimated coverage by the CNN models were higher. These results
suggest that the CNN models make predictions using the data
generated through human decision-making more precisely than
using data measured mechanically. Additional research is needed
to confirm this.

When the WC coverage from the OG-WC images was
predicted by the CNN models trained with TY-WC images, an

FIGURE 9 | The MBEs and the MAEs for predicting legume coverage of different images by grass or legume species to those used in training.
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FIGURE 10 | The original plot images and the prediction results of OG-RC 2 and OG-RC 4. “Prediction result” is the result map of the legume (RC) coverage
prediction by “WC-group 3” illustrated in grayscale (when a sheet is close to white, the predicted class value is high). “Detail” is an enlarged view of the original image
on which the prediction result map overlapped (the opacity of the result map is adjusted in overlapping).

increase in MAEs was limited for “WC-group 2,” “WC-group 3,”
and “WC-group 4” (Figure 9). It appears that the WC-models
trained with TY-WC images are applicable to WC coverage
prediction of mixed swards with a different grass species. On
the other hand, when the RC coverage from OG-RC images was
predicted by the WC-models, the MAEs increased on OG-RC
1 and 2 (Figure 9). In these images, there were pieces with RC
presence that were predicted to have low legume coverage, as
shown in “Detail” of OG-RC 2 in Figure 10. In OG-RC 1 and
2, the RC leaves stood upwardly, and thus, looked sharper. Such
RC leaves had different shapes on imaging to WC leaves. In
contrast, in OG-RC 3 and 4, RC leaves looked similar to WC
leaves. This may be the reason why the WC-models predicted
the RC coverage of OG-RC 1 and 2 with higher MAEs, and that
of OG-RC 3 and 4 with lower MAEs. For training the model to
predict RC coverage accurately, training datasets, which cover
leaf shapes of various RC conditions, should be needed.

In this study, for comparing multiple models using different
training datasets in the same conditions, adjustment of the
architectures and hyperparameters of the CNN was not
conducted. Adequate accuracy for coverage estimation of WC
was achieved in this condition. The following points can be
considered for further improvement of the models: (1) The
architecture of the CNN: Yu et al. (2019a) reported that AlexNet
and VGGNet achieved higher precision values for weed detection
in perennial ryegrass than GoogLeNet. The CNN models for
the coverage estimation of mixed swards can be improved with
architectures other than GoogLeNet. (2) The optimizer used for
training the CNN model: Momentum SGD was used as the
optimizer in our study, but other optimizers, such as AdaGrad
(Duchi et al., 2011) and Adam (Kingma and Ba, 2014), can
be used. Adjustment of hyperparameters, including optimizers,
may improve the coverage estimation models of grass-legume
mixed swards. (3) The problem setting: In the predictions in

FIGURE 11 | The examples of the piece-level prediction in which TY and Bg
were confused. The pieces were cut from plot 2-1. The coverage of TY was
predicted by “TY-group 2” and that of Bg was predicted by “Bg-group 2.”

this study, a 21-class classification was applied to the CNN
models because GoogLeNet has been developed to address the
issue of classification. The CNN models for regression problems,
however, are also buildable. There are precedents for this in
crop yield prediction (Nevavuori et al., 2019) in and maize
tassels counting (Lu et al., 2017). The development of CNN
regression models that predict coverage as a continuous value
may be promising.

In previous studies, methods involving semantic segmentation
have mainly been applied to the prediction of a legume
proportion using CNNs (Skovsen et al., 2017; Larsen et al., 2018;
Bateman et al., 2020). On the other hand, in this study, class
values of coverage in separate regions were predicted. Using this
method, many pieces of images for training can be obtained from
a fixed number of aerial images. Moreover, prediction errors may
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be suppressed because values of coverage are predicted directly,
and not by interposing the classification on each pixel. So far,
the superiorities of these methods are not clear. Additionally,
although the measured coverage on aerial images and the
scored coverage by a breeder were used as indicators of legume
proportion in this study, yield-based indicators such as dry matter
yield are also likely to be useful. Comparative studies between the
prediction methods of legume proportion are required.

The CNN system to investigate a small experimental field was
developed in this study because of the difficulty to take high
resolution images for a large field. However, the investigation
system for the large production field is important. The capability
to capture a large field mainly depends on the performance
of UAVs; examples are flight time, the camera sensor size,
and the camera lens. As the technology of UAVs becomes
more advanced, this CNN system may be useful for the large
production field in the future.

Multiple CNN models estimating the coverage of timothy
(TY), white clover (WC), and the background (Bg) from UAV-
based aerial images were trained and were compared. The
accuracy of the CNN models used in our study was affected
by the coverage on the plots in the training datasets, and thus,
it was suggested that a wide distribution of the coverage rate
in the training datasets was important for the generalization of
the model. The WC coverage, both the measured coverage on
aerial images and the scored coverage by a breeder, was precisely
estimated by the CNN models.

The CNN model trained on data from a group of the three
plots was shown to be useful for the estimation of the WC

coverage. It is expected that further works based on the methods
in this study will generate a practical system to estimate the
coverage in grass-legume mixed swards.
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Corn seed materials of different quality were imaged, and a method for defect detection
was developed based on a watershed algorithm combined with a two-pathway
convolutional neural network (CNN) model. In this study, RGB and near-infrared (NIR)
images were acquired with a multispectral camera to train the model, which was
proved to be effective in identifying defective seeds and defect-free seeds, with an
averaged accuracy of 95.63%, an averaged recall rate of 95.29%, and an F1 (harmonic
average evaluation) of 95.46%. Our proposed method was superior to the traditional
method that employs a one-pathway CNN with 3-channel RGB images. At the same
time, the influence of different parameter settings on the model training was studied.
Finally, the application of the object detection method in corn seed defect detection,
which may provide an effective tool for high-throughput quality control of corn seeds,
was discussed.

Keywords: corn seed defect, multispectral image, object detection, watershed segmentation algorithm,
convolutional neural network

INTRODUCTION

Corn is one of the most important crops in the world (Afzal et al., 2017), which is widely planted
around the Earth. Its output and trade volume have kept increasing in recent years. In the process
of circulation, appearance quality is a critical factor that influences corn seed price. Corn seeds
are vulnerable to damage and mildew during storage and transportation, and phenotypic defect is
an important index of seed quality evaluation. At present, seed quality detection still relies on the
method of traditional manual identification, which employs low efficiency and strong subjectivity.
With the development of computer vision technology (Rehman et al., 2018; Gutiérrez et al., 2019;
Keiichi et al., 2019; Azimi et al., 2020; Arunachalam and Andreasson, 2021), image processing
methods based on machine learning are applied to seed quality classification and have achieved
good results. Kiratiratanapruk and Sinthupinyo (2012) proposed a method to classify more than
10 levels of seed quality by using color and texture features with a support vector machine (SVM)
classifier. Ke-Ling et al. (2018) proposed a method of high-quality pepper seed screening based
on machine vision, which could be used to predict the germination rate of seeds effectively, and
therefore provided a guide for seed quality selection. Ali et al. (2020) discussed the feasibility of
the machine learning method in corn seed classification. While the traditional machine learning
methods normally require extracting the features manually, which are usually not comprehensive
enough, the recognition accuracy, therefore, is limited.
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In recent years, as a representative of deep learning
technology, convolutional neural networks (CNNs) develop
rapidly and are widely used for image recognition (Afonso et al.,
2019; Altuntaş et al., 2019; Gao et al., 2020; Zhang C. et al., 2020).
Compared with traditional machine learning technology, CNNs
are naturally embedded with a feature learning part through the
combination of low-level features to form more abstract high-
level features. Many researchers have applied CNNs to the field
of agriculture. Laabassi et al. (2021) proposed a CNN model
to classify wheat varieties, and the accuracy of classification
was between 85.00 and 95.68%. Pang et al. (2020) developed a
method for rapid estimation and prediction of corn seed vigor
using a hyperspectral imaging system with deep learning. The
recognition accuracy of the 1D-CNN model reached 90.11%, and
the recognition accuracy of the 2D-CNN model reached 99.96%.
Sj et al. (2021) proposed a method to extract the characteristics
of corn seeds by using a deep CNN and then classifying the
varieties. The results showed that CNNs were effective in corn
seed classification.

In this article, RGB and NIR images (Kusumaningrum et al.,
2018) collected by a multispectral camera were used to train a
CNN model. To solve the problem of corn seed adhesion and seed
location during the recognition process, a watershed algorithm
(Lei et al., 2019; Sta et al., 2019; Zhang et al., 2021) combined
with a two-way CNN (Zhang J. J. et al., 2020) was proposed to
detect corn seed defects. The results revealed that this method
is with high accuracy, and the targets can be accurately located
and classified. This method may provide a theoretical basis for
the subsequent development of a seed quality control device.

MATERIALS AND METHODS

Experimental Material and Instruments
In this experiment, 2,365 corn seeds from three different
varieties (Zhengdan 985, Keshi 982, Jiyu 517) were adopted
as experimental materials. Some seeds were defect-free in
appearance, and the other seeds were with defects, including
mold, insect or mechanical damages, and discoloration. A 4-
channel (RGB + NIR) multispectral camera (LQ-200CL, JAI,
Denmark) was used for image acquisition, with 8 bits for each
channel and a resolution of 1,296 ∗ 964. A white LED ring light,
coupled with a near-infrared ring light, and a white backlight
panel were used to enhance the image contrast. The image
acquisition platform is shown in Figure 1. At the same time, to
prevent the seeds from overlapping, the vibration module was
placed under the backlight panel (shown in Figure 2). The motor
voltage is 12 V. The rotational speed of the motor is 8,000 rpm.
The size of the vibrating head is 3.5 cm. It is found that the
vibration module shows a very good effect in restraining seed
overlap and shielding.

The experiment was based on Windows 10, a 64-bit operating
system with CUDA 10.0, and python programming language,
along with TensorFlow and Keras deep learning framework. The
computer used for the experiment employed a GeForce GTX
1660 graphics card, with 6G memory, and an Intel (R) Core (TM)
i5-9400f processor with the main frequency of 2.90 GHz.

Data Acquisition
A total of 50 samples of corn seed with no defects (1,066 single
seeds overall) and fifty seed samples with different appearance
defects (1,042 single seeds overall) were imaged. The images of
another 10 samples with both defective and defect-free seeds
were also acquired for the verification of the final model, with
an overall 257 single seeds. Each sample was captured in one
image deck, which contained RGB and NIR images, with a size
of 1,296 × 964. The images acquired are shown in Figure 3.
To solve the issue of adhesion among seeds in the images, a
watershed algorithm was applied to each image, and all individual
seeds were segmented. Eventually, each seed was extracted from
the original image to form a new image, which was resized to
224× 224 with bilinear interpolation.

To improve the performance of the model, data augmentation
was implemented for image decks of individual seeds. The
enhancement methods (Huang et al., 2019; Tiwari et al., 2021)
included brightness adjustment, rotation, applying Gaussian
noise, etc. The images of defect-free seeds were labeled as
“good,” and the images of defective seeds were labeled as “bad.”
Eventually, there were 3,913 images (RGB + NIR) of defect-
free seeds and 3,913 images of defective seeds, respectively. The
training set and the testing set were divided by 4:1, and therefore,
5,869 images with single seed were used for training, and 1,957
images were used for testing.

Watershed Algorithm
Every single seed in the image deck was segmented using the
watershed algorithm. First, the original 4-channel image was
converted to a grayscale image. By comparing the four layers
(R, G, B, and NIR), the results showed that the B-channel
image was the best to use for binarization. Binarization was then
performed, and any noise in the binary image was removed by
a morphological open operation. An expansion operation was
then applied to the binary image, and a distance transforming
algorithm was used to obtain the central region of each seed. The
edge of the seed was the dilational image subtracted from the
central regions. The central region of each seed was then naturally
separated from each other. Finally, the watershed algorithm was
used to extract the edge of the seeds, and each seed was segmented
in the image by position coordinates. The segmentation processes
are shown in Figure 4. The NIR images were then segmented
using the position coordinates from the segmented RGB images.
The combination of the RGB image and NIR image of each seed
was used for training or detection processes.

Corn-Seed-Net Model Structure
Every single seed was separated by the watershed algorithm, and
the position coordinates were obtained. The CNN model was
then used to detect the quality of the corn seeds. The detection
results were marked in the image according to the position
coordinates. In this article, a two-pathway CNN, Corn-seed-Net
(shown as Figure 5), was designed combining VGG16 (Simonyan
and Zisserman, 2015) and ResNet50 (He et al., 2016). The model
was used to extract deep features of 4-channel corn seed images
and then classify them.
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FIGURE 1 | Image acquisition platform. (A) Support, (B) camera, (C) circular
white light source, (D) circular near-infrared light source, and (E) white
backlight.

To reduce the number of parameters, continuous convolution
kernels of 3 × 3 were used in the VGG16. Thirteen convolution
layers were used to extract deeper image features and increase
the fitting capacity and the expressive capacity of the model.
However, as the number of network layers increases, the
gradient of the model disappears or explodes, which makes
the performance of the model plummet. However, the residual
structure was added in the ResNet50, the input of the convolution
layer was directly added to the output of the convolution layer,
and it solves the degradation problem of deep CNN. Therefore,
the advantages of both VGG16 and ResNet50 were combined in
the Corn-seed-Net.

In this article, the VGG16 branch was optimized. The number
of parameters of the last two fully connected layers of the
original models was tremendous. To avoid feature information
redundancy, a convolution layer of 7 × 7 was applied to the final
max-pooling layer, with 512 channels, and two fully connected
layers composed of 512 feature vectors were added. In this
way, the number of parameters was reduced. For the ResNet50
branch, after the global average pooling layer, a fully connected
layer composed of 512 feature vectors was added. The two
branches were then fused with the final fully connected layer,
and the vectors of the generated features were 1,024. Finally, the
classification was completed through the Softmax layer, with the
category number set to 2.

The Softmax function was used to calculate the probability of
classification, and the calculation formula is as follows:

yim =
ezim∑k
k=1 ezik

(1)

In the formula, yim is the prediction probability that the ith
sample belongs to class m, k is the number of categories, zim is the
product of the output vector of the ith sample and the parameter

FIGURE 2 | The vibration module.

vector of class m, and zik is the product of the output vector of the
ith sample and the parameter vector of class k.

Categorical cross-entropy was used to calculate the loss
function of the model, and the formula is given as follows:

L = −
n∑

i=1

ŷim lg yim (2)

In the formula, L is the loss function, n is the number of images in
each batch, and yim is the expected probability that the ith sample
belongs to class m.

Parameter Set
To achieve the best result, the model was trained by setting
different parameters. The momentum used in the final model
was 0.9, and the initial value of the learning rate was set as
0.001. Stochastic gradient descent (SGD) (Samik and Sukhendu,
2018) algorithm was used with 100 epochs for the training.
In the process of training, when the loss of the test set no
longer decreased, the learning rate was reduced by half. Other
parameters were set to default. The accuracy of the final training
set was 100.00%, and the accuracy of the test set was 96.90%.

Hand-Crafted Feature Extraction
In this article, five hand-crafted feature extraction methods
were used to extract the features of a single seed segmented
by watershed algorithm, and then an SVM classifier was used
for seed classification. The feature extraction methods were as
follows:

(1) Morphological characteristics (MC) (Zhang L. et al., 2020)
were used to binarize each seed’s image. The ratio of the
perimeter of the seed area, the diameter of the circle with
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FIGURE 3 | The original image of (A) good quality corn seeds, (B) disfigured corn seeds, and (C) both situations.

FIGURE 4 | Image processing procedures. (A) Segmentation processes and (B) segmentation results.

the same area, the eccentricity of the fitted ellipse, the ratio
of the major axis to minor axis, and the ratio of area to
bounding box area from a connected domain were then
extracted. A total of five morphological features were used
as feature vectors.

(2) Color features have little dependence on image size and
position. In this article, the parameters related to color
(RGB) histogram were extracted as feature vectors.

(3) Local shape information can be well captured by histogram
of gradient (HOG) (Dalal, 2005), and it is relatively stable
to the change of geometry and optics. In this article,
the gradient information of the image was extracted as
feature vectors.

(4) Gray-level co-occurrence matrix (GLCM) (Haralick et al.,
1973) is a method of texture feature extraction based on
statistics. The statistics constructed in this article include

contrast, dissimilarity, homogeneity, energy, correlation,
and angular second moment. These six characteristic
parameters were used as feature vectors.

(5) Local binary pattern (LBP) (Ojala et al., 2002) features have
the advantages of gray invariance and rotation invariant.
In this article, the LBP value of the image was extracted
and used to represent the texture information of the region.
Finally, the statistical histogram of LBP features was used as
the feature vectors.

Evaluation Index
In this article, to evaluate the accuracy and stability of the training
model for seed quality identification, the precision and recall
ratios were used to evaluate the model, and the F1 value was used
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FIGURE 5 | Corn-seed-Net network architecture.

FIGURE 6 | The accuracy of the five models for the test set.
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TABLE 1 | Training results of Corn-seed-Net with different model parameters.

Initial learning
rate

Training
algorithm

Epoch
time/s

Training
accuracy/%

Validation
accuracy/%

0.001 Adam 180 100.00 94.23

0.0001 Adam 180 100.00 95.80

0.001 SGD 165 100.00 96.90

0.0001 SGD 165 99.98 94.59

as the average evaluation of them. The evaluation formulas are
given as follows:

p =
nTP

nTP+ nTF
× 100% (3)

R =
nTP

nTP+ nFN
× 100% (4)

F1 =
2PR
P + R

× 100% (5)

where nTP is the number of corn seeds correctly identified, nFP is
the number of misidentified corn seeds, and nFN is the number of
unrecognized corn seeds.

RESULTS AND DISCUSSION

The Selection of Corn-Seed-Net Model
Structure
To select an optimal model structure, the 4-channel
images (RGB + NIR) were used for training five CNN
models [e.g., VGG16, ResNet50, MobileNet, DenseNet121
(Huang et al., 2016), and Xception (Chollet, 2017)]. The weights
trained on the ImageNet dataset were used for parameter
initialization, and the same dataset was trained for the model;
the accuracy of the test set is shown in Figure 6. The number
of input channels for the model was set to 4, but the number of
convolution layers was unchanged. The number of parameters
for convolutional layers was the same as the original model,
and therefore, the pre-trained weights from ImageNet were
used in this study. The five models converged after 50 epochs,
and the accuracy stabilized at a high value. For the five models,
the ResNet50 model had the highest accuracy of 96.63%. The
VGG16 model converged most rapidly. The DenseNet model
achieved the characteristics of dense connection through
repeated splicing, but the running memory consumption was
large and the convergence time was long. The MobileNet model
possessed a smaller amount of parameters but the accuracy was
low. Deep separable convolution and residual connection were

FIGURE 7 | The accuracy of Corn-seed-Net with different model parameters.
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TABLE 2 | Test results of single seed with different models.

Model Classes Predict classes Model performance

Good Bad Accuracy/% Averaged accuracy/% Detection time/ms

VGG16 Good 99 1 99 99.00 45.5

Bad 1 99 99

ResNet50 Good 100 0 100 99.00 41.7

Bad 2 98 98

MobeliNet Good 97 3 97 98.00 22.9

Bad 1 99 99

DenseNet121 Good 97 3 97 97.50 58.0

Bad 2 98 98

Xception Good 98 2 98 97.50 41.0

Bad 3 97 97

Corn-seed-Net Good 100 0 100 100.00 68.0

Bad 0 100 100

FIGURE 8 | (A) The original image and (B) object detection results.

used in the Xception model, and the accuracy was also relatively
low. Considering the accuracy and convergence, VGG16 and
ResNet50 were combined to construct the final model.

The Selection of Corn-Seed-Net Model
Parameters
To obtain faster training speed and better convergence
performance of the model, the same 4-channel images were
used to train the model, and two branches of Corn-seed-Net
were initialized with the weights trained using the ImageNet
dataset. The influences of different initial learning rates and
different optimization algorithms on the model were tested (as
shown in Table 1). Figure 7 shows that the SGD algorithm

converged faster, and the Adam algorithm was unstable in the
first half of the training process. Therefore, the SGD optimization
algorithm was used in the experiment, and the initial learning rate
was set to 0.001.

Test Results of the Corn-Seed-Net Model
on a Single Seed
To verify the classification accuracy of the Corn-seed-Net
model for 4-channel images of a single seed, 100 corn
seeds without any defects in appearance and another
100 seeds with defected appearance were selected in this
experiment. At the same time, other one-pathway CNN
models were compared, and the results are shown in
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TABLE 3 | Comparison of model performance combined with watershed algorithm.

Model Classes Precision/% Recall/% Averaged precision/% Averaged recall/% F1/% Detection time/ms

VGG16 Good 90.91 96.55 93.05 94.71 93.87 139.5

Bad 95.19 92.86

ResNet50 Good 94.00 97.24 94.69 94.60 94.64 122.5

Bad 95.37 91.96

MobeliNet Good 93.85 94.48 91.96 93.22 92.59 95.95

Bad 91.96 91.96

DenseNet121 Good 91.45 95.86 92.43 92.13 92.27 136.75

Bad 93.40 88.39

Xception Good 94.48 94.48 93.26 93.67 93.46 133.85

Bad 92.03 92.86

Corn-seed-Net good 94.08 98.62 95.63 95.29 95.46 149.55

bad 97.17 91.96

TABLE 4 | Comparison of model performance combined with watershed algorithm using RGB images.

Model Classes Precision/% Recall/% Averaged precision/% Averaged recall/% F1/% Detection time/ms

RGB VGG16 Good 90.13 94.48 91.67 90.10 90.87 69.92

Bad 93.20 85.71

RGB ResNet50 Good 95.56 95.86 94.54 93.02 93.77 98.83

Bad 93.52 90.18

RGB Corn-seed-Net Good 93.33 96.55 93.80 92.47 93.13 117.63

Bad 94.28 88.39

RGB + NIR Corn-seed-Net Good 94.08 98.62 95.63 95.29 95.46 149.55

Bad 97.17 91.96

Table 2. The averaged accuracy of the Corn-seed-Net
model for each single seed classification is up to 100%,
which was better than other one-pathway models. The
averaged detection time for a single seed was 68 ms,
which indicated that the two-pathway model is suitable for
seed classification.

Detection Results of the Corn-Seed-Net
Model Combined With the Watershed
Algorithm
To accurately locate each seed with the quality rating, the
watershed algorithm was adopted and combined with the
Corn-seed-Net model on 4-channel images of corn seed
(Figure 8A). The conglutinated seeds were segmented using the
watershed algorithm, and meanwhile, the position coordinates of
each seed were also obtained. The detection results are shown in
Figure 8B.

To evaluate the performance of this method, 10 groups of
images were used for verification. At the same time, other one-
pathway CNNs were compared, and the results are shown in
Table 3. It showed that the watershed algorithm combined with
the Corn-seed-Net model had the highest precision and recall
rate on average, and the F1 value was 95.46%. Due to the addition
of the operation of the watershed segmentation during image
detection, there was an increase in the detection time, and the
averaged detection time for a single seed was 149.55 ms. The
results appeared that the model performance improves when

the watershed algorithm was adopted and combined with two-
pathway CNN.

RGB Images Detection Results
To investigate whether using 4-channel images (RGB + NIR)
is superior to 3-channel images (RGB) in seed classification,
RGB images of the same dataset were used in the experiment,
with watershed algorithm combined with Corn-seed-Net
model, and the results are shown in Table 4. It is shown
that the extra information carried with the NIR band
improved the model performance on both precision and
recall rate, compared with the models obtained with RGB
images only.

To fully evaluate the performance of the watershed algorithm
combined with the Corn-seed-Net model, the watershed
algorithm combined with the traditional feature extraction
method was also studied, and SVM was used to classify

TABLE 5 | Comparison of object detection results.

Model Average precision/% Average recall/% F1/%

GLCM + SVM 22.05 48.11 30.24

Color + SVM 60.97 58.74 59.83

HOG + SVM 64.30 64.07 64.18

MC + SVM 68.64 68.17 68.40

LBP + SVM 74.28 73.73 74.00

Corn-seed-Net 95.63 95.29 95.46
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the corn seeds based on their quality. The results are shown in
Table 5, and it indicates that the precision, recall, and F1 of the
method we have proposed were all significantly higher than those
of the traditional methods, as more deep image features were
extracted in CNN.

DISCUSSION

At present, some studies have been devised in seed classification
using imaging technology combined with machine learning
and deep learning (Huang et al., 2019; Kozowski et al., 2019;
Ansari et al., 2021). However, most of the studies were based
on RGB imaging technology rather than using four-channel
multispectral images. Moreover, there are few studies on seed
quality detection using the current typical object detection
algorithm. This article designed an end-to-end object detection
model, and high accuracy was achieved in seed quality detection.

In this article, RGB and NIR images of corn seeds were
obtained using a multispectral camera, and the watershed
algorithm combined with the Corn-seed-Net model was used to
predict the quality of corn seeds. The watershed algorithm is used
to segment every single seed and obtain the precise location of the
seed. At the same time, while the 4-channel image data with both
RGB and NIR bands were used as the inputs of the Corn-seed-
Net model, the accuracy of the model was better than that with
RGB images only.

The Corn-seed-Net model combines the advantages of
VGG16 and ResNet50, and deeper information could be
extracted by deep networks. It employs a residual network
structure, and the effect of degradation of the deep network is
eliminated. With the optimized model, 200 single corn seeds were
used for verification and compared with other single-pathway
models, and the results revealed that the average classification
accuracy of the Corn-seed-Net model reached 100.00%.

To evaluate the corn seed defect detection performance of
the watershed algorithm combined with the Corn-seed-Net
model, we compared the detection results with RGB images and
traditional feature extraction methods. The experimental results
showed that the proposed method in this article had the best
performance, with an average precision of 95.63%, an average
recall rate of 95.29%, and an F1 value of 95.46%.

CONCLUSION

In this study, an end-to-end corn seed object detection model was
proposed, which combined watershed segmentation algorithm
and CNNs. In comparison with mainstream object detection
models (e.g., Faster-RCNN, SSD, and YOLO), our method uses a
watershed segmentation algorithm to obtain more accurate target
positions, which also reduces the complexity of the network at
the same time. In addition, this method eliminates the manual
annotation of the image and reduces the workload of dataset
preparation. In the future, this method can be further optimized
by simplifying the network structure, which may shorten the
calculation time while ensuring the classification accuracy, to
provide a basis for the subsequent development of a quality
detection device.
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Recognizing rice seedling growth stages to timely do field operations, such as
temperature control, fertilizer, irrigation, cultivation, and disease control, is of great
significance of crop management, provision of standard and well-nourished seedlings
for mechanical transplanting, and increase of yield. Conventionally, rice seedling growth
stage is performed manually by means of visual inspection, which is not only labor-
intensive and time-consuming, but also subjective and inefficient on a large-scale field.
The application of machine learning algorithms on UAV images offers a high-throughput
and non-invasive alternative to manual observations and its applications in agriculture
and high-throughput phenotyping are increasing. This paper presented automatic
approaches to detect rice seedling of three critical stages, BBCH11, BBCH12, and
BBCH13. Both traditional machine learning algorithms and deep learning algorithms
were investigated the discriminative ability of the three growth stages. UAV images were
captured vertically downward at 3-m height from the field. A dataset consisted of images
of three growth stages of rice seedlings for three cultivars, five nursing seedling densities,
and different sowing dates. In the traditional machine learning algorithm, histograms of
oriented gradients (HOGs) were selected as texture features and combined with the
support vector machine (SVM) classifier to recognize and classify three growth stages.
The best HOG-SVM model obtained the performance with 84.9, 85.9, 84.9, and 85.4%
in accuracy, average precision, average recall, and F1 score, respectively. In the deep
learning algorithm, the Efficientnet family and other state-of-art CNN models (VGG16,
Resnet50, and Densenet121) were adopted and investigated the performance of three
growth stage classifications. EfficientnetB4 achieved the best performance among other
CNN models, with 99.47, 99.53, 99.39, and 99.46% in accuracy, average precision,
average recall, and F1 score, respectively. Thus, the proposed method could be effective
and efficient tool to detect rice seedling growth stages.

Keywords: rice seedling, machine learning, deep learning, growth stage, histograms of oriented gradients, SVM

INTRODUCTION

Rice is the most important grain crop that feeds more than half of the world’s population
(Ruiz-Sánchez et al., 2010; Abid et al., 2015; Kargbo et al., 2016). It ranks first among the grain
crops in China. Currently, commercial farming of rice mostly employs transplanting techniques,
where seeds are sown and raised into seedlings in the nursery trays. Seedlings are later transplanted
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using compatible machinery (Tan et al., 2019). Healthy, disease-
free, and well-nourished seedlings with uniform growth are
the prerequisites for uniform field transplantation, and these
seedlings must meet certain technical standards in the system
of mechanical transplanting (Biswas et al., 2000; Cheng et al.,
2018). Precise temperature control and proper timing of fertilizer,
irrigation, cultivation, and disease control at different seedling
growth stages must be considered to raise the standard seedlings.
Thus, knowing the growth stages of seedling allows growers
to properly time field operations to raise seedlings. Moreover,
studies found out that the age of seedling at transplanting had
a great impact on grain yield. Transplanting young seedling
early and with high tiller production enhanced grain yield
(Pasuquin et al., 2008; Ohsumi et al., 2012). However, the rice
seedlings are often raised in paddy field. Environmental factors,
such as changes in temperature, solar radiation, and rainfall,
affect many traits that are responsible for the growth stages,
including leaf photosynthesis (Makino et al., 1994; Maruyama
and Nakamura, 1997), efficiency of nitrogen (N) used for
leaf photosynthesis (Nagai and Makino, 2009), leaf emergence
(Hiraoka et al., 1987), leaf elongation (Cutler et al., 1980), and
the allocation of biomass and N to leaf (Kanno et al., 2009).
Therefore, monitoring the seedling growth stage is crucial to
ensure to have seedling transplant at the most suitable age. The
phenology staging system of rice refers to BBCH scale which
uses a decimal code to describe the growth of crops (Lancashire
et al., 1991). For example, BBCH [10–19] represents seedling
stages which is here the 0–9 leaves’ development. The appropriate
age of rice seedling at transplant is no later than BBCH13. At
present, seedling growth stage detection mainly relies on manual
field inspection, which is time-consuming, labor-intensive, and
inaccurate. When large-scale field involved, manual inspections
become inefficient. Therefore, there is a need for a low-cost,
accurate, rapid, and objective approach for rice seedling growth
stage detection.

During the entire growth cycle, crops change significantly in
their external morphological structures and could be observed
visually, which enables us to explore new technologies to
automatically observe, detect, and distinguish different critical
growth stages of crops. Computer vision technology has been
reported in the application of seedling quality and growth stage
detection. Tong et al. (2013) developed an improved watershed
segmentation for overlapping leaf images and applied it to
test the crop seedling quality. Yu et al. (2013) explored the
application of computer vision to automatically detect two critical
growth stages of maize, including the emergence and three-leaf
stage. In this study, a crop segmentation method, namely, AP-
HI, was put forward to extract the plants from images. Then,
the spatial distribution feature was used to judge whether the
field crop had reached the emergence stage or not. Skeleton
endpoint detection was used to characterize the leaf of seedling
and to judge whether the field crop had reached the three-leaf
stage or not. Recently, Li et al. (2021) utilized computer vision
to detect rice seedling hill in the paddy field. The preferred
laboratory color model along with Otsu’s method was used to
extract rice seedling information, and the skeleton of the seedling
hill was extracted using the thinning algorithm to effectively

characterize the morphological structure of single seedling hill.
Similar studies of seedling quality detection have been reported in
wheat (Zhu et al., 2016), cotton (Chen et al., 2018), and rapeseed
(Zhao et al., 2018).

With the rapid development of big data technology and
high-performance computing, the machine learning technology
has been widely used in the recent years to meet the growing
demand for fast, accurate, and non-destructive applications
in precision agriculture. Numerous applications of machine
learning technology are reported in agricultural automation, such
as yield estimation (Yang et al., 2019; Chu and Yu, 2020; Zhao
et al., 2021), disease detection (Chowdhury et al., 2021; Zhang
et al., 2021; Farman et al., 2022), weeds identification (Jin et al.,
2021; Pandey et al., 2021), and continuous monitoring of crop
status (Han et al., 2021; Taylor and Browning, 2022).

In the traditional machine learning algorithms, color,
texture, and thermal features, which are extracted from RGB,
multispectral and thermal images, are then fed into different
machine learning algorithms, such as nearest neighbors, linear
discriminant analysis, random forest, and support vector
machine (SVM) to finish specific tasks. Histograms of oriented
gradient (HOG) are a feature descriptor representing an image
with a set of local histograms counting the occurrences of
gradient orientations within a local image cell. It was successfully
applied for pedestrian detection by Dalal and Triggs (2005),
and the HOG descriptors significantly outperformed existing
feature sets for human detection. HOG feature is widely reported
in precision agriculture. Tan et al. (2018) calculated the HOG
feature vectors from original color images of blueberry fruit,
and then, a linear SVM classifier was trained to detect the
fruit-like regions rapidly. Abouzahir et al. (2021) used the
HOG to improve the performance for weed detection. In this
study, HOG blocks were used as the key points to generate
the visual words. A backpropagation neural network was
adopted to detect weeds and classify plants for three different
crop fields. This method classified plants with an accuracy
of 90.4, 92.4, and 94.1% in sugar beet, carrot, and soybean
fields, respectively.

The deep learning algorithms, a relatively new area of machine
learning, allow computational models that are composed of
multiple processing layers to learn complex data representations
using artificial intelligence for image processing and data analysis
(Liakos et al., 2018). One of the main advantages of deep learning
algorithms is that the step of feature extraction is performed by
the model itself. The performance of deep learning algorithms
far exceeds that of the traditional machine learning in many
applications. In fact, deep learning has been reported in the
application of crop critical growth stage detection. Velumani
et al. (2020) trained a convolution neural network (CNN) to
identify the presence of wheat spikes in small patches acquired
by a fixed RGB camera in the field. The heading date was
then estimated from the dynamics of the spike presence in
the patches over time. In a similar study, Bai et al. (2018)
determined the arrival of the rice heading stage by the number
of the spike patches detected by a CNN network. Rasti et al.
(2021) investigated wheat and barley growth stage estimation by
classification of proximal images using deep learning algorithm.
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FIGURE 1 | The schematic diagram of the proposed method.

The classification was carried out using three different machine
learning approaches on an image dataset of 12 growth stages
of wheat and 11 growth stages of barley. The three machine
learning approaches included a 5-layer CNN, a pretrained
VGG19 network, and SVM. In the seedling growth stage
detection, Samiei et al. (2020) developed four deep learning
models, including the multiclass CNN, 2-class CNN, CNN-
LSTM, and ConvLSTM, to classify three growth stages of two
species of red clover and alfalfa. The three growth stages were
emergence out of the soil, cotyledon opening, and appearance
of the first leaf.

Other studies addressed critical crop growth stage detection
through the analysis of a height-based continuous growth curve
captured over the entire growth cycle (Zhao et al., 2021). To
date, several studies of crop growth stage detection have been
reported. However, to our best knowledge, few studies have been
reported in rice seedling growth stages detection. On the other
hand, with proper sensors well equipped on, unmanned aerial
vehicle (UAV) is controllable and capable of performing multiple
missions. The UAV platform exhibits many advantages, such
as low cost, high spatial, and temporal resolution. Moreover,
the application of UAV is highly flexible, and the use of
process is relatively simple. Therefore, the combination of UAV
technology and machine learning algorithms allows us to detect
crop growth stage in a more precise and efficient way. The

objective of this study was to explore efficient and robust
ways to detect three main growth stages of rice seedlings,
including BBCH11, BBCH12, and BBCH13. For this purpose,
an RGB camera mounted on a UAV was used to capture the
images of a rice paddy field. A total of two types of machine
learning algorithms were investigated: (1) For the first time,
HOG feature was extracted from the rice seedling canopy
images, and then, SVM was adopted to classify the seedlings
into three growing stages, BBCH11, BBCH12, and BBCH13. (2)
Different deep learning models were adopted to classify the three
seedling growth stages. (3) The performance of the machine
learning algorithms was finally evaluated and compared by
proper evaluation indexes, including accuracy, average precision,
average recall, and F1 score.

MATERIALS AND METHODS

In this study, the main processes of rice seedling growth stages
detection, such as field data acquisition, image preprocessing,
machine learning model applications, and model performance
evaluations, are summarized in Figure 1. First, RGB images
of rice seedling were acquired using a DJI Phantom4 RTK
UAV (DJI Innovations, Shenzhen, China), and a series of
image preprocessing was performed to prepare the datasets.
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FIGURE 2 | Study site and experimental design. (A) Location of the study site; (B) orthomosaic; (C) field tray nursing seedling experiment designs.

TABLE 1 | Details of RGB images acquisition and the corresponding phenological growth stages of the rice seedlings.

Inspection date (2021) 16 March 19 March 24 March

Region No. Growth stage Images acquired Growth stage Images acquired Growth stage Images acquired

1. BBCH11 56 BBCH12 83 BBCH13 108

2. BBCH11 46 BBCH12 60 BBCH13 85

3. BBCH11 45 BBCH12 92 BBCH13 108

4. BBCH11 69 BBCH12 98 BBCH13 96

5. BBCH11 20 BBCH12 32 BBCH13 28

6. BBCH11 84 BBCH12 120 BBCH13 102

7. × × BBCH12 55 BBCH13 40

Second, datasets created from the UAV images combined
with field observations were processed through two groups of
machine learning methods, namely, traditional machine learning
and deep learning algorithms. Third, model performances
were finally evaluated and compared, with the most desirable
one(s) recommended.

Study Sites and Field Experiments
This study was a part of a comprehensive rice field experiments
conducted at location of Research Centre Shapu, in Zhaoqing,

Guangdong Province, China (23.16◦ N and 11.57◦ E). On the
date 9–11 March 2021, rice seeds were sown onto the nursery
trays by the 2ZSB-500 automatic precision rice seeding line.
A total of three cultivars and five nursing seedling density
were considered in the rice field experiment. A total of three
cultivars included Huahang No. 51, Huahang No. 57, and
Guang8you2156. A total of five nursing seedling densities,
namely, 120 g/tray, 90 g/tray, 60 g/tray, 50 g/tray, and 35
g/tray, were adopted. After sowing seeds onto the trays, a
total of 3,000 trays were classified and placed according to
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TABLE 2 | Detailed information of the datasets.

The number of images Growth stages of the seedlings

BBCH11 BBCH12 BBCH13

Original images 320 540 567

Image of 600 × 600 pixels 1,130 3,652 4,101

Image of 400 × 400 pixels 2,814 3,545 5,739

Image of 300 × 300 pixels 4,318 5,564 4,672

Image of 200 × 200 pixels 8,083 18,994 25,842

Image of 224 × 224 pixels 12,357 27,830 25,393

Image of 100 × 100 pixels 49,840 89,333 90,759

different sowing experiments and sowing dates. The trays were
placed neatly in the paddy field. After the seedlings grew to an
appropriate age, they were transplanted to a field of about 2.6
hectares for other comprehensive rice experiments. The study
site and tray nursing seedling experiment design are shown in
Figure 2.

Image Acquisition and Preprocessing
Image Acquisition
When rice seedlings raising in the field, manual inspections
by technicians were collected on 16 March, 19 March, and 24
March. In each region, the technicians sampled 100 seedlings
and observed the growth stage of the seedlings. If there were
more than 80 seedlings exhibited the same growth stage, this
stage was recorded as the rice seedling age of the region. At the
same time, the field images of this region were acquired using
the DJI Phantom 4 RTK UAV with a 1-inch 20-megapixel CMOS
(RGB) sensor. The images were collected with the lens shooting
vertically downward, and the flight height was set to 3 m with a
ground sampling distance (GSD) of 0.08 cm/pixel. The adjacent
images along the flight direction overlapped on an average of one-
third. The original image sizes were 5,472 × 3,642 pixels and the
images were separately saved as TIFF files. On 16 March, there
were less than 80 seedlings that exhibited a same growth stage in
Region no 0.7 by manual inspection. Therefore, the field images
of this region were excluded from the dataset. Details of RGB
image acquisition and the corresponding phenological growth
stages of the rice seedlings are shown in Table 1.

Image Preprocessing and Dataset Preparation
There is redundant information in the original RGB images
acquired by the UAV, such as the road and the field. In
addition, the large image size is not suitable for machine
learning application. Hence, image preprocessing is necessary.
Image preprocessing algorithm is mainly divided into three
main steps (Figure 1). First, Gaussian filtering was adopted
to reduce the noise after the image gray scale. Then, image
enhancement is done before edge gradient detection. After
that, the seedling raising regions were coarsely extracted based
on the edge gradient detection, that is, RGB images of rice
seedling canopy are extracted. Next, the images were cropped
into different sizes, including 100 × 100 pixels, 200 × 200
pixels, 224 × 224 pixels, 300 × 300 pixels, 400 × 400 pixels,

and 600 × 600 pixels. Finally, images contained redundant
information were removed. The rest of the images were prepared
as the datasets. Detailed information of the datasets is shown in
Table 2.

HOG-SVM-Based Rice Seedling Growth
Stages Detection
Histograms of oriented gradient feature was used to capture
and express texture features of the seedlings canopy caused
by different seedling growth stages. To extract the HOG
feature, the extracted images were divided into uniformly
spaced non-overlapping cells of c × c pixels (Figure 3, top).
The image gradient orientation of each cell was binned and
aggregated into local histograms. Dalal and Triggs (2005)
found that using an unsigned gradient orientation (0–180◦)
and 9 bins performed better than a lower number of bins
and a signed gradient orientation (0–360◦) with an increased
number of bins (up to 18 bins). Therefore, the histogram
binning was performed using the unsigned gradient orientation
and 9 bins in this work. The cells were grouped into
overlapping blocks of b × b cells. As such, a single cell
could be included in multiple blocks. The cell histograms in
each block were normalized with respect to the entire block.
The HOG feature was thus comprised of all the normalized
histograms of the gradient orientations (Figure 3, bottom).
The cell size c and block size b were optimized through a
grid search during training of the classifiers, and the block
overlap was fixed to half the block size rounded up to reduce
the search space.

Support vector machine has been proved to be a powerful
tool for problems of classification and regression for many
previous studies, and thus, it was adopted to classify the
seedling images according to their growth stages based on
the extracted HOG features. The images were classified into
three growth stages, including the BBCH11, BBCH12, and
BBCH13. Since SVMs are inherently two-class classifiers, a set
of binary one-verse-one classifiers are built, which train one
learning model for each pair of classes. Linear, quadratic, cubic,
medium Gaussian, coarse Gaussian, and fine Gaussian functions
were employed and evaluated based on their accuracy on the
validation dataset.

Deep Learning-Based Rice Seedling
Growth Stages Detection
Deep learning is an important and new branch of machine
learning. It originates from the artificial neural network, which
learns the representation of data by constructing artificial
neural network. Currently, the most widely used deep learning
networks are CNNs. Efficientnet is a family of CNNs of
similar architecture, which achieves more efficient results by
uniformly scaling depth, width, and resolution with a scale ratio
between these sets of parameters (Tan and Le, 2019). In this
study, Efficientnets were adopted to classify the seedling growth
stages. The performance of the proposed model was compared
with the state-of-art CNN models such as VGG16, ResNet50,
and DenseNet121.
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Efficientnet
Recently, Tan and Le (2019) developed Efficientnet architectures,
which were based on CNN design, and systematic model
scaling technique was developed by applying a simple but
effective compounded coefficient to scale up all depth, width,
and resolution dimensions evenly. Tan and Le (2019) showed
that the Efficientnet leads to superior performance and higher
efficiency than the existing CNN methods both in terms of
the number of parameters and Top1 accuracy when applied
to the ImageNet dataset. Efficientnet family consists of eight
models, ranging from B0 to B7. With the increase of the
version, the performance of the models improves gradually,
but the corresponding model size and calculation resource
will not increase considerably. The main building block in
Efficientnet is the mobile inverted bottleneck convolution
(MBConv), which is initially introduced with MobileNetV2.
The MBConv block receives two inputs, the first one is data
and the second is arguments of the block. In addition, blocks
consist of a layer that first expands the channels and then
compresses them, thereby reducing the number of channels for
the subsequent layer. A set of attributes, such as input filters,
output filters, expansion rate, and compression rate, are used
in the MBConv. The network parameters of EfficientnetB0 are
shown in Table 3.

In this study, Efficientnet architectures were utilized to detect
seedling growth stages to determine the best model. A total
of two fully connected layers were added, 1,792 nodes for
the inner layer and 3 nodes for the output layer (according
to the number of predicted growth stages types). Figure 4
shows the diagram of the EfficientnetB4 used to detect rice
seedling growth stages.

Other State-of-Art Convolution Neural Network
Models
VGG16 presented by Simonyan and Zisserman (2015),
which won the ILSVRC 2014, is a CNN architecture with
approximately 138 million parameters. It consists of 5
maximum pooling layers, 13 convolution layers, 3 full
connection layers, and a softmax classifier layer. Instead of
having large number of hyperparameters, VGG16 always
has the same convolution layers that use 3 × 3 filters with
stride 1 and same padding and maximum pooling layers
that use 2 × 2 filters with stride 2. All hidden layers are
added with ReLU layers. After the first and second fully
connected layers, the dropout technology is also used to
prevent network overfitting. The input layer takes images of
224× 224 pixels.

ResNet50 presented by He et al. (2016), which won the
ILSVRC-2015 competition in 2015, is an architecture proposed
to solve the problem of gradient disappearance and degradation
problem. The architecture of ResNet50 is based on many stacked
residual units. Residual units are used as the building blocks to
build the network. These units consist of convolution and pooling
layers. This architecture uses 3 × 3 filters as VGG16 and takes
input images of 224× 224 pixels.

DenseNet (Huang et al., 2017) was presented and won the
best paper on CVPR2017. It encourages feature reuse and

alleviates the problem of vanishing gradient. It is characterized
in that DenseNet connects each layer with every other layer
in a feed-forward manner, that is, the feature maps of all the
previous layers are used as inputs for each layer, and their
feature maps are used in all subsequent layers as inputs. This
architecture has a dense connectivity pattern, therefore called a
dense convolutional neural network.

Transfer Learning
Transfer learning recycles previously trained networks using
the new data to update a small part of the original weights,
which makes the learning process more efficient. Given that
sufficient public dataset for rice seedlings does not exist,
it is difficult to obtain a satisfactory result based on the
training deep learning model from scratch. Therefore, transfer
learning technology (Weiss et al., 2016) was adopted in our
model training. First, to obtain the pretrained network, the
Efficientnets are pretrained on ImageNet, which is currently
the largest image recognition dataset in the world, with
1.2 million images of 1,000 categories. Then, the seedling
images are loaded into the pretrained Efficientnets. Second,
the last few layers of the trained network can be removed,
and two new fully connected layers are built and retrained
for the growth stage classification task (Figure 4). In the
transfer learning approach, using the knowledge of the
network previously trained with large amounts of visual data
in a new task is very advantageous in terms of saving
time and achieving high accuracy compared to training the
model from scratch.

Training and Testing
In the HOG-SVM-based machine learning algorithm, 1,000
images in each growth stage, a total of 3,000 images,
were randomly selected to form the basis dataset for SVM
classifications. Then, the datasets in each growth stage were
randomly shuffled and divided into training, validation, and test
sets according to the ratio of 6:2:2. The HOG features have
two hyperparameters, which were the cell size c ∈ {8, 16, 32}
and the block size b ∈ {2, 3, 4, 5, 6}. The two hyperparameters
were optimized through a grid search on the training set by
training a multiclass SVM for each combination and evaluating
it on the validation set. Different SVM kernels and the sizes of
input image were also evaluated for each of the SVMs trained
in the grid searches. In the grid search of each HOG features,
the combination of the kernel function and the input image
size with the best performance was selected as the optimal
kernel function and input image size. Afterward, the highest
accuracy on the validation set was used to select the HOG
hyperparameters.

In the deep learning classification, Efficientnets are adopted
to perform the classification task of rice seedling growth
stage, and then, the state-of-art CNN models are considered
and compared with the best performance of the Efficientnets.
Table 2 formed the basis dataset for deep learning-based
growth stage classification. The dataset in each growth stage
was divided into training, validation, and test sets according
to the ratio of 6:2:2. According to the different requirements
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FIGURE 3 | Visualization of the extracted HOG features of different seedling growth stages using a cell size of 40 × 40 and block size of 5 × 5 on image of
200 × 200 pixels. Top row, RGB images; bottom row, HOG features of rice seedlings: (A) BBCH11, (B) BBCH12, and (C) BBCH13.

TABLE 3 | Parameters of the EfficientnetB0 network.

Stage (i) Operator (Fi ) Resolution (Hi × Wi ) Channels (Ci ) Layers (Li )

1. Conv3 × 3 224 × 224 32 1

2. MBConv1, k3 × 3 112 × 112 16 1

3. MBConv6, k3 × 3 112 × 112 24 2

4. MBConv6, k5 × 5 56 × 56 40 2

5. MBConv6, k3 × 3 28 × 28 80 3

6. MBConv6, k5 × 5 14 × 14 112 3

7. MBConv6, k5 × 5 14 × 14 192 4

8. MBConv6, k3 × 3 7 × 7 320 1

9. Conv1 × 1 & Pooling & FC 7 × 7 1,280 1

of input image sizes of deep learning models, images of
224 × 224 pixels were prepared for the EfficientnetB0. Then,
they were resized to 240 × 240 pixels and 260 × 260
pixels, which were used for EfficientnetB1 and EfficientnetB2,
respectively. Images of 300 × 300 pixels were prepared for
EfficientnetB3. Similarly, images of 400 × 400 pixels were
resized to 380 × 380 pixels and 456 × 456 pixels and then
were fed into EfficientB4 and EfficientnetB5, respectively. Images
of 600 × 600 pixels were used for EfficientnetB7 and then
were resized to 528 × 528 pixels and used for EfficientnetB6.
Images of 224 × 224 pixels were used for VGG16, ResNet50,
and DenseNet121.

Our study was conducted in Windows 10 environment
(processor: Intel core i9 10920X CPU; memory: 64G; graphics
card: GeForce RTX 2080Ti 11G DDR6). Python3.8 was selected
for image preprocessing, whereas the feature extraction and
analysis were performed in MATLAB (version 2020b, the
MathWorks, Inc., Natick, Massachusetts, United States) using
the Computer Vision System Toolbox 9.3 and the Classification
Learner App from the Statistical and Machine Learning
Toolbox 12.0. The deep learning frameworks Pytorch1.8.1
and Python3.7, in combination with Cuda10.2, were used for
deep learning model training. In the experiment design and
training process of deep learning models, the initial learning
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FIGURE 4 | Diagram of the EfficientnetB4 used to detect rice seedling growth stages.

FIGURE 5 | Evaluation performance on the validation sets for SVMs trained on the HOG features as a function of SVM kernels and input image sizes: (A) Accuracy,
(B) average precision, (C) average recall, and (D) F1 score. Error bars show the standard deviation across the SVMs.

rate was set to 0.001, and the network batch size of the
training set and validation set was set to 32. Adam optimization
algorithm was selected in this work. The epoch of network
model was set to 50.

Performance Evaluation
In this study, the performance of machine learning algorithms
was evaluated using four evaluation indexes of accuracy,
precision, recall, and F1 score, which were given by the equations
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FIGURE 6 | Evaluation performance on the validation sets for SVMs trained on the HOG features as a function of cell size c and block size b: (A) Accuracy,
(B) average precision, (C) average recall, and (D) F1 score.

(1)-(4). The accuracy indicates the rate of correctly classified
images out of all the images in a test set for a particular
growth stage class, which shows the overall effectiveness of the
classifier. The precision represents the proportion of images that
are true positive among all images predicted to be positive.
The recall represents the proportion of images predicted to
be positive among the images that are true positive. The
values of four evaluation indexes range from 0 to1. The
higher the value is, the better the efficiency of the algorithm
is.

accuracy
∑

correctly classified images∑
images

(1)

precision (GS)
∑

images with GS classified as GS∑
images classified as GS

(2)

recall (GS)
∑

images with GS classified as GS∑
images with GS

(3)

F1
2 precision recall
precision+ recall

(4)

where GS is the growth stage: “BBCH11,” “BBCH12,” or
“BBCH13.”

TABLE 4 | Confusion matrix for SVM using HOG feature with cell size of 16 and
block size of 2 evaluated on the test set.

Predicted

BBCH11 BBCH12 BBCH13 Recall

Observed BBCH11 172 20 9 85.57%

BBCH12 5 177 19 88.06%

BBCH13 0 38 163 81.09%

Precision 97.18% 75.32% 85.34% 84.91%

The lower right cell shows the accuracy.

RESULTS AND ANALYSIS

Results of HOG-SVM-Based Rice
Seedling Growth Stages Detection
A total of six SVM kernels and four input image sizes were
first considered. Six kernels included linear, quadratic, cubic,
medium Gaussian, coarse Gaussian, and fine Gaussian whereas
four input image sizes included 100 × 100 pixels, 200 × 200
pixels, 300× 300 pixels, and 400× 400 pixels. Figure 5 shows the
performance evaluation of SVM classifiers with different kernels
and input image sizes. For different kernels, medium Gaussian
kernel resulted in the best in accuracy, average precision, average
recall, and F1 score. The fine Gaussian kernel obtained the
poorest results. Moreover, when input image size was selected
as 400 × 400 pixels, the best performance was achieved, with
accuracy, average precision, average recall, and F1 score of 84.91,
85.958, 84.90, and 85.43%, respectively. Therefore, the medium
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TABLE 5 | Evaluation performance on test sets for HOG-SVM classifiers with different numbers of training images in each growth stage.

Input image
size (pixels)

Number of training images
in each growth stage

Accuracy Average precision Average recall F1 score Time of
training (min)

Time of
testing (sec)

400 × 400 1,000 84.9% 85.9% 84.9% 85.4% 3.03 12.374

400 × 400 1,500 81.0% 83.3% 81.1% 82.2% 4.16 35.741

400 × 400 2,000 81.4% 83.0% 81.4% 82.2% 7.24 52.320

400 × 400 2,500 79.8% 80.8% 79.8% 80.3% 11.6 76.156

TABLE 6 | Evaluation performance on the validation sets for EfficientnetB0-B7.

Models Accuracy Average precision Average recall F1 score Time of
training (min)

Time of test
(sec)

EfficientnetB0 97.67% 97.54% 97.71% 97.62% 106.7 32

EfficientnetB1 97.52% 97.54% 97.75% 97.64% 40.9 12

EfficientnetB2 97.61% 97.61% 97.79% 97.70% 36.5 12

EfficientnetB3 98.43% 98.41% 98.58% 98.50% 50.0 15

EfficientnetB4 99.47% 99.53% 99.39% 99.46% 62.5 19

EfficientnetB5 98.78% 99.09% 99.01% 99.05% 83.2 24

EfficientnetB6 98.28% 98.60% 98.46% 98.53% 135.0 40

EfficientnetB7 98.72% 98.85% 98.74% 98.79% 220.9 66

Gaussian kernel and image sizes of 400× 400 pixels were chosen
in the further analysis of the HOG features.

After selecting the optimal SVM kernel and input image size,
the HOG feature hyperparameter grid search was performed
by training individual SVM classifiers on the training set and
subsequently evaluating the classifiers on the validation set and
test set. Cell sizes c of 8, 16, and 32 pixels as well as block sizes b of
2, 3, 4, 5, and 6 cells were evaluated. Using the medium Gaussian
kernel and the input image size of 400× 400 pixels, the accuracy,
average precision, average recall, and F1 score across the different
cell size c and block size b varied from 75.3 to 85.4, 76.2 to 85.9,
75.3 to 84.9, and 75.8 to 85.4%, respectively (Figure 6). Compared
with the four evaluation indexes, they showed similar trends with
respect to cell size c or block size b. However, when inspected the
evaluation indexes separately, they showed no clear trends with
respect to cell size c or block size b.

The HOG feature with a cell size of 16 and a block size of 4
resulted in the highest accuracy of 85.4%, and the second highest
accuracy of 84.9% was found in HOG feature with a cell size of
16 and block size of 2. Moreover, HOG feature with cell size of
16 and block size of 2 resulted in the highest average precision,
average recall, and F1 score. Therefore, the cell size of 16 and
block size of 2 were chosen as the optimal parameters.

In addition, the SVM classifier trained with the HOG feature
with a cell size of 16 and a block size of 2 was evaluated
on the test set. Table 4 shows the corresponding confusion
matrix. A high precision (97.18%) and an adequate precision
(85.34%) were found in BBCH11 and BBCH13, respectively,
whereas the BBCH12 group showed an inadequate precision
(75.32%). On the other hand, the recall rates in each growth
stage group showed adequate performance, which achieved above
81%. Besides, BBCH12 and BBCH13 overlapped the most,
which indicated that it was difficult to distinguish between
BBCH12 and BBCH13.

TABLE 7 | Confusion matrix for EfficientnetB4 evaluated on the test set.

Predicted

BBCH11 BBCH12 BBCH13 Recall

Observed BBCH11 563 0 0 100

BBCH12 3 696 10 98.17%

BBCH13 0 0 1,148 100%

Precision 99.47% 100% 99.14% 99.47%

The lower right cell shows the accuracy.

To further verify the robustness of the HOG-SVM model,
different numbers of images were used to train the SVM model,
and 1,000 images, 1,500 images, 2,000 images, and 2,500 images
in each growth stage were randomly selected and formed the
classification datasets. Training, validation, and test sets were
divided according to the ratio of 6:2:2. Medium Gaussian kernel
and HOG feature of cell size of 16 and block size of 2 were used.
The performance of SVMs is shown in Table 5. The accuracy,
average precision, average recall, and F1 score of different number
of training images varied from 79.8 to 84.9, 80.8 to 85.9, 79.8 to
84.9, and 80.3 to 85.4%, respectively. As the number of training
image increased, the performance of the SVM classifiers dropped
slightly. However, the lowest F1 score was above 80%, which
indicated that the overall performance was reasonably robust.

Results of Deep Learning-Based Rice
Seedling Growth Stages Detection
Results of Rice Seedling Growth Stages Detection
Based on Efficientnet
All Efficientnets B0-B7 were trained on the training set and then
validated and tested on validation set and test set, respectively.
The performance evaluations of accuracy, average precision,
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TABLE 8 | Evaluation performance on the validation sets for different CNN models.

Accuracy Average
precision

Average
recall

F1 score Total training
time (min)

Total test time
(sec)

EfficientnetB4 99.47% 99.53% 99.39% 99.46% 62.5 19

Densenet121 99.06% 98.79% 99.11% 98.95% 114.2 35

Resnet50 98.97% 98.74% 98.92% 98.83% 104.2 30

VGG16 94.84% 94.55% 94.83% 94.69% 116.7 33

average recall, and F1score obtained from all Efficientnet
models on validation datasets are provided in Table 6. For all
eight models, classification results showed good performance.
Accuracies were recorded in the range of 97.52–99.47%, whereas
the average precision, average recall, and F1 score varied in
the ranges of 97.54 to 99.53, 97.71 to 99.39, and 97.62 to
99.46%, respectively. The classification accuracy got better as
the version of Efficientnet increased; however, there were slight
decreases after EfficientnetB4. Table 6 shows that EfficientnetB4
outperformed other Efficientnet models and achieved the best
values in four evaluation indexes. Table 7 shows the confusion
matrix of EfficientnetB4 evaluated on the test datasets. The
EfficientnetB4 showed satisfactory results. Precision and recall in
each growth stage got height values, which were above 98.17%.
Among them, precision in BBCH12 and recall in BBCH11 and
BBCH13 obtained 100%. The classifier incorrectly recognized 3
and 10 out of 709 images (0.4 and 1.4%) of BBCH12 as BBCH11
and BBCH13, respectively. Thus, the recall rate in BBCH12 was
less lower than the BBCH11 and BBCH13.

The precision-recall curves plot the precision rate against
the recall rate. The under-area values of precision–recall curves
indicate the reliability of the model from 0 to 1. The under-
area values close to 1 indicates that the model can differentiate
multiple classes with higher accuracy; otherwise, the smaller
under-area values are, the poorer performance of the model
suffers when distinguishing classes. It can be seen from Figure 7A
that the under area of precision–recall curve of EfficientnetB4 is
the largest, which indicates that it performs the best.

In terms of processing time of Efficientnets, as the version
of Efficientnet increased from B1 to B7, the time consumption
of training and test increased from 40.9 to 220.9 min, 12 to 66
s, respectively.

Comparison With Other State-of- Art Deep Learning
Models
To verify the effectiveness of the EfficientnetB4, three other
popular CNN models, VGG16, Resnet50, and Densenet121,
were trained for rice seedling growth stage recognition and
classification and compared with the EfficientnetB4. The
mentioned CNN models were trained on the same dataset (with
same hardware configuration) that were used in Efficientnet.
Table 8 and Figure 7B show the performance comparison of
the four models. As we can see in the table, the performance of
the EfficientnetB4 achieved the best results in terms of accuracy,
average precision, average recall, and F1 score. Densenet121
is close to the EfficientnetB4 model. VGG16 presented the
lowest accuracy value of 94.84%. The validation results revealed

that overall EfficientnetB4 performed better than the other
three CNN models. In terms of processing time of popular
CNNs, the time consumption of training and test of Efficientnet
B4 was the lowest.

DISCUSSION AND CONCLUSION

Comparison With Traditional Machine
Learning Algorithms and Deep Learning
Algorithms
In this paper, automatic approaches of rice seedling growth stages
recognition and classification have been presented using both
the traditional machine learning algorithm and deep learning
algorithm. Compared with HOG-SVM-based algorithm, the
performance of deep learning algorithm far exceeds that of the
traditional machine learning in growth stages classification. For
instance, as the best deep learning models, the EfficientnetB4
achieved the best performance, with 99.47, 99.53, 99.39, and
99.46% in accuracy, average precision, average recall, and F1
score, respectively. Meanwhile, the best HOG-SVM model
obtained the performance with 84.9, 85.9, 84.9, and 85.4%
in accuracy, average precision, average recall, and F1 score,
respectively. In Tables 4, 7, we can notice from the confusion
matrix that errors in HOG-SVM algorithm and the EfficientnetB4
mostly occur on adjacent growth stages. These are situations
where even human eyes that inspect from the canopy of the
seedling can have uncertainty to decide the exact growth stages
from one stage to the next one. Remaining errors are low and can
thus be considered as reasonable errors.

The construction of multiple layers for automatically image
features learning from training data instead of complex manual
feature extraction contributes to high performance of the deep
learning algorithms. The phase of manual feature extraction in
traditional machine learning is affected to a greater or lesser
extent by many other factors and thus can sometimes result in low
prediction performance. In the HOG-SVM-based rice seedling
growth stage recognition, HOG features, consisting of the
orientation of edges found through the computation of the image
gradient, are manually selected to describe the texture feature of
the seedling canopy structure. The hyperparameters of HOG, the
cell size and block size, affect the number of occurrences of edges
within given orientation ranges that constitute a locally spaced
histogram and thus have effects on the classification performance.
In addition, it can be noticed that the performance of the SVM
model varies more obviously than the EfficientnetB4 does as
the number of training images increases. In Tables 5, 9, as the
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FIGURE 7 | Precision–Recall curves of different deep learning models: (A) EfficientnetB0-B7 (B) State-of-art CNN models.

TABLE 9 | Evaluation performance on test sets for EfficientnetB4 with different numbers of training images in each growth stage.

Model Number of training images
in each growth stage

Accuracy Average
precision

Average
recall

F1 score Time of
training (min)

Time of
testing (sec)

EfficientnetB4 1,000 98.17 98.20 98.17 98.18 15.8 5

EfficientnetB4 2,000 98.75 98.78 98.75 98.77 30.8 9

EfficientnetB4 2,500 99.15 99.15 99.16 99.16 45.0 13

FIGURE 8 | Effects of different input image size on HOG-SVM classification.

number of training images in each growth stage increases from
1,000 to 2,500, the accuracy of HOG-SVM dropped from 84.9
to 79.8%, whereas the accuracy of EfficientnetB4 increased from
98.17 to 99.15%. Furthermore, the size of input images had effect
on the performance of HOG-SVM classification. In Figure 8,
the performance of classification shows the difference as the size
of input images varies. The accuracy rises quickly with small
input image sizes. When the input image size reaches 400 × 400
pixels, the highest value is obtained. However, the accuracy drops
slightly as the image size becomes larger.

On the other hand, the computational and processing time is
a crucial aspect in machine learning algorithms. Compared to
the processing time presented in Tables 5, 6, the training time
of deep learning models took much longer than the HOG-SVM
models. Training time of deep learning models mostly depends
on the number of images used, the batch size, the learning rate,
and the hardware used, among other factors. In the aspect of
test time, deep learning models were faster than the HOG-SVM
models. When it comes to practical application, researchers pay
more attention to the test time.
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In general, deep learning models exhibit satisfactory
performance in rice seedling growth stage recognition.
Furthermore, the datasets of rice seedling in three growth stages
presented in this paper differed in genotype, sowing density,
and sowing dates. A total of three cultivars and five nursing
seedling densities are included in the dataset, which constitute
a comprehensive seedling phenotyping. From this point of view,
the traditional machine learning algorithms show reasonable
discriminative ability in rice seedling growth stages.

Limitation and Further Applications
The presented results show that the machine learning algorithms
are robust on rice genotypes, sowing density, and sowing dates.
However, crop phenotyping based on UAV images is also
sensitive to sensor-target angles, overlap among leaves, and field
conditions. In our study, all images were acquired by UAV from
a vertical downward angle at a height of 3 m, producing images
with similar statistical structure. To make the machine learning
algorithms broadly useful across many situations, a variety of
reasonable flight heights and resultant image resolutions are
needed to take into account. Additionally, the minimum required
image resolution (i.e., maximum flight height) that delivers
quality results should be determined, because a higher flight
height would allow the data to be collected more rapidly.

It has been previously reported that computer vision and
machine learning techniques can help to identify the growth
stages of individual seedling (Yu et al., 2013; Samiei et al.,
2020). However, the issue of plant overlapping each other would
decrease the detection accuracy and become a limitation. Rice
is densely planted crop, and few studies have been carried
out to recognize the growth stages of rice seedling. This
study investigated the feasibility of developing machine learning
algorithms for rice seedling growth stages detection with different
canopy phenotypes. Rich information automatically learned
or extracted from canopy phenotype (structural and textural
information) makes it possible for the machine learning-based
data analytics to achieve decision-making in a way much closer
to how human brains work. It will be interesting to extend the
approach to a range of crops of agricultural interest, such as
oat, wheat, and sorghum, to investigate quantitatively how, by
similarity in shape of different crops, the knowledge learned
on rice seedlings could be transferred to others via transfer
learning. Moreover, during the whole growth cycle, more fine
growth stages, not only stages of seedlings but also stages
after seedling transplantation, could also be added to extend
the investigation of crop growth stage discriminative ability of
machine learning algorithms.

Conclusion
Recognizing rice seedling growth stages to timely do field
operations, such as temperature control, fertilizer, irrigation,
cultivation, and disease control, is of great significance of crop
management, provision of standard and well-nourished seedlings
for mechanical transplanting, and increase of yield. Specifically,
when raising rice seedlings in paddy field, it is inefficient to
manually inspect on growth stages, and environmental factors,
such as rain, solar radiation have great impact on the growth

stage variation. Thus, timely recognizing rice seedling growth
stages become more and more important. In this study, automatic
approaches using machine learning algorithms on UAV images
were developed to determine three key growth stages of rice
seedling, BBCH11, BBCH12, and BBCH13. In the traditional
machine learning algorithm, HOG was selected as the texture
feature to represent the canopy structure of the seedlings
and combine with SVM classifier to recognize the growth
stages. The best HOG-SVM showed reasonable discriminative
ability in the classification task. Compared with the HOG-SVM
algorithm, the deep learning algorithms showed outstanding
performance in detection of seedling growth stages. Generally
speaking, the machine learning algorithms proposed in this paper
could be used to estimate the growth stages of rice seedlings
in the BBCH11 to BBCH13, and they provide a basis for
timely seedling supplements and subsequent crop management.
Future research should include experiments employing more
cultivars, different crops, and more growth stages recognition
and investigate other factors to further verify and optimize the
algorithms in this paper.
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In recent years, the convolution neural network has been the most widely used deep
learning algorithm in the field of plant disease diagnosis and has performed well in
classification. However, in practice, there are still some specific issues that have not
been paid adequate attention to. For instance, the same pathogen may cause similar
or different symptoms when infecting plant leaves, while the same pathogen may cause
similar or disparate symptoms on different parts of the plant. Therefore, questions come
up naturally: should the images showing different symptoms of the same disease be in
one class or two separate classes in the image database? Also, how will the different
classification methods affect the results of image recognition? In this study, taking rice
leaf blast and neck blast caused by Magnaporthe oryzae, and rice sheath blight caused
by Rhizoctonia solani as examples, three experiments were designed to explore how
database configuration affects recognition accuracy in recognizing different symptoms
of the same disease on the same plant part, similar symptoms of the same disease on
different parts, and different symptoms on different parts. The results suggested that
when the symptoms of the same disease were the same or similar, no matter whether
they were on the same plant part or not, training combined classes of these images
can get better performance than training them separately. When the difference between
symptoms was obvious, the classification was relatively easy, and both separate training
and combined training could achieve relatively high recognition accuracy. The results
also, to a certain extent, indicated that the greater the number of images in the training
data set, the higher the average classification accuracy.

Keywords: deep learning, convolutional neural network, rice diseases, image recognition, crop disease dataset,
model fitting

INTRODUCTION

Rice production is facing many threats, especially many diseases caused by fungi, bacteria, and
environmental factors (Zhang et al., 2018). Timely and accurate diagnosis of rice diseases is
critical to the management of these diseases. Traditionally, disease diagnosis was mainly done by
experienced personnel based on visible symptoms and laboratory identification (Sethy et al., 2020).
However, experienced personnel are in short supply at grass-roots plant protection stations
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in China and many other developing countries. Besides, the
identification of crop diseases using laboratory technology
is often laborious and time-consuming (Feng et al., 2020).
Therefore, efforts have been made to develop alternative
techniques, including image recognition based on machine
learning for its timely feedback and low cost (Coulibaly et al.,
2019; Abade et al., 2021; Bari et al., 2021).

Early automatic diagnoses of crop diseases were mainly done
via image recognition based on traditional machine learning
(Li et al., 2020). Many traditional machine learning algorithms,
including self-organizing maps (Phadikar and Sil, 2008), back
propagation neural network (Xiao et al., 2018), Naive Bayes
(Islam et al., 2018), K-means clustering (Ghyar and Birajdar,
2017), and support vector machine (Yao et al., 2009), have
been applied to the recognition of rice disease images. These
algorithms achieved classification accuracy ranging from 92 to
97.2% in these studies, but the small training dataset and the
huge feature extraction engineering have been two huge obstacles
to the practical application of traditional machine learning
algorithms in the field of rice diseases recognition (DeChant et al.,
2017; Lu J. et al., 2017).

Deep learning, with the advantages of automatic feature
extraction and efficient processing of big data, triggered a boom
of research on image recognition these years (Min et al., 2017).
Among many deep learning algorithms, the convolutional neural
network (CNN) is most widely used in the field of computer
vision (Voulodimos et al., 2018). The CNN automatically learns
the features of the image through convolution and pooling
operations, mimicking the processes of image recognition by the
cerebral perception cortex (Yamins and DiCarlo, 2016), which
suggested that CNN could perform like the human visual nerves
in some way (Cadieu et al., 2014).

Recently, many researchers all over the world have also paid
attention to apply deep learning, especially CNN, in the diagnosis
of rice diseases. Some researchers trained existing CNN models
with rice disease images (Ghosal and Sarkar, 2020; Deng et al.,
2021; Krishnamoorthy et al., 2021), some built their own CNN
models (Lu Y. et al., 2017), and some modified the classical CNN
models such as DenseNet by adding inception module (Chen
et al., 2020). Lightweight models, such as simple CNN in which
model parameters were greatly reduced without precision loss,
have also been developed for application with mobile devices
(Rahman et al., 2020). As CNN is excellent in extracting features,
Liang et al. (2019) also used a traditional SVM classifier for
subsequent image classification based on image features extracted
by CNN from images of rice leaf blast and achieved a significantly
better classification accuracy by combining SVM with CNN
than by combining SVM with two traditional feature extraction
methods, namely, LBPH and Haar-WT.

The existing research results suggested that deep learning-
based image recognition has become more and more mature and
achieved high performance in the recognition of rice diseases,
both in accuracy and efficiency. Therefore, instead of building
new models or improving algorithms, more attention has been
paid to solve specific and practical issues in training existing
models by some researchers recently. For example, Mohanty et al.
(2016) found that the image type used in model training and

the image allocation ratio between the training set and test set
would have effects on the diagnosis accuracy of the resulted
model. Picon et al. (2019) proved that training a model for multi-
crops performed slightly better than developing specific models
for individual crops. Lee et al. (2020) proved that if a model
was trained with datasets containing plant diseases that were
not associated with a specific crop, the model would be more
suitable for a wider range of uses, especially for images obtained
in different fields and images from unseen crops.

Similarly, automatic diagnosis of rice diseases has encountered
some practical problems because of the high complexity of rice
disease symptoms under field conditions. For example, similar
or different symptoms can develop at different stages, under
different weather conditions, or on different plant parts. Previous
studies on the diagnosis of rice diseases concentrated on the
recognition of typical symptoms of different rice diseases, but
rarely addressed how the images of different symptoms caused
by the same disease should be tagged in the construction of the
training dataset. Should they be divided into different classes
or combined into a single class? How will the different data
configurations affect the accuracy of models? This has become
an urgent problem to be solved before the automatic disease
diagnosis can really be applied to field conditions.

Therefore, taking rice blast and rice sheath blight as examples
in this study, experiments were conducted to explore how the
split or merged disease classes in the configuration of training
databases affect the recognition accuracy of the model. The
specific objectives of this study were as follows:

(1) To select an appropriate model from 5 common CNN
models for the subsequent investigation;

(2) To evaluate the effects of three training data configuration
methods on the performance of CNN models during the
training and test processes;

(3) To identify where the misclassifications lie via constructing
a normalized confusion matrix for each method; and

(4) To explore the possible causes for misclassification by
visualizing the recognition process.

MATERIALS AND METHODS

Choosing Crop Diseases and
Construction of Datasets
Collection of Disease Images
Images of healthy rice leaves (HRL), and rice leaves or sheaths
with symptoms of the three common diseases, rice blast (RB), rice
brown spots (RBS), and rice sheath blight (RSB) were collected
mainly from experimental rice fields in Panjin and Dandong
cities of Liaoning Province, China. In addition, images were
also collected from the greenhouse on the campus of China
Agricultural University (CAU), from CAU experimental fields in
Haidian District, Beijing, and from commercial fields in Wuyuan
County of Jiangxi Province and in Lu’an City of Anhui Province.
These images were photographed using smartphones or cameras
following three rules: (1) avoid overexposure caused by direct
sunlight; (2) ensure that the targeted lesion was in the center
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of the picture; and (3) avoid different disease symptoms in
a single picture.

The rice leaves, necks, heads, and whole plants with no visible
symptoms were photographed and regarded as healthy rice
plants. For rice leaf blast, images of chronic (RLBC), and acute
(RLBA) leaf lesions were collected in this study at the early growth
stage of rice because of their importance and prevalence under
field conditions, while the other two less common symptom
types, namely, white spot and brown spot, were not included
in this study. According to Kato (2001), the chronic type leaf
symptoms were defined as spindle-shaped leaf lesions with a
yellow outside halo, a brown inner ring, and a gray white center
(Figure 1A), while acute type symptoms were defined as the leaf
lesions that are nearly round or oval in shape, which often become
irregular, and look like water stains with a layer of dark green
mold on the surface (Figure 1B). Besides, images of rice neck
blast (RNB), the most economically important symptom of rice
blast, were also collected at the late growth stages of rice in this
study. According to Kumar et al. (1992), neck blast was defined
as the symptoms that appeared around the neck of rice panicles
as light brown spots at the initial stage and then gradually expand
up and down, leading to a white gray color of the whole rice ear,
and sometimes the death of whole ear (Figure 1C).

Since rice brown spot caused by Bipolalaris oryzae has a
similar shape and yellow halo to those of rice blast leaf lesions,
images of rice leaves with brown spots were collected and used to
test the recognition accuracy of the outcome models. According
to Quintana et al. (2017), the infected leaves with sesame-like oval
dark brown spots surrounded by yellow halos were considered as
typical symptoms of rice brown spot (Figure 1D).

Another important disease, rice sheath blight caused by
Rhizoctonia solani, which can cause similar symptoms on
leaves (RSBL) and sheaths (RSBS), was also included in this
study to illustrate how the classification of similar symptoms
on different plant parts caused by the same pathogen would
affect the accuracy of recognition. According to Lee and Rush
(1983), the typical symptoms of this disease are cloud-shaped
lesions on the leaf sheaths and leaves, with brown to dark
brown edges and grayish green to grayish white middle parts
(Figures 1E,F).

Preprocessing of Images
As CNN requires squared input images, in order to avoid image
deformation caused by the forced compression of non-squared
images during input, the automatic clipping method was used
to cut each image into a square, with the side length equal to
the length of the short side of the original image and using
the original image center as the clipping center. The clipped
images were then compressed to 500 × 500 pixels. Subsequently,
normalization was applied on each image by dividing all pixel
values with 255 to accelerate the convergence of models during
the subsequent training procedure.

As the number of acquired images in some classes was
inadequate for model training and validation, more images in
these classes were generated to meet the requirement by image
augmentation (Table 1). The methods used in augmentation
included flip, translocation, rotation, and zoom (Francois, 2018).

Experimental Scheme
Three experiments were designed to investigate the effects of
dataset configuration on rice disease images recognition. In
each experiment, two symptoms of one disease were selected
for training and testing together with the other three diseases.
In experiment 1, training datasets with separate and combined
classes of RLBC and RLBA were compared. In experiment 2,
training datasets with separate and combined classes of RLBC
and RNB were compared. In experiment 3, training datasets with
separate and combined classes of RSBL and RSBS were compared.

In each experiment, a method using two separated classes
and two methods with one combined classes were compared.
Considering that the imbalance of data may affect the training
results, two methods were used in the construction of the
combined class, directly combining all the images of two classes
into one class, and randomly selecting half images from each class
and combining them into one class.

Construction of Datasets
Images of each class were randomly numbered after
preprocessing, with a unique ID for each image. For example,
the first image of RSB was named “RSB (0).” For each class, the
first 500 or 1,000 images were used in training and validation
datasets as required, and the images 1,001–1,099 were used to
build test sets.

There were three independent datasets for each experiment.
In experiment 1, 1,000 images of each class were divided into
training set and validation set according to a ratio of 8:2 for
method A. In method B, 1,000 images of RLBC and RLBA
were directly merged into one class, with twice as many images
as the other classes. In method C, 500 images were randomly
taken from RLBC and RLBA, respectively, to form a combined
class. The same ratio of 8:2 was used dividing image data into
constructing training and validation sets in both methods B and
C. In addition to the 1,000 images, other 100 images of each class
were randomly selected to form a 500-image test set. These 500
images were used to test all three methods A, B, and C, but classes
of RLBC and RLBA would be merged into one class for testing
methods B and C. In the same way, training, validation, and
test datasets were constructed in experiment 2 and experiment
3 (Table 2).

Hardware and Software
Keras/Tensorflow backend framework based on Anaconda3
platform was used in this study (version: keras 2.2.4, tensorflow
1.15.0), and the training and validation processes were coded
using Python 3.7 programming language. The computer was
equipped with 32 g memory module and GTX 1080Ti graphics
card. The computer operation system was the 64-bit Windows
10 professional edition. The programs were all run on a
single graphic processing unit (GPU) because the training
speed on GPU is much faster than that on the central
processing unit (CPU).

Training Parameter Setting
Instead of starting from scratch, transfer learning was
applied in all model training experiments to saving
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FIGURE 1 | Sample images of healthy rice leaves and rice diseases. (A) Chronic lesions of rice leaf blast, (B) acute lesions of rice leaf blast, (C) rice neck blast, (D)
rice brown spots, (E) rice sheath blight on leaves, (F) rice sheath blight on sheaths, and (G) healthy rice leaves.

TABLE 1 | The number of images within each disease class obtained in this study.

Rice blast Rice sheath blight

Leaf Neck Leaf Sheath

Acute (RLBA) Chronic (RLBC) (RNB) (RSBL) (RSBS) Rice brown spots (RBS) Healthy rice leaves (HRL) Total

Initial number 1,146 1,186 599 1,193 598 1,143 1,146 7,011

Number after augmentation 1,146 1,186 1,198 1,193 1,196 1,143 1,146 8,208

TABLE 2 | The number of images in each disease class in training experiments using different methods.

Experiment 1 Experiment 2 Experiment 3

Disease classes Method A Method Bb Method C Method J Method K Method L Method X Method Y Method Z

HRLa 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000

RBS 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000

RLBA 1,000 / / / / / /

RLBC 1,000 1,000 1,000 1,000 1,000

1, 000

1, 000


500

500


RNB / / / 1,000 / / /

1, 000

1, 000


500

500


RSBL 1,000 1,000 1,000 1,000 1,000 1,000 1,000

RSBS / / / / / / 1,000

1, 000

1, 000


500

500


aHRL, healthy rice leaves; RBS, rice brown spot; RLBA, rice leaf blast-acute lesions; RLBC, rice leaf blast-chronic lesions; RNB, rice neck blast; RSBL, rice sheath blight
on leaves; RSBS, rice sheath blight on sheaths.
bThe images from the two classes within the braces were combined into one single class for training.

training time by carrying the weights from the training
on ImageNet dataset (Russakovsky et al., 2015). The
learning rate was set as 0.001, and the training was run

for 50 epochs with a momentum of 0.9, an optimization
function of stochastic gradient descent (SGD), and a
mini-batch size of 32.
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Model Selection
Different algorithms have their own purposes or specific
application scenarios when designing or modifying. For example,
a multi-stream residual network (MResLSTM) was designed for
dynamic hand movement recognition (Yang et al., 2021), and
a modified YOLO v3 algorithm was applied to detect helmet
wearing by construction personnel (Huang et al., 2021). At
present, however, there is no widely used model for the diagnosis
of rice diseases, so we conducted a preliminary experiment
to select from five representative CNN models for subsequent
experiments on the construction of datasets.

The VGG series (Simonyan and Zisserman, 2014), first
developed by the VGG group of Oxford University, were CNN
models with stacked 3 × 3 convolution kernels for extracting
complex features with a manageable number of parameters.
Considering the moderate size of our disease data, VGG16 (16
layers) was selected as the representative of this model series.
Compared with the VGG series, some CNN models used more
network layers to extract higher dimension features and took
different approaches to handle the gradient dispersion problem
associated with deeper networks (Gao et al., 2019). Inception
v3 was chosen as a candidate model in this study for its deep
depths and its inception module, which uses convolution kernels
of different sizes in the same layer to realize feature fusion of
different scales and batch normalization to speed up the learning
rate (Szegedy et al., 2015). ResNet50 (50 layers) was included as
a representative of ResNet series, in which a residual module was
introduced for a shortcut connection in the network allowing the
original input information to be directly transmitted to the later
layer (He et al., 2015). In addition, MobileNet v2 (Howard et al.,
2017) and NASNetMobile (Zoph et al., 2018), two representatives
of the current lightweight models in the application scenarios
of mobile terminals or embedded devices, were also selected
for their relatively excellent performance and small number of
parameters (Wang et al., 2020).

A pre-experiment was conducted to compare the
performances of the five CNN models in recognition of the
three rice leaf diseases and healthy rice leaves (Figure 1G). The
1,000 training images from each of the five classes, namely,
RLBC, RLBA, RBS, RSBL, and HRL, were divided into a training
dataset and a validation dataset according to the ratio of 8:2. The
models were trained for 50 epochs using the transfer learning
method, and the initial weights of five models were all set as
the shared weights from training on ImageNet as described in
the “Training parameter setting” section. The size of models,
speed of training (in seconds per epoch), the highest validation
accuracy, the final validation accuracy, the average validation
accuracy, and standard deviation of validation accuracy were
used to evaluate the models.

Experiments and Statistical Analysis
Subsequently, 3 experiments were done using the best model
selected from the pre-experiment. Due to the random input order
of mini-batches, the results of training could vary at each run.
To estimate this variation and assess the reliability of the results,
each of the three experiments was repeated three times. The final

validation accuracy, final validation loss, test accuracy, and test
loss were analyzed using the GLM procedure in SAS (version
9. 4, SAS Institute Inc., Cary, NC, United States) to determine
whether the effects of the training dataset configuration were
statistically significant.

Over the 50 epochs of the training processes, the average
validation accuracy and average validation loss of three
repeated experiments were calculated every four epochs. As
the performance of each method fluctuated over epochs
in the training process, to better express the whole trend
during the process, regression was performed to fit a negative
exponential decay model to the average validation accuracy and
an exponential decay model to average validation loss over
the training processes for each method using the non-linear
regression procedure in SAS (Version 9.4, SAS Institute Inc.,
Cary, NC, United States).

For validation accuracy, the following model was used:

A = Amax − (Amax − A0) e(−ra·x)

where A was the validation accuracy and x was the epoch
number in training, while Amax, A0, and ra were parameters to
be estimated in model fitting. Amax reflects the highest validation
accuracy that the method can reach, A0 reflects the initial
validation accuracy, and ra can reflect the increase rate of A or
improvement rate of validation accuracy over epochs.

For validation loss, the following model was used in
regression:

L = Lmin + e(−rl·x+b)

where L was the validation loss and x was the epoch number in
training, while Lmin, rl, and b were parameters to be estimated
during model fitting. Lmin represents the lowest validation loss
rate obtained by this method after unlimited epochs, Lmin +

e(−rl+b) reflects the initial validation loss at epoch #1, and rl is
related to the decline rate of validation loss.

After model fitting, the parameters were compared between
different methods using Student’s t-test (Steel and Torrie, 1980)
to characterize the disparity of the three methods in the
training process.

Normalized Confusion Matrix
Confusion matrix, which was widely used in the evaluation
of classification accuracy in many areas, was constructed for
comparison of different training dataset configuration methods
based on test results. As the image numbers of the classes
to be tested in this study varied among different training
dataset configuration methods, to better reflect their difference
in classification accuracy, the normalized confusion matrix was
used. For any classification with c classes, the confusion matrix
consisted of c rows × c columns, and the element in the i-th row
and j-th column was calculated by dividing the number of images
that belonged to the i class and were classified into the j class with
the total number of images in the row.

Heatmap
To understand which parts of the input image, such as the lesion
edge, the center, or other areas, had contributed more to the
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automatic classification by the models, for each representative
image with a high frequency of misclassification in recognition,
a heatmap of class activation was generated using the GRAD-
CAM algorithm (Selvaraju et al., 2020), in which the pixels that
contributed heavily to the final classification will be presented
as yellow to red colors and those that contributed less will be
presented in green to purple colors. The heatmap generated this
way serves as a tool for visualization of the feature extraction
process of deep neural network.

RESULTS

Performance of the Five Models in
Pre-experiments
The results from the pre-experiment demonstrated that the
five CNN models performed differently in the classification of
these images (Table 3). VGG16 and Inception v3 all achieved
a validation accuracy higher than 99%, but ResNet50 had the
highest average validation accuracy and a smaller standard
deviation among these models, suggesting that its convergence
speed was the fastest and its performance was the most
stable. Considering ResNet50’s excellent performance in training,
including good speed (38 s/epoch), the highest final validation
accuracy, the highest average validation accuracy, and the
smallest standard deviation, it was selected for the subsequent
training experiments.

Experiment 1: Different Symptoms of the
Same Disease on the Same Part
The results from experiment 1 revealed that the training curves of
validation accuracy and validation loss using method A differed
from those using methods B and C (Figures 2A,B). Method A
consistently had lower validation accuracy and higher validation
loss than methods B and C did during the whole training process
over 50 epochs (Figures 2A,B). Differences also existed between
method B and method C in the early epochs of the training
process, but the difference gradually decreased to an ignorable
level with the increase of training epochs. Regardless of methods
used in training dataset configuration, the trends of validation
accuracy over training epochs could be fitted well to the negative

exponential decay model (Table 4A) and those of validation loss
fitted well to the exponential decay model (Table 4B). The t-test
indicated that the highest accuracy (Amax) obtained using method
A was lower than those using the other two methods, while the
lowest validation loss (Lmin) using method A was significantly
greater than those using methods B and C (Tables 4A,B). The
growth rate ra of validation accuracy and the decline rate rl of
validation loss were significantly faster for method B than for the
other two methods.

The ANOVA and multiple mean comparison revealed that on
both validation and test datasets, the validation accuracy and test
accuracy obtained using method A were significantly lower than
those obtained using methods B and C, and the validation loss
and test loss obtained using method A were significantly greater
than those obtained using methods B and C (Table 5).

The confusion matrix of test results using method A revealed
that the class with the lowest accuracy was RLBC, and the main
classification errors came from the misclassification of RLBC
images into RLBA by the model (Figure 3A). When combining
the two classes into one for training, the test accuracy ranged
from 96 to 99% in every class with little variation among
classes (Figures 3B,C). To understand why the misclassifications
occurred, the original images of these misclassified RLBC images
were visually examined again. It was found that although the leaf
lesions in these images were nearly spindle shaped, the edges
and corners were not obvious enough. When there were many
lesions on leaves, they connected into pieces that were more like
water stains, and the surfaces of some lesions were even gray
green, which were typical symptoms of RLBA at the early stage
of developing into RLBC (Kumar et al., 1992).

Experiment 2: Different Symptoms of the
Same Disease at Different Parts
The validation accuracy obtained using method K was highest
among the three methods at the beginning of the training
processes, and the lowest accuracy was gained using method L,
but the accuracy increase rates ra were higher for methods L
(0.6564) and J (0.5377) than for method K (0.2800), and as a
result, the three methods differed very less in accuracy after 20
training epochs (Figure 2C and Table 4A), and the maximum
accuracy gained after 50 epochs varied from 0.9935 to 0.9940,

TABLE 3 | Performance of five CNN models in the classification of rice disease images.

CNN models Seconds/epoch Highest validation accuracya Final validation accuracyb Average validation accuracyc Standard deviation of
validation accuracyd

VGG16 36 0.9900 0.9890 0.8758 0.2473

Inception v3 60 0.9980 0.9920 0.9803 0.4020

ResNet50 38 0.9940 0.9920 0.9851 0.0107

MobileNet v2 37 0.9830 0.9520 0.7138 0.2199

NASNetMobile 57 0.9870 0.9870 0.9693 0.0352

aThe highest validation accuracy achieved within the first 50 epochs.
bThe final validation accuracy after 50 epochs.
cThe average validation accuracy over the first 50 epochs.
dThe standard deviation of validation accuracy over the first 50 epochs, which reflects the convergence rate of five models.
The training results of the selected model ResNet50 were shown in bold.
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FIGURE 2 | The validation accuracy and validation loss during the training processes in experiments 1, 2, and 3. (The points in the figures were means from three
repeated runs, and the lines represented the fitted models of validation accuracy and validation loss.) Method A: Training with two separate classes, namely, acute
type of rice leaf blast (RLBA) and chronic type of rice leaf blast (RLBC). Method B: Combining RLBA and RLBC as one class for training and the total number of
images in the combined class was two times as those in the other three classes. Method C: Combining RLBA and RLBC as one class for training and the total
number of images in the combined class was equal to those in the other three classes. Method J: Training with two separate classes of RLBC and rice neck blast
(RNB). Method K: Combining RLBC and RNB as one class for training and the total number of images in the combined class was two times as those in the other
three classes. Method L: Combining RLBC and RNB as one class for training and the total number of images in the combined class was equal to those in the other
three classes. Method X: Training with two separate classes of rice sheath blight on leaves (RSBL) and rice sheath blight on sheath (RSBS). Method Y: Combining
RSBL and RSBS as one class for training and the total number of images in the combined class was two times as those in the other three classes. Method Z:
Combining RSBL and RSBS as one class for training and the total number of images in the combined class was equal to those in the other three classes.

showing no significant difference among the three methods
(Table 4A). On the contrary, the validation loss using method L
was the highest among the three methods early in the training,
but it declined quickly as the training progressed and ended the

training with a loss value that was very close to the other two
methods (Figure 2D and Table 5).

Interestingly, although the accuracy using methods J, K, and
L differed slightly (insignificantly) on validation data, the test
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TABLE 4A | Parameters and determinant coefficients of models [A = Amax − (Amax − A0) e−ra ·x ] fitted to the validation accuracy over training epochs in 3 experiments
using different methods.

Experiment-method A0 Amax ra R2

1-method A 0.9191 ± 0.0047b 0.9878 ± 0.0011b 0.2154 ± 0.0289b 0.977

1-method B 0.9319 ± 0.0050b 0.9949 ± 0.0005a 0.4896 ± 0.0667a 0.985

1-method C 0.9489 ± 0.0028a 0.9939 ± 0.0007a 0.2077 ± 0.0254b 0.985

2-method J 0.9507 ± 0.0035b 0.9940 ± 0.0003a 0.5377 ± 0.0718a 0.991

2-method K 0.9603 ± 0.0014a 0.9937 ± 0.0003a 0.2800 ± 0.0230b 0.992

2-method L 0.9223 ± 0.0099c 0.9935 ± 0.0005a 0.6564 ± 0.1332a 0.992

3-method X 0.9520 ± 0.0037a 0.9881 ± 0.0006b 0.3206 ± 0.0629b 0.960

3-method Y 0.9510 ± 0.0015a 0.9944 ± 0.0002a 0.4244 ± 0.0260b 0.997

3-method Z 0.9340 ± 0.0053b 0.9881 ± 0.0003b 0.6274 ± 0.0921a 0.992

R2: Degree of coincidence between test data and fitting function. The closer the value of R2 is to 1, the higher the degree of coincidence is.
Within each experiment, the fitted value followed by different letters in the same column differed significantly at confidence level p = 0.05.

TABLE 4B | Parameters and determinant coefficients of models [L = Lmin + e(−rl ·x+b)] fitted to the validation loss over training epochs in 3 experiments using
different methods.

Experiment-method Lmin rl b R2

1-method A 0.0382 ± 0.0030a –0.2020 ± 0.0242b –1.6449 ± 0.0591a 0.980

1-method B 0.0156 ± 0.0016b –0.6331 ± 0.1274a –1.4649 ± 0.1325a 0.985

1-method C 0.0165 ± 0.0009b –0.2226 ± 0.0126b –1.9856 ± 0.0281b 0.991

2-method J 0.0246 ± 0.0006a –0.6433 ± 0.0788a –1.9319 ± 0.0816b 0.996

2-method K 0.0206 ± 0.0005b –0.3797 ± 0.0360b –2.1610 ± 0.0499c 0.991

2-method L 0.0189 ± 0.0005b –0.5632 ± 0.0353a –1.6410 ± 0.0382a 0.991

3-method X 0.0587 ± 0.0019a –0.5010 ± 0.1536a –2.1412 ± 0.1754ab 0.948

3-method Y 0.0181 ± 0.0004c –0.4453 ± 0.0216a –2.0777 ± 0.0266b 0.998

3-method Z 0.0339 ± 0.0009b –0.5686 ± 0.0682a –1.7911 ± 0.0734a 0.994

Within each experiment, the fitted value followed by different letters in the same column differed significantly at confidence level p = 0.05.

accuracy obtained using method L was significantly lower, and
the test loss was significantly greater than those obtained using
method J and method K (Table 5).

The confusion matrix for method J in experiment 2 revealed
that the model can distinguish RNB from other classes well,
and the accuracy of RLBC was the lowest among the five
classes, with majority of misclassification errors between RLBC
and RSBL, but its recognition accuracy of RNB was relatively

TABLE 5 | The accuracy and loss obtained with validation and test datasets in
three experiments using different methods.

Experiment-method Val_acc Val_loss Test_acc Test_loss

1-Method A 0.9831b 0.0530a 0.9573b 0.1680a

1-Method B 0.9928a 0.0211b 0.9767a 0.0685b

1-Method C 0.9912a 0.0254b 0.9727a 0.0957b

2-Method J 0.9928a 0.0282a 0.9593a 0.1223c

2-Method K 0.9918a 0.0251a 0.9547a 0.1586b

2-Method L 0.9919a 0.0236a 0.9420b 0.1884a

3-Method X 0.9867b 0.0610a 0.9400a 0.2174a

3-Method Y 0.9927a 0.0225c 0.9593a 0.1060a

3-Method Z 0.9871b 0.0376b 0.9527a 0.1263a

Each of the values in the table was the mean from 3 repeated runs. Within each
experiment, the means followed by different letters in the same column differed
significantly at confidence level p = 0.05.

high (Figure 3D). When a combined class of RNB with RLBC
was used in methods K and L, the accuracy of the combined
RNB/RLBC class was between those of the two separate classes
(Figures 3E,F). It was also noted that considerable errors existed
in misclassifying RSBL into RLBC or combined class of RLBC
with RNB regardless of the methods used (Figures 3D–F). This
revealed that the identification of different plant parts is an
indispensable part of classification by CNN models, and this
identification could help to distinguish diseases on different plant
parts, but similar symptoms on the same plant parts could not
use this information and therefore become a more difficult task.
It was also very interesting to note that method L had lower
accuracy on combined RLBC/RNB class than method K. This
might have been because method K had been trained with more
images of the combined class than method L.

Experiment 3: Similar Symptoms of the
Same Disease at Different Parts
The initial validation accuracy of method Y was the highest
among the three methods, and with the increase in training
epochs, its validation accuracy remained highest all way to the
end (Figure 2E). The results from t-test on model parameters
Amax and ra revealed that the highest validation accuracy Amax
from method Y was significantly higher than those from the other
two methods, but no significant difference in ra was detected
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FIGURE 3 | The normalized confusion matrix for the test results from experiments 1, 2, and 3. Method A (A): Training with two separate classes, namely, acute type
of rice leaf blast (RLBA) and chronic type of rice leaf blast (RLBC). Method B (B): Combining RLBA and RLBC as one class for training and the total number of
images in the combined class was two times as those in the other three classes. Method C (C): Combining RLBA and RLBC as one class for training and the total
number of images in the combined class was equal to those in the other three classes. Method J (D): Training with two separate classes of RLBC and rice neck
blast (RNB). Method K (E): Combining RLBC and RNB as one class for training and the total number of images in the combined class was two times as those in the
other three classes. Method L (F): Combining RLBC and RNB as one class for training and the total number of images in the combined class was equal to those in
the other three classes. Method X (G): Training with two separate classes of rice sheath blight on leaves (RSBL) and rice sheath blight on sheath (RSBS). Method Y
(H): Combining RSBL and RSBS as one class for training and the total number of images in the combined class was two times as those in the other three classes.
Method Z (I): Combining RSBL and RSBS as one class for training and the total number of images in the combined class was equal to those in the other three
classes.

between method Y and method Z (Table 4A). The validation
loss curves obtained with three methods displayed trends reverse
to validation accuracy, in that no significant difference in the
decline rate rl of validation loss was detected among three
methods (Figure 2F), but method Y had the lowest validation
loss among the three methods, and method X had the highest
validation loss.

The test results showed that the average test accuracy of
method Y was much higher than that of method X and slightly

higher than that of method Z (Table 5), although the ANOVA
detected no significant difference between the three methods
(see Supplementary Material). The confusion matrix of the
test results illustrated that the model trained with method X
misclassified 4% RLBC images as RSBL and 9% RSBL images as
RLBC (Figure 3G). When the model was trained using method
Y, with a combined class of RSBL&RSBS, its accuracy was greatly
improved that it misclassified 6% of RLBC images into the
combined class, but only misclassified 2% RSBL&RSBS images
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into RLBC (Figure 3H). Similar results were gained with method
Z (Figure 3I). Once again, classifying between RLBC and RSBL
was a difficult task, and the accuracy for the combined class was
higher for method Y than for method Z, where more combined
class images were used in training for method Y than method Z.

To further explore the reasons why differentiating RLBC
and RSBL was difficult and easy to be misclassified for the
outcome models, heatmaps of RLBC samples correctly classified,
RLBC images misclassified as RSBL, RSBL samples correctly
classified, and RSBL images misclassified as RLBC were compared
(Figure 4). For those correctly classified RLBC, the areas with hot
color were concentrated around the disease lesions, suggesting
an excellent feature extraction by the model (Figures 4.1–4.4).
However, it was observed that in most of the misclassified
RLBC samples, the hot loci were not well overlapped with the
disease lesions, suggesting the model didn’t extract important
lesion features for decision-making, interfered either by other leaf
damages (Figures 4.5,4.6) or field background (Figures 4.7,4.8).
The existence of RLBC that directly led to the test results
of the three methods of experiment 3 was not significantly

different. Unlike RLBC, for all RSBL images, regardless of
whether correctly classified or misclassified, the classification
areas were mainly concentrated on the disease lesion area
(Figures 4.9–4.16). It can be seen that compared with the typical
symptoms of RSBL, in most of the misclassified samples, lesions
were relatively small, had gray center areas, and were surrounded
by brown halos, which was, to a certain degree, similar to the
atypical RLBC, except for the subtle difference in lesion shapes
(Figures 4.15,4.16). This may be one of the reasons why more
rice sheath blight images were identified as RLBC than RBS.

DISCUSSION AND CONCLUSION

In this study, we explored some specific problems encountered in
dataset configuration for automatic recognition of rice diseases.
The results from this study demonstrated that whether a
combined class or several separated classes should be used
depend on the similarity of these classes. For example, our results
from experiment 1 demonstrated that using a combined class

FIGURE 4 | Heatmaps generated based on the classification by models trained with methods X for some rice leaf blast samples and rice sheath blight samples.
(1–4) The samples of chronic type of rice leaf blast (RLBC) that were correctly recognized as RLBC; (5–8) The samples of RLBC that were mistakenly recognized as
RSB. (9–12) The samples of rice sheath blight (RSB) that were correctly recognized as RSB. (13–16) The samples of RSB that were mistakenly recognized as RLBC.
The red part has the highest contribution to the final prediction results. On the contrary, the purple part has the lowest contribution to the final prediction results of an
image).
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for RLBA and RLBC, two very similar symptoms on rice leaves,
could achieve better recognition performance (higher accuracy
and lower loss) than using two separate classes. A possible
explanation might be that similar lesions sometimes are difficult
to differentiate even for human experts because acute lesions
often gradually develop into chronic lesions in the later stage
(Kumar et al., 1992). This was also supported by the high
misclassification rate between these two classes by method A
using separate classes, but relatively low misclassification rates
between any of these two classes and other class by method A.
Similarly, for RSBL and RSBS in experiment 3, using a combined
class in the training dataset could achieve a better performance
than using two separate classes. A possible explanation is that
using two separate classes of RSBL and RSBS will require the
model to differentiate the similar cloud-shaped lesions on leaves
and on sheaths and therefore will increase the possibility for
the model to make mistakes in recognition of the background
plant parts. However, using a combined class and using separate
classes for RLBC and RNB had no significant impact on the
performance of resulted models in experiment 2 where two
symptoms were on different plant parts. A possible explanation
for this was that with information from areas surrounding
lesions, it is relatively easy for CNN model to differentiate
two different symptoms, and thus, using a combined class or
two separated classes didn’t have any significant impact on the
final recognition as illustrated among methods J, K, and L in
experiment 2 of this study.

The results from this study illustrated that a large number of
images were required for training to achieve a high and repeatable
recognition accuracy. As revealed in experiment 2, method L,
in which the model was trained with half as many images of
RLBC/RNB class as in methods J and K, although gained very
high validation accuracy, performed significantly worse than
methods J and K when tested with unseen images. So, for deep
learning model, how many images are required to achieve best
recognition effect? Is the more the number of images, the better
the result will be? So far, few experts have explored this issue,
and the number of images used in the existing literature varied
from dozens to thousands. Rangarajan et al. (2018) discussed the
influence of different number of images on the accuracy of the
model, but the total number of images was small, and a scientific
validation process has not been established yet. More in-depth
studies are needed to answer this question in the future.

Through this study, we further prove the excellent ability
of CNN in feature extraction. Based on the results of three
experiments, it can be seen that the main features affecting the
decision-making of rice disease classification models came from
the disease lesion area, then from the area of plant organs, and
finally from the image background. This is also consistent with
the logic of human beings when classifying crop diseases. It can
be seen from the heatmaps that for most samples, whether by
correctly classified or by misclassified, the main feature areas
that affect the model decision-making were still concentrated
on the lesion area, and the areas were covered with red or
yellow. The nearby areas of rice organs were also yellow, while
the less important background areas were covered with blue or
purple. The results of experiment 3 showed that when the disease

lesions of RSB were similar, even if they existed on different
organs, there would be confusion between RSBL and RSBS to
some extent, indicating that the main distinguishing features
still came from the lesion. At the same time, the results of
experiment 2 showed that when the symptoms and organs were
different, the model could extract more favorable information
except the features of disease lesions, and that is why it can
well distinguish the two classes when separately training RLBC
and RNB. Does this mean that the image background is not
important? Studies have shown that although the targets on the
simple indoor background image and the complex field image
were the same, the models trained by the two image sets could
not be universal (Ferentinos, 2018). From the heatmaps of RLBC
images misclassified as RSBL, it can be seen that although the
error rate was low, the main factor causing the wrong model
decision was the feature extraction of the field background. This
also showed that the recognition of the background played an
auxiliary role for the model. Therefore, it is very important to
collect disease images under different conditions to improve the
generalization ability of the models.

The results of three experiments showed that if the data
configuration scheme was correct, the overall accuracy could
be effectively improved. In experiment 1, combining the two
similar leaf symptoms of rice and training, the validation
accuracy was improved from 0.9831 to 0.9928, and the test
accuracy was improved from 0.9573 to 0.9767, which was
statistically significant at the confidence level of 0.05. Similarly,
in experiment 3, the average accuracy of two symptoms of
rice sheath blight was improved to 0.9700 from 0.9250 by
using a combined class for similar symptoms on different
plant parts. However, the results of experiment 2 revealed
that for disparate symptoms on different plant parts, training
with one combined class or two separate classes makes no
difference, and the amount of data is a key factor affecting
the overall accuracy. The average test accuracy of method L
with a smaller data set was significantly lower (at a confidence
level of 0.05) than that of the other two methods with
larger datasets.

This study proposed a database configuration scheme among
different symptoms of the same rice disease. Similar problems
are often encountered in the diagnosis of other crop diseases
(Barbedo, 2016). If our goal is to achieve a high overall
classification accuracy, the findings from this study provide a
reference. However, if the purpose is to differentiate multiple
similar disease symptoms on different plant parts or at different
stages, even if the symptoms are similar, they should be
separately trained. Hopefully, the findings from this study
can inspire researchers to put more efforts in automatic crop
disease identification and think about the problems of disease
identification from more different perspectives.
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It is imminent to develop intelligent harvesting robots to alleviate the burden

of rising costs of manual picking. A key problem in robotic harvesting is how

to recognize tree parts efficiently without losing accuracy, thus helping the

robots plan collision-free paths. This study introduces a real-time tree-part

segmentation network by improving fully convolutional network with channel

and spatial attention. A lightweight backbone is first deployed to extract

low-level and high-level features. These features may contain redundant

information in their channel and spatial dimensions, so a channel and spatial

attention module is proposed to enhance informative channels and spatial

locations. On this basis, a feature aggregation module is investigated to

fuse the low-level details and high-level semantics to improve segmentation

accuracy. A tree-part dataset with 891 RGB images is collected, and each

image is manually annotated in a per-pixel fashion. Experiment results show

that when using MobileNetV3-Large as the backbone, the proposed network

obtained an intersection-over-union (IoU) value of 63.33 and 66.25% for

the branches and fruits, respectively, and required only 2.36 billion floating

point operations per second (FLOPs); when using MobileNetV3-Small as the

backbone, the network achieved an IoU value of 60.62 and 61.05% for the

branches and fruits, respectively, at a speed of 1.18 billion FLOPs. Such results

demonstrate that the proposed network can segment the tree-parts efficiently

without loss of accuracy, and thus can be applied to the harvesting robots to

plan collision-free paths.

KEYWORDS

tree-part segmentation, MobileNetV3, attention mechanism, neural network,
harvesting robot
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Introduction

Fruit harvesting is time-sensitive and labor-intensive,
making manual picking expensive. In order to reduce the cost
burden of manual picking, it is of great significance to develop
intelligent harvesting robots. In structured environments, fruit
trees are often planted in a V shape (Chen et al., 2021) or plane
shape (Zhang et al., 2018), and fruit detection and localization
are key problems facing the robots, which have been well-
addressed. However, in unstructured environments, the fruit
trees have complex three-dimensional structures, and therefore
a major problem facing the robots is how to recognize tree parts
(including fruits, branches, and backgrounds) for the robots to
plan collision-free paths (Lin et al., 2021a). Due to the complex
shape and uneven thickness of the branches, the tree parts are
difficult to identify (Barth et al., 2018; Lin et al., 2021b). Guava
is a fruit widely grown in Guangdong Province, China. In this
study, a real-time and accurate guava tree-part segmentation
method is investigated to enable the guava-harvesting robots to
work in unstructured environments.

Tree-part segmentation can be accomplished by traditional
image analysis methods, requiring manual design of classifiers
via feature engineering (Amatya et al., 2016; Ji et al., 2016).
Such methods are usually limited to specific environments and
fruit trees. Currently state-of-the-art tree-part segmentation
are dominated by fully convolutional networks (FCN). Our
previous study used a VGG16-based FCN to segment guava
branches with an intersection-over-union (IoU) of 47.3% and an
average running time of 0.165 s (Lin et al., 2019). Furthermore,
we employed Mask R-CNN to detect and segment guava
branches simultaneously, and obtained 51.8% F1 score at a
speed of 0.159 s per image (Lin et al., 2021b). Unfortunately,
slender branches were found difficult to recognize. Li et al.
deployed DeepLabV3 with Xception65 as the backbone to
recognize litchi branches and fruits, and accomplished a mean
IoU (mIoU) of 78.46% at a speed of 0.6 s (Li et al., 2020).
Majeed et al. (2020) used a VGG16-based SegNet to segment
tree trunk, branch and trellis wire, and achieved a boundary-
F1 score of 0.93, 0.89, and 0.91, respectively. Zhang et al.
employed DeepLabV3+ with a lightweight backbone ResNet18
to identify apple tree trunks and branches. The IoUs for trunks
and branches were 63 and 40%, respectively, and the average
running time was 0.35 s per image (Zhang et al., 2021). Chen
et al. (2021) applied a ResNet50-based DeepLabV3, a ResNet34-
based U-Net and Pix2Pix to segment occluded branches,
respectively, and found that DeepLabV3 outperformed the
other models in terms of mIoU, binary accuracy and boundary
F1 score. Boogaard et al. (2021) segmented cucumber plants
into eight parts by using a point cloud segmentation network
PointNet++ and obtained 95% mIoU. Wan et al. developed
an improved YOLOV4 to detect branch segments, applied
a thresholding segmentation method to remove background,
and used a polynomial fit to reconstruct the branches. The

detection F1 score was 90%, and the running speed was 22.7
frames per second (FPS) (Wan et al., 2022). Because manually
annotating a large empirical dataset is time-consuming and
costly, Barth et al. trained DeepLabV2 with VGG16 as the
backbone on a large synthetic dataset and then fine-tuned
DeepLabV2 on a small empirical dataset. The final network
categorized pepper plants into seven different parts with a
mIoU of 40% (Barth et al., 2019). Furthermore, Barth et al.
(2020) deployed a cycle generative adversarial network to
generate realistic synthetic images to train DeepLabV2 and
obtained 52% mIoU. Although the approaches mentioned above
produce encouraging results, they are typically computationally
inefficient since they employ very deep backbones to encode
both low-level and high-level features. How to strike a balance
between real-time performance and accuracy is a key problem
that needs to be solved.

Recently, some efforts have been made to develop real-
time segmentation networks. These efforts can be roughly
divided into two categories. The first category uses existing
lightweight backbones to reduce computation. Howard et al.
(2019) developed a shallow segmentation head and appended it
to the top of MobileNetV3, and achieved a mIoU of 72% with
only 1.98 million multiply-accumulate operations on Cityscapes
dataset. Hu et al. proposed a fast spatial attention module
to enhance the features encoded by ResNet34, used a simple
decoder to merge the features, and achieved 75.5 mIoU at 58
FPS on the Cityscapes dataset (Hu P. et al., 2020). Another
category uses customized lightweight backbones to speed up
the network inference. Yu et al. proposed a novel network
termed BiSeNetV2, which uses a semantic branch with narrow
channels and deep layers to generate high-level semantics,
applies a detail branch with wide channels and shallow layers to
obtain low-level details, and combines these features to predict
a segment map. It achieves 72.6% mIoU on the Cityscapes
dataset with a speed of 156 PFS (Yu et al., 2021). Gao
(2021) proposed a fast backbone that consists of many dilated
block structures and used a shallow decoder to output the
segmentation. The network achieves 78.3 mIoU at 30FPS on the
Cityscapes dataset. Overall, the first category is more attractive,
because it utilizes exiting backbones to extract semantic features
and hence allows us to focus on more important modules
such as decoder.

The objective of this study is to develop a real-time and
accurate tree-part segmentation network so that the robots can
avoid the obstacles during harvesting. Specifically, a state-of-
the-art lightweight backbone is deployed to capture the low-
level and high-level features. And then, an attention module
is proposed to enhance informative channels and locations
in the above features. Subsequently, these features are fused
together by a feature aggregation module. The final feature
is processed by a segmentation head to output a segment
map. A comprehensive experiment is performed to evaluate the
proposed tree-part segmentation network.
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The contribution of the study is listed as follows:

(1) A tree-part dataset containing 891 RGB images is
provided, where each image is annotated on a per-
pixel level manually.

(2) A real-time tree-part segmentation is proposed by
improving an FCN with channel and spatial attention.

(3) The developed network achieves impressive results.
Specifically, when using MobileNetV3-Large as the
backbone, the network achieves an IoU of 63.33, 66.25,
and 93.12% for the branches, fruits and background,
respectively, at a speed of 36 FPS.

Materials and methods

In this section, the data used for this research, including
data acquisition, split and annotation, is presented in section 2.1.
The developed tree-part segmentation network is introduced in
section 2.2. Section 2.3 explains the evaluation criteria used to
measure the performance of the developed network.

Data

Data acquisition
The data acquisition site is located in a commercial guava

orchard on Haiou Island, Guangzhou, China. The guava species
is carmine. There is 3.1 m between two neighboring rows and
2.5 m between two neighboring trees in each row. A low-cost
depth camera RealSense D435i is used to capture images, which
can simultaneously generate RGB and depth images. This study
only uses RGB images, which have a resolution of 480 pixels
by 640 pixels. The images were taken on September 24, 2021
between 12:00 and 16:00, just in time for the guava harvest. The
day was sunny with a temperature range of 30–34◦C. During

image acquisition, the camera was held by hand and moved
along the path between two rows. The distance between camera
and guava tree was about 0.6 m. A total of 41,787 images were
acquired. Because adjacent images look similar and may have
little effect on network training, a subset of the images were
sampled uniformly which comprises 891 images. Figure 1A
shows a captured image.

Data split
These 891 RGB images were divided into a test and training

set. The test set contains the first 30% of the images, and the
training set contains the last 70% of the images. This partitioning
approach keeps the data sets independent and therefore better
examines the generalization performance of the network.

Data annotation
Because branches and fruits will prevent the robots from

getting close to the targets, they should be annotated to enable
the network to recognize them. Each pixel on the images in
the training and test sets was annotated as a branch, fruit, or
background class using the open-source annotation program
LabelMe (Russell et al., 2008). A visual example is shown in
Figure 1B. It is worth noting that per-pixel label annotation
is very time-consuming, and we spent almost 2 months to
accomplish the annotation task.

Tree-part segmentation network

This section illustrates the proposed tree-part segmentation
network in detail. An efficient network backbone for capturing
low-level and high-level features is introduced in Section 2.2.1.
The proposed channel and spatial attention module for boosting
meaningful features is elaborated in Section 2.2.2. Section
2.2.3 describes the multi-level feature aggregation module for

FIGURE 1

Image example. (A) A guava tree. (B) Different parts of the guava tree, where the red, green, and black regions represent the fruit, branch, and
background, respectively.

Frontiers in Plant Science 03 frontiersin.org

159

https://doi.org/10.3389/fpls.2022.991487
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/


fpls-13-991487 September 7, 2022 Time: 21:33 # 4

Lin et al. 10.3389/fpls.2022.991487

fusing low-level details and high-level semantics. Section 2.2.4
introduces the segmentation head, and Section 2.2.5 presents the
network architecture.

Backbone
To realize real-time segmentation and thus enable the

harvesting robots to work efficiently, an efficient neural network
MobileNetV3 (Howard et al., 2019) is employed as the
segmentation network backbone. MobileNetV3 builds on the
latest techniques such as depth-wise separable convolution,
inverted bottleneck (Sandler et al., 2018) and squeeze-excitation
network (Hu J. et al., 2020), and has been widely deployed in
mobile applications. There are many layers outputting feature
maps of the same resolution, and these layers are considered
to be at the same stage. MobileNetV3 has five stages. Let {C2,
C3, C4, C5} denote the outputs of the last layer of stage 2,
stage 3, stage 4, and stage 5. Typically, the output of shallow
stage such as C2 contains low-level information but with limited
semantics, while that of deep stage such as C5 contains high-
level semantics but with low resolution. These low-level details
and high-level semantics can be combined to achieve high
accuracy segmentation (Yu et al., 2021). Therefore, they are
utilized in this study.

Because MobileNetV3 is primitively designed to output
1,000 classes for ImageNet (Russakovsky et al., 2015), the last
few layers have many channels, which may be redundant for
our task. In this study, the last layer in stage 5 is directly
excluded. We discover that this modification can improve the
segmentation accuracy and speed. Additionally, it is a common
practice to place atrous convolution in the last few stages of the
backbone to generate dense feature maps, which can effectively
increase the segmentation accuracy (Chen et al., 2018; Howard
et al., 2019). However, when we developed the network model
in this paper, we found that the atrous convolution harmed
the performance of our network. Hence, we do not use it
in the backbone.

Global context information can reduce the probability
of misclassification. Pyramid pooling module (PPM) (Zhao
et al., 2016) is a practical technique to generate global context
information, which uses four different scales of global average
pooling layers to enlarge the network receptive fields, up-
samples the resulting feature maps so that they have the same
size as the original feature map by bilinear interpolation, and
then concatenates them as the final global context information.
PPM is attached at the top of MobileNetV3.

Channel and spatial attention module
Formally, {C2, C3, C4, C5} encode different levels of

channel and spatial information. Not every channel offers useful
information. Channel attention mechanism (Roy et al., 2018;
Woo, 2018; Hu J. et al., 2020) can be used to recalibrate
these feature maps to focus on useful channels, thereby
increasing the representation power. Note that the squeeze and

excitation attention block of MobileNetV3 serves to refine some
intermediate layers, whereas the channel attention mechanism
here only serves to refine the output of the last layer of
each stage. Besides, the pixel-wise spatial information is more
important for semantic segmentation. Therefore, the feature
maps can be further recalibrated along space using spatial
attention mechanism, making them more informative spatially
(Roy et al., 2018; Woo, 2018). To this effect, a channel and
spatial attention module (CSAM) is proposed, which consists
of a channel attention module and a spatial attention module.
CSAM is detailed as follows.

The channel attention module is developed by the
inspiration of Howard et al. (2019) to strengthen useful channels
and weaken useless channels. Let X ∈ RH × W × C denote a
feature map, where H and W are the spatial height and width,
and C is the number of channels. A global average pooling layer
is first performed on X, resulting a vector u ∈ RC with its kth

element:

uk =
1

H × W

H∑
h = 1

W∑
w = 1

u(h,w, k) (1)

Vector u is then used to generate a gate vector g by employing a
gating mechanism:

g = σ(W1u) (2)

where σ refers to the sigmoid function, W1 ∈ R
C
r × C is a

learnable tensor, and r is a reduction ratio using for limiting
model complexity. Gate vector g measures the usefulness of the
channels, which is used to recalibrate X:

Xc = g
⊗

δ(W2∗X) (3)

where
⊗

denotes the channel-wise multiplication, δ is the ReLu
function, ∗ refers to convolution, W2 ∈ R1 × 1 × C × C

r denotes
the filter kernel, and Xc ∈ RH × W × C

r is the projection of X.
Equation 3 not only depicts the interdependencies between the
channels of X, but also highlights the useful channels while
downplaying the useless ones.

In order to fully exploit the spatial information of the
feature map, the spatial attention module developed by Roy
et al. (2018) is deployed. Specifically, a gate map G ∈ RH × W

is first generated via squeezing the feature map along its channel
dimension and employing a sigmoid function:

G = σ(W3∗Xc) (4)

where W3 ∈ R1 × 1 × C
r × 1 is the filter kernel. Then gate map G

is used to rescale the feature map:

Xs = G
⊗

Xc (5)

where
⊗

denotes the element-wise multiplication. Equation 5
makes the network focus on important spatial locations and
ignore useless ones.

The architecture of CSAM is illustrated in Figure 2. CSAM
is appended on C2, C3, C4 and the output of PPM, and

Frontiers in Plant Science 04 frontiersin.org

160

https://doi.org/10.3389/fpls.2022.991487
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org/


fpls-13-991487 September 7, 2022 Time: 21:33 # 5

Lin et al. 10.3389/fpls.2022.991487

FIGURE 2

Design details of CSAM. Note that Conv is convolutional operation, and BN is batch normalization; 1 × 1 represents the kernel size, H ×W × C
and H ×W × C/r denote the tensor shape (height, width, and depth); the first

⊗
refers to channel-wise multiplication, and the second

⊗
is

element-wise multiplication.

the corresponding reduction ratios are set to {1, 1, 2, 4} for
MobileNetV3-Large and {1, 1, 1, 2} for MobileNetV3-Small.
The resulting feature maps are denoted as {G2, G3, G4, G5}.
It is worth noting that CASM is attached to PPM and not C5

simply because PPM itself contains C5. The work (Roy et al.,
2018) also proposes a similar attention module. CSAM differs in
introducing a reduction ratio to reduce the module complexity,
and information goes through the two modules in an orderly
manner, which progressively filters out useless information.

Let us consider an input feature map of C channels.
The channel attention module introduces 2C2

r new weights,
while the spatial attention module introduces C

r weights. So,
a CASM brings a total of 2C2

+ C
r parameters. Because the

feature maps of MobileNetV3 have relatively few channels, these
extra parameters only add a small amount of computation
to the backbone.

Feature aggregation module
Typically, thin branches are harder to segment than thick

branches, because detailed information is easily lost when the
output stride is increased. This problem can be alleviated by
fusing feature maps from different layers, such as {G2, G3, G4,
G5}. A simple variant of feature pyramid network (FPN) (Lin
et al., 2016) is used to gradually up-samples and merges the
feature maps from deepest feature maps to shallow ones. As
shown in Figure 3, our FPN variant first appends a 1 × 1
convolutional layer on the coarsest feature map G5 to reduce
its channel dimension, up-samples G5 by a factor of 2, and
then merges G5 with its corresponding bottom-up map G4

by element-wise addition. This process is repeated until the
finest feature map is generated. A 3 × 3 convolutional layer
is appended on each merged feature map to generate the final
feature map with a fixed output dimension of 48. Here, batch
normalization and ReLu are adopted after each convolution,

which are omitted for simplifying notations. On this basis, these
feature maps are concatenated. Because lower-level feature maps
may have large values than higher-level ones, which probably
destabilizes network training, the concatenated features should
be normalized carefully. To this effect, a L2 normalization layer
(Liu et al., 2015) is performed on the concatenated features.
Specifically, let X = (x1, ..., xC) be the concatenated features,
and C is the number of channels. X is normalized with the
following equation:

xc = γc
xc
||xc||2

(6)

where ||·||2 means the L2 norm; c = 1, . . ., C; and γc is a learnable
scaling parameter, which can avoid the resulting features being
too small and hence promotes network learning. In experiments,
the initial value of γc is set to 1. Subsequently, a CSAM with
reduction ratio of K is attached after the L2 normalization
layer to further refine the feature map, where K refers to the
number of feature maps fused. Figure 3 shows the architecture
of the proposed FAM.

Segmentation head
The segmentation head is used to output a segment map of

the same size as the input RGB image, which is N-channeled
with N being the number of classes. In this study, N equals
to 3. Figure 4 shows the segmentation head, which consists
of a 3 × 3 convolution layer, a batch normalization layer, a
ReLU activation, a 1 × 1 convolution layer and an up-sampling
operation via bilinear interpolation.

Network architecture
The overall architecture is shown in Figure 5. MobileNetV3

forms the backbone network with PPM attached on the top to
capture global contextual information. Feature maps from the
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FIGURE 3

Design details of FAM. Note that up refers to up-sampling by
bilinear interpolation.

last layers of stage 2, stage 3, stage 4, and PPM are refined by
CSAM and then used as input to FAM to produce a feature
map containing low-level details and high-level semantics. The
output of FAM is processed by the segmentation head to make
the final semantic segmentation.

The tree-part segmentation network is trained in an end-
to-end manner to minimize a cross-entropy loss defined on
the output of the segmentation head. To stabilize network
training, an auxiliary segmentation head is inserted after the
output of stage 3, and an auxiliary cross-entropy loss with
weight 0.4 is added to the final loss (Zhao et al., 2016), as
shown in Figure 5. This auxiliary segmentation head is only
used in the training phase and removed in the inference phase.
Furthermore, a L2 regularization with weight 5e−4 on the
parameters of the network except the backbone are added to
the final loss to alleviate network over-fitting. Note that because
this study uses a pre-trained MobileNetV3 on ImageNet as
the backbone, we do not place the L2 regularization on the
parameters of the backbone.

Segmentation evaluation

To evaluate the accuracy performance of the tree-part
segmentation network, three commonly used metrics are used:

IoU, mIoU, and pixel accuracy (PA). For the sake of explanation,
let N denotes the total number of classes, and pij denote the
number of pixels that belong to class i but are predicted to be
class j. Obviously, pii, pij and pji represent the number of true
positives, false negatives, and false positives, respectively. IoU is
the ratio between the intersection and union of the ground true
and predicted segmentation, and can be calculated by dividing
true positives by the sum of false positives, false negatives and
true positives. For class i, its IoU is computed as follows:

IoU i =
pii∑N−1

j = 0 pij +
∑N−1

j = 0 pji − pii
(7)

mIoU is an improved IoU which computes the IoU value for
each class and then averages them:

mIoU =
1
N

N−1∑
i = 0

pii∑N−1
j = 0 pij +

∑N−1
j = 0 pji − pii

(8)

PA measures the network recall ability. It calculates a ratio
between the amount of true positives and the total number of
pixels:

PA =
∑N−1

i = 0 pii∑N−1
i = 0

∑N−1
j = 0 pij

(9)

To measure the real-time performance of the developed
network, three metrics are utilized: floating point operations
per second (FLOPs), FPS, and number of parameters. Note that
FPS is determined by counting how much RGB images can be
processed per second in the inference phase.

Experimental setup

Implementation details

The developed network is programmed in Pytorch and runs
on a computer with Windows 10 system, 32 GB RAM, Intel
i9-11900K CPU, and NVIDIA GeForce RTX 3080 GPU. The
backbone is pre-trained on ImageNet, and other parameters are
initialized using the default initialization method in Pytorch.
Standard Adam is used to minimize the loss function, and
“cosine” learning scheduler (Loshchilov and Hutter, 2016) is

FIGURE 4

Illustration of the segmentation head. Note that S is the scale ratio of up-sampling, and N is the number of classes.
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FIGURE 5

Overview of the tree-part segmentation network, where
three-dimensional blocks represent feature maps and
two-dimensional blocks refer to convolutional modules.

used to adjust learning rate, where initial learning rate is set
to 1e−4. The network is trained on the train set, and 150
training epochs are used with a mini-batch size of 12. To
avoid network over-fitting, the following data augmentation
methods are implemented during training: horizontal flipping,
vertical flipping, random rotation within the range of [−45◦,
45◦], random scale within the rage of [0.8, 1.2], and randomly
changing the hue, saturation and value of the input image.

Ablation study

This section performs the ablation study to validate the
effectiveness of each module in our network. In the following
experiments, MobileNetV3-Large is used as the backbone, and
the segmentation models are trained on our training set and

evaluated on our test set. The ablation study is detailed as
follows:

(1) Ablation for backbone. Placing atrous convolution in
the last stage of the backbone can preserve the details,
which has been widely utilized in semantic segmentation
(Chen et al., 2018; Howard et al., 2019). However,
it is unclear whether atrous convolution can improve
the segmentation accuracy of our network. In addition,
whether removing the last layer of stage 5 of the backbone
network will improve efficiency and accuracy. Experiments
are conducted to answer these questions.

(2) Ablation for feature aggregation. High-level features
contain semantic information but with limited details,
while low-level features contain detailed information but
with limited semantics. Fusing these features can improve
segmentation accuracy. However, it is unclear which low-
level and high-level features should be fused. We re-
implement the network with different combinations of
the low-level and high-level features, and find the best
combination through experiments.

(3) Ablation for auxiliary segmentation head. Auxiliary
segmentation head has been widely used in semantic
segmentation (Zhao et al., 2016; Yu et al., 2021). We insert
the auxiliary segmentation head to different stages of the
backbone in the training phase and reveal which position
is most important.

Comparison with existing methods

To evaluate the accuracy and real-time performance of the
developed network, a comparison experiment is performed.
MobileNetV3-Large and MobileNetV3-Small are used as the
backbone of our network. Four state-of-the-art networks
are used for comparisons: DeepLabV3 (Chen et al., 2017),
DeepLabV3+ (Chen et al., 2018), LR-ASPP (Howard et al.,
2019), and FANet (Hu P. et al., 2020). For the sake of

TABLE 1 Ablations on the backbone and feature aggregation module.

Row AC R NF IoU (%) mIoU (%) PA (%) FPS #Params FLOPs

Branch Fruit Background

1 X x 4 63.37 66.67 93.05 74.03 93.76 32.84 6.9M 3.48B

2 X X 4 62.51 67.05 93.18 74.25 93.87 33.85 5.7M 3.08B

3 x x 4 63.40 66.03 93.26 74.23 93.95 33.80 6.9M 2.44B

4 x X 4 63.33 66.25 93.12 74.23 93.84 36.00 5.7M 2.36B

5 x X 3 58.72 63.14 92.20 71.35 92.96 34.67 5.7M 1.66B

6 x X 2 49.74 61.16 90.72 67.21 91.49 34.36 5.7M 1.46B

AC, Apply atrous convolution in the last block of the backbone; R, Remove the last layer in stage 5 of the backbone; NF, Number of feature maps fused in FAM. When NF = 4, {G2 , G3 ,
G4 , G5} are fused. When NF = 3, {G3 , G4 , G5} are fused. When NF = 2, {G4 , G5} are fused. M and B represent million and billion, respectively.
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TABLE 2 Ablations on the auxiliary segmentation head, which is
inserted after the output of different stages in the backbone.

Stage IoU (%) mIoU (%) PA (%)

Branch Fruit Background

2 62.45 65.32 92.95 73.58 93.68

3 63.33 66.25 93.12 74.23 93.84

4 64.04 61.96 93.33 73.11 94.02

5 63.07 61.98 93.23 72.76 93.92

comparison, DeepLabV3, DeepLabV3+ and LR-ASPP use
MobileNetV3-Large as the backbone, and apply the atrous
convolution to the last block of MobileNetV3-Large to generate
denser feature maps. FANet uses ResNet18 as the backbone
as suggested by Hu P. et al. (2020). All of the comparison
networks are implemented in Pytorch and trained according
to the strategy described in section 3.1. Our network and
the comparison networks are evaluated on the test set, and
quantitative results including IoU, mIoU, PA, FPS, and FLOPs
are reported and discussed.

Results and discussion

Ablation study

Table 1 lists the results of different configurations of the
backbone. As shown in the table, we observed that (1) when
not employing the atrous convolution in the last block of the
backbone to extract dense features, the mIoU and PA slightly
improved by 0.20 and 0.19%, respectively, while being faster
(row 1 vs. row 3), (2) removing the last layer in stage 5 of
the backbone did not decrease the IoU and PA while being
slightly faster (row 1 vs. row2, row 3 vs. row 4), and (3) when
not employing the atrous convolution and removing the last
layer in stage 5, the network obtained similar accuracies while
being significant faster than its variants (row 4 vs. row 1, 2,
and 3). These results indicate that the atrous convolution was
not necessary for our task, and the MobileNetV3 backbone
contained redundant layers which should be excluded.

Aggregating different levels of features has varying effects
on the network performance, as shown in Table 1. Fusing {G2,
G3, G4, G5} performed better than fusing {G3, G4, G5} and
{G4, G5} by 2.88 and 7.02%, respectively, in terms of mIoU,
and only required a few more computation. This illustrates that
the network performance could benefit from fusing as many
features as possible. In this study, we fused {G2, G3, G4, G5} to
improve the network accuracy.

Table 2 shows the effect of different positions to place
the auxiliary segmentation head. As can be seen, inserting
the auxiliary segmentation head into the output of stage 3
outperformed that of stage 2, stage 4 and stage 5 by 0.65,
1.12, and 1.47%, respectively, in terms of mIoU, and slightly
underperformed that of stage 4 and stage 5 by 0.17 and 0.08%,
respectively, in terms of PA. Therefore, we chose to attach the
auxiliary segmentation head to the output of stage 3.

Comparison with existing methods

Table 3 lists the accuracy and real-time performance of
the proposed network and comparison methods. Overall,
our network with MobileNetV3-Large as the backbone
outperformed LR-ASPP, DeepLabV3, DeepLabV3+, and
FANet in terms of the accuracy metrics, which validated the
effectiveness of the proposed modules. Furthermore, our
network performed faster than DeepLabV3, DeepLabV3+
and FANet in terms of FLOPs, likely because DeepLabV3 and
DeepLabV3+ applied a very time-consuming atrous spatial
pyramid pooling module to encode context information,
and FANet used a relatively large backbone. Surprisingly,
there was little difference in FPS between our network and
the comparison networks, probably because the depth-wise
convolution in MobileNets and the multi-branch design in
ResNet increased the memory access cost, affecting the inference
speed (Ding et al., 2021). Conclusively, the proposed network
with MobileNetV3-Large as the backbone was more accurate
than the comparison methods while being fast.

Additionally, our network with MobileNetV3-Small as the
backbone had slightly lower accuracy than DeepLabV3+,
but higher accuracy than LR-ASPP, DeepLabV3, and
FANet. Moreover, this network achieved the best real-time
performance. In other words, when MobileNetV3-Small was

TABLE 3 Accuracy and real-time performance of the proposed network and comparison methods on test set.

Methods Backbone IoU (%) mIoU (%) PA (%) FPS #Params FLOPs

Branch Fruit Background
Ours MobileNetV3-Large 63.33 66.25 93.12 74.23 93.84 36.00 5.7M 2.36B

Ours MobileNetV3-Small 60.62 61.05 92.82 71.50 93.52 37.91 2.7M 1.18B

LR-ASPP MobileNetV3-Large 60.05 58.60 92.85 70.50 93.52 36.67 5.7M 2.37B

DeepLabV3 MobileNetV3-Large 56.34 58.82 92.14 69.11 92.85 35.78 13.5M 11.58B

DeepLabV3+ MobileNetV3-Large 62.59 61.05 93.36 72.33 94.00 31.52 14.2M 35.73B

FANet ResNet18 54.71 57.57 92.25 68.17 92.97 36.65 13.8M 6.93B
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FIGURE 6

Visual examples illustrating results of our network and comparison networks. (A) RGB image. (B) Ground truth. (C) Ours (MobileNetV3-Large).
(D) LR-ASPP. (E) DeepLabV3. (F) DeepLabV3+. (G) FANet.

used as the backbone, the proposed network was the fastest
among the comparison networks, but somewhat less accurate.

Our network achieved a large IoU value for the background,
probably because the background dominated the images,
making the network pay more attention to the background.
This problem can be alleviated by reshaping the loss function
by down-weighting the background and up-weighting other

objects (Ronneberger et al., 2015). Besides, the IoU value of the
branch class was lower than that of the fruit class. A possible
reason was that some branches were very thin and hence their
detailed information was easy to be lost, making them hard
to segment. Although we have fused multi-layer features to
solve such a problem, MobileNetV3 was too lightweight to
provide enough features. Future work will consider adding
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a detail branch (Yu et al., 2021) to the backbone to extract
detailed information.

Some qualitative results were shown in Figure 6. Visually,
our network was more accurate in tree-part segmentation.
Specifically, the developed network could capture the details
of most thin branches, whereas the comparison networks
struggled to segment the thin branches, as shown in the yellow
boxes in columns 1–3 of Figure 6. Besides, our network
outperformed the comparison networks in the recognition
ability of fruits, as shown in the while boxes in column
4 of Figure 6. The results validate the effectiveness of the
developed attention module and feature aggregation module.
Although most of the branches were identified, some thin
branches seemed to be difficult to identify. In robotic harvesting,
the thin branches might clog the end effector, causing shear
failure. Therefore, future work will focus on improving the
segmentation accuracy of thin branches. A relevant video can be
found at: https://www.bilibili.com/video/BV1nS4y147wa/?vd_
source=d082953b9cfe065d2d003486f259e84f.

Conclusion

This study aimed to develop a tree-part segmentation
network that can segment fruits and branches efficiently and
accurately for harvesting robots to avoid obstacles. Experimental
results validated that the proposed network can accomplish the
research objective. Some specific conclusions drawn from the
study were given as follows:

(1) A tree-part dataset was collected. The dataset consists of
891 RGB images captured in the fields. Each image is
manually annotated in a per-pixel fashion, which took us
almost 2 months to label. To the best of our knowledge, this
is the first tree-part dataset used to help harvesting robots
avoid obstacles.

(2) A tree-part segmentation network was developed, which
consists of four components: a lightweight backbone,
CASM, FAM, and segmentation head. Here, CASM was
used to enhance informative channels and locations
in the feature maps, and FAM was designed to fuse
multi-layer feature maps to improve the segmentation
accuracy. Experiments on the test set shows that when
using MobileNetV3-Large as the backbone, the network
achieved an IoU of 63.33, 66.25, and 93.12% for the
branches, fruits and background, respectively, at a speed
of 2.36 billion FLOPs. These performance values validates
that the network could segment tree parts efficiently and
quite accurately. However, the IoU value of the branch
class was the lowest, probably because the max-pooling
operations in the backbone lost the detailed information
of the thin branches, thus making the thin branches
difficult to segment.

The proposed network could be transferred to segment
other fruits by fine-tuning on new datasets. Future research
will add two more classes (soft branch and hard branch) to
the current dataset to allow harvesting robots to push away
soft branches and avoid hard ones for better fruit picking.
Furthermore, future work will attempt to add a detailed path in
the backbone to preserve the detailed information of the input
image, thus improving the accuracy.
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In wheat breeding, spike number is a key indicator for evaluating wheat yield,

and the timely and accurate acquisition of wheat spike number is of great

practical significance for yield prediction. In actual production; the method

of using an artificial field survey to count wheat spikes is time-consuming

and labor-intensive. Therefore, this paper proposes a method based on

YOLOv5s with an improved attention mechanism, which can accurately detect

the number of small-scale wheat spikes and better solve the problems of

occlusion and cross-overlapping of the wheat spikes. This method introduces

an efficient channel attention module (ECA) in the C3 module of the backbone

structure of the YOLOv5s network model; at the same time, the global

attention mechanism module (GAM) is inserted between the neck structure

and the head structure; the attention mechanism can be more Effectively

extract feature information and suppress useless information. The result

shows that the accuracy of the improved YOLOv5s model reached 71.61%

in the task of wheat spike number, which was 4.95% higher than that of the

standard YOLOv5s model and had higher counting accuracy. The improved

YOLOv5s and YOLOv5m have similar parameters, while RMSE and MEA are

reduced by 7.62 and 6.47, respectively, and the performance is better than

YOLOv5l. Therefore, the improved YOLOv5s method improves its applicability

in complex field environments and provides a technical reference for the

automatic identification of wheat spike numbers and yield estimation. Labeled

images, source code, and trained models are available at: https://github.com/

228384274/improved-yolov5.
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Introduction

Wheat is an important food crop in our country. In 2021,
the planting area of wheat will be 22.911 million hectares, and
the output will be 134 million tons in our country; China
is the largest wheat producer in the world (Sreenivasulu and
Schnurbusch, 2012; Ge et al., 2018; Chen et al., 2021; Wen
et al., 2022). However, the current COVID-19 epidemic is
raging, the domestic and foreign environments are complex
and changeable, abnormal weather and natural disasters are
frequent, and food security is facing severe challenges (Laborde
et al., 2020; FAO, 2021; Ministry of Emergency Management
of the People’s Republic of China, 2022). The spike number is
an important indicator for wheat yield estimation (Zhang et al.,
2007; Gou et al., 2016; Zhou et al., 2021). Therefore, wheat spike
number detection is the key to predicting and evaluating wheat
yield. Timely and accurate acquisition of wheat spike numbers
has always been the focus of wheat breeding and cultivation
research.

In actual production, the acquisition of wheat spikes
mainly includes low-throughput artificial field investigation and
high-throughput remote sensing image processing. Artificial
field surveys have the disadvantages of strong subjectivity,
strong randomness, and lack of uniform standards, which
lead to the shortcomings of time-consuming, labor-intensive,
and low-efficiency researchers. They cannot obtain statistical
results of wheat spikes efficiently and quickly (Kamilaris and
Prenafeta-Boldú, 2018). The high-throughput remote sensing
image processing is based on the feature fusion of different
textures (Ganeva et al., 2022), color features (Grillo et al.,
2017), spectral reflectance, and uses machine learning to
detect targets in wheat spike images to extract the number
of wheat spikes. Zhao et al. (2021) proposed a method
based on an improved YOLOv5, which can accurately detect
the number of wheat spikes in unmanned aerial vehicle
(UAV) images; the average accuracy (AP) of wheat spike
detection in UAV images is 94.1%, which is 10.8% higher
than the standard YOLOv5, and solves the problem of the
wrong detection and missed detection of wheat spikes due to
occlusion conditions. Gong et al. (2021) proposed a method
of wheat-head detection based on a deep neural network
to enhance the speed and accuracy of detection; the mean
average precision of the proposed method is 94.5%, and the
detection speed is 71 FPS. Li et al. (2022) used a deep-learning
algorithm (Faster R-CNN) on red green blue (RGB) images
to explore the possibility of image-based detection of spike
numbers and its application to identify the loci underlying
spike numbers. Xiong et al. (2019) proposed a simple yet
effective contextual extension of TasselNet–TasselNetv2, which
simultaneously addresses two important use cases in plant
counting.

Alkhudaydi et al. (2019a) developed a deep-learning-
based analysis pipeline to segment spike regions from
complicated backgrounds. Zhao et al. (2022) proposed a
deep learning method for oriented and small wheat spike
detection (OSWSDet); the AP is 90.5%. Wang Y. D. et al.
(2021) proposed an improved EfficientDet-D0 object detection
model for wheat ear counting; the counting accuracy of the
improved EfficientDet-D0 model reaches 94%, which is about
2% higher than the original model and focuses on solving
occlusion. Wang et al. (2019) proposed a field-based high-
throughput phenotyping approach using deep learning that can
directly measure morphological and developmental phenotypes
in genetic populations from field-based imaging. David et al.
(2020, 2021) built the Global Wheat Head Detection (GWHD)
dataset and released in 2021 a new version of the GWHD
dataset, which is bigger, more diverse, and less noisy than the
GWHD_2020 version. Yang et al. (2021) proposed an improved
YOLOv4 with a spatial and channel attention model was
proposed that could enhance the feature extraction capabilities
of the network by adding receptive field modules. Fernandez-
Gallego et al. (2018) proposed an automatic algorithm for the
number of wheat spikes to estimate the number of wheat spikes
under field conditions. Lu et al. (2017) developed a smartphone
application software to complete the detection and collection of
wheat diseased spikes, with an accuracy of 96.6%. Pound et al.
(2017) used the deep learning method to calculate the number
of wheat spikes through the images of wheat spikes taken under
greenhouse conditions. Hasan et al. (2018) and Li et al. (2021)
use the R-CNN method to detect, count, and analyze wheat
spikes, which has high recognition accuracy, but the detection
speed is slow and cannot be deployed in real-time detection
equipment. Compared with the above methods, our proposed
method has a faster detection speed while improving accuracy
than the two-stage target detection method. Compared with
other improved YOLO algorithms, we introduce the attention
mechanism into the YOLO model to improve the network’s
ability to extract the target features, rather than relying on
data sets. Compared with the traditional image processing
methods, the deep learning technology can automatically extract
the target features, while the traditional methods mainly
rely on manual design features, and the algorithm has no
generalization. The extraction ability of unknown features is
poor. Therefore, we introduce the attention mechanism into the
YOLO model to ensure accuracy and faster detection speed,
which lays the foundation for future deployment on mobile
devices.

In recent years, with the rapid development of artificial
intelligence, deep learning algorithms have been widely used
in the industrial field. Huang et al. (2021) determined whether
workers meet the standard of wearing helmets by improving the
YOLOv3 algorithm. The final result is that the mAP reaches
93.1%. Huang et al. (2022) used the improved single shot
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multiBox detector (SSD) algorithm to verify the effectiveness
of multi-scale feature fusion for small targets. Sun et al.
(2022) solved the problems of poor image quality, loss of
detail information, and excessive brightness enhancement in
the image enhancement process in a low-light environment by
improving the multi-scale Retinex and ABC algorithms. Bai
et al. (2022) improved the network by combining the target
frame recommendation strategy in the SSD algorithm with the
frame regression algorithm to improve the detection accuracy
of small targets. Weng et al. (2021) proposed an angle network
model to accurately estimate the robot picking angle, which
improves the accuracy and real-time detection. Gao et al. (2019)
applied deep neural networks to hand detection and achieved
good results. The deep learning object detection model has made
remarkable progress in wheat spike image detection (Madec
et al., 2019; He et al., 2020), which is the main technical means
for wheat spike recognition and detection counting, and has
reached top performance in detection accuracy and speed (Zhou
et al., 2018a; Khoroshevsky et al., 2021; Lu et al., 2021; Wang
D. et al., 2021). Single-stage algorithms for object detection
include SSD (Liu et al., 2016) and the YOLO family, which
includes YOLO (Redmon et al., 2016), YOLO9000 (Redmon and
Farhadi, 2017), YOLOv3 (Redmon and Farhadi, 2018), YOLOv4
(Bochkovskiy et al., 2020), and YOLOv5 (Ultralytics, 2021). The
single-stage detection algorithm is also known as the target
detection algorithm based on regression analysis, which regards
the target detection problem as a regression analysis problem
on target location and category information, which can directly
output the detection results through a neural network model.
Considering the cost and observational limitations of satellites,
ground-based remote sensing, and drones according to the
needs of researchers, the use of smartphones has significantly
improved the efficiency of wheat spike surveys. However, in
the detection of wheat spike images, due to the high density of
wheat spike, serious occlusion, and serious cross-overlapping,
detection errors and missed detection of the wheat spike are
caused. At the same time, due to the large morphological
differences between individual wheat spikes and the fact that
the color of the wheat spike is consistent with the background,
the difficulty and accuracy of wheat spike detection are further
increased.

In order to solve the above problems, this paper proposes
an improved YOLOv5s target detection method using an
attention mechanism for the accurate detection of wheat spikes.
This method introduces ECA into the C3 module of the
backbone structure of the YOLOv5s network model; GAM is
inserted between the neck structure and the head structure;
the attention mechanism can more effectively extract feature
information and suppress useless information. This method
improves the applicability of the YOLOv5s method in complex
field environments, which can accurately detect the number
of small-scale wheat spikes and better solve the problem of
occlusion and overlap of a wheat spike.

Materials and methods

Overview of the test site

The experimental site is located in the regional wheat
experiment of the Henan Modern Agriculture Research and
Development Base of the Henan Academy of Agricultural
Sciences. It is located at 35◦0′44′′ north latitude and 113◦41′44′′

east longitude, as shown in Figure 1. The climate type is a warm
temperate continental monsoon climate, with an annual average
temperature of 14.4◦C, annual average rainfall of 549.9 mm, and
annual sunshine hours of 2300–2600 h. The wheat-corn rotation
is the main planting pattern in this area.

The experiment adopted a completely randomized block
design; the sowing date was 9 October 2020, the planting density
was 1.95 million plants/hm2, and there were 501 plots in total.
Each plot was planted with six rows of new winter wheat
varieties, repeated three times, and the plot area was 12 m2. The
management measures of the experimental field are higher than
those of the ordinary field.

Data collection

Global wheat open dataset
The wheat spike image data is a public dataset

provided by the Global Wheat Challenge 2021 International
Conference on Computer Vision 2021.1 The dataset consists
of sample_submission.csv, test.zip, and train.zip, which
each contain 3,655 images; the resolution of each image is
1024× 1024.

Image data collection
The images were collected at 10:00 a.m. on 19 and 20 April

2021. The weather was clear and cloudless. The smartphone
Huawei Honor 20 Pro was used to obtain the wheat heading
stage images. The photographer fixed the smartphone on the
handheld shooting pole, which shot vertically 50 cm above the
wheat canopy. A total of 560 images were taken, and each image
has a resolution of 960× 720. An example of some images at the
heading stage of wheat is shown in Figure 1.

Dataset construction and labeling
According to the number of images, the wheat heading

date image is used as the dataset to construct the wheat spike
number YOLOv5s detection model. The training dataset used in
this paper is from train.zip provided by global wheat challenge
2021, where train.zip contains 3,655 images of wheat spikes and
anchor box files. According to the number of wheat spikes in

1 https://www.aicrowd.com/challenges/global-wheat-challenge-
2021/dataset_files, 6 July 2021, day download.
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FIGURE 1

Geographical location of the study area.

FIGURE 2

Data enhancement.

each image, 500 clear and unobstructed original images of the
wheat heading stage were selected as the test set. According to
the format requirements of the Pascal VOC dataset, labeling is
used to label and generate the dataset XML type annotation file.
Cut the original collected image into 640× 640-pixel images.

Data enhancement
In order to improve the generalization ability of the training

model, we mainly chose mosaic data enhancement, adaptive
anchor box calculation, and adaptive image scaling as data
enhancement methods. The details are as follows:

Mosaic data enhancement

Mosaic data enhancement uses four images and stitches
them together in the form of random scaling, random
clipping, and random arrangement. Each image has its own
corresponding annotation box. After stitching the four images,
a new image is obtained, and the corresponding annotation box
of the image is also obtained. Then the image is transferred to a

neural network for learning, which is equivalent to transferring
four images for learning, making the model recognize the target
in a smaller range. Figure 2 shows the workflow of wheat spikes
enhanced with mosaic data.

Adaptive anchor box calculation

YOLOv5 network model does not only use the anchor box
that has been labeled. Before starting training, it will check
the labeled information in the dataset and calculate the best
recall rate of the labeled information in this dataset for the
default anchor box. When the best recall rate is greater than
or equal to 0.98, there is no need to update the anchor box;
If the optimal recall rate is less than 0.98, the anchor box that
conforms to this data set needs to be recalculated. This function
is embedded in the code in YOLOv5. For each training, the best
anchor box is adaptively calculated according to the name of the
data set. Users can turn off or turn on the image preprocessing
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function according to their own needs. This paper uses this
image preprocessing method before training data.

Adaptive image scaling

Due to the different aspect ratios of most images, the size of
black edges at both ends is different after using the traditional
image scaling method to scale and fill. However, if too much
filling is used, there will be a lot of information redundancy,
affecting the algorithm’s reasoning speed. In order to further
improve the reasoning speed of YOLOv5, this method can
adaptively add the fewest black edges to the scaled image.

Field measurement data collection
Consistent with the acquisition time of the image data, the

measured value of the number of the wheat spikes was collected
by an image-based manual counting method. Based on the
unified wheat spike counting standard, people with relevant
agronomic backgrounds were selected to count, and the average
value was taken as the measured value of the wheat spike
number corresponding to the image.

Network model construction

YOLOv5s network model
YOLOv5 is the latest product of the YOLO series, which is

improved based on YOLOv4, and the running speed has been
greatly improved (Chen and Chen, 2022). The YOLOv5 network
model structure is mainly divided into four versions: YOLOv5s,

YOLOv5m, YOLOv5l, and YOLOv5x. In practical applications,
a model of an appropriate size can be selected according to
different specific scenarios. YOLOv5 is an improved version
based on YOLOv4, which is a one-stage detection network
with excellent accuracy and detection speed. After absorbing
the advantages of the previous version and other networks,
YOLOv5 has changed the previous YOLO target detection
algorithm’s characteristics of fast detection speed but low
accuracy. YOLOv5 has improved the detection accuracy and
real-time performance, meeting the real-time detection needs of
video images, and the structure is also more compact. YOLOv5s
have the least number of parameters, but the accuracy is low.
YOLOv5s have a small depth and width while ensuring high
accuracy. The other three versions continue to deepen and
widen on this basis, especially when enhancing the extraction of
image semantic information. YOLOv5s have the characteristics
of fast running speed and high flexibility and have strong
advantages in the rapid deployment of models. The network
structure is shown in Figure 3. The network consists of four
parts: input, backbone, neck, and head. The size of the input
image at the input end is 640 × 640 × 3, and the images are
preprocessed using strategies such as mosaic data enhancement,
adaptive anchor box calculation, and image scaling. The role
of the backbone network is to extract rich semantic features
from the input image. It includes the Focus module, the Conv
module, the C3 module, and the SPP module. In YOLOv5,
CSPDarknet53 is used as the backbone network of the model.
The neck adopts FPN and PAN to generate feature pyramids,
which are used to enhance the detection of multi-scale objects.

FIGURE 3

Network structure of YOLOv5s algorithm.
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FIGURE 4

Structure of efficient channel attention (ECA) module.

The head is predicted from the features passed from the neck,
and three different scaled feature maps are generated.

Improved YOLOv5s network model
Among the five models of the YOLOv5 network, the

YOLOv5s model has high accuracy, fewer parameters, and
fast detection speed, which can be deployed on hardware
devices. The research on wheat spike detection and counting
is based on the YOLOV5s network model, and the attention
mechanism is added to YOLOV5s to improve the robustness of
the network model.

Attention mechanism

The introduction of an attention mechanism into
convolutional neural networks shows great potential for
improving network performance. In the field of computer
vision, attention mechanisms are widely used in natural
scene segmentation, medical image segmentation, and object
detection. Among them, the most representative is the
Squeeze-and-Excitation (SE) (Hu et al., 2018), followed by
the Convolutional Block Attention Module (CBAM) (Woo
et al., 2018) module. Although the SE module can improve
the network performance, it will increase the complexity and
computational complexity of the model. The CBAM module
ignores the channel-space interaction, which leads to the
loss of cross-dimensional information. Therefore, this paper
selects a more lightweight Efficient Channel Attention (ECA)
(Wang et al., 2020) module and a Global Attention Mechanism
(GAM) (Liu et al., 2021) that can amplify cross-dimensional
interactions. In view of a large number of wheat spikes, dense
distribution, occlusion, and overlap in the wheat spike image,
the direct use of pre-trained YOLOv5x has high prediction
accuracy, but the inference speed of the network is slow, and
the number of parameters of the model is 168 M, which is
difficult to use in hardware devices Deploy on. The reasoning
speed of the YOLOv5s network model is fast, and the number
of parameters is small, but the accuracy of YOLOv5s is low. The
direct use of the YOLOv5s network model to detect and count
wheat spikes is not satisfactory.

Introduce the improved C3 module of the efficient
channel attention module

The ECA module structure is shown in Figure 4. The size
of the input feature map is C × H × W, and then the size of
the feature map is obtained through Global Average Pooling
(GAP). The aggregated features obtained after GAP generate
channel weights through a weight-sharing one-dimensional
convolution. Among them, the one-dimensional convolution
involves the hyperparameter ψ(C), which is the size of the
convolution kernel determined by the mapping of the channel
dimension C. Then, after the obtained feature map is operated,
the output size is 1 × 1 × C, and it is multiplied by the
corresponding channel of the original input feature, and the final
output feature size is C × H ×W. Among them, the calculation
method is shown in the following formula 1:

k = ψ (C) =
∣∣∣∣ log2 (C)

γ
+

b
γ

∣∣∣∣
odd

(1)

C represents the channel dimension, |t|odd represents the
nearest odd number closest to it t, γ is set to 2, and b is set to 1.

In this study, the ECA module was introduced into the
C3 module of the backbone part of the YOLOv5s network
model so as to improve useful features, suppress unimportant
features, and improve the accuracy of network model detection
without additional model parameters. The improved C3 module
is named the ECA-C3 module, and its structure is shown in
Figure 5.

Introduce the YOLOV5s model improved by the global
attention mechanism module

The purpose of the GAM module is to design an attention
mechanism that can reduce information dispersion while
amplifying the interactive features of the global dimension.
Figure 6 shows the whole process of the GAM module. Given
an input feature map, the intermediate states and outputs are
defined as follows:

F2 = Mc (F1)⊗ F1 (2)

F3 = Ms (F2)⊗ F2 (3)
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FIGURE 5

Structure of improved C3 module.

FIGURE 6

Structure of global attention mechanism (GAM) module.

FIGURE 7

Network structure of improved YOLOv5s algorithm.
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Among them, F1 is the input feature map, F2 is the feature
map obtained after channel attention, F3 is the final feature map
after GAM Mc and MS represents the channel attention map and
the spatial attention map, respectively; ⊗ it represents element-
wise multiplication.

The channel attention submodule maintains features in
three dimensions using a three-dimensional arrangement and
then amplifies the spatial dependencies across dimensions
in a two-layer Multi-Layer Perceptron (MLP). In the spatial
attention sub-module, first, two convolution operations with a
kernel size of 7 × 7 are used for spatial information fusion. At
the same time, in order to eliminate the feature loss caused by
pooling, the pooling operation is removed here to maintain the
feature map further.

YOLOv5s network model with
attention mechanism

The improved YOLOv5s network model is shown in
Figure 7. When different from the standard YOLOv5s, the
improved model replaces the C3 module of the backbone part
with the proposed ECA-C3 module so that the network can
effectively extract the target features; GAM is added before the
2D convolution between the neck and head module, and the
added GAM will increase the number of parameters of the
network model, but it can make the network capture important
features like the three-dimensional channel, space width, and
space height. The size of the improved YOLOV5s input image
is 3 × 640 × 640, and the first prediction branch of the head
is used as an example to illustrate. The algorithm structure of
the improved YOLOv5s model is shown in Table 1. Among
them, “from” refers to the input layer corresponding to the layer
module, and−1 refers to the previous layer.

Channel attention modeling
First, a feature map with a size of 256× 80× 80 is obtained

through the C3 module, and a feature map of 80 × 80 × 256
is obtained through dimension transformation; the feature map
is passed through a two-layer MLP, and the channel scaling
rate is set to 4. The dimension of the feature map is reduced
to 80 × 80 × 64, and then the dimension is increased to
80 × 80 × 256; the feature map is restored to the original shape
and size of 256 × 80 × 80 through dimension transformation;
the sigmoid function is used to obtain the size of 256 × 80 × 80
channel attention map; multiplies the original input feature map
F and MC(F1) to get a feature map of size 256× 80× 80.

Spatial attention modeling
First, F1 pass a 7 × 7 convolution, and set the same

channel scaling rate as the channel attention, and the size of
the obtained feature map is 64 × 80 × 80; then go through
a 7 × 7 convolution again to restore the feature map to

TABLE 1 Algorithm structure of improved YOLOv5s.

Number of layers From Parameter
quantity

Module
name

0 −1 3520 Focus

1 −1 18560 Conv

2 −1 18819 ECA-C3

3 −1 73984 Conv

4 −1 115715 ECA-C3

5 −1 295424 Conv

6 −1 625155 ECA-C3

7 −1 1180672 Conv

8 −1 656896 SPP

9 −1 1182723 ECA-C3

10 −1 131584 Conv

11 −1 0 Upsample

12 [−1,6] 0 Concat

13 −1 361984 C3

14 −1 33024 Conv

15 −1 0 Upsample

16 [−1,4] 0 Concat

17 −1 90880 C3

18 −1 147712 Conv

19 [−1,14] 0 Concat

20 −1 296448 C3

21 −1 590336 Conv

22 [−1,10] 0 Concat

23 −1 1182720 C3

24 [17,20,23] 8622262 Detect

256 × 80 × 80. After using the sigmoid function, a spatial
attention map MS(F2) with a size of 256 × 80 × 80 is obtained;
multiply with F1 and MS(F2), an output feature map with a size
of 256× 80× 80 is obtained.

Experimental results and analysis

Experimental equipment and parameter
settings

The experiment is based on the deep learning framework
built by Pytorch1.10 and CUDA11.2, using Linux Ubuntu18.04
LTS operating system, Intel R© Core TMi7-8700 CPU @3.70GHZ
processor, Tesla T4 16G for experiments. The size of the images
for training, verification, and testing in this experiment is
640 × 640 pixels, the input batch size is set to 8, and the
training process is set to 60 epochs. The training process uses the
stochastic gradient descent (SGD) optimizer; the initial learning
rate is 0.01, the momentum factor is 0.937, and the weight decay
rate is 0.0005.

Evaluation index and loss function
YOLOv5s, YOLOv5m, YOLOv5l, YOLOv5x, and improved

YOLOv5s are validated on the validation set randomly divided
into the public data set Global wheat challenge 2021, and
the evaluation indicators Precision, Recall, mAP@0.5, and
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TABLE 2 Test performance comparison of different models.

Methods RMSE MAE Recall mAP@.0.5 Map@.0.5:0.95

YOLOv5s 53.23 41.24 0.887 0.949 0.526

YOLOv5m 51.56 40.83 0.894 0.949 0.522

YOLOv5l 49.71 38.87 0.888 0.947 0.525

YOLOv5x 44.51 33.62 0.913 0.950 0.541

Improved YOLOv5s 43.94 34.36 0.911 0.951 0.545

Faster R-CNN 94.57 87.10 0.819 0.862 0.355

mAP@0.5:0.95 are similar, it showed that all three models could
achieve the best performance in the detection task of the Global
wheat challenge 2021, so the above four evaluation indicators
are not selected to evaluate the model. This study mainly
evaluates the performance of the model when the wheat spike
data collected in the field is used as the test set for wheat spike
counting. Therefore, the accuracy (Accuracy, ACC) is selected as
the evaluation index for YOLOv5s counting, using the number
of parameters and the amount of calculation (GFLOPs) and
inference speed to evaluate model performance. The calculation
formula of accuracy is as follows:

ACC =
TP + TN

TP + FN + FP + TN
(4)

Recall =
TP

TP + FN
(5)

mAp =
∫ 1

0
P · R dR (6)

Among them, TP they represent true positives, TN
represents true negatives, FP represents false positives, and FN
represents false negatives. The larger the ACC value, the better
the detection effect of the model.

In this study, CIoU is selected as the loss function to
calculate the localization loss. CIoU can better represent the
gap between the prediction and annotation frames, making the
network model more robust during training. The CIoU loss
function is defined as follows:

IoU =
area(ar ∩ tr)
area(ar ∪ tr)

(7)

CIoU = 1− IoU +
ρ2(b, bgt)

c2 + αv (8)

α =
v

(1− IoU) + v
(9)

v =
4
π2

(
arctan

wgt

hgt
− arctan

w
h

)2
(10)

Among them, ar and tr represent the anchor box and the
bounding box ρ2(b, bgt) and the Euclidean distance between
the center points of the anchor box and the bounding box,
respectively. α is an equilibrium parameter and does not

TABLE 3 Statistical average error and average accuracy.

Methods Mean error (%) Mean accuracy (%)

YOLOv5s 33.34% 66.66%

YOLOv5m 33.29% 67.29%

YOLOv5l 30.89% 69.11%

YOLOv5x 27.52% 72.48%

Improved YOLOv5s 28.39% 71.61%

Faster R-CNN 54.07% 45.93%

participate in gradient calculation; ν is a parameter used to
measure the consistency of aspect ratio. Wgt and hgt are the width
and the height of the bounding box, while w and h are the widths
and the height of the anchor box.

RMSE =

√√√√ 1
N

N∑
i=1

(pi − qi)2 (11)

MAE =
1
N

N∑
i=1

∣∣pi − qi
∣∣ (12)

where N is the number of images, pi is the angle of the
oriented detection box in the i image, and qi is the angle of the
corresponding oriented bounding box.

Quantitative analysis of experimental
results

YOLOv5s, YOLOv5m, YOLOv5I, YOLOv5x, improved
YOLOv5s, and the Faster R-CNN were used to evaluate the
performance metrics of wheat spike data collected in the
field. It can be seen from Table 2 that the evaluation metrics
of Faster R-CNN were the worst. The evaluation metrics
of improved YOLOv5s were better than those of standard
YOLOv5s, YOLOv5m, and YOLOv5I and were similar to those
of YOLOv5x.

The evaluation metrics of the average error rate and AP
rate of the above different models on the test images are shown
in Table 3. YOLOv5x has the highest AP, and Faster R-CNN
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has the lowest AP. Compared with the standard YOLOv5s, the
accuracy of the improved YOLOv5s is improved by 4.95%, and
compared with YOLOv5m and YOLOv5l, the AP is improved
by 4.32 and 2.50%, respectively, and the AP is basically close to
that of YOLOv5x.

Table 4 shows the comparison of different models in
parameter quantity, giga floating-point operations per second
(GFLOPs), inference, inference speed, and graphic processing
unit (GPU) resource occupancy. Although the standard
YOLOv5s parameter quantity, GFLOPs, inference, inference
speed, and GPU resource occupancy are the least, the detection
accuracy is low. While Faster R-CNN has the most GFLOPs,
inference, inference speed, and GPU resource occupancy, the
effect is the worst. The parameter quantity, GFLOPs, inference,
inference speed, and GPU resource occupancy of the improved
YOLOv5s are all larger than those of the standard YOLOv5s and
less than those of the standard YOLOv5I and YOLOv5x.

Table 5 compares the AP and training time between EloU
and CloU. By comparing the effects of EloU and CloU in the
YOLOv5s model, the AP after using EloU is slightly higher than
that of CloU, but the training time is significantly increased.
Therefore, this paper selects CloU as the loss function to
calculate the localization loss.

Qualitative analysis of experimental
results

Figure 8 compares the recognition results of the standard
YOLOv5s and YOLOv5m network models with the improved
YOLOv5s network model in this paper for the recognition of
wheat spikes in the field environment. It can be seen from
Figure 8 that the standard YOLOv5s, YOLOv5m, YOLOv5l, and
YOLOv5x network models have seriously missed detections in
areas with dense wheat spikes. With a high recognition rate and
good generalization performance, the purple box area shows the
superiority of the improved YOLOv5s detection results.

The images of wheat spikes are dense and sparse. Figure 9
shows the experimental results of the improved YOLOv5s model
under different densities and backgrounds. Figures 9A,F show
the counting results when the spikes of wheat are sparse;
Figures 9B–D show the counting results in the case of dense
wheat spikes. Among them, the color of wheat leaves in
Figures 9B,D is similar to that of wheat spikes, and the color
of wheat leaves in Figures 9C,E is yellow, and the color of wheat
spikes is green.

Discussion

Spike number is an important indicator for determining
wheat yield phenotypic traits, and spike detection is a hot spot
in wheat phenotype research (Fernandez-Gallego et al., 2019).
The wheat spike image data comes from the heading stage of
this study. At this time, due to the large difference in the shape
and the high density of the wheat spike, there are too many
occluded parts, and the characteristics of the wheat spike are not
obvious. In the process of spike recognition, there is a problem
of omission in the detection of wheat spike occlusion, which
leads to an error in the wheat spike count. In the wheat spike
detection, the overlapping wheat spike in some images is not
identified and marked, the adjacent wheat spike is not identified
and marked, and the two wheat spikes are closely connected
and identified as one wheat spike. This study proposes a target
detection based on improved YOLOv5s, which corrects these
problems in the process of wheat spike recognition. It effectively
solves the problem of missed detection caused by occlusion and
overlap in wheat spike detection. Therefore, the target detection
method based on the improved YOLOv5s significantly improves
the accuracy and recognition ability of the wheat spike in the
image.

Deep learning is currently the main technical means of
wheat spike recognition, detection, and counting. Using digital
images of winter wheat to obtain the color, texture, and

TABLE 4 Comparison of parameter quantity, GFLOPs, inference, inference speed, and GPU resource occupancy of different models.

Methods Parameter quantity (M) GFLOPs Inference (Min) Inference speed (ms) GPU resource occupancy (G)

YOLOv5s 13.38 15.8 370.5 7.5 1.70

YOLOv5m 39.77 47.9 396.2 11.6 1.80

YOLOv5l 87.90 107.6 415.6 17.3 2.10

YOLOv5x 164.36 204.0 479.9 29.0 2.40

Improved YOLOv5s 28.81 31.6 372.5 14.7 2.42

Faster R-CNN 41.30 278.2 755.3 227.7 7.87

TABLE 5 Comparison of average accuracy and training time between CloU and EloU of YOLOv5 models.

Methods Mean accuracy (%) Inference (Min)

Improved YOLOv5s with CIoU 71.61% 372.5

Improved YOLOv5s with EIoU 72.82% 405.6
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FIGURE 8

Qualitative analysis of experimental results of YOLOv5 algorithm. (A–E) Represent the number of images.

FIGURE 9

Experimental effects of improved YOLOv5s under different densities and backgrounds. (A–F) Represent six different images randomly selected
from the global wheat challenge 2021 International Conference on computer vision 2021 dataset.

shape features of a wheat spike and establishing a wheat
spike recognition classifier through deep learning methods, we
identified wheat spike recognition and detection and counting.
Zhou et al. (2018b) proposed an SVM segmentation method
for segmenting wheat spikes in visible light images. Sadeghi-
Tehran et al. (2019) developed the wheat spike number counting

system DeepCount, which is used to automatically identify and
count the number of wheat spikes in the images of wheat
spikes. Alkhudaydi et al. (2019b) and Misra et al. (2020)
constructed the SpikeletFCN spikelet counting model based
on a fully convolutional network, which used the density
estimation method to calculate the number of wheat spikelets.
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These research results show that the deep convolutional neural
network has good robustness for wheat spike counting. In this
study, when the resolution of the input image is higher, the
detection accuracy is also higher, which is consistent with other
research results tested on general datasets (Singh et al., 2018).
This study introduces ECA in the C3 module of the backbone
structure of the YOLOv5s network model. The GAM module
is inserted between the neck structure and the head structure.
The accuracy and efficiency of the improved YOLOv5s target
detection method are significantly improved, which solves the
problem of wheat spikes caused by cross occlusion to a certain
extent. The problem of unclear and omitted spike identification
has better practical application value.

Conclusion

We developed an improved YOLOv5s-based attention
mechanism for wheat spike number image detection. The
method includes three key steps: data preprocessing of the
wheat spike image, adding an attention mechanism module
for network improvement, and YOLOv5s network model fused
with an attention mechanism. In the wheat spike counting task,
the accuracy of the improved YOLOv5s model reached 71.61%,
which was 4.95% higher than that of the standard YOLOv5s
model and had higher counting accuracy. The improved
YOLOv5s and YOLOv5m have similar parameters, while RMSE
and MEA are reduced by 7.62 and 6.47, respectively, and
the performance is better than YOLOv5l. The experimental
results show that the improved YOLOv5s algorithm improves
the applicability in complex field environments, which can
accurately detect the number of small-scale wheat spikes
and better solve the occlusion and overlapping problems
of a wheat spike.

In the case of extremely dense samples, the coincidence
probability of wheat spike heads is high, and the regression
idea of the YOLO algorithm is based on dividing the image
into grids; that is, each grid can only predict one target at
most, so it does not perform well when there are multiple
target objects in the same grid, and it is impossible to identify
all the targets. Due to its portability and lightweight network,
YOLOv5s is used as the main model for training, which
improves its flexibility and speed compared with YOLOv4,
and reduces many of its parameters to make it applicable
to portable devices. The improved model needs to take into
account the training accuracy and training speed and increase
the number of parameters.

The improved YOLOv5s method proposed in this study can
realize the counting of wheat spikes and can meet the needs
of high-throughput operations in the wheat field environment.
In future research work, we will gradually optimize the built-
in YOLOv5s network structure and analyze the wheat spike
detection network structure for the wheat spike images acquired

by smartphones to obtain better wheat detection performance.
In addition, we will envisage applying this method to other
crop counts to demonstrate its robustness in solving occlusion
and overlap problems. Subsequently, the improved YOLOv5s
method can save time and effort.
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Dilated convolution
capsule network for
apple leaf disease identification

Cong Xu, Xuqi Wang and Shanwen Zhang*

School of Electronic Information, Xijing University, Xi’an, China
Accurate and rapid identification of apple leaf diseases is the basis for

preventing and treating apple diseases. However, it is challenging to identify

apple leaf diseases due to their various symptoms, different colors, irregular

shapes, uneven sizes, and complex backgrounds. To reduce computational

cost and improve training results, a dilated convolution capsule network

(DCCapsNet) is constructed for apple leaf disease identification based on a

capsule network (CapsNet) and two dilated Inception modules with different

dilation rates. The network can obtain multi-scale deep-level features to

improve the classification capability of the model. The dynamic routing

algorithm is used between the front and back layers of CapsNet to make the

model converge quickly. In DCCapsNet, dilated Inception instead of traditional

convolution is used to increase the convolution receptive fields and extract

multi-scale features from disease leaf images, and CapsNet is used to capture

the classification features of changeable disease leaves and overcome the

overfitting problem in the training network. Extensive experiment results on the

apple disease leaf image dataset demonstrate that the proposed method can

effectively identify apple diseases. The method can realize the rapid and

accurate identification of apple leaf disease.

KEYWORDS

apple leaf disease identification, dilated convolution, capsule network (CapsNet),
dilated convolution CapsNet (DCCapsNet), inception
Introduction

Apple is one of the most popular fruits. However, it is often affected by various

diseases, which reduce its yield and quality (Pandiyan et al., 2020). Rapid and accurate

detection and identification of these diseases is a prerequisite for disease control and

accurate use of pesticides. Traditional methods of manual detection and identification of

apple diseases mainly rely on visual recognition, which is not only subjective but also

time-consuming, laborious, and inefficient and requires sufficient field experience and

subjective assumptions. This method cannot be used for the quantitative identification of
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diseases; nor can it be widely used in large apple plantations.

Apple leaves are susceptible to diseases. Because of the complex

symptoms of apple leaf disease, detection and identification by

apple disease leaf image is challenging research (Mishra et al.,

2017; Puspha Annabel et al., 2019). Zhang et al. (2017) proposed

an apple leaf disease recognition method based on image

processing techniques and pattern recognition, including

image lesion segmentation, feature extraction, dimension

reduction, and disease identification. In the method, 38

classifying features of color, texture, and shape were from each

segmented spot image, and the few most valuable features were

selected by combining genetic algorithm (GA) and correlation

feature selection algorithm. Finally, the diseases were recognized

by a support vector machine (SVM) classifier. In fact, the

similarity between the different-class disease spot images is

small, while the similarity between the within-class disease

spot images is largely due to the complex background

environment, so the traditional apple leaf disease recognition

using complex image pretreatment and feature extraction cannot

guarantee a high disease recognition rate.

With the development of deep learning and big data

processing technologies, convolutional neural networks

(CNNs) realize end-to-end detection by learning multi-level

features of different receptive fields, scenes, and scales (Lei

et al., 2018; Li et al., 2019; Sun et al., 2021) and have become a

topic of research in the crop automatic disease recognition fields

(Sun et al., 2017). Sun et al. (2021) proposed a lightweight CNN

model to detect apple leaf diseases in real time. They constructed

a dataset of apple leaf disease image dataset, namely,

AppleDisease 5, proposed a MEAN block, and built an apple

leaf disease detection model by using the MEAN block and

Apple-Inception module. Agarwal et al. (2019) developed a

CNN model to identify apple disease. It consists of three

convolution layers and three max-pooling layers followed by

two densely connected layers. They tested the model with

varying numbers of convolution layers from two to six and

found that three layers have the best. Jiang et al. (2019) proposed

an apple leaf disease real-time detection based on improved

CNN. In the method, the apple leaf disease dataset was

constructed via data augmentation and image annotation

technologies, and an apple leaf disease detection method based

on deep CNN (DCNN) was proposed by introducing the

GoogLeNet Inception structure and Rainbow concatenation.

The proposed model was trained using a dataset of 26,377

images of diseased apple leaves to detect these five common

apple leaf diseases. Yan et al. (2020) proposed an improved

VGG16 model, namely, VGG-ICNN, for apple leaf disease

recognition. It consists of approximately 6 million parameters

that are substantially fewer than most of the available high-

performing deep learning models. Zhong et al. (Zhong and

Zhao, 2020) proposed DenseNet-121 to identify apple leaf

diseases and used an apple leaf image dataset including 2,462

images of six apple leaf diseases to train and evaluate the model.
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Some deep learning approaches have recently been introduced

for leaf disease identification, such as VGG and residual network

(ResNet). Son et al. (Yu and Son, 2020) proposed a deep learning

architecture for apple disease recognition by considering the leaf

spot attention mechanism. To realize this, they designed a

feature segmentat ion subnetwork to provide more

discriminative features and a spot-aware classification

subnetwork for the feature segmentation subnet and then

trained through early fusion and late fusion to generate

semantic point feature information. The results proved that

the proposed method outperforms conventional state-of-the-

art deep learning models. Luo et al. (2021) proposed an apple

disease classification model based on a multi-scale conventional

ResNet. To solve the problem of serious loss of information in

the ResNet downsample, the channel projection and spatial

projection of downsample were separated, the 3 × 3

convention in ResBlocks was replaced by pyramid

convolution, and the dilated convolution with different

dilation rates was introduced into pyramid convolution to

enhance the output scale of feature maps and improve the

robustness of the model. The results on the dataset of this

paper demonstrated that the optimal model has a high

accuracy, which can provide a reference for the prevention

and control of apple leaf diseases. Khana et al. (2022)

proposed a real-time apple leaf disease detection system based

on deep learning. The qualitative results validated that the

proposed system can efficiently and accurately identify leaf

disease symptoms and can be used as a practical tool by

farmers and apple growers to aid them in the diagnosis,

quantification, and follow-up of infections. Di et al. (Di and Li,

2022) proposed an apple disease detection approach based on

improved CNN, namely, DF-Tiny-YOLO. Feature reuse is

combined with DenseNet dense connection network to reduce

the disappearance of depth gradient, so as to strengthen feature

propagation and improve detection accuracy. The calculation

parameters of DF-Tiny-YOLO are reduced by convolution

kernel compression, and the operation detection speed is

improved. Feature fusion is realized by feature superposition.

The results showed that this method can improve detection

performance significantly.

According to the above methods, the deeper the convolution

layer is, the more abstract the extracted features are, and the

higher the recognition rate is. However, the larger convolution

kernel and the deeper CNN model have more training

parameters, requiring longer training time and greater

computational power.

Most of the existing apple detection models based on CNN

are difficult to use on hardware resource platforms with limited

computing capacity and storage capacity due to too many

parameters. To improve the performance and adaptability of

the existing apple detection model under the condition of limited

hardware resources, while maintaining detection accuracy,

reducing the calculation of the model and the model
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computing and storage footprint, and shortening detection time,

Xia et al. (2020) proposed an apple detection model based on

lightweight anchor-free deep CNN, namely, lightweight

MobileNetV3. MobileNetV3 outperforms CenterNet and SSD

(Single Shot Multibox Detector) in comprehensive performance,

detection accuracy, capacity, and convergence speed. Li et al.

(2022) proposed an apple identification method based on

lightweight RegNet. To evaluate the effectiveness of this

method, a series of comparative experiments were conducted

using 2,141 images of five field apple leaf diseases and compared

with the state-of-the-art improved CNN such as ShuffleNet,

EfficientNet-B0, MobileNetV3, and Vision Transformer. The

results show that the performance of RegNet-Adam is better

than that of other pre-training models, and transfer learning can

realize fast and accurate identification of apple leaf diseases.

In CNN, pooling is usually used to increase the receptive

field and reduce the amount of calculation, but some useful

information may be lost. Dilated convolution can increase the

receptive field of the convolution kernel without increasing the

number of parameters to improve the feature resolution, and the

size of the output feature map can remain unchanged (Ahmed,

2021). Dilated convolution can be used to improve the quality of

the training results and decrease the required computational

costs. For example, a 3 × 3 convolution kernel with an expansion

rate of 2 has the same receptive field as a 5 × 5 convolution

kernel, while the number of parameters is only 9, which is 36% of

the number of 5 × 5 convolution parameters. Therefore, dilated

convolution can be used for constructing a lightweight CNN

model (Fang et al., 2019). Thakur et al. (2022) introduced a

lightweight CNN, namely, VGG-ICNN, for the identification of

crop diseases using plant-leaf images. It consists of

approximately 6 million parameters that are substantially

fewer than most of the available high-performing deep

learning models. Many models with large parameters have

difficulty providing an accurate and fast diagnosis of apple leaf

pests and diseases on mobile terminals. Zhu et al. (2022)

proposed a lightweight model for early apple leaf pests and

disease classification, where a LAD-Inception is built to enhance

the ability to extract multi-scale features of different sizes of

disease spots. Li et al. (2022) proposed a lightweight

convolutional neural network RegNet to realize the rapid and

accurate identification of apple leaf disease and conducted a

series of comparative experiments based on 2,141 images of five

apple leaf diseases (rust, scab, ring rot, panonychus ulmi, and

healthy leaves) in the field environment.

CNN has a strong feature extraction ability, but it cannot

acquire the relationship between feature attributes, such as

relative position and size. Its high recognition rate on the

complex image dataset depends on a large number of training

samples, but the actual amount of data obtained is often limited,

leading to the overfitting of CNN. Capsule Network (CapsNet)
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can make up for the deficiency of CNN. Capsule is a set of

neurons that capture various parameters of a particular feature,

each representing various properties of a particular entity that

appears in an image. These attributes include many different

types of instantiation parameters such as posture (position, size,

and direction), deformation, speed, hue, and texture. One special

property in the capsule is the presence of an instance of a

category in the image. CapsNet transforms the scalar output of

neurons into vector output, which is the probability of the

entity’s existence. It not only can represent whether the image

has a certain feature but also can represent the physical features

such as rotation and position of the feature (Wang et al., 2019).

Xiang et al. (2018) designed a multi-scale CapsNet (MS-

CapsNet), in which the multi-scale features are extracted by

multi-scale convolutional kernels and then used to construct the

multi-dimensional primary capsules. Deng et al. (2018) used the

improved double-layer CapsNet to classify the PaviaU (PU)

dataset of hyperspectral images and obtained a recognition rate

of 93.45%. Yang et al. (2018) compared the classical CNN with

CapsNet in terms of network structure, parameter update, and

training results. Experimental results showed that CapsNet is

better on gray images than the classical CNNs. CNN-based

architectures have performed amazingly well for disease detection in

plants but at the same time lack rotational or spatial invariance.

CapsNet addresses these limitations of CNN architectures.

Janakiramaiah et al. (2021) proposed a variant of CapsNet called

Multilevel CapsNet to characterize the mango leaves tainted by

anthracnose and powdery mildew diseases. It is validated on a

dataset of mango leaves collected in the natural environment.

Inspired by dilated convolution, MS-CapsNet, and their

improvement, a dilated convolution capsule network (DCCapsNet)

is constructed for apple leaf disease identification. The main

contributions are given as follows:
• Two dilated Inception modules are introduced into

CapsNet to extract the multi-scale classifying features

of disease leaf images, improve the classification

capability of the model, and overcome the overfitting

problem.

• DCCapsNet is constructed to recognize apple leaf

diseases, where the dynamic routing algorithm is used

between the front and back layers of CapsNet to make

the model converge quickly.

• The effectiveness of this method is verified by many

experiments.
The rest of this paper is organized as follows. Section 2

briefly introduces dilated convolution and CapsNet. DCCapsNet

is introduced in detail in Section 3. The experiments and analysis

are presented in Section 4. The summary and prospect of the

paper are given in Section 5.
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Related works

In this section, dilated convolution and CapsNet are

briefly introduced.
Dilated convolution

Dilated convolution can enlarge the receptive field of the

convolution layer by filling 0 in the middle of the convolution

kernel, without increasing network parameters and then

avoiding feature loss caused by pooling operation in CNN.

Dilated convolution structures of three dilated rates are shown

in Figures 1A–C, where (A) the receptive field is 3 × 3 with an

expansion rate of 1 (that is, the traditional convolution kernel of

3 × 3); (B) the receptive field is enlarged to 5 × 5 with a dilated

rate of 2 by filling with a 0 in the 3 × 3 standard convolution; (C)

the receptive field is increased to 7 × 7 with a dilated rate of 3 by

filling with two 0 in the 3 × 3 standard convolution. As can be

seen from Figures 1A–C, with the increase of dilated rate, the

size of the receptive field increases, but the network parameters

do not increase, that is, nine parameters. Therefore, using the

dilated convolutional instead of the traditional convolutional

can extract more features without increasing the amount

of computation.
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Assume an apple rust leaf image and a 3 × 3 sharp kernel [−1

−1 −1;−1 9 −1;−1 −1 −1] and conduct several convolutions of the

leaf image and dilated convolution kernels (r = 1, 2, 3, 5). The

convolution maps are shown in Figures 1E–H. From the

convolution maps in Figure 1, it can be seen that dilated

convolution not only can expand the receptive field but also

can extract more discriminant features than classical

convolution and keep the relative spatial position of spot

pixels unchanged without increasing computation and losing

resolution. Comparing Figures 1G, H, there is not much

difference between the two maps. Therefore, we utilized dilated

convolution kernels (r = 1, 2, 3).

In DCNN, downsampling is usually used to increase the

receptive field, but the image resolution will be reduced, resulting

in the loss of spatial detail of the image. The dilated convolution

expands the receptive field by setting the dilated rate, and setting

different dilated rates can also capture multi-scale context

information. It can be seen from Figure 1, on the basis of no

additional parameters, that the receptive field of 3 × 3

convolution is expanded to 5 × 5 and 7 × 7, which can

capture multi-scale features of the image. Therefore, multi-

scale receptive fields can be obtained through the dilated

convolution of different expansion rates. Dilated convolution

can be considered a multi-scale convolution network. Dilated

convolutional kernel and receptive field are calculated as follows
A B

D E F G H

C

FIGURE 1

Dilated convolution with three dilation rates. (A) Rate = 1. (B) Rate = 2. (C) Rate = 3. (D) Original image. (E) Dilated rate = 1. (F) Dilated rate = 2.
(G) Dilated rate = 3. (H) Dilated rate = 5.
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n = k + (k − 1)(r − 1)

lm = lm−1 + ½(fm − 1)
Ym−1

i=1

Si�
(1)

where k and n are the size of the original convolution kernel

and dilated convolution kernel, respectively; lm−1 is the receptive

field size of the (m − 1) layer; lm is the receptive field size at the

mth layer after the convolution of the void; fm is the size of the

convolution kernel at the mth layer; Si is the step size of layer l.
Capsule network

CapsNet consists of one convolution layer and a primary

capsule layer and a digital capsule layer. In its internal structure,

the capsule layer is taken as the data processing unit, and the

dynamic routing algorithm is adopted to transmit data between

capsule layers, which has better feature expression ability than

CNN. Its basic architecture is shown in Figure 2, where the

convolution layer extracts the classifying features from the

original images, the primary capsule layer mainly transforms

the upper scalar representation to a vector representation and

outputs a vector, and the digital capsule uses a dynamic routing

algorithm to update the network parameters and avoids the loss

caused by pooling. The final output is the eigenvector whose

length is the probability that the test sample belongs to a

certain class.

In Figure 2, W represents the weight. In a fully connected

neural network, every neuron is a scalar (that is, there is only one

numeric value), so every weight is just a scalar and a numeric

value. However, in CapsNet, each capsule neuron is a vector

(that is, it contains multiple values, such as [x1, x2, x3,…, xn]; the

specific number n is designed according to the network), so the

weight of each capsule neuron W should also be a vector. It is

still updated according to backpropagation.
Frontiers in Plant Science 05
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The input s of CapsNet is obtained as follows:

sj =o
i
ciju

∧
jji, : u

∧
jji = Wijui (2)

where u is the output of CapsNet of the upper layer and Wij

is the learnable weight matrix between the ith capsule and jth

capsule; to be multiplied by each output, the coupling coefficient

c added to the linear sum stage, is calculated by

cij = Soft max(bij) =
exp (bij)

ok exp (bik)
(3)

In the process of calculating s by forward propagation, W is

set as a random value, b is initialized to 0, u is the output of the

previous layer, and s of the next layer can be obtained. Sigmoid is

often used as an activation function in FCN, while Squashing is

an activation function. Its output v is as follows:

vj =
jjs2j jj

1 + jjs2j jj
sj
jjsjjj

(4)

In Sq. (4), the former part ||sj||
2/(1+||sj||

2) of the activation

function is the scale of the input vector s, and the latter part sj/||

sj|| is the unit vector of s. This activation function not only

preserves the direction of the input vector but also compresses

the modulus of the input vector to between [0, 1]. It is regarded

as the probability of an entity’s appearance.

Dynamic routing is employed to update b and then update c,

as follows:

bij bij + u
∧
jji · vj (5)

Other convolution parameters of the entire network and W

need to be updated according to the loss function, as follows:

Lc =   o
k∈CNum

Tk max (0,m+ − jjVkjj2) + l(1

− Tk)max(0, jjVkjj −m−)2 (6)
FIGURE 2

Architecture of capsule network (CapsNet).
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wherem+ andm− are the category prediction values, L is the

balance coefficient, Tk is the label of category, Tk = 1 is the

correct label, CNum is the number of disease categories, k is the

category number, and ||Vk|| is the length of the vector

representing the probability of discriminating as the class kth

disease; the total loss is the sum of all digital capsule loss

functions. The default values are set as m+ = 0.9, m− = 0.1,

and L = 0.5.
Dilated convolution
capsule network

In complex image classification methods based on CNN and

its variants, a large number of labeled training samples are

usually required to train their parameters and improve their

performance. However, it is very time-consuming to label a large

number of samples. Although increasing network depth can

improve the recognition rate, it means increasing network

training time to optimize a large number of parameters.

Traditional CapsNet only uses one convolution layer to extract

the classification features, which cannot extract the deep multi-

scale features from the complex images of disease leaves,

resulting in low disease identification accuracy. To overcome

the above problem, a DCCapsNet is constructed for apple

disease recognition. Its architecture is shown in Figure 3,

consisting of a convolution subnetwork and capsule subnetwork.

In DCCapsNet, Conv 1 of the convolution subnetwork is the

same as the convolutional layer in CapsNet, and the capsule

subnetwork is the same as the capsule layer in CapsNet, while

Conv 2 and Conv 3 are two additional dilated Inception

modules, which are introduced to enhance deep multi-scale

feature extraction capability, thus improving the feature

learning ability on complex disease leaf image dataset.

For the perception of the convolution kernel, the larger the

convolution is, the stronger the ability of extracting disease

information is. In fact, the lesions are smaller than the whole
Frontiers in Plant Science 06
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image, and other information on the image can be regarded as

“noise”, which needs to be filtered. As a consequence, the dilated

Inception module is designed as shown in Figure 4A

(Janakiramaiah et al., 2021). The traditional Inception module

is also shown in Figure 4B for comparison.

By comparing Figures 4A, B, it can be seen that DCCapsNet

has more different receptive fields, such as 1 × 1, 3 × 3, 5 × 5, and

7 × 7. Since the 5 × 5 convolutions in Figure 4B are replaced by a

3 × 3 dilated convolution, the number of its convolution kernel

parameters is smaller. The superiority of DCCapsNet is

described as follows.
1. Adding two convolutional layers. The disease leaf

images are often complex with irregular and multi-

scale spots and contain an amount of healthy region

and noise. To reduce the interference of useless

information, the relationship between various features

in the image can be fully connected, and the healthy

region and noises can be filtered before entering the

primary capsule layer. After Conv 1, Conv 2 and Conv 3

are added to reduce the interference caused by

redundant information in complex backgrounds.

2. Dimension extension of capsules. After three convolutional

modules, a largenumberofdeep-levelmulti-scale featuresof

the input images are extracted, and the extracted features are

processed by the primary capsule layer and digital capsule

layer and then compressed into capsules. The typical

structure of the network is the capsule structure, which is

the unit of storing information.When the dimension of the

capsule structure is larger, there are enough storage units to

store effective information in the network. Therefore, the

network extends its dimension to 10D.

3. Intermediate capsule. In the capsule layer, the feature

capsule at the bottom predicts the feature of the upper

layer by attitude relation and then activates the upper

layer by dynamic routing algorithm and selection

decision mechanism.
FIGURE 3

dilated convolution capsule network (DCCapsNet) architecture.
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The operation of DCCapsNet is as follows. In Conv 1, the

input color image is first convolved with 256 convolution kernels

of 3 × 3 size, and the convolution step is 1. The ReLu activation

function is also used during the coiling operation. In Conv 2,

dilated Inception module is used to carry out multi-scale

convolution operation for the preliminary features obtained by

Conv 1 convolution, and the convolution step is 1, so as to

obtain the output results of the Conv 2 layer. In Conv 3, further

carry out a dilated Inception module on the features obtained by

Conv 2 convolution layers. In the primary capsule layer,

vectorize the output results of Conv 3 layer. Ten groups of

different convolutional kernels are adopted, and each group of

coil-product kernels contained different convolutional kernels.

The step of convolution is set as 1, and the activation function of

this convolution operation is ReLu. After this step, the low-level

feature is obtained, which is a vector of 1 × 10.

Dilated Inception module is composed of 1 × 1, 3 × 3, 5 × 5,

and 7 × 7 convolutional kernels and a 3 × 3 maximum pooling in

parallel. Its advantage is that four receptive fields with four sizes

are used to extract the multi-scale features without increasing the

parameters of the kernels individually at each stage of the

network. Multi-scale kernels have better feature expression

effects on the input complex images, so dilated Inception

module has a better feature expression ability by the parallel

configuration of the kernels. To test DCCapsNet on disease leaf

images, the k-dimension feature vectors extracted by the capsule
Frontiers in Plant Science 07
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subnetwork are input into the Softmax classifier, which is

described as follows:

P(Y = ijx) = Softmax (Yi) =
exp(viYi)

o
K

i=1
exp(vkYk)

(7)

where P is the probability that the feature vector x belongs to

the ith category, K is the total number of categories, v is the

weight items, and yi is the corresponding label of the ith

training sample.

The average recognition rate of apple disease experiments is

often adopted to test the network performance. The test images

in each class are used to measure the classification accuracy,

which is calculated as follows:

Accuracy =
Number of disease leaf images correctly identified

Total number of test disease leaf images

(8)

The number of floating point operations (FLOPs), including

multiplication and addition, depends on the model and can be

used to evaluate model complexity. It is used as a criterion to

assess the complexity of the model. To compute the number of

FLOPs, suppose the convolution is implemented as a sliding

window and the nonlinearity function is computed for free. For

convolution layers, the FLOPs are computed as
A

B

FIGURE 4

Structures of Inception module and dilated Inception module. (A) Dilated Inception module. (B) Traditional Inception module.
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FLOPs¼ ð2CinK
2 − 1)HWCout (9)

where H, W, and Cin are the height, width, and the number

of channels of the input feature map, respectively; K is the kernel

size (assumed to be symmetric); Cout is the number of

output channels.

For fully connected layers, the FLOPs are computed as

follows:

FLOPs¼ ð2Sin − 1)Sout (10)

where Sin is the input dimensionality or the number of input

neurons and Sout is the output dimensionality or the number of

output neurons.

The FLOPs of the model are the sum of the FLOPs of the

convolution layers and fully connected layers.
Experiments and analysis

In this section, many experiments of apple disease

recognition are conducted to validate the proposed method

DCCapsNet and compared with improved convolutional

neural network (ICNN) (Yan et al., 2020), VGG-ICNN

(Thakur et al., 2022), LAD-Net (Zhu et al., 2022), and RegNet

(Li et al., 2022). The comparative experiments and results are

analyzed and discussed. The experimental configuration is

shown in Table 1.
Dataset

The dataset of apple disease leaf images built by Northwest

A&F University was used in the experiment. The dataset

contains 26,377 images of five common apple disease leaves

taken by BM-500GE color camera in an outdoor environment

and laboratory environment. The data distribution are shown in

Table 2. The dataset is randomly divided into a training set and a

test set, in which the training set is used for training parameters,

and the test set is used to verify the model. Five simple disease
Frontiers in Plant Science 08
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leaf images and five complex disease leaf images are shown

in Figure 5.

As can be seen from Figure 5, the color and texture of rust

and brown spots are similar with little difference. Due to

different shooting conditions and complex backgrounds, the

same subclasses may be affected by a single leaf or a cluster of

leaves, leading to a large gap within classes. Therefore, a CNN-

based method has a high probability of misjudgment in the

process of disease identification. Image annotation is a crucial

step in building the dataset. It is used to mark out the location

and category of diseased spots in infected leaves. In this section,

a tool has been developed to annotate images through

rectangular bounding boxes. With the use of the annotation

tool and the knowledge of experienced agriculture experts, areas

of diseased spots in the image can be accurately labeled. When

the annotation is complete, an XML file is generated for each

image, which includes the types of diseased spots and their

locations. The annotated image is shown in Figure 6A, and the

infected areas are surrounded by boxes. Figure 6B is a fragment

of the generated XML file, in which the disease name of rust is

described and the location of diseased spots is determined by the

upper left and lower right coordinates of the box.
Experimental results

Experimental parameters are set as follows. Batch size is 16,

the number of iterations is 3,000, the initial learning rate is

0.0005, and the momentum is 0.9. As the number of iterations

increases, the learning rate is decreased by 0.05 times. If the loss

of the network does not decrease after 10 iterations during

training, stop the training. Each image is uniformly normalized

to 512 × 512. The network parameters are initialized to generate

weight parameters with a mean value of 0 and variance of 1,

conforming to normal distribution. The average recognition

accuracy is used to measure the performance of the network.

DCCapsNet and four comparative deep learning models—

ICNN, VGG-ICNN, LAD-Net, and RegNet—are trained on the

image training set of apple disease leaves, from the beginning of

the model training to convergence, so as to ensure that the

training conditions of these models are the same. Each model is

trained from the beginning until the model converged, and the

training conditions of each model are guaranteed to be the same

for a fair comparison. Their training losses versus the number of

training iterations on the training set are shown in Figure 7,

which can more intuitively display the performance changes of

these models in the training process.

It can be seen from Figure 7 that DCCapsNet has better

convergence performance and recognition performance than

other networks, and its convergence is relatively fast; the

change in trend after 1,000 training iterations is relatively

stable. Within the 3000th training iteration, all models

converge basically, and before the 1000th training iteration,
TABLE 1 Experiment configuration.

Experimental configuration Parameter value

Processor Intel Xeon E5-2643v3@3.40GHz

Graphics card GTX2080Ti11 GB 64 GB

Memory 32 GB

Disk 100 GB

Deep learning framework PaddlePaddle 1.8.4

Operating system Ubuntu 16.04.1 LTS (64 bit)

Other tools Python 3.7.1 CUDA Toolkit10.0
Pytorch
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the loss of each network model decreases greatly, and the loss of

each network model shows a downward trend as a whole. After

2,000 training iterations, the convergence performances of all

models are improved and tend to be stable.

The apple disease recognition experiments are carried out

with a fivefold cross-validation scheme. To be fair, four trained

models are chosen after 3,000 training iterations to identify the

leaf disease images in the test set. Their recognition results are

shown in Table 3.

From Table 3, it can be seen that DCCapsNet achieves the

highest identification accuracy of 93.16%. Compared with

ICNN, VGG-ICNN, LAD-Net, and RegNet, the recognition

accuracy is improved by 4.04%, 2.05%, 0.99%, and 3.52%,

respectively. DCCapsNet has fewer FLOPs and has higher PA

than other models except for RegNet. RegNet is a lightweight

convolutional network with 5.2M training parameters and has

the least FLOPs because it aims to design spaces and find some

network design principles, rather than just search for a set

of parameters.

To verify the effectiveness of dilated Inception modules, several

kinds of experiments are set up by introducing several Inceptions
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and dilated Inceptions into the convolution subnetwork of CapsNet.

Themodified networks are similar to DCCapsNet. The structures of

Inception and dilated Inception are shown in Figures 4A, B. The

experimental conditions are the same as above. The results of

CapsNet and modified CapsNet are shown in Table 4.

From Table 4, the conclusions obtained are summarized as

follows. In general, adding convolutional modules can improve the

recognition rate, while adding dilated Inceptions can further increase

accuracy and reduce model training time. The main reason is that,

compared with Inception, dilated Inception has four different-scale

convolutional kernels without increasing additional training

parameters, which can extract multi-scale features by applying

different convolutional kernels in parallel and cascading their

output feature maps. Its advantage is that there is no need to set

the parameters of the convolutional kernels separately in each stage of

the network. Multi-scale convolution has a better feature expression

effect on the irregular disease leaf image, so Inception can have better

feature expression ability through the parallel configuration of the

convolution kernel. Dilated Inception is superior to Inception because

it has different convolutional kernels with different respective fields

without increasing training parameters.
A B D EC

FIGURE 5

Ten image examples of five kinds of diseases. (A) Mosaic. (B) Brown spot. (C) Rust. (D) Alternaria leaf spot. (E) Gray spot.
TABLE 2 Apple disease leaf image distribution.

Apple leaf disease Dataset Training set Test set

Mosaic 4,875 3,412 1,463

Brown spot 5,655 3,958 1,697

Rust 5,694 3,985 1,709

Gray spot 4,810 3,367 1,443

Spotted leaf litter 5,343 3,740 1,603

Total 26,377 18,462 7,915
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From Table 4, it is also seen that the accuracy rates show an

upward trend versus adding Inception or dilated Inception

modules, and dilated Inception is better than Inception.

However, adding three dilated Inception modules can greatly

improve the identification accuracy while increasing the long

training time. However, the addition of three dilated Inception

modules can slightly improve the accuracy of recognition while

greatly increasing the training time. Dilated Inceptions with four

dilated rates have five different convolution kernels, such as 1 ×

1, 3 × 3, 5 × 5, 7 × 7, and 9 × 9. When two dilated Inceptions with

four dilated rates are added, the accuracy decreases instead of

improving, indicating the dilated Inception module with

convolution kernel 9 × 9 is not suitable for the image

classification of disease leaves. Finally, the dilated Inception

with dilated rate r = 1, 2, and 3 is selected.
Frontiers in Plant Science 10
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To verify the effect of the dilated Inception module on multi-

scale features, Figure 8 shows the visualization of convolutional

feature maps of DCCapsNet. From Figure 8, it can be seen that

DCCapsNet can obtain the multi-scale and multi-level feature by

dilated Inception with three dilated rates.
Result analysis

The results of Figure 7 and Tables 3, 4 show that DCCapsNet

has the highest recognition rate and the least FLOPs except for

RegNet. The reason is that it makes use of the advantages of

dilated Inception module and CapsNet. RegNet has the fewest

FLOPs, but its recognition rate is lower but slightly higher than

that of ICNN. LAD-Net is the next best because it uses LAD-
FIGURE 7

Losses of five networks versus training iterations.
A B

FIGURE 6

Annotation of apple rust disease leaf image. (A) Annotated image. (B) XML file fragment of rust disease.
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TABLE 4 The results of CapsNet and modified CapsNet with different Inception modules.

Insert module into CapsNet Accuracy Training time

0 Inception, i.e., CapsNet 82.63 8.12 h

1 Inception 86.52 6.74 h

2 Inceptions 89.73 5.25 h

3 Inceptions 90.14 5.97 h

1 dilated Inception 90.15 4.76 h

2 dilated Inceptions, i.e., DCCapsNet 93.16 3.44 h

3 dilated Inceptions 93.18 4.61 h

1 Inception and 1 dilated Inception 92.06 5.11 h

2 dilated inceptions with 4 dilated rates 93.11 3.83 h
Frontiers in Plant Science 11
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TABLE 3 The recognition results of ICNN, VGG-ICNN, LAD-Net, RegNet, and DCCapsNet.

Method ICNN VGG-ICNN LAD-Net RegNet DCCapsNet

Pixel Seg. accuracy (PA) 89.12 91.11 92.17 89.64 93.16

FLOPs (G) 44.5 45.7 42.5 27.4 41.8

Training time (h) 7.51 6.41 7.17 6.50 3.44

Testing time (s) 3.18 2.82 3.19 3.73 2.51
FIGURE 8

An original image and its feature map examples in different convolutional layers.
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Inception and attention mechanism to enhance the ability to

extract multi-scale features of different sizes of disease spots and

replaces a full connection with global average pooling to further

reduce parameters. Although it is a lightweight model, it has

little higher FLOPs than DCCapsNet due to the attention

mechanism. VGG-ICNN is better than ICNN because it has

few training parameters and has three Inception v7 blocks to

extract the multi-scale features.

The result validates that when the depth of the network

reaches a certain level, increasing convolutional layers of the

network again is not as significant as expected, but as the depth

of the network model increases, the model becomes more

complex and the training time becomes longer. Therefore,

ICNN is not easy to converge. Compared with ICNN and

RegNet, DCCapsNet has better convergence performances due

to the multi-branch parallel structure of dilated Inception,

indicating that a multi-branch network is superior to a single-

branch network in the disease identification task. It can extract

multi-scale image features. Compared to VGG-ICNN and LAD-

Net, DCCapsNet adds two dilated Inception modules that can

extract rich features and overcome well the adverse effects of

complex background environments and disease spots.
Conclusion

CNN focuses on detecting important features of the input image

and obtains invariance by pooling but loses some local information.

Its output is only one scalar value, while the output of CapsNet is a

vector, which not only can represent the characteristics of the input

image but also can include the direction and state of the target. It is

suitable for irregular disease leaf image classification, but its

recognition accuracy is not high because there is only one

convolutional layer. To improve accuracy, a DCCapsNet is

constructed for apple leaf disease identification. Multi-scale

classification features are extracted by adding two dilated Inception

modules into CapsNet. The results on the apple disease leaf image

dataset show that DCCapsNet is superior to other networks in

recognition rate and training performance. This method has

stronger practical application capabilities to promote the

development of intelligent management systems for crop diseases
Frontiers in Plant Science 12
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in thefield. In the future,wewill embed thiswork into a smartphone-

based disease diagnostic system for farmers in remote places.
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The power of transfer
learning in agricultural
applications: AgriNet

Zahraa Al Sahili* and Mariette Awad

Department of Electrical and Computer Engineering, Maroun Semaan Faculty of Engineering,
American University of Beirut, Beirut, Lebanon
Advances in deep learning and transfer learning have paved the way for various

automation classification tasks in agriculture, including plant diseases, pests, weeds,

and plant species detection. However, agriculture automation still faces various

challenges, such as the limited size of datasets and the absence of plant-domain-

specific pretrainedmodels. Domain specific pretrainedmodels have shown state of

art performance in various computer vision tasks including face recognition and

medical imaging diagnosis. In this paper, we propose AgriNet dataset, a collection

of 160k agricultural images from more than 19 geographical locations, several

images captioning devices, and more than 423 classes of plant species and

diseases. We also introduce AgriNet models, a set of pretrained models on five

ImageNet architectures: VGG16, VGG19, Inception-v3, InceptionResNet-v2, and

Xception. AgriNet-VGG19 achieved the highest classification accuracy of 94% and

the highest F1-score of 92%. Additionally, all proposed models were found to

accurately classify the 423 classes of plant species, diseases, pests, andweedswith a

minimum accuracy of 87% for the Inception-v3 model. Finally, experiments to

evaluate of superiority of AgriNet models compared to ImageNet models were

conducted on two external datasets: pest and plant diseases dataset from

Bangladesh and a plant diseases dataset from Kashmir.

KEYWORDS

transfer learning, convolutional neural network, agriculture, pretrained models, plant
disease, pest, weed, plant species
Introduction

The world population is expected to reach over 9 billion by 2050, which will require an

increase in food production by 70% (Silva and M. S. U. E, 2021). Considering scarcity of

resources and climate change, intervention of artificial intelligence (AI) in agriculture is

needed to overcome this challenge (Talaviya et al., 2020). AI advantages can span from

plant diseases detection, robotic weeds and pests control, to herbal discovery. Plant

diseases are not only a risk for food security only, but they also have disastrous effects on

smallholder farmers where pests and weeds can lead to the destruction of around 50% of
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the farm’s plants (Rachman et al., 2017). Automated recognition

of weeds, pests, and plant diseases can support smallholder

farmers through free diagnosis services using mobile

applications. Additionally, weed control robotics and sensor

monitoring are another form of automation applied in regions

with a limited number of agricultural expertise. Another

important detection task is automated plant species recognition

which is used in medical herbal research and in preventing

extinction of non-discovered plant species (Tan et al., ).

Historically, the recognition task was relying on algorithms

that needs handcrafted features, which were processed using

relatively simple discriminative models such as linear classifiers

or support vector machines (SVM) (Halevy et al., 2009; Rumpf

et al., 2012; Wäldchen and Mäder, 2018; Madsen et al., 2020).

After being the leading algorithm in all computer vision tasks,

deep learning (DL) has been widely used in agriculture research

for plant classification tasks (Madsen et al., 2020). To achieve

good accuracy, DL models need very large datasets for their

requirements as data-hungry neural networks (Halevy et al.,

2009; Madsen et al., 2020). In the agricultural domain, datasets

size is limited, so transfer learning would allow models reach

higher accuracy without the need for more field data (Gandorfer

et al., 2022). However, pretrained models used for transfer

learning are not agriculture domain specific and were trained

general computer vision datasets such as ImageNet. This creates

a big challenge since convolutional models moves from low level

features to higher level features and can lead to negative transfer

(Gandorfer et al., 2022). For example, Yan et al. proposed

transfer learning framework based on synthetic images to

improve in-vitro soybean segmentation (Yang et al., 2022).

The proposed framework resulted in a precision improvement

of 8% considering the data abundancy in soybean applications

(Yang et al., 2022).

Another challenge is models’ robustness which is affected by

the type of agricultural data use. Mohanty et al. compared usage

of AlexNet and Google LeNet pretrained models for 26 diseases

and 14 crops species through PlantVillage dataset which

constitutes of 54,306 lab images. The Google LeNet achieved

the highest accuracy of 99.3% (Mohanty et al., 2016). However,

upon testing on trusted online sources, the accuracy dropped

drastically to 31.4% (Mohanty et al., 2016). After that Singh et al.

introduced PlantDoc, a 2,598 field images dataset of 13 crops

and 27 classes (Singh et al., 2020a). To classify the dataset’s

images, multiple experiments were done on both uncropped and

cropped images. For the non-cropped images, using ImageNet

architectures with PlantVillage weights (Mohanty et al., 2016)

resulted in twice accuracy compared to using the same

architectures but with ImageNet weights (Singh et al., 2020a).

In the cropped dataset experiment, transfer learning on VGG16

architecture with ImageNet weights resulted in an accuracy of

44.52% compared to 60.42% accuracy when VGG16 was used

with plant village weights (Singh et al., 2020a).
Frontiers in Plant Science 02
196
Class imbalance degrades the performance of deep learning

models on small classes including agricultural applications. For

example, transfer learning was applied through ResNet50

architecture by Thapa et al. to detect two common apple

diseases: apple scab and apple rust (Thapa et al., 2020). The

accuracy obtained was 97% with an accuracy of only 51% for

mixed diseases, which was caused by the small number of apples

that have both diseases (Thapa et al., 2020). Additionally,

Teimouri et al. used deep learning in the estimation of the

weed growth stage (Teimouri et al., 2018). The dataset of 9649

images for various weed species was classified from 1 to 9 growth

stages (Teimouri et al., 2018). Inception-v3 model was selected

due to its good performance and low computational cost, and

transfer learning was applied resulting in a 70% accuracy with a

minimum accuracy of 46% for black-grass species that had the

smallest set of images in the dataset (Teimouri et al., 2018).

Motivated to provide the agritech field with domain specific

pretrained models that are robust and generalizable in various

agricultural applications, the contributions of this work can be

summarized as follows:
1. AgriNet dataset: a collection of 160k agricultural images

from more than 19 geographical locations, several

images captioning devices, and more than 423 classes

of plant species and diseases.

2. AgriNet models: a set of pretrained models on five

ImageNet architectures: VGG16, VGG19, Inception-

v3, InceptionResNet-v2, and Xception and using

AgriNet dataset. The proposed models are introduced

to robustly classify the 423 classes of plant species,

diseases, pests, and weeds with a minimum accuracy

94%, 92%, 89%,90%, and 88% for each architecture

respectively.

3. Pretraining using AgriNet models: transfer learning

using AgriNet models compared to ImageNet models

was evaluated using experiments on two agricultural

datasets: pest and plant diseases dataset from

Bangladesh and a plant diseases dataset from Kashmir.
Materials and methods

Dataset

The AgriNet dataset is a collection of 160142 images

belonging to 423 plant classes. The dataset was collected

from 19 public datasets (The TensorFlow Team, Flowers

(2019); Kumar et al., 2012a; Nilsback and Zisserman; Cassava

disease classification (Kaggle); Olsen et al., 2019; Söderkvist,

2016; U. C. I. M. Learning, 2016; Giselsson et al., 2017; Peccia,

2018; Chouhan et al., 2019; J and Gopal, 2019; Krohling et al.,
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2019; Rauf et al., 2019; D3v, 2020; Huang and Chuang, 2020;

Huang and Chang, 2020; Makerere AI Lab, 2020; Marsh, 2020;

Singh et al., 2020b) geographically distributed between United

States, Denmark, Australia, United Kingdom, Uganda, India,

Brazil, Pakistan, and Taiwan. It includes field and lab images

from different cameras and mobile devices, and it can perform

multiple agricultural classification tasks, such as species, weed,

pest, and plant diseases detection. Sample dataset images is

displayed in Figure 1.

The dataset classes were constructed by merging the same

classes from multiple datasets in one class. This provides better

classification performance through training the neural network

to classify images regardless of the image location, quality, and
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device, which was a common challenge reported in the literature.

For example, for the tomato plant diseases, images were

combined from datasets (Rauf et al., 2019; D3v, 2020;

Makerere AI Lab, 2020) that included lab and field images

from the United States, India, and Taiwan.

The collected dataset is highly imbalanced. As listed in

Table 1, the average number of images per class is 378 images.

Moreover, the number of classes with images less than 100 is 102

classes and the number of classes with images greater than 1000

is 44. In addition to class imbalance, a categorical imbalance

between the three major tasks also exists. While training the

models, the class weight mechanism was introduced to mitigate

the class imbalance.
FIGURE 1

Sample images from agrinet dataset.
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Methods

Data preprocessing
The dataset is a collection of images from multiple sources.

All images were converted to JPEG format and resized to

224x224 pixels which is the size recommended for the deep

learning architectures used. The dataset was then split into 70%

train,10% validation, and 20% test. To increase the dataset size

and ensure that the model is more robust in classifying images

when visual effects are modified, image augmentation was

applied to the training set. The augmented images were

generated through varying brightness, rotation, width shift,

height shift, vertical flip, zoom, and shear.

Convolution neural network
A ConvNet is a sequence of layers where in every layer of a

ConvNet one volume of activations is transformed to another

volume through a differentiable function (Stanford, a). Three

main types of layers are stacked to build a ConvNet architecture:

Convolutional Layer, Pooling Layer, and Fully-Connected Layer

(Stanford, a). First, a Convolution layer computes the output of

neurons that are connected to local regions in the input. Then,

an activation function is applied, such as ReLU, which is max (0,

x) thresholding at zero (Stanford, a). After that, a pooling layer

performs down sampling operation along the spatial dimensions

(width, height). Finally, the Fully-Connected layer is a classical

neural network layer that computes the class scores (Stanford, a).

Deep learning architectures
Deep learning architectures that were frequently used in

agricultural research were selected to train the AgriNet dataset.

VGG16 and VGG19

VGG is named for the Visual Geometry Group at Oxford

and was introduced by Karen Simonyan and Andrew Zisserman

in 2014 (Simonyan and Zisserman, 2015). The main

contribution of this model was the usage of small-sized 3x3

convolutional filters. Pooling was done using Max-pooling over

a 2 x 2-pixel window, with a stride of 2. VGG16 is the winning

architecture of the ICLRLSVRC-2014 competition, having a top

accuracy of 71.3% and a top-5 accuracy of 90.1% (Simonyan and
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Zisserman, 2015). The model has a depth of 16 and 143 million

parameters. The main difference between VGG16 and VGG19,

which was ranked second in the competition, is the model depth

which is 19 in VGG19 (Simonyan and Zisserman, 2015). VGG19

achieved top accuracy of 71.3% and top 5 accuracies of 90%

while having 138 million parameters (Simonyan and

Zisserman, 2015).
Inception-v3

The inception model was introduced in 2012 by Szegedy

et al. where the main contribution was “going deeper”. The

model proposed was 27 layers deep, including inception layers.

The inception layer is a combination of a (1×1 Convolutional

layer, 3×3 Convolutional layer, 5×5 Convolutional layer) with

their output filter banks concatenated into a single output vector

forming the input of the next stage (Szegedy et al., 2015).

Inception-v3 was introduced in 2016 as a convolutional neural

network architecture from the Inception family with several

improvements including usage of factorized 7 x 7 convolutions,

label smoothing, and the use of an auxiliary classifier to

propagate label information lower down the network (Szegedy

et al., 2015). Those improvements resulted in a top accuracy of

77.9% and a top5 accuracy of 93.7%. It is 159 layers deep and has

23 million parameters (Szegedy et al., 2015).

Xception

Xception model was proposed by Chollet et al. in 2017. It

stands for “extreme inception” taking the principle of inception

to an extreme. It is a convolutional neural network architecture

that relies solely on depth-wise separable convolution layers

(Chollet, 2017; Akhtar, 2021). The main difference between

inception and Xception is that in inception, 1x1 convolutions

were used to compress the original input, and from each of those

input spaces different type of filters was used on each of the

depth space. On the other hand, Xception reverses this step

where filters are applied followed by compression. The second

difference is the absence of non-linearities in Xception compared

to the usage of ReLU in inception (Chollet, 2017; Akhtar, 2021).

The Xception achieved a top accuracy 79% of and a top5

accuracy 94.5% of while having 22.9M parameters and a depth

of 126.
TABLE 1 Summary of AgriNet dataset per category.

Category #Images #Classes Average Median Description Reference

Species 52150 309 169 144 12 mushroom, 103
flowers, 194 leaves

(Kumar et al., 2012a; Nilsback and Zisserman, ; Olsen et al., 2019; Söderkvist,
2016; U. C. I. M. Learning, 2016; Huang and Chuang, 2020)

Pests &
Weeds

38305 33 1161 672 8 weeds,5 soybean
weeds,8 pests,12
seedling

(Giselsson et al., 2017; Peccia, 2018; J and Gopal, 2019; Singh et al., 2020b)

Diseases 69687 81 1700 491 30 species (J and Gopal, 2019; Rauf et al., 2019; Krohling et al., 2019; Chouhan et al., 2019;
Singh et al., 2020b; D3v, 2020; Huang and Chang, 2020; Makerere AI Lab, 2020)
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InceptionResNetv2

InceptionResNetv2 was proposed by Szegedy et al. in 2016

and builds on the Inception family of architectures but

incorporates residual connections by replacing the filter

concatenation stage of the Inception architecture (Elhamraoui

et al., 2020; Szegedy et al., 2017). Residual connections allow

shortcuts in the model leading to better performance while

simplifying the Inception blocks (Elhamraoui et al., 2020;

Szegedy et al., 2017). The model achieved top accuracy of

80.3% and a top 5 accuracy of 95.4% while having 55.9M

parameters and a depth of 572.

Thus, each of the used architecture has its benefits

depending on the targeted applications. A detailed comparison

of the models is presented in Table 2. Note that Xception model

has the smallest size of 88 MB while InceptionResNet-v2

achieved the highest top1-accuracy and top5-acuuracy of 0.803

and 0.953 respectively. In terms of depth and parameters,

Xception model has the smallest number of parameters of

2291480 though VGG16 has the shortest depth of 23 layers.

Transfer learning
Transfer learning is the state-of-the-art approach with scarce

data applications. The common approach for vision-based

application is to train a ConvNet on a very large dataset (for

example, ImageNet, which contains 1.2 million images with

1000 categories), and then use the ConvNet either as an

initialization or a fixed feature extractor for the task of interest

Singh, (2021). Three Transfer Learning methods exist:

ConvNet as fixed feature extractor

This is done by removing the fully connected layer from the

ConvNet pretrained on a generic dataset (ex. ImageNet), then

treating the rest of the ConvNet as a fixed feature extractor for

the new dataset.

Fine-tuning the ConvNet

The second approach adds to the first approach by fine-

tuning the weights of the pretrained network by continuing the

backpropagation (Singh, 2021). Although retraining the whole

model is possible, usually, some of the earlier layers are kept and

we only fine-tune some higher-level portion of the network. This

is because features of a ConvNet contain more generic features
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like edges in the first layers, but later layers of the ConvNet are

more detail-oriented toward the pretrained model’s classes

(Singh, 2021).

Pretrained models

Final ConvNet checkpoints are frequently released to assist

in fine-tuning tasks since modern ConvNets are time-

consuming. For example, it takes 2-3 weeks to train a

ConvNet across multiple GPUs on ImageNet (Singh, 2021).

First, transfer learning was applied on ImageNet pretrained

models, where ImageNet was the generic dataset and AgriNet

was the target dataset (Figure 2). After training the AgriNet

models, the ¢architectures with their weights were saved and

proposed as pretrained models for any other agricultural

classification task.

Improving the models’ performance
To tackle the bias in the DL models, the severe class

imbalance in the dataset, and to improve the models’

convergence, three main methods were applied to the five

AgriNet architectures:
Class weights

Class imbalance can affect the classification accuracy of small

classes compared to large classes. To improve the performance

of classification in small datasets, multiple solutions exist

including oversampling, under-sampling, and class weight. In

AgriNet, class weights were added to all the trained neural

networks so that a balance is created between classes during

the training process (You et al., 2019).
Decaying learning rate

Learning rate decay is a technique for training neural

networks, by starting with a large learning rate and then

decaying it multiple times (Srivastava et al., 2014). It aims to

improve optimization and generalization (Srivastava et al.,

2014). This improvement is an outcome of the fact that an

initially large learning rate accelerates training or helps the

network escape spurious local minima, and then decaying the

learning rate helps the network converge to a local minimum

and avoid oscillation (Srivastava et al., 2014).
TABLE 2 Comparison of the imagenet architectures used in agrinet.

Model Size Top-1 accuracy Top-5 accuracy Parameters Depth

Xception 88 MB 0.790 0.945 22,910,480 126

VGG19 549 MB 0.713 0.900 143,667,240 26

InceptionResNe-v2 215 MB 0.803 0.953 55,873,736 572

Inception-v3 92 MB 0.779 0.937 23,851,784 159

VGG16 528 MB 0.713 0.901 138,357,544 23
frontie
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Dropout

Dropout is a regularization method that approximates

training a large number of neural networks with different

architectures in parallel (Battini, 2018). It was proposed by

Srivastava et al. to resolve the overfitting problem in large DL

models. Moreover, the term refers to dropping out units, which

means temporarily removing units from the network, along with

all its incoming and outgoing connections (Battini, 2018). In the

simplest case, each unit is retained with a fixed probability p

independent of other units, where p can be chosen using a

validation set or can simply be set at 0.5, which seems to be close

to optimal for a wide range of networks and tasks. For the input

units, however, the optimal probability of retention is usually

closer to 1 than to 0.5 (Battini, 2018).

Evaluation metrics
Evaluation of the proposed models was based on

two metrics.

Accuracy

Accuracy represents the number of correctly classified data

instances over the total number of data instances.

F1-score

The F1-score is the harmonic mean of precision and recall.

Precision is the ratio of correctly predicted positive observations
Frontiers in Plant Science 06
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to the total predicted positive observations while recall is the

ratio of correctly predicted positive observations to all

observations in the actual class.

Accuracy is the most widely used metric to evaluate the

performance of classification models. However, F1-score

accompanies accuracy in classification tasks where the dataset

is unbalanced.
Results and discussion

Fine tuning AgriNet models

Transfer learning was applied to all AgriNet architectures.

For each architecture, multiple experiments were done to

propose the most accurate model by changing the number of

frozen and trainable layers. The optimizer selected in VGG16

and VGG19 was SGD while in Inception-v3, Xception, and

InceptionResNet-v2 Adam optimizer was used. All models were

trained on a batch size of 32 (Table 3).
Inception-v3 experiments
The Inception-v3 model constitutes 311 layers. We tested

freezing the first 133, 165, 197, 228, 249, and 280 layers. The

layers are respectively named mixed4, mixed5, mixed6, mixed7,
FIGURE 2

Transfer learning.
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mixed8, and mixed 9. We found that freezing the first 165 layers

(mixed5) achieved the highest performance.

Xception experiments: The Xception model has 132 layers.

The model was trained while fixing the weights of the first 66, 76,

86, 96, 106, 116, and 126 layers. The layers are respectively

named add_5, add_6, add_7, add_8, add_9, add_10, and

add_11. We found that fixing the first 116 layers (add_10),

achieved the optimum performance.

InceptionResNet-v2 experiments
The InceptionResNet-v2 model constitutes of 780 layers. We

tested fixing the first 400, 480, 560, 631, and 711 layers. The layers

are respectively named block17_8_mixed, block17_13_mixed,

block17_18_mixed, block8_1_mixed, and block8_6_mixed. We

found that the first 400 layers (block17_8_mixed) were frozen to

achieve the most accurate classification.

VGG16
The VGG16 model has 19 layers. The model was trained

while freezing the weights of the first 7, 11, 15, and 19 layers,

which are respectively named layer to block2_pool, block3_pool,

block4_pool, and block5_pool. We found that fixing the first 15

layers (block4_pool) achieved the highest performance.

VGG19
The VGG19 model constitutes 21 layers. We tested freezing

the first 7,12,17, and 21 layers, which are respectively named

block2_pool, block3_pool, block4_pool, and block5_pool. We

found that the first 17 layers (block4_pool) were frozen to

achieve the most accurate classification.

Thus, each of the architectures had its optimum freezing

percentage. For Inception-v3 and InceptionResNet-v2, 53% and
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51.3% freezing of weights achieved the highest accuracy

respectively. On the other hand, for VGG16, VGG19, and

Xception, the highest accuracies were achieved when freezing

percentages of 78.9,77.3, and 87.9 respectively.
Evaluation of AgriNet models as
classification models

Overall networks performance
After training the five architectures, the overall test and per

class accuracies and F1-score were reported. Supplementary

materials include the total number of images for each class

and the per-class test accuracy for each of the five models.

VGG19 surpassed all other models with a test accuracy of

94% and an F1 score of 92%. VGG16 was ranked second,

followed by InceptionResNet-v2. However, the Inception-v3

model was the least performing with an average accuracy of

88% and an F1-score of 84% (Table 4).

Another comparison was done for each of the models’ sizes, the

number of parameters, and Floating-Point Operations (FLOPs).

InceptionResNet-v2 had the smallest FLOPs of 375,982,836

operations, followed by Xception with 623,900,414 operations and

then VGG19 that reported 718,281,877 operations. Similarly,

InceptionResnet-v2 had the smallest number of parameters which

is 12,983,584 parameters, followed by VGG16 with 41,888,999

parameters and then by VGG19 with 94,092,935 parameters. For

the smallest model size, VGG19 is ranked first with a model size of

159.9MB, followed by VGG16 (180.1MB), and then by

InceptionResNet-v2 (980.3MB). Results are displayed in Table 5.

InceptionResNetv2 achieved the best compromise between accuracy,

F1-score, FLOPs, number of parameters, and model size. Additionally,
TABLE 3 Fine-tuning in agrinet models.

AgriNet architecture Frozen layers Trainable layers

Inception-v3 165 146

Xception 116 16

VGG19 17 5

InceptionResNet-v2 400 380

VGG16 15 4
TABLE 4 AgriNet models evaluation.

Train accuracy Val accuracy Test accuracy F1-score (macro average)

Inception-v3 93.69 88.36 88 84

Xception 94.1 87.73 89 85

VGG19 95.76 93.84 94 92

InceptionResNet- v2 91.03 89.82 90 87

VGG16 91.11 91.55 92 90
Bold values, highest accuracy/f1-score.
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the model has a size of 980.3MB, the lowest FLOPs and number of

parameters, it achieved a 90% accuracy and an 87% F1 score.

Categorical evaluation of the models
The AgriNet Dataset consists of three main categories:

species, weeds and pests, and diseases. Evaluation per category

analysis was performed on each of the architectures proposed.

VGG19 outperformed other architectures in species recognition

and pests, weeds, and diseases detection tasks (Table 6).

Species classification task

VGG19 achieved the highest accuracies in flowers, leaves,

and mushrooms detection. Flowers classes are a combination of

the VGG flowers dataset (103 classes) combined with the

TensorFlow flowers dataset (5 classes merged with classes of

the VGG flowers dataset). The VGG flowers dataset achieved a

70.4% accuracy (Nilsback and Zisserman, ). As shown in Table 7,

all AgriNet models outperformed the baseline model in the

flower classification task. Similarly, leaves are majorly composed

of the Leafsnap dataset which achieved an accuracy of 70.8 in

(Kumar et al., 2012b). In the mushrooms classification task, the

highest accuracy of 75.77% was achieved by VGG19. The low

accuracy of mushrooms classification compared to other

classification tasks in AgriNet is mainly caused by the different
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image patterns of mushrooms compared to leaves and flowers

constituting all other classes.

Pests and weeds classification task

The five pretrained models were able to achieve high

accuracies in classifying pests and weeds as shown in Table 8.

For weed images retrieved from the deep weeds dataset, the

highest macro average accuracy of 89.9% was achieved by

VGG19 while (Rahman et al., 2018) achieved the highest

macro average accuracy of 74.93% using ResNet50. Same for

weed seedlings, VGG19 achieved the top performance while

reaching an accuracy of 98.62%. Moreover, for soybean weeds,

all models achieved around 99% accuracy. Finally, in pests

classification, Xception had the minimum accuracy of 94.87%

and VGG19 had the highest accuracy of 98.62%.

Plant diseases classification task

Plant diseases classes were merged from different datasets.

VGG19 was able to classify the largest number of plant diseases

most accurately with a macro-average accuracy of 92.51%. VGG16

achieved top-class accuracy in a smaller number of classes than

VGG19 and was ranked second with a macro-average accuracy of

90.84%. Sample macro average accuracies are presented in Table 9.
Evaluation of AgriNet models as
pretrained models

Evaluation on rice pests and diseases dataset
To evaluate the superiority of the proposed models, transfer

learning was applied using ImageNet and AgriNet weights for

the five ImageNet architectures on the rice pest and plant

diseases dataset (Kour and Arora, 2019). The dataset was split

into 70% training, 10% validation, and 20% test sets. This dataset

is a collection of 1426 field images of rice pests and diseases
TABLE 5 Comparing imagenet architectures used.

FLOPs Total number of parameters-agrinet Size-agrinet

VGG16 802,046,505 41,888,999 159.9 MB

VGG19 718,281,877 94,092,935 180.1 MB

Xception 623,900,414 124,056,527 1.28 GB

Inception-v3 951,318,693 74,666,183 816.2 MB

InceptionResNet-v2 375,982,836 12,983,584 980.3 MB
Bold values, highest accuracy/f1-score.
TABLE 6 Categorical macro-average test accuracy.

Category Species Pests and weeds Plant diseases

VGG16 87.38 91.56 90.84

VGG19 91.96 94.71 92.51

Xception 84.94 85.55 85.6

Inception-v3 82.15 86.99 87.93

InceptionResNet-v2 84.28 90.23 89.5
Bold values, highest accuracy/f1-score.
TABLE 7 Macro average test accuracies for species category on test set.

Category #classes Inception-v3 Xception VGG16 VGG19 InceptionResNet-v2

Flowers 103 80.63 86.92 86.88 93.47 80.63

Leaves 194 86.42 82.65 88.67 91.02 86.84

Mushrooms 12 69.83 72.44 70.71 75.77 73.7
Bold values, highest accuracy/f1-score.
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collected from paddy fields of Bangladesh Rice Research

Institute (BRRI) for 7 months (Table 10).

AgriNet models achieved higher accuracies than ImageNet

models. In VGG16, the model achieved a 90% accuracy using

AgriNet weights, compared to 83% for ImageNet weights (Figure 3).

On the VGG19 side, using AgriNet weights resulted in an 88%

accuracy compared to 83% accuracy using ImageNet weights.

Although VGG19 achieved the highest accuracy on the AgriNet

dataset, VGG16 performed better on the rice pest and plant diseases

dataset. This can be caused by specific image features that vary between

a dataset and another. Thus, it is recommended to evaluate any
Frontiers in Plant Science 09
203
agricultural dataset on multiple AgriNet architectures to achieve the

best performance possible. It should be noted that the above accuracies

on the dataset resulted after freezing the models and only training the

dense layers. Further experiments can result in higher accuracies.

Evaluation on plant diseases of
Kashmir dataset

The plant diseases dataset of Kashmir contains 2136 images

for eight plant species: Apple, Apricot, Cherry, Cranberry,

Grapes, Peach, Pear, and Walnut with a total of 1201 healthy

images and 935 diseased images (Table 11) (52). The dataset was

split into 70% training, 10% validation, and 20% test set. Similar

to the case of the pest and plant diseases dataset, VGG16

achieved the highest accuracy and F1-score for both ImageNet

and AgriNet models. All five AgriNet models achieved higher

accuracies than ImageNet models. Moreover, the highest

AgriNet accuracy reported was 83% compared to 70% in

ImageNet on VGG16 as mentioned above (Figure 4).
Conclusion

In this paper, we present AgriNet dataset and AgriNet

models, a collection 160k agriculture images dataset and a set
TABLE 8 Macro average test accuracies for pests and weeds category on test set.

Category #classes Inception-v3 Xception VGG16 VGG19 InceptionResNet-v2

Weeds 8 79.92 73.2 86.85 89.99 85.61

Seedling 12 76.72 81.88 88.66 92.72 86.35

Pests 8 94.95 94.87 95.74 98.62 94.9

Soybean 5 99.2 98.82 99.34 99.43 99.43
Bold values, highest accuracy/f1-score.
TABLE 9 Macro average test accuracies for some species used in plant diseases category on test set.

Category #classes Inception-v3 Xception VGG16 VGG19 InceptionResNet-v2

Apple 3 83.06 86.21 91.27 93.23 88.98

Bean 3 90.8 88.5 90.03 93.89 95.05

Cassava 5 67.77 64.1 71.3 72.75 69.29

Cherry 2 95.2 93.53 97.88 98.07 97.6

Coffee 5 94.14 92.82 97.52 97.26 95.67

Corn 4 93.07 92.23 93 95.51 90.68

Cotton 4 95.62 91.38 97.6 96.5 95.63

Guava 2 94.13 90.66 95.42 95.62 94.33

Grape 4 93.69 93.83 98.9 98.38 97.83

Citrus 2 90.3 98.09 93.87 99.59 89.57

Mango 2 86.8 91.5 98.11 96.64 93.34

Potato 2 87.1 88.28 94.73 95.20 85.17

Rice 3 83.33 75 83.33 87.5 75

Strawberry 2 95.05 97.97 97.75 99.54 99.54

Tomato 12 78.5 73.3 84.95 87.04 81.09
Bold values, highest accuracy/f1-score.
TABLE 10 Rice pest and diseases dataset description.

Class Number of images

False Smut 93

Brown Plant Hopper 71

Bacterial Leaf Blight 138

Neck Blast 286

Stemborer 201

Hispa 73

Sheath Blight and/or Sheath Rot 219

Brown Spot 111
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of five agriculture-domain specific pretrained models

respectively. VGG architectures achieved the highest accuracy

with 94% accuracy for VGG19 and 92% accuracy for VGG16.

InceptionResNet-v2 had the best compromise between the

model’s performance, and the computational cost through the

number of trainable parameters, FLOPs, added to the model’s

size. In addition, the superiority of the proposed models was

evaluated by comparing the AgriNet models with the original

ImageNet models on two external pest and plant diseases

datasets.VGG architectures resulted in best performance in

both ImageNet and AgriNet models, where AgriNet surpassed

the ImageNet models with accuracy increase of 18.6% and 8.4%

using VGG16 for Kashmir dataset and rice dataset

respectively.Further advancements to the AgriNet project

include training the AgriNet dataset on more recent

convolutional neural networks architectures, expanding

pretraining to vision transformers, and increasing the dataset

size through adding extra datasets or through applying advanced

image augmentation techniques. However, adding additional

datasets is restricted to the limited number of agricultural
FIGURE 3

Models comparison on rice pests and diseases dataset.
TABLE 11 Plant diseases of kashmir dataset description.

Class Number of images

Apple Healthy 93

Apple Diseased 100

Apricot Healthy 86

Apricot Diseased 100

Cherry Healthy 82

Cherry Diseased 95

Cranberry Healthy 100

Cranberry Diseased 94

Grapes Healthy 100

Grapes Diseased 9

Peach Healthy 100

Peach Diseased 18

Pear Healthy 100

Pear Diseased 58

Walnut Healthy 93

Walnut Diseased 100
FIGURE 4

Models comparison on plant diseases of kashmir dataset.
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public datasets, which urges the research community in

retrieving private datasets to public status whenever possible.
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