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Editorial on the Research Topic 


Women in cytokines and soluble mediators in immunity


The Research Topic dedicated to “Women in Cytokines and Soluble Factors in Immunity” was launched in March 2022 by two experienced and two younger female scientists, active in four different continents. In 24 months, we have collected over 60 contributions from female scientists around the World. Most of the papers are original research studies and deal with human diseases (tumors, infections), evaluating the pathological or predictive role of cytokines, but also the importance of cytokines in invertebrate immune defense. Most of the papers list young PhD students as first author, but many very experienced female scientists have also contributed. Most of the papers come from Europe, but significant contributions were received from Asia, Americas and Africa. Impressively, almost one third of the papers are cross-continental collaborations. While much still must be done for promoting female participation to scientific research, in particular in developing countries, this Research Topic underlines an encouraging scenario of commitment and dedication to science, desire of collaboration, capacity to coach, train and support younger female scientists to engage in a scientific career.



1 Cytokines and soluble factors in immunity

The field of cytokines and other soluble factors in immunity encompasses many different scientific areas, from evolution of immunity to clinical diagnostic studies. This Research Topic includes several important contributions in different areas of basic and clinical research on soluble immune factors, as briefly summarized below.



1.1 Invertebrate immunity

Soluble immune factors are essential elements in the defensive system of invertebrate metazoans, and include enzymes such as lysozyme and phenoloxidase, complement and inflammatory cytokines such as IL-17 and TNF (1–6). A comprehensive analysis of soluble factors-mediated immunity in two different invertebrate phyla, annelids and bivalve mollusks, is reported by an excellent group of four women scientists active in two different European countries (Canesi et al.). Two studies from Italy and Italy-China analyzed the immune response of tunicates to biotic or abiotic challenges and showed that the modulation of several immune factors, including complement, cytokines, enzymes and variable chitin-binding and LPS-binding proteins, is the basis of primary and memory responses in Ciona robusta (Marino et al., Liberti et al.).




1.2 Mammalian immunity

In mammalian immunity, soluble factors have a major importance both for innate and adaptive immune response. As for invertebrates, complement is one of the key anti-bacterial effector systems (4, 7, 8). For adaptive immunity, antibodies are the highly specific and effective neutralizing tools (8). Cytokines and chemokines are soluble factors that participate to both innate and adaptive immunity, representing the natural bridge between the two systems (8). The role of soluble factors in the T cell development has been extensively examined, including at the level of intrathymic differentiation (8, 9). A very interesting study addresses the role of two such factors, IL-2 and IL-15, in driving the differentiation of distinct Treg cells in the thymus (Apert et al.). It is notable that such study is the result of a collaboration between three different European countries, France, Switzerland and UK. A comprehensive assessment of the multifaceted role of chemokines in immunity is provided by a young researcher active in one of the groups that discovered chemokines, in Switzerland (Cecchinato et al.). The ability of innate cells such as macrophages to produce cytokines and other soluble factors in response to challenges is generally assessed in vitro in culture systems that may not reproduce accurately the in vivo conditions (10, 11). This is a shortcoming that may lead to misleading results and inaccurate prediction of immune reactivities. A joint collaboration between Dutch, UK and German researchers pointed out how variations in cell density in culture can influence the function and cytokine production by human macrophages, which warrants a particular attention in the reliable design of our cell culture systems (Ruder et al.).




1.3 Cytokines/soluble factors’ profile in diseases as diagnostic/prognostic markers

The role of cytokines and other immune soluble factors in diseases has gained increasing importance, and many studies have pointed at the possibility of using them as diagnostic markers, able to identify the type and stage of multiple different diseases, and as prognostic tools for predicting future susceptibility or resistance to disease development.



1.3.1 Infections

The recent COVID-19 pandemic has produced numerous studies of cytokines as markers of disease and disease severity. Association with mortality, as well as other immune and vascular biomarkers, is reported in two studies, one in Spain (Sanchez-de Prada et al.) and one in South Africa in collaboration with UK (Shaw et al.). The soluble immune factors’ profile in COVID-19 convalescent pregnant women was examined in an extensive Brazilian study encompassing ten different institutions (Fernandes et al.). The lung inflammatory conditions and the infection-dependent epithelial to mesenchymal transition was examined at the single cell level in a collaborative study between China and USA (Zhang et al.). The importance of the viral nucleoprotein in inducing anti-inflammatory innate memory was examined in a joint study between the European Commission JRC, Italy and China (Urban et al.). A very interesting study in Cameroon in collaboration with Italy highlighted the presence of antibodies reactive to SARS-CoV-2 in archive samples of HIV patients dating back to before the COVID-19 pandemic (Aissatou et al.). Inflammation-related soluble factors were examined in HIV patients both for optimizing treatment in Cameroonian adolescents in a collaborative study between Cameroon, Italy, France and South Africa (Ka’e et al.) and for predicting hematological complications and, again, optimize treatment, in a Danish study (Grønbæk et al.). Response to viruses has been further examined in a collaborative Brazil-Germany study in terms of systems biology dynamical evaluation of interferon-related signatures in Dengue infection (Usuda et al.) and single cell-based identification of the chemokine CCL5 as biomarker of macrophage response to DNA sensing in a USA work (McCarty et al.).

Several studies focused on parasitic diseases, in particular malaria. A comprehensive immunogenomic study was performed in a collaboration between USA, Mali and Portugal to identify an immune profile predictive of susceptibility to clinical malaria (Mbambo et al.). Another study from Nigeria explored the possible pathogenic role of TNF-α in malaria patients with type 2 diabetes (Ademola et al.). In a study from the Côte d’Ivoire, another inflammatory cytokine, IL-1β, and other members of the IL-1 family, were examined in sickle cell disease in Sub-Saharan Africa, in the attempt to design a better management of the disease (Siransy et al.). The immunological aspects of clinical forms of cutaneous leishmaniasis in North Africa and French Guiana were addressed in a collaborative study between France, Tunisia and French Guiana (Saidi et al.).

Focus on bacterial infections encompasses a study examining the profile of cytokines and chemokines in people recently infected with Mycobacterium tuberculosis, within a collaboration between Colombia and Canada (Herrera et al.), a Canadian-Swedish study reported on correlates of protection in Francisella tularensis infection (Lindgren et al.), a very interesting evaluation of the osteoblast secretome in osteomyelitis induced by Streptococcus aureus was contributed by an Italian group (Granata et al.), and an Italian-UK collaboration provided an excellent review of the value of PTX3 as prognostic marker of mortality in sepsis (Davoudian et al.).




1.3.2 Pregnancy

The involvement of soluble immune factors in some pathological aspects associated with pregnancy has been the focus of a number of manuscripts. The levels of cytokines in patients undergoing procedures for in vitro fertilization were examined in a study from Poland (Piekarska et al.). The cytokine levels in first trimester-pregnant women developing hypertension after assisted reproductive technology were examined in a Chinese study (Lan et al.), while another Chinese study addressed the association between circulating inflammatory cytokines and pregnancy-associated hypertension (Guan et al.). Pregnancy-associated immunomodulation through extracellular vesicles and soluble factors released by amniotic mesenchymal stromal cells was investigated for possible translational applications by an Italian study (Papait et al.). The correlation between immune parameters, including cytokines, and cervical insufficiency and preterm births was addressed by a Korean study (Jeong et al.). Eventually, the association between monocyte signatures and the risk of developing chronic lung disease in preterm infants was shown in a German study (Windhorst et al.).




1.3.3 Other conditions

Cytokines and soluble factors can act as markers of disease, disease progression and disease severity in several diseases in which inflammation is involved. A collaborative study between Germany and Austria addressed the presence of systemic inflammation-related markers in polyneuropathies (Garcia-Fernandez et al.), while a study from Qatar has investigated the cellular sources of anomalous cytokine levels in autism (Nour-Eldine et al.). In a Finnish/USA study, circulating IL-21 was found to correlated with disease progression in type 1 diabetes (Schroderus et al.), whereas a Polish study suggested adipokines could be disease biomarkers in type 2 diabetes, demonstrated in a cat model (Sierawska and Niedźwiedzka-Rystwej et al.). Soluble prognostic and diagnostic biomarkers of osteoporosis were investigated in a Chinese study (Wang et al.). In an Italian study, soluble biomarkers of disease mechanisms and phenotypes of systemic sclerosis were identified with an aptamer-based proteomic approach (Motta et al.). The distribution of IL-22BP in Crohn’s disease was the focus of a French investigation (Fantou et al.). Eventually, the contribution of mast cell proteases and IL-33 processing in the development of allergic lung inflammation was examined in a mouse model in a collaborative study between Belgium, Austria, Russia, Germany and China (Krysko et al.).





1.4 Cytokines and soluble factors in pathogenic mechanisms

Whether anomalies in cytokine production is a consequence of disease or may be part of the pathogenesis is still an open question. Several studies included in this collection tackle the issue in the attempt to identify the involvement of cytokines in pathogenesis vs. pathology. Several of the studies focused on cytokines of the IL-1 family, which include highly inflammatory factors, such as IL-1β, that have a well-known role in many chronic inflammatory and degenerative diseases (12, 13). A manuscript from Italy and China examined the role of IL-1 family cytokines in neuroinflammatory and neurodegenerative diseases and concluded that most likely these cytokines are involved in both pathogenesis and downstream pathological symptoms (Boraschi et al.). That IL-1β, the best-known inflammatory cytokine of the family, can be involved in tumorigenesis is known (14, 15), but a study from Singapore and Switzerland further identified AIM2 activation as one of the factors contributing to the production of IL-1β in the tumor microenvironment (Chew et al.). IL-1α, a cytokine mostly present as membrane bound molecule thereby acting through cell-to-cell contact (16, 17), was found responsible for activating leukocyte adhesion during atherogenesis in a German study (Maeder et al.). Another German study found that IL-36γ, a less known inflammatory cytokine of the IL-1 family mostly active at the tissue level, is responsible for interferon-independent liver injury caused by the Rift Valley virus (Anzaghe et al.). Other specific cases were examined: the role of IL-11 in fibrosis in interstitial lung disease, studied using human organoids by a German group (Kastlmeier et al.); the dysregulation of LIF in endometriosis, proposed by a Canadian-USA collaboration (Zutautas et al.); the role of GAS6/TAM in regulating NK cell recognition of multiple myeloma cells and degranulation studied by an Italian-USA group (Kosta et al.); and the involvement of the complement terminal complex in the inflammatory activation of retinal pigment epithelium and the associated development of age-related macular degeneration proposed by a German collaboration study (Busch et al.). Eventually, a group of studies examined the entire spectrum of cytokines and soluble factors associated with initiation vs. maintenance of different pathologies. A collaborative study between Switzerland and Spain reviewed the contribution of cytokines to the hyperinflammatory spectrum (Planas et al.). A USA group reviewed the contribution of oncostatin M, a cytokine of the IL-6 family, in inflammatory diseases (Wolf et al.). In cancer, the contribution of tumor-associated macrophages and their soluble factors in lung metastatic melanoma was addressed in a China-Germany collaborative study (Xiong et al.). Eventually, an informative review on the role of cytokines in Acute Myeloid Leukemia was contributed by an Austrian group (Luciano et al.).




1.5 Cytokines and cytokine modulation in therapy

Targeting cytokines for curing diseases is an approach that has turned out to be successful in several instances, see as an example the TNF-α or IL-1β inhibitory biologicals currently used in several chronic inflammatory diseases (18–21), although the efficacy is not complete and side effects can be observed [such as the tuberculosis activation in patients with latent tuberculosis treated with anti-TNF-α drugs; (22)]. An historical excursus describing how several of these cytokine inhibitors were originally identified is provided by Daniela Novick, a pioneer woman scientist who accelerated substantially the development of anti-cytokine drugs (Novick et al.). Inflammation, including induction of inflammatory cytokines, has been for decades the core of cancer immunotherapy, with the use of bacteria and bacterial-derived molecules (23). The use of BCG is currently the golden standard treatment for non-invasive bladder cancer, and its effect includes the activation of an anti-tumor innate and inflammatory response (24, 25). Based on the notion that innate immunity is non-specific, a large collaborative study (involving researchers from Austria, The Netherlands, France, Italy, Russia, Poland and Hong Kong) showed that treatment of bladder cancer patients with BCG induced a systemic innate response able to counteract the SARS-CoV-2 infection (Pichler et al.). On the same line, a very interesting study from an Iranian and Canadian collaboration shows that the use of molecules that induce innate/inflammatory activation can substantially increase the therapeutic immune response against colon cancer in a preclinical model and also downregulates the pathological presence of fibroblasts in the tumor microenvironment (Haijabadi et al.). A review of the innate immunity in the airways, contributed by an Icelandic/Swedish group, comes to similar conclusions, i.e., that activation of innate immune/inflammatory epigenetic mechanisms by bacterial products may contribute to effective response and disease resolution (Myszor and Gudmundsson).

Anti-inflammatory strategies are the most common approaches to cytokine inhibition in different diseases. In liver transplantation from brain dead donors, inflammation is largely dependent on increased IL-1β production and was shown, in a study from a Mexico-Spain-Uruguay collaboration, to be the main cause of rejection, as it could be mitigated by treatment with the IL-1 antagonist IL-1Ra (Casillas-Ramirez et al.). Interestingly, a German-UK study on IL-37, an anti-inflammatory cytokine of the IL-1 family that is active in the gut, showed that the IL-37 role at the level of the mucosal epithelium is minimal, suggesting an anatomically distinct and localized anti-inflammatory activity (Krohn et al.). Among anti-inflammatory strategies, the use of phycocyanobilin, a tetrapyrrole chromophore from microalgae, displays substantial anti-inflammatory properties and was found able to inhibit leukocyte infiltration and cytokine production in a rheumatoid arthritis model (Marin-Prida et al.) and in a multiple sclerosis model (Marin-Prida et al.), as reported by two Cuban studies, one in collaboration with Brazil, China, Mexico, and the other one with Brazil and Germany. A French study explored the use of a synthetic histamine analogue that binds to CXCR4 (a chemokine receptor important for leukocyte mobilization) for inhibiting inflammation in juvenile arthritis cells in vitro and in a mouse model in vivo. Using this model, they observed substantial reduction of inflammatory cytokines, immune cell infiltration and joint and bone erosion (Bekaddour et al.). Anti-inflammatory effects were also observed in a Cuban study using a modified peptide derived from HSP60 both in animal models of RA and in human patients The treatment inhibited inflammatory cytokine production, including IL-17, and ameliorated the cytokine storm in COVID-19 patients (Dominguez-Horta et al.). Anti-inflammatory strategies targeting T cells included the above-mentioned study, which identified an increase in Treg cells, and a collaborative study between Cuba, Korea and Portugal on a mutant of IL-2, which showed that the antitumor activity of the mutein is based on the change of the balance between CD8+ and Treg cells (Carmenate et al.). Eventually, an Italian study showed that a synthetic sulfolipid can decrease IL-12 production by dendritic cells and promote T cell differentiation towards Treg (Barra et al.).





2 Women in cytokines and soluble factors in immunity

This Research Topic provides much more than a number of good scientific papers on the general topic of cytokines and soluble factors in immunity. Being dedicated to women immunologists active in the area of cytokines, the Research Topic aimed to be as inclusive as possible, having expert scientists who could set an inspiring example for the young students who are just approaching science, and encouraging female researchers to engage in a scientific career in every country, in particular those where research conditions are more difficult in general and for women in particular. To reflect our intention, the four editors of the Research Topic are two old and two young female immunologists, active in four different continents. We have collected 62 contributions, in which the first or the senior author are female scientists. Many are young PhD students, while others are very experienced researchers. Authors of these papers come from 40 countries across four continents (Europe, Asia and Middle East, Africa, Americas). Impressively, over 77% of the studies are collaborative studies, and 44% of these collaborations are intercontinental, as we did underline in the previous paragraphs. This reflects a very encouraging trend, i.e., that scientists (and women in particular) strongly believe that progress means collaboration without borders and without any type of bias (Figure 1).




Figure 1 | Worldwide distribution of the contributions to “Women in Cytokines and Soluble Factors in Immunity” with their collaborative interconnections. Artwork by Denise Ruiz Castro and Maykel Pedro Penton Martinez (Design project InDi productions, Havana, Cuba) and Sheila Delgado-Lora.



We had in 2023 two important examples of successful women, whom are worth mentioning for their life-long commitment. Claudia Goldin, an American economist, has been awarded the Nobel Prize in Economic Sciences for her relentless engagement in understanding and making known the gap between women and man in the labor market (26). Her work and her analysis of the reasons why the majority of undergraduates in USA are women are impacting substantially on the general understanding of the female working and social conditions, well beyond her country. Another inspiring example is Katalin Karicó, a Hungarian biochemist who moved to USA when she was 30, after she lost her lab position due to lack of funding. Katalin is an expert in RNA, and in 1989, soon after having moved to the USA, she started working on mRNA and focused on mRNA-based therapeutic approaches. In the following years, she encountered huge difficulties in obtaining funding and in developing her academic career but she never abandoned her focus on therapeutic mRNA, and eventually she succeeded in dumping the RNA inflammatory activity and devising an effective delivery system. This was the basis for the first widespread human application of mRNA, as vaccine for SARS-CoV-2. She was awarded the Nobel Prize in Physiology and Medicine in October 2023. Few months earlier, her biography was published as an illustrated children book, with the compelling title “Never give up” (27).

The contribution of women to science is substantial, but the gaps and inequalities are still outstanding in many countries and institutions. Although there are many initiatives aiming at raising awareness and encourage women’s participation in science (for instance the International Day of Women and Girls in Science, celebrated every February 11), we, as women scientists, are those who should “never give up”, both in pursuing advancement of knowledge and in closing gaps and eliminating inequalities.
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Annelids and mollusks, both in the superphylum of Lophotrochozoa (Bilateria), are important ecological groups, widespread in soil, freshwater, estuarine, and marine ecosystems. Like all invertebrates, they lack adaptive immunity; however, they are endowed with an effective and complex innate immune system (humoral and cellular defenses) similar to vertebrates. The lack of acquired immunity and the capacity to form antibodies does not mean a lack of specificity: invertebrates have evolved genetic mechanisms capable of producing thousands of different proteins from a small number of genes, providing high variability and diversity of immune effector molecules just like their vertebrate counterparts. This diversity allows annelids and mollusks to recognize and eliminate a wide range of pathogens and respond to environmental stressors. Effector molecules can kill invading microbes, reduce their pathogenicity, or regulate the immune response at cellular and systemic levels. Annelids and mollusks are “typical” lophotrochozoan protostome since both groups include aquatic species with trochophore larvae, which unite both taxa in a common ancestry. Moreover, despite their extensive utilization in immunological research, no model systems are available as there are with other invertebrate groups, such as Caenorhabditis elegans or Drosophila melanogaster, and thus, their immune potential is largely unexplored. In this work, we focus on two classes of key soluble mediators of immunity, i.e., antimicrobial peptides (AMPs) and cytokines, in annelids and bivalves, which are the most studied mollusks. The mediators have been of interest from their first identification to recent advances in molecular studies that clarified their role in the immune response.
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Annelids

Annelids, or segmented worms, are invertebrates with a true coelom filled with coelomic fluid containing several coelomocyte populations. Annelids include polychaetes (marine worms), oligochaetes (earthworms), and leeches. All members of this group are, to some extent, segmented, i.e., they consist of segments that are made up of sub-segments partially intersecting with the body cavity. Since their body is open to the environment, the coelomic cavity is not aseptic, and therefore they had to evolve extremely effective weapons against unwanted enemies. Effector immunocytes called amoebocytes are involved in a broad range of defense functions, including phagocytosis modulated by humoral components, opsonins, which are complement-like molecules, and lectins. The coelomic fluid of annelids contains various antimicrobial factors like lysozyme, hemolytic factors that bind sphingomyelin (fetidin, lysenin, lysenin-related proteins), antimicrobial peptides (AMPs), proteases (lumbrokinase, catalase, superoxide dismutases), cytolytic proteins (coelomic cytolytic factor (CCF)), clotting and coagulation factors, and enzyme-activation-based cascades (prophenoloxidase cascade) (1). Bioactive agents in the coelomic fluid also include several metabolites, like drilodefensins, responsible for the inhibitory effects of polyphenols in the earthworm digestive tract (2), and metallothioneins, small metal-binding proteins responsible for the detoxification and regulation of heavy metals (3). Notably, the humoral defense also includes pattern recognition receptors (PRRs) (such as Toll-like receptors (TLRs) and CCF) that are frequently based on lectin-saccharide interactions designed to recognize highly conserved structures present in different microorganisms (pathogen-associated molecular patterns (PAMPs)). Consequently, cellular and humoral pathways of the innate defense are orchestrated by cytokine-like factors (4).


AMPs

AMPs are evolutionarily ancient molecules produced by all living organisms, including annelids. They represent the first line of defense against microbes but also regulate commensal symbionts at various anatomical sites. Although more than 2,000 AMPs have been described in a wide range of organisms, the number of AMPs described in annelids is very small (Table 1).


Table 1 | Antimicrobial peptides in annelids.



The first discovered AMP in annelids was lumbricin-1 from the earthworm Lumbricus rubellus (5). Related peptides were subsequently identified in several annelids: Hm-lumbricin from the leech Hirudo medicinalis (6), peptide PP-1 from the Asian earthworm Metaphire tschiliensis (7), lumbricin-PG from the earthworm Pheretima guillelmi (8), and lumbricin and lumbricin-related peptide from the earthworm Eisenia andrei (9). These AMPs are enriched with prolines and display a broad spectrum of antibacterial activities. However, they are not inordinately abundant and probably do not represent their primary biological function. Their mechanism of action on microorganisms remains unknown.

Macins are quite long cationic cysteine-rich AMPs with an α-helix/β-sheet structure. In leeches, the group includes theromacin from Theromyzon tessulatum (6) and Hm-neuromacin and Hm-theromacin from H. medicinalis (10). In addition to their antimicrobial activity, these AMPs are associated with regenerating damaged nerve cords. Their mechanism of action consists of the induction of bacteria aggregation followed by membrane permeabilization (19).

The BRICHOS-AMPs (Bri2 chondromodulin and prosurfactant protein C) are cysteine-rich AMPs only found in polychaetes. They arise from a precursor containing the BRICHOS domain, a hydrophobic region, and a cysteine-rich C-terminal region folding into a double-stranded β-sheet. Interestingly, the BRICHOS domain is linked to amyloid formations occurring in several major human diseases like Parkinson’s and Alzheimer’s (20). The first described members of the BRICHOS family were arenicin 1 and 2 in the polychaete Arenicola marina (11). The subsequently identified arenicin 3 differs in its primary sequence and contains an extra disulfide bond (12). A similar AMP, alvinellacin, was identified in the hydrothermal Pompeii worm Alvinella pompejana, a deep ocean polychaete associated with hydrothermal vents (13). By genome screening of Capitella teleta, another member of the BRICHOS-AMPs family called capitellacin was described (14). Nicomicin-1 and-2 were discovered in the artic polychaete Nicomache minor, which lives in frigid waters (15). Except for Nicomicin-2, all BRICHOS-AMPs exhibit a broad spectrum of antimicrobial activities against Gram-negative and Gram-positive bacteria, including multi-resistant species and fungi. These AMPs have membranolytic activity, causing membrane permeabilization of microbes within minutes. Arenicins are also hemolytic and cytotoxic to mammalian cells (21).

Hedistin, characterized by a linear α-helix structure, has only been described in the marine polychaete Hediste diversicolor (16). Hedistin contains bromotryptophan residues, making it stereochemically less susceptible to proteolysis. It is expressed by NK-like cells, suggesting its involvement in innate immune responses, which is confirmed by its comprehensive antimicrobial activity (16). Perinerin from the Asian marine clamworm Perinereis aibuhitensis is a hydrophobic and highly basic peptide with antimicrobial and bactericidal activity (17). It contains four cysteine residues forming disulfide bonds and acts through its pore-forming activity. Ms-hemerycin was identified in the marine lugworm Marphysa sanguinea, which lives in a swamp (18). This small peptide forms an unordered structure with a partial helical region. It has strong antimicrobial activity, but its mode of action is unconventional (Table 1).



Cytokines

Most of our understanding of cytokines and their receptors in invertebrates relies on functional assays and similarities at the physicochemical level. The existence of cytokines in annelids, specifically IL-1-α, TNF-α) and POMC-derived peptide-like molecules, is indicated by work using immunohistochemical methods for their detection (22). Flow cytometry using monoclonal antibodies against human or mouse cytokines detected TNF-α and tumor growth factor-α (TGF-α) in earthworm coelomocytes (23).

Several genomic sequence analyses suggest that the innate immune system of invertebrates and vertebrates evolved independently and that invertebrate cytokine-like molecules and vertebrate cytokines do not have the same evolutionary ancestry. One of the molecules that can be considered a cytokine is coelomic cytolytic factor (CCF), which was first found in the earthworm E. fetida and later in other earthworm species (24, 25). CCF exists in both membrane and soluble forms and functions primarily as a PRR (4). However, some of its properties indicate that it also functions as a cytokine. Based on similar lectin-like activities, CCF shares functional analogies with mammalian tumor necrosis factor (TNF-α). They both lyse the TNF-sensitive tumor cell line L929, and in African and American trypanosomes, they are secreted after LPS stimulation, have opsonizing properties, bind antigens via lectin-like interactions, and increase membrane conductance in mammalian cells by interacting with ion-channels or ion-channel-coupled molecules. Despite the functional analogies of CCF and TNF-α, they do not display any gene or amino acid sequence homology, which indicates distinct evolutionary origins and convergence of invertebrate and vertebrate cytokine molecules (26–28) (Table 2).


Table 2 | Cytokines in annelids and bivalve mollusks.



Endothelial monocyte-activating polypeptide II (p43/EMAP-II), a chemokine, has been described in earthworms and leeches (46, 47). Endothelial monocyte-activating polypeptide II (p43/EMAP-II), a chemokine, has been described in earthworms and leeches (46, 47). In mammals, EMAP-II is released after processing the p43 precursor and functions as a pro-inflammatory cytokine chemotactic for monocytes and granulocytes and as a marker of microglial cell reactivity induced by brain tissue inflammation or neurodegeneration, but it has more pleiotropic biological activities (48). Similarly, the medicinal leech HmEMAP-II is processed from the Hmp43 precursor, which is released by apoptotic cells and serves as a monocyte chemo-attractant (49). The HmEMAP-II has a chemo-attractant effect on microglial cells, e.g., the effect of mammalian EMAP-II on monocytes. Further, gene expression of HmEMAP-II, which can recruit phagocytic cells at lesion sites, is controlled by HmTLR (46). In earthworms, greater expression of EMAP-II is accompanied by a greater abundance of mccEaTLR in seminal vesicles, suggesting its involvement in signal transduction (50) (Table 2).

Interleukin 17 (IL-17), the most conserved cytokine across animal phyla, is an essential factor in innate immunity. In humans, it is produced by activated T lymphocytes and cells participating in innate immunity, e.g., mucosal epithelial cells (51). IL-17 has also been described in some annelids, including the segmented worm C. teleta, whose genome screening identified seven genes for IL-17. However, the function of IL-17 molecules has not been identified (31). Although the innate immunity signaling pathways involving cytokine action are not well described in annelids, several pathways have been identified by analysis of the coelomic fluid transcriptome of two earthworm species, E. andrei and fetida. In doing so, specific innate immune pathways were identified, such as the complement cascade, regulation of autophagy, NK-mediated cytotoxicity, chemokine-, MAPK-, mTOR-, NOD-like receptor-, and TLR- and Jak-STAT signaling (52). This suggests that many hidden molecules functioning as cytokines have not been discovered yet, and establishing their ability to build molecular networks is needed (Table 2).

Allograft inflammatory factor-1 (AIF-1) is a calcium-binding protein induced by cytokines participating in the allograft immune and inflammatory response of humans. It is expressed by monocytes/macrophages, the homolog of which was detected in the medicinal leech H. medicinalis, where it serves as a potent chemo-attractant for macrophages, and it induces their migration towards sites of inflammation (36) (Table 2).




Bivalves

Among Mollusca, bivalves, including edible and aquacultured species (oysters, mussels, clams, etc.), are the most widely studied relative to their immune defenses. Bivalve hemocytes are responsible for cell-mediated immunity through the combined action of phagocytic processes and humoral defense factors such as agglutinins (e.g., lectins), lysosomal enzymes (e.g., acid phosphatase, lysozyme), reactive oxygen intermediates, and cytokines and various AMPs (53). Bivalve hemolymph serum contains a wide range of secreted components that participate in agglutination, opsonization, degradation, and encapsulation of microorganisms, as well as clotting and wound healing. In general, non-self recognition (in the form of PAMP) by soluble lectins and other PRRs and opsonins in hemolymph and hemocytes, which are present in the circulation and tissues, triggers signaling transduction cascades that release several effectors from tissues and hemocytes that lead to humoral and cellular immune responses, depending on the nature and location of the immune stimuli. An overview of the most recent accomplishments in the fields of recognition, agglutination, and opsonization (lectins, fibrinogen-related domain-containing proteins, C1q domain-containing proteins, lysozymes, bactericidal/permeability-increasing proteins, and other pore-forming molecules, proteases, and protease inhibitors, cathepsins, phenoloxidase cascade) is provided by Gerdol et al. (54).


AMPs

From the first identification (20 years ago), in the hemolymph of the mussel Mytilus galloprovincialis, of a peptide sharing sequence similarity with the arthropod defensin, and therefore named Mytilus galloprovincialis Defensin-1 (MGD-1) (55), research on bivalve AMPs has steadily increased. With advances in molecular technologies, different AMPs have been identified in several bivalve species (mussels, oysters, clams, scallops), which are generally characterized by structural differences, different activities, differential tissue/cell expression, accessory functions, and often species-specific biological properties (reviewed in (54, 56, 57).

Resilience to pollution, pathogens, and changing environmental conditions means that some bivalve species are important models for studying the role of AMPs in adaptation and immunity. The Mediterranean mussel, M. galloprovincialis, which is not subjected to the same massive pathogen-associated mortalities as other bivalves, represents a unique model for studying AMPs. In this species, a remarkable abundance of AMPs has been reported, with antimicrobial activity against various bivalve and vertebrate pathogens, with different AMPs (including defensins, mytilins, and myticins) sharing antibacterial and antifungal properties; mytimycin appears to be a strictly antifungal protein. Mytilus AMPs are highly polymorphic and have high genetic variability: the recent assembly of the M. galloprovincialis genome showed that, although dozens of different sequence variants were identified for each AMP family, each individual possessed a unique combination of a small number of variants (58).

Myticin C (MytC), the most expressed AMP in adult mussels, has the highest RNA polymorphism relative to other mussel AMPs (59). MytC has been shown to inhibit the replication of bacteria, fish viruses, and human herpesvirus (56) and to have chemotactic and wound healing properties (59, 60). In oyster hemocytes, treatment with mussel hemolymph, or synthetic MytC peptides, inhibits replication of OsHV-1. In addition, in vivo studies suggested that overexpression of MytC in hemocytes could alter the transcription of other immune-related genes (AMPs, complement proteins, lysozyme). These data suggested that MytC may also play a role as an immune system modulator with chemokine-like activities (56, 59). In M. galloprovincialis, the extensive repertoire of AMPs, endowed with a broad spectrum of immune functions, might have significantly contributed to the evolutionary advantage of mussels in adapting to extremely changing environments (56, 58).

Among AMPs, Big defensins (BD), the ancestors of β-Defensins, essential components of innate immunity in vertebrates and invertebrates, are a large family of AMPs characterized by a highly hydrophobic globular N-terminal domain, which is present in different phylogenetically distant species, including both marine and freshwater bivalves (61). Bivalves often display an expanded repertoire of BD sequences and thus represent an excellent case for investigating the processes behind the remarkable diversity of the primary sequence, both between and within species. In contrast with human β-defensins, BDs are characterized by antimicrobial activities over a wide range of osmolarity. Studies in bivalves showed that the presence of the conserved hydrophobic domain confers bactericidal activity even at high salt concentrations (62). Moreover, bivalve BD displays a characteristic mechanism of action, i.e., the N-terminal domain drives bacteria-triggered peptide assembly into antimicrobial aggregates termed “nanonets,” which entrap microbes and prevent invasive pathogens from entering host cells (63). This effect has been described for the Cg-BigDef1 in C. gigas (62) and the ApBD1 in the scallop Argopecten purpuratus (64).

An exhaustive list of AMPs isolated from marine bivalves and their main characteristics (peptide sequence, length, net charge, percent hydrophobic residues, structure, antimicrobial activity), updated to 2017, is provided in an article by Zannella C, et al. Microbial diseases of bivalve mollusks: infections, immunology, and antimicrobial defense (57). As mentioned above, most data refer to Mytilus sp. and Crassostrea gigas (57). More recently, other AMPs have also been characterized, i.e., Myticusin-beta in Mytilus coruscus (65), Myticalin in M. galloprovincialis (66), and hemoglobin-derived polypeptides in Tegillarca granosa (67).



Cytokines

Recent developments in the study of bivalves are based on studies first carried out on Pacific oyster C. gigas, one of the most widely cultivated marine species. Partly because of its commercial importance, Guofan Z. et al., using genetic and genomic techniques, sequenced the genome in 2012 (68). The sequencing led to a significant increase in studies on bivalve cytokines (roughly 70% of all publications on the subject have occurred in the last decade, according to PubMed).

Pioneering work in the early ‘90s shed the first light on the conservation of cytokine-like molecules in mollusks (69, 70). Subsequent studies indicated that host defense mechanisms in different invertebrate groups, including bivalves, can be modulated by a cytokine-like network like that in vertebrates (71–73). However, until the identification of the first molecules with a cytokine-like activity (24, 74), most information relied on functional assays, using heterologous cytokines and antibodies directed towards vertebrate cytokines and their receptors.

The first studies were limited to evolutionarily conserved factors identifiable by sequence similarities, such as IL-17 (32), MIF (38), AIF-1 (37), and TNF-α (29, 30). The functional role of these conserved cytokines was indicated by their increased expression in response to bacterial stimuli. Most current information for IL-17 comes from phylogenetic studies, identification of related signaling pathways, and effector mechanisms in models of M. galloprovincialis and C. gigas (33–35). IL-17 plays a crucial role in mucosal immunity in mussels, just like in vertebrates (35), which was first identified in C. gigas (32) and later on in Pinctada fucata (75). Further genomic searching found that there were fifteen IL-17 genes in P. fucata martensii, ten in C. gigas, six in M. galloprovincialis, and ten in scallop Mizuhopecten yessoensis (31) (Table 2). At least some of these IL-17 molecules, e.g., PmIL-17-2 from P. fucata martensii and CgIL-17-5 from C. gigas, were found to be involved in the innate immune response after bacterial stimulation (31, 34). The inflammatory IL-17 cytokines are encoded by a diverse gene family leading to expanded IL-17 repertoires in various marine invertebrates. This can be seen, for example, in the study of 16 mussel genomes, which revealed 379 unique IL-17 sequences and 96 unique IL-17 receptor variants (35). Phylogenetic analysis revealed that all detected invertebrate IL-17 genes, from both annelids and mollusks, are clustered into one group, suggesting a common ancestral gene of these invertebrate IL-17s (31) (Table 2).

However, for many other divergent cytokines, their presence and function in bivalves remained elusive and can only be demonstrated indirectly; interferon-γ is a good example. In M. galloprovincialis hemocytes, human recombinant IFN-γ was shown to activate members of a STAT-like pathway; moreover, hemocyte pretreatment with IFN-γ increased bacteria-induced STAT1-like phosphorylation, indicating that the function of mussel hemocytes may be physiologically regulated in vivo by endogenous IFN-γ-like cytokines (76). Since the release of the genome of C. gigas and other species, several components of the IFN-like system (IFN-like molecules, IFN-like receptors, and components of related signaling pathways) have been identified (41–43). Interestingly, the IFN system of bivalves can be activated by virus or poly (I:C) challenges and further regulate the antiviral response of hemocytes; however, some components also showed a positive response to other immunostimulants, such as lipopolysaccharide (LPS) and bacteria. Unlike vertebrate IFN systems, the bivalve IFN-like system may participate in multiple biological activities, such as antibacterial immunity (reviewed in (44) (Table 2).

Other cytokines that developed independently in different invertebrate groups are now being identified. For example, Astakines, considered homologous of vertebrate prokineticins, regulate hematopoiesis and immune cell function. Astakines lack the AVITGA sequence in the N-terminus essential for proper signaling and binding of G-protein coupled receptors, indicating the presence of distinct receptor-mediated mechanisms in invertebrates. Recently, a C. gigas astakine was identified and characterized using a CgATP synthase β subunit protein, which is involved in hemocyte signaling (45).

Whatever the role of the various bivalve cytokines, transcriptomic data indicate modulation within different species in response to environmental stressors ( (77) and refs. therein). However, little is known about how cytokine expression is physiologically regulated. Recent studies underlined the role of different miRNAs in the expression of TNF-α and IL-17 in oyster hemocytes (78, 79).




Conclusions and perspectives

Annelids and bivalve mollusks represent important invertebrate groups for investigating innate immunity, particularly for the wide range of soluble immune mediators, which show a large diversity in structure and functions.

With regards to AMPs in annelids, three main classes have been identified so far in oligochaetes (lumbricins), polychaetes (BRICHOS-AMPs), and leeches (macines). Bivalves, in particular marine species, display a much wider repertoire of different AMPs (55), with some of them (i.e., myticins, big defensins) also showing immune-related functions other than direct antibacterial activity.

Several soluble factors endowed with cytokine-like activity have been described in annelids and bivalves; however, few are structurally conserved in both groups relative to their vertebrate counterparts (i.e., IL-17), which underlies their distinct evolutionary origin. From this perspective, research on invertebrate cytokines still represents an open and promising field for the identification of new immunoactive molecules.

Moreover, the properties of AMPs and cytokines in both groups of invertebrates suggest they have application potential in human health and the environment, especially given the global problem of antibiotic resistance. The increasing appearance of bacterial strains resistant to antibiotics has promoted an intense search for new anti-infective drugs that can be an effective alternative to conventional antibiotics. Invertebrate AMPs are in the spotlight as innovative drug candidates not only for the treatment of infectious diseases but also for their immunomodulatory potential.

To develop AMPs as efficient and safe new drugs, their mode of action needs to be fully understood. Despite their advantages, selecting suitable AMPs for clinical use is progressing very slowly. Pharmaceutical companies have had little interest in developing new antibiotics over the last 30 years because of high production costs and short efficacy periods (since bacterial resistance to new drugs develops rapidly). Although microorganisms can develop resistance to AMPs as a consequence of continuous selection pressure, AMPs still present several important advantages over antibiotics, e.g., they are much less stable in the environment and thus much reduced environmental impact. It was shown that cationic AMPs do not induce bacterial stress pathways and thus do not increase bacterial mutagenesis, which is not the case with antibiotics (80). Further, AMPs often use different mechanisms of action, including disruption of bacterial membranes, inhibition of metabolic pathways, and recruitment and activation of various immune cells (81).

Few annelid AMPs are currently being evaluated in clinical trials as treatments against various bacterial and fungal infections. An analog of Arenicin-3 was selected for preclinical trial by Adenium Biotech Ltd. for its effective action in treating urinary tract infections (82), but the trial was unfortunately stopped due to the company’s bankruptcy. The only molecule derived from the earthworm L. rubellus and successfully used in therapy, although not an AMP, is the enzyme lumbrokinase, used for its fibrinolytic properties to treat thrombus-related diseases. Similarly, since leech saliva contains large amounts of various enzymes with thrombolytic, anticoagulant, anti-inflammatory, and analgetic activity, leeches have been used to treat various diseases such as vascular disorders, cardiovascular disease, skin disorders, diabetic foot ulcers, migraine, knee osteoarthritis, and even in cosmetic surgery (83). The best-known enzyme from leeches is hirudin, which was discovered in 1884 when an extract from H. medicinalis was found to have anticoagulant properties (84). Recently, hirudin derivatives (e.g., lepirudin, desirudin) and hirudin analogs (e.g., bivalirudin) have been used clinically as direct bivalent thrombin inhibitors. However, despite its effectiveness, safety, and few complications, leech treatment is still controversial.

Despite the enormous potential of marine biodiversity for discovering AMPs, no bivalve AMPs have been tested in clinical trials. If, on the one hand, their resistance to high salt concentrations may represent potential advantages in medical applications (57), on the other hand, development has been hampered by many issues, such as discrepancies between in vitro and in vivo tests and susceptibility to proteases and pH, which affects AMP half-life in vivo (85).

Annelids and bivalves represent a vast source of AMPs that could serve as potential candidates for antibacterial drug development in human and veterinary medicine. Due to their broad spectrum of antimicrobial activities and emerging new immune modulation functions, AMPs have great potential for biotechnological applications and continue to be the subject of many molecular and functional studies. Antimicrobial peptides (AMPs) have been successfully applied in various areas of human health, including clinical medicine and drugs. However, as with AMPs from humans and other sources, high cost, poor stability, and toxicity are disadvantages that limit the clinical development of AMPs (86). In this light, a promising biotechnology field is genetically engineered microorganisms, where natural AMPs can be expressed or modified to create improved antibacterial abilities and increased stability while reducing toxicity (86).

The same applies to their cytokines, which act as natural immunomodulators with potential new biomedical applications. However, our understanding of invertebrate cytokines is still limited compared to AMPs and hampers the development of biotechnological products. The multiple and complex immunoregulatory roles of annelid and bivalve cytokines represent a still largely unexplored field of research with substantial innovative potential. This particularly applies to those cytokines that are not structurally conserved and whose role and molecular machinery are still elusive. The application of multiple molecular and functional approaches will help to better define their biological role in immune homeostasis in health and disease.
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In addition to circulating haemocytes, the immune system of the solitary ascidian Ciona robusta relies on two organs, the pharynx and the gut, and encompasses a wide array of immune and stress-related genes. How the pharynx and the gut of C. robusta react and adapt to environmental stress was assessed upon short or long exposure to hypoxia/starvation in the absence or in the presence of polystyrene nanoplastics. We show that the immune response to stress is very different between the two organs, suggesting an organ-specific immune adaptation to the environmental changes. Notably, the presence of nanoplastics appears to alter the gene modulation induced by hypoxia/starvation in both organs, resulting in a partial increase in gene up-regulation in the pharynx and a less evident response to stress in the gut. We have also assessed whether the hypoxia/starvation stress could induce innate memory, measured as gene expression in response to a subsequent challenge with the bacterial agent LPS. Exposure to stress one week before challenge induced a substantial change in the response to LPS, with a general decrease of gene expression in the pharynx and a strong increase in the gut. Co-exposure with nanoplastics only partially modulated the stress-induced memory response to LPS, without substantially changing the stress-dependent gene expression profile in either organ. Overall, the presence of nanoplastics in the marine environment seems able to decrease the immune response of C. robusta to stressful conditions, hypothetically implying a reduced capacity to adapt to environmental changes, but only partially affects the stress-dependent induction of innate memory and subsequent responses to infectious challenges.




Keywords: nanoplastics, Ciona robusta, innate immunity, innate memory, stress




1 Introduction

It is well known that marine organisms ingest plastic particles, including fish (1, 2) and several invertebrate species (3–5). The major threat of plastics released into the environment is related to the degradation of these materials into micro- and nano-sized particulates that can more easily bioaccumulate (6). Across marine filter-feeding invertebrate organisms, the solitary ascidian Ciona robusta represents an optimal model to study the impact of sub-micron particle bioaccumulation on fundamental physiological functions (7, 8). In fact, unlike bivalves (9), C. robusta does not have the ability to sort particles and reject the unsuitable material (10). The impact of nanoplastics accumulation on the immune defensive functions is of particular interest because of the importance of such functions for optimal adaptation to environmental changes. To fully understand the possible impact of nanoplastics on C. robusta it is therefore important to assess it in conditions of environmental stress.

Major stressful environmental conditions for ascidians are starvation and hypoxia. Starvation is known to affect the ascidian metabolic profile and induce autophagy-related genes. In a metabolomic study on Halocynthia roretzi, a strong upregulation of defence and energy metabolites was observed in response to starvation, largely mediated by the impact on the gut associated microbiota (11).

Hypoxia is a decrease in dissolved oxygen that causes significant physiological disturbances in many marine organisms (12, 13), including increased vulnerability to diseases and parasites (14). Hypoxia threshold is species- and stage-specific (13), and its effects depend on the presence of other environmental challenges (warming, acidification, pollution). Hypoxia causes a decrease of energy supply from mitochondrial metabolism, which cells seek to compensate by undergoing a metabolic reprogramming (i.e., enhanced glycolysis, glutaminolysis, fatty acid synthesis and decreased gluconeogenesis, nucleotide synthesis, fatty acids β-oxidation) that mostly involves the family of hypoxia-inducible transcription factors (HIFs) (15). In mammalian immune cells, hypoxia and HIF signalling influence immune cell functions in a cell-type specific manner (16). Of special interest is the cross-talk between hypoxia and inflammation. Inflammation plays a key role in the physiological response to hypoxic stress, as shown for instance by the increase of circulating inflammatory cytokines in individuals with mountain sickness (17). Conversely, tissue sites where an inflammatory reaction takes place undergo significant shifts in metabolic activity leading to O2 deficiency, defined as “inflammatory hypoxia” (16, 18). In addition, HIF transcription/stabilisation can be activated by a variety of inflammation-related extracellular factors, such as bacterial products (e.g., lipopolysaccharide or LPS), TNF-α, IL-1, reactive oxygen and nitrogen species (ROS, RNS), even in normoxic conditions.

In the present study, we have evaluated the primary response of C. robusta in terms of expression of immune and oxidative stress-related genes induced by exposure to a combined hypoxic and starvation stress, and how the presence of nanoplastics in the environment can interfere with the stress-induced immune adaptation response. We focused on two organs involved in immune defence, namely the pharynx and the gut, as these organs, involved in respiration and digestion, are directly exposed to environmental stresses. We have also evaluated how a previous exposure to such combined stresses could influence the ability of the C. robusta immune organs to react to a subsequent bacterial challenge.




2 Materials and methods



2.1 Animals and treatments

Adults of C. robusta were collected in the small sea of Taranto, Italy, and maintained at the SZN in tanks with circulating aerated seawater at 18°C with proper feeding. Hypoxia/starvation (H/S) treatment was performed by starving animals in tanks for 12 h, then transferring individual animals in 200 mL millifiltered sea water (MFSW) within a 250 mL glass beaker at 18°C for 2 or 18 h (starvation plus hypoxia). Treatments with polystyrene beads (MPs) of either 0.1 µm or 0.35 µm (cat. 00876 and 07306; Polysciences, Inc., Warrington, PA, USA) was conducted by diluting nanoplastic beads in MFSW at the concentration of 9.1x108 particles/mL and 7.4x107 particles/mL, respectively, and adding them to individual animals in beaker for 2 or 18 h. The concentration of 0.1 µm nanoplastics was selected based on previous dose-response experiments as the concentration causing the highest bioaccumulation after 2 h of exposure (8, and data not shown). The concentration of 0.35 µm nanoplastics was selected in order to correspond to that of 0.1 µm particles in terms of surface area. Endotoxin treatment was carried out by inoculation of 50 μg of lipopolysaccharide (LPS, from Escherichia coli, serotype O55:B5; Merck Sigma-Aldrich®, St. Louis, MO, USA). LPS was inoculated in 50 μL of marine solution (MS: NaCl 0.45 M, MgCl2 26 mM, KCl 11 mM, CaCl2 12 mM, pH 7.4), through the tunic between the two siphons.

For memory experiments, animals were first exposed to H/S stress alone or in the presence of nanoplastics for 2 or 18 h as described above, then were transferred to the aquarium, where they were kept in large aerated tanks and properly fed for additional 7 days (resting or extinction period). After the resting period, animals were injected with 50 μL of LPS, as described above. After 24 h, animals were sacrificed and exanguinated, and gut and pharynx fragments were collected for gene expression analysis. For each condition, three animals were included.




2.2 RNA extraction and real-time PCR

Tissue samples were weighed and immediately homogenised with an Ultra-Turrax T25 at 0°C with 3 cycles of 30 s, then processed for total RNA extraction with commercially available kits (miRNeasy Kit; Qiagen, Hilden, Germany), according to the manufacturer’s instructions. A mix of Oligo (dT) and random-primed single stranded cDNA were synthetised from 2 μg of pharynx RNA using the QuantiTect Reverse Trascription Kit (Qiagen).

Real-time PCR experiments were carried out with a RotorGene instrument (Qiagen) with RealAmp qPCR Master mix chemistry (GeneAll Biotechnology Co., Ltd., Seoul, South Korea). Specific primers were designed, according to the nucleotide sequence, for genes encoding the C. robusta homologues of the complement component C3-1 (C3-1), the C3 receptor C3aR (C3ar), the two isoforms of interkeukin-17 Il17-1, Il17-2, the IL-17 receptor Il17r, the tumour necrosis factor Tnf, the transforming growth factor beta Tgfb, the LPS binding protein Lbp, the Toll-like receptors Tlr-2 and Tlr13, the cluster of differentiation 36 Cd36, the variable chitin-binding proteins VCBP-B and VCBP-C, the superoxide dismutase A SodA, the glutathione-S transferase GST and the glutathione reductase GR (Table 1). Gene nomenclature is designed according to previous publications (19–27) and includes the indication of the C. robusta gene isoforms as a number after a dash. Other isoforms of C3 (C3-2), IL-17 (Il17-3), and TLR (Tlr-1) could not be evaluated because their expression resulted undetectable in every condition in both gut and pharynx. Likewise, expression of the gene encoding the precursor of the enzyme phenoloxidase was not detectable. After preliminary evaluation of different housekeeping genes (Actin, S27, Gapdh), the glyceraldehyde 3-phosphate dehydrogenase gene Gapdh was selected for its consistent expression stability, and used as reference gene in all experiments. All primers produced single-band amplicons of the expected size, which were verified by DNA sequencing. Reactions were performed in triplicate, and the PCR programme included a denaturation step (95°C for 15 min) followed by 40 cycles of amplification (94°C for 15 s, 60°C for 30 s, and 72°C for 30 s), and a final extension step (72°C for 10 min). PCR amplification efficiencies, calculated for primer pairs of the reference and target genes, were both 2. All data were normalised against Gapdh using the Pfaffl method (28). Real-time PCR results are reported as relative gene expression towards Gapdh or as the ratio between treated and control animals.


Table 1 | List of primers used for evaluating gene expression in C. robusta.






2.3 Statistical analysis

All values were expressed as mean ± SEM of samples from 3 animals with the same treatment. Statistical significance of differences between treatments was assessed by using the one sample Student’s t test followed by non-parametric Mann-Whitney U-test correction for PCR data of primary effects, and ordinary one-way ANOVA of one sample t test for PCR data of memory experiments, using the GraphPad Prism 6 software. p values <0.05 were considered statistically significant.





3 Results



3.1 Induction of immune response by hypoxia/starvation stress

The basal expression of sixteen genes was examined in C. robusta. Genes were selected based on three criteria, immune-related genes that are already known to be involved in the Ciona immune responses (C3-1, C3ar, Il17-1, Il17-2, Il17r, Tnf, Tgfb, Lbp, Tlr-2, Tlr13, Cd36) (19–26), pharynx- and gut-specific genes involved in mucosal immunity (VCBP-B and VCPB-C) (27) and oxidative stress-related genes (Sod-A, GST, GR) (29). Gene expression was measured in the two organs that display immune reactivity, namely the pharynx and the gut. The relative contribution of haemocytes, the main circulating immune cells of C. robusta, was not specifically assessed, as the number of recovered cells was insufficient for RNA extraction.

Results in Table 2 show the basal expression of immune/stress-related genes in both organs in unexposed animals kept in optimal conditions of oxygenation and nutrition. Gene expression was also measured in animals treated with the bacterial agent LPS, to mimic exposure to an infectious challenge. Substantial variations in gene expression could be observed, which differ between the two organs. In the pharynx, reaction to LPS resulted in a general upregulation of the majority of the immune/stress-related genes, with a very high increase in the expression of Tnf, Tgfb, VCBP-B and VCBP-C and a significant but less substantial increase of Il17-2 and Tlr-2 expression. Only one gene, GST, was significantly down-regulated in the pharynx in response to LPS. The scenario in the gut is very different, with only one gene, C3ar, significantly up-regulated in response to LPS. The expression of most genes is either unchanged or down-regulated by LPS in the gut, although a statistically significant decrease was only observed for Il17r, VCBP-B and GR. Notably, expression of VCBP-B, which was increased over 4000x in the pharynx, was completely inhibited by LPS in the gut (Table 2).


Table 2 | Immune/stress-related gene expression levels in the pharynx and gut of C. robusta.



We analysed whether stress conditions could induce an immune reaction similar to exposure to an infectious agent. Stress was obtained by keeping animals in a small volume of millifiltered seawater (MFSW) for 2 or 18 hr, without oxygenation and feeding. The expression of the selected immune/stress-related genes was examined in the stressed animals as compared to control animals kept in oxygenated tanks with food. The results in Figure 1 show that the stress induced by hypoxia/starvation (H/S) has a significant effect on the expression of immune/stress-related genes, and that this effect is different depending on the organ and the duration of stress. In the pharynx, a short H/S stress induced a significant upregulation of C3-1, Tnf, Tgfb, Lbp, VCBP-B, VCBP-C and GR (Figure 1A). An H/S stress of 18 h induced expression of the Il17r gene and further increased Tnf expression, while upregulation of C3-1, Tgfb and Lbp remained sustained at the same level, and that of VCBP-B and VCBP-C returned to baseline (Figure 1B). The response of the gut to H/S stress was substantially different. The short 2 h stress induced a strong up-regulation of the C3ar and VCBP-C genes, and a significant increase of Il17-2, Tgfb, Lbp, Trl-2, VCBP-B and SodA, while other genes were only marginally affected (Figure 1C). After 18 h of H/S stress, expression of C3-1, Il17r, Tnf and Cd36 was up-regulated, up-regulation of the C3ar, VCBP-B and VCBP-C was sustained at the same level, while that of Tgfb was further increased, and that of the other genes decreased towards basal expression levels (Figure 1D). Full data (mean levels of gene expression with SEM and statistical analysis) are reported in the Supplementary Table S1. Thus, H/S stress could induce substantial variations in immune/stress gene expression both in the pharynx and in the gut, suggesting an active immune adaptation to the environmental changes. The kinetic differences in the expression profiles underline the evolution of the adaptive changes, while the difference between the two immune organs strongly support their distinct roles in immune responses.




Figure 1 | Hypoxia/starvation stress-induced gene expression in the pharynx and gut of Ciona robusta. Gene expression was measured in the pharynx and in the gut of animals exposed to hypoxia/starvation (H/S) stress (red line) for 2 h or 18 h. (A, B) gene expression in the pharynx; (C, D) gene expression in the gut. (A, C) gene expression at 2 h; (B, D) gene expression at 18 h. Data are the mean of values from 3 animals and are expressed relative to gene expression in control naïve animals (blue line). The mean values of gene expression relative to the housekeeping gene Gapdh, the SEM values and the statistical analysis are reported in the Supplementary Table S1.






3.2 Modulation of stress-induced immune response by nanoplastics

To assess whether concomitant exposure to nanoplastics could affect the stress-induced response, animals were exposed to polystyrene beads of two different sizes (diameter 0.1 and 0.35 µm) in H/S conditions. After 2 or 18 h, the gene expression was assessed. As shown in Figures 2 and 3, the presence of nanoplastics could affect the gene expression changes induced by H/S both in the pharynx and in the gut. In the pharynx, the presence of nanoplastics induced some significant changes in the gene expression induced by a 2 h exposure to H/S stress alone, i.e., further up-regulation of H/S stress-induced Tgfb gene expression, and down-regulation of H/S stress-induced C3-1 and Lbp gene expression (Figure 2A). Other changes (e.g., up-regulation of the stress-induced decrease of Il17-1 and Cd36 genes) were not statistically significant. After 18 h, the presence of nanoplastics induced several changes compared to H/S alone, in particular a decrease in C3-1, Il17r and Tnf expression and an increase of Il17-2 (Figure 2B). In the pharynx, differences were also noted between nanoplastics of different size, with the larger particles in combination with H/S for 18 h able to up-regulate the expression of C3ar, Tgfb, Tlr13, Cd36, VCBP-B and VCBP-C (not induced by the combination of H/S and small nanoplastics).




Figure 2 | Effect of nanoplastics on the hypoxia/starvation stress-induced gene expression in the pharynx and gut of Ciona robusta. Gene expression was measured in the pharynx and in the gut of animals exposed to hypoxia/starvation (H/S) stress alone (red line) or combined with nanoplastics for 2 or 18 h. (A, B) gene expression in the pharynx; (C, D) gene expression in the gut. (A, C) gene expression at 2 h; (B, D) gene expression at 18 h. Nanoplastics of two different sizes were used, 0.1 μm (yellow line) and 0.35 μm (green line). Data are the mean of values from 3 animals and are expressed relative to gene expression in H/S-exposed animals. The mean values of gene expression relative to the housekeeping gene Gapdh, the SEM values and the statistical analysis are reported in the Supplementary Table S2.






Figure 3 | Effect of the combined exposure to hypoxia/starvation and nanoplastics on the immune/stress-related gene expression in the pharynx and gut of Ciona robusta. Gene expression was measured in the pharynx and in the gut of animals exposed to hypoxia/starvation (H/S) stress alone (red line) or combined with nanoplastics for 2 or 18 h. (A, B) gene expression in the pharynx; (C, D) gene expression in the gut. (A, C) gene expression at 2 h; (B,D) gene expression at 18 h. Nanoplastics of two different sizes were used, 0.1 μm (yellow line) and 0.35 μm (green line). Data are the mean of values from 3 animals and are expressed relative to gene expression in control naïve animals (kept in tank in optimal oxygenation and nutrition conditions; blue line). The mean values of gene expression relative to the housekeeping gene Gapdh, the SEM values and the statistical analysis are reported in the Supplementary Tables S2 (pharynx) and S3 (gut).



In the gut, no substantial size-dependent effect of nanoplastics was noted on the gene modulation induced by H/S stress (Figures 2C, D). After 2 h of exposure to H/S stress in the presence of nanoplastics, gene expression was either unaffected or decreased, with a significant inhibition of C3-1, C3ar, Tgfb, Lbp, Tlr-2, and VCBP-C (Figure 2C). After 18 h of combined exposure to H/S stress and nanoplastics, gene expression changes were more evident than with the shorter exposure, showing a significant decrease in the expression of C3-1, C3ar, Il17r, Tnf, Tgfb, Cd36, VCBP-B and VCBP-C (Figure 2D). The increased expression of Il17-1, SodA and GR genes in the presence of nanoplastics was not statistically different from H/S stress alone.

Notably, the comparison of the gene expression profiles induced by H/S stress and by H/S stress plus nanoplastics with those of naïve animals shows that the presence of nanoplastics may reduce some of the gene expression changes induced by H/S stress (Figure 3). This is particularly evident in the gut, both after a short or long exposure to stress, where exposure to nanoplastics substantially limited the up-regulation of several of the immune/stress genes induced by H/S (Figures 3C, D). Full data (mean levels of gene expression with SEM and statistical analysis) are reported in the Supplementary Tables S2 and S3.

Thus, the presence of nanoplastics may dampen some of the stressful effects induced by H/S, which however may result in inadequate adaptation to the environmental changes.




3.3 Organ-specific modulation of immune/stress-related gene expression by stress-induced innate memory

We assessed the response to the prototypical bacterial agent LPS in the pharynx and gut of animals that were previously primed by H/S in comparison to unprimed controls. As described above for the primary response, the “memory” response was measured as expression of immune/stress-related genes. As already mentioned, the response of naïve animals to LPS encompasses a general up-regulation of immune/stress-related genes in the pharynx, opposite to a general down-regulation in the gut (Table 2). In animals previously exposed to H/S stress (either 2 or 18 h, followed by one week in tank with proper oxygenation and nutrition) the response to LPS was significantly different, implying the establishment of a stress-induced innate memory, able to modulate the response to an infectious challenge. In the pharynx, pre-exposure to H/S stress induce a substantial decrease in the expression of several genes and the up-regulation of the GST gene (Figure 4A, Table S4). Notably, down-regulation exclusively occurred for genes that were up-regulated in response to LPS in naïve animals, while up-regulation occurred for the only gene that was strongly down-regulated by LPS in naïve animals. This implies that animals exposed to H/S stress have developed “tolerance” to LPS in the pharynx, as their expression profile of immune/stress-related genes is similar to the basal expression profile of untreated animals (Table S4). A similar induction of “tolerance” to LPS was observed in the gut of animals pre-exposed to H/S stress. While the response to LPS in the gut is a general down-regulation of immune/stress gene-expression, expression of these genes in response to LPS was higher in animals pre-exposed to H/S stress (Figure 4B, Table S5). Thus, as in the pharynx, pre-exposure to H/S stress induced a state of unresponsiveness to LPS in the gut, with the gene expression profile of H/S-primed animals challenge with LPS similar to that of naïve unchallenged animals (Table S5). No substantial differences were observed between 2 vs. 18 h of pre-exposure to H/S stress (Figures 4A, B).




Figure 4 | Stress-induced memory response to LPS in Ciona robusta. The response to LPS was measured in naïve animals (no priming) and animals pre-exposed to H/S stress alone (H/S) or with nanoplastics of 0.1 μm (H/S + Npl 0.1) and 0.35 μm (H/S + Npl 0.35) for 2 or 18 h. After pre-exposure, animals were then transferred in tanks and kept in optimal oxygenation and nutrition conditions for one week, before receiving 50 μg LPS intratunically. Gene expression in response to the LPS challenge was measured 24 h later. (A) gene expression in the pharynx; (B) gene expression in the gut. The heatmaps report the results of gene expression (mean values from 3 animals relative to gene expression in unchallenged control animals). The SEM values and the statistical analysis are reported in Supplementary Tables S4 (pharynx) and S5 (gut).






3.4 Effect of nanoplastics on the organ-specific stress-induced innate memory

We examined whether the combined exposure to H/S stress and nanoplastics could affect the tolerance type of innate memory response to LPS induced by H/S stress alone. Data in Figure 4 show the innate memory response to LPS of animals pre-exposed to H/S stress alone (H/S) or in the presence of small 0.1 µm nanoplastics (H/S + Nlp 0.1) or 0.35 µm particles (H/S + Npl 0.35), compared to unexposed animals (no priming). Notably, nanoplastics appear to reverse in some cases the gene down-regulation caused by pre-exposure to H/S stress in the pharynx (e.g., Tnf, Tgfb, VCBP-B) and increase the expression of genes that were either up-regulated (GST) or not affected (Lbp, SodA) by H/S stress (Figure 4A, Table S4). Some changes were common to nanoplastics of both sizes, e.g., upregulation of Tnf and Lbp gene expression, while other were size-specific, with larger particles able to significantly upregulate SodA and GST, while small particles were inactive (Figure 4A, Table S4). After 18 h, the nanoplastics effects on H/S-induced changes were essentially maintained, except for the loss of effects for small particles on H/S-induced down-regulation of Tgfb and the up-regulation of GR by large particles. Notably, up-regulation of C3ar was observed with larger particles (inactive at 2 h), while the effect of small particles (active at 2 h) was lost (Figure 4A, Table S4). In the gut, both common and size-dependent effects of nanoplastics were observed on the gene modulation induced by H/S stress (Figure 4B, Table S5). After 2 h of pre-exposure to H/S stress in the presence of nanoplastics, small particles could induce a statistically significant increase of the expression of the Tgfb gene compared to H/S alone, an effect not shared by larger particles (Figure 4B, Table S5), while after 18 h both types of particles were active (Figure 4B, Table S5). After 18 h, smaller particles were able to further increase the H/S-induced expression of the VCBP-B and VCBP-C genes, as opposed to the lack of effect by larger particles (Figure 4B, Table S5).





4 Discussion

Studies of inflammatory responses to LPS in tunicates have demonstrated an up-regulation of cytokine-like genes such as Tnf (25) and Il17 (22), as well as complement components (30, 31), mostly evident in haemocytes and in the pharynx. On the other hand, data concerning the stress-induced response are poorly represented. Several invertebrate species, such as oysters, are remarkably resilient to fluctuating environmental conditions, and this adaptation is based on a large repertoire of immune-related genes, many of which are greatly expanded in the genome (32). Rather than on the main circulating immune cells, the haemocytes, in our study we focused on the pharynx and the gut, two organs involved in respiration and digestion and therefore directly exposed to environmental stresses, to assess the organ-specific immune adaptation. We found that an environmental stress, represented by hypoxia and starvation (H/S), up-regulates the expression of a variety of immune/stress-related genes, both in the pharynx and in the gut of C. robusta. Interestingly, beyond the up-regulation in both organs of the complement gene C3-1, the cytokine/cytokine receptor genes Il17r, Tnf, Tgfb and Lbp, the chitin-binding protein genes VCBP-B and VCBP-C and the stress-related gene GR, we could observe a gut-specific up-regulation of C3ar, Tlr-2 and CD36. We also examined how the additional presence of another environmental stress, i.e., nanoplastics, may affect the adaptation reaction to H/S. In the pharynx, co-exposure to H/S and nanoplastics induces an enhanced up-regulation of the Il17-2, Tgfb, VCBP-B and VCBP-C genes, a substantial down-regulation of Tnf, and no change in the other genes. On the contrary, the effect of nanoplastics co-exposure in the gut is a general down-regulation of all the immune/stress-related genes. These data suggest two scenarios. First, while the H/S stress strongly affects the expression of immune/stress-related genes, in line with the expected adaptation to the changing environmental conditions, such effects are different between the two immune organs, stressing their different immune protective role. The second observation is that the presence of nanoplastics interferes with the stress-induced immune response, which may therefore affect the adaptation capacity of the animals.

It is interesting to examine the regulation of the Lbp gene in response to LPS (used as positive control) vs. stress. In mammals, LBP is induced by LPS stimulation and displays a concentration-dependent modulation of LPS activity: at low concentrations, LBP shuttles LPS to monocytes or other immune cells, whereas at high concentration it inhibits the endotoxic activity of LPS by facilitating its elimination (33–35). Unexpectedly, in the present study we found that the Lbp gene in C. robusta is unresponsive to LPS stimulation in both organs, while it is up-regulated by H/S stress in particular in the pharynx. These results seem to suggest that Lbp activation is independent of LPS, but necessary in the adaptive immune reaction initiated by H/S stress. Notably, this protective effect is partially abolished in presence of nanoplastics, supporting the hypothesis that animals exposed to nanoplastics may be less able to adapt to environmental changes.

The induction of innate memory was examined in the pharynx and in the gut of animals previously exposed to H/S stress alone or together with nanoplastics. Pre-exposed animals were administered with LPS, and the expression of immune/stress-related genes was compared to that of naïve animals. Upon previous H/S and H/S nanoparticles experience, haemocytes and/or pharynx cells react to a systemic LPS challenge by turning off most immune/inflammatory response as compared to unprimed animals, a response that compatible with a tolerance type of innate memory, while only transcription of GST is increased in animals pre-exposed to H/S and nanoplastics. GSTs are a multigene family of isozymes that catalyse the conjugation of glutathione (GSH) to several molecules. In our animal model, we could hypothesise that immune memory in the pharynx is linked to the oxidative stress generated by hypoxic conditions, which may be exacerbated in the presence of nanoplastics. In fact, nanoplastics may amplify the oxidative and inflammatory effects of H/S by reducing the filtration rate of the animals and related O2 supply, by clotting mucus and clogging the pharynx stigmata. Upon challenge with LPS, known to lower the GSH levels in vertebrate models (36), there is a strong upregulation of the GST gene in animals pre-exposed to H/S and nanoplastics, likely underlying a memory-dependent protective response aiming at restoring the tissue GSH pool and its detoxification effects.

In order to appropriately assess the innate memory induced by H/S and nanoplastics in the gut, it is important to keep in mind some organ-related effects. The role of starvation in the gut is twofold. As in all tissues and organs, together with hypoxia, starvation contributes in eliciting oxidative and inflammatory stress. More specifically in the gut, starvation impairs mucus production/transport to the post-branchial digestive tract, and this makes the gut epithelium more vulnerable to microorganism colonisation. Regarding the effect of size and time of exposure to nanoplastics, we expect bigger particles to accumulate more easily in the gut after being trapped by mucus in the pharynx (8), thereby depleting the external nanoplastics concentration with time. In the memory experiments, the gut from primed animals reacts to an LPS challenge by increasing the expression of VCBP genes. This upregulation likely occurs in newly differentiating cells of the stomach. Since the stomach is the tract of the gut system with the fastest cell-renewing rate (about 14 days from stem cells to fully mature cells) (37), we can hypothesise that the stem cells primed by H/S and nanoplastics start expressing VCBP genes during the LPS-induced differentiation. Previous studies on VCBP expression in adult animals showed that VCBP-C is expressed in crypts, the stem cells reservoir, and in mucous cells, located at the junction between stomach and intestine, whereas VCBP-B is detected in folds, with a scattered pattern (38). Therefore, the potentiation of VCBP-B seems to represent a true memory-induced protective response, while the upregulation of VCBP-C may represent a sustained response, i.e., a re-stimulation of a response already ongoing in developing stem cells.

The most striking findings in this study regard the regulation of the VCBP genes. Chitin-binding peptides/proteins and chitinase-like proteins are involved in constitutive and induced resistance to fungal colonisation, and are found in a number of organisms (39), including bacteria (40), plants (41), invertebrates (42, 43) and humans (44). The antifungal activity of these proteins is likely the result of their binding to nascent fungal cell wall chitin, through their chitin-binding lectin-like domain (CBD), resulting in disrupted fungal cell polarity with concomitant inhibition of growth (39). The variable region-containing chitin-binding domain proteins (VCBPs), thus far identified in two protochordates, the amphioxus Branchiostoma floridae (45) and the ascidian Ciona robusta (28), are secreted molecules expressed in stomach and gut lumen and in blood (28, 38). These proteins are thought to actively contribute to gut microbiota homeostasis via their IgV domains (46), while the Ig domains apparently have a structural role that allows for optimal binding to the cell walls, sporangia (spore-forming bodies) and spores of a diverse set of filamentous fungi isolated from the Ciona gut (47). The function of VCBPs secreted in the blood has been ascribed to their opsonising activity towards bacteria, mediated by the Ig domains with the contribution of CBD (27, 48). Since most studies focused on VCBP expression in the stomach and gut, there is no information about their expression and possible role in the pharynx, the filter feeding organ of the animal from which food particles entangled in mucus, secreted by the endostyle, are moved to the alimentary canal to be digested.

In our study, we have assessed the expression of VCBP-B and VCBP-C in the gut and in the pharynx of C. robusta in response to various stimuli, both as primary immune reaction and in immune memory responses. The VCBP-B gene product, expressed in the stomach of adults and in blood cells of Ciona, is a protein displaying one IgV domain, one Ig-like domain and one CBD. Conversely, the VCBP-C gene product, expressed in the stomach and gut of juvenile and adult animals and in blood cells, displays two Ig-like domains (no IgV domain) and a CBD. The differences in their expected functions are however not known (48). We observed that these genes are sensitive to every stimulus administered to animals, but in an organ-specific way. In response to systemic LPS, both genes were strongly up-regulated in the pharynx (over 4000-fold for VCBP-B), while in the gut the basal VCBP-B expression was decreased to zero in response to LPS and that of VCBP-C was not affected. Examining the gene expression in response to H/S stress, we observed a significant up-regulation of both genes (about 5-8-fold for VCBP-B and 200-fold for VCBP-C) upon both short and long stress. We could hypothesise that H/S stress decreases the mucus production and/or mucus transport (10) from the endostyle to the gut, and consequently the gut epithelium is less protected, resulting in an inflammatory condition similar to the experimental colitis in the mouse, which also displays a significant functional/physical impairment of the gut barrier (49). In the mouse colitis model, the disease is associated with an overgrowth of Candida albicans (50). Fungal overgrowth in the gut is in turn associated with dysbiotic changes in the gut microbiota and alterations of the digestive mucosa that promote C. albicans translocation across the digestive intestinal barrier and its haematogenous dissemination and invasive fungal infections (51, 52). Therefore, we can hypothesise that, following a stressful event compromising the mucus production/transport, the strong up-regulation of VCBP genes (mostly VCBP-C whose tissue expression pattern involves the majority of stomach outer folds and gut) could be due to the urgency of fighting epithelium colonisation by microorganisms. When animals are exposed to nanoplastics in the same H/S conditions, the up-regulation of VCBP-C was lost, similar to other genes, probably because of a higher toxicity of particles for the gut cells, poorly protected by mucus.

In the pharynx, LPS was extremely potent in up-regulating the expression of VCBP-B. So far, this gene was known to be expressed in the stomach of adult individuals and in granular amoebocytes (28, 38), but our qPCR data could also show an expression in the pharynx. However, the systemic LPS administration implies the stimulus reaching the blood, thus it is possible that granular amoebocytes contribute to the gene up-regulation observed in the pharynx. From our previous study (27), we know that the intratunical LPS administration in Ciona triggers an inflammatory response, which entails blood cell composition changes as well as a transcriptomic modulation of several genes. The strong induction of VCBP-B expression in the pharynx of LPS-treated animals is consistent with a close relationship between VCBPs and inflammatory environments and bacterial burden. Such correlation is supported by data in different systems. For instance, the human chitinase-3-like protein 1 (YKL-40) is highly expressed in serum from healthy volunteers inoculated with Escherichia coli endotoxin (53). In S. pneumoniae-infected mice, the Chi3l1 protein is up-regulated and plays central roles in promoting bacterial clearance and mediating host tolerance through inhibition of macrophage pyroptosis (54).

Although the exact functions of different VCBP proteins are still unknown (48), our data support the hypothesis that VCBPs exhibits a tissue-specific protective function, with VCBP-B mainly involved in patrolling the pharynx/blood district, whereas VCBP-C is mainly involved in the control of gut homeostasis.

In conclusion, our study demonstrates that C. robusta mounts a potent organ-specific adaptation response to environmental changes (the combination of hypoxia and starvation) and that such response depends on the duration of stress. The adaptation response is different in the pharynx and the gut or H/S-exposed animals, underlining the different protective role of the two organs. The presence of nanoplastics, in combination with H/S stress, changes gene expression as compared to H/S alone, resulting in an anomalous expression profile in the pharynx after 18 h of exposure and in a general inhibition of the H/S-induced changes in the gut. This may result in a hampered capacity of the animals to adapt to the environmental changes. When assessing the immune response to a bacterial challenge (LPS) in animals pre-exposed to H/S with or without nanoplastics, we could observe that the strong reaction to LPS in the pharynx was substantially decreased in animals that had previously experienced an H/S stress, whereas the low/down-regulated gene expression in the gut in response to LPS was generally abolished in previously stressed animals. Thus, animals experiencing environmental stress mount a robust adaptation response, based on changes in the expression of several immune/stress-related genes. Such adaptation (immune memory) strongly influences the immune reaction to a subsequent infectious challenge, which is less strong both in the gut and in the pharynx. We can hypothesise that the mitigation of the response to LPS (decrease in gene up-regulation in the pharynx and increase of gene down-regulation in the gut) may have a double effect, less protective capacity against infections but also less self-damage caused by an exceedingly strong reaction. It is notable that the presence of nanoplastics, which has effects on the primary adaptation response, does not have substantial effects on the H/S stress-induced memory reaction to ensuing challenges. This may be interpreted as an interference (likely due to particle accumulation in tissues) with the tissue homeostasis and functionality, i.e., with adaptation to the environmental changes, which however does not substantially affect the defensive capacity (measured as memory response to an infectious challenge).
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Inflammatory response triggered by innate immunity can act to protect against microorganisms that behave as pathogens, with the aim to restore the homeostatic state between host and beneficial microbes. As a filter-feeder organism, the ascidian Ciona robusta is continuously exposed to external microbes that may be harmful under some conditions. In this work, we used transcriptional and proteomic approaches to investigate the inflammatory response induced by stimuli of bacterial (lipopolysaccharide -LPS- and diacylated lipopeptide - Pam2CSK4) and fungal (zymosan) origin, in Ciona juveniles at stage 4 of metamorphosis. We focused on receptors, co-interactors, transcription factors and cytokines belonging to the TLR and Dectin-1 pathways and on immune factors identified by homology approach (i.e. immunoglobulin (Ig) or C-type lectin domain containing molecules). While LPS did not induce a significant response in juvenile ascidians, Pam2CSK4 and zymosan exposure triggered the activation of specific inflammatory mechanisms. In particular, Pam2CSK4-induced inflammation was characterized by modulation of TLR and Dectin-1 pathway molecules, including receptors, transcription factors, and cytokines, while immune response to zymosan primarily involved C-type lectin receptors, co-interactors, Ig-containing molecules, and cytokines. A targeted proteomic analysis enabled to confirm transcriptional data, also highlighting a temporal delay between transcriptional induction and protein level changes. Finally, a protein-protein interaction network of Ciona immune molecules was rendered to provide a wide visualization and analysis platform of innate immunity. The in vivo inflammatory model described here reveals interconnections of innate immune pathways in specific responses to selected microbial stimuli. It also represents the starting point for studying ontogeny and regulation of inflammatory disorders in different physiological conditions.
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1 Introduction

The ascidian Ciona robusta is a filter-feeding marine species belonging to Tunicata, the sub-phylum most closely related to Vertebrata within the phylum Chordata (1). This species commonly thrives in polluted habitats highly enriched in pathogenic and nonpathogenic bacteria, fungi and viruses, sensing either potentially infectious ones or establishing homeostatic relationships, respectively. C. robusta is a consolidated experimental system in a wide array of biological fields (2–5) including immunology since, like all invertebrates, it possesses only innate immunity as a defense strategy against infections (6). The absence of the adaptive immune system facilitates studies of the innate immune crosstalk with the environment and of the establishment and maintenance of homeostasis with nonpathogenic and “foreign” microorganisms. In recent years, this marine species has been exploited for studies of host-microbiome interactions within the digestive tract in relation to microbial settlement and mucus colonization, leading to the characterization of different elements of the gut environment, such as chitin-rich mucus and a subset of secreted immune effectors (7, 8). Ciona has also been used in the context of identifying and defining immunological memory as a consequence of sophisticated responses mediated by trained immunity after inflammatory challenges (9).

The study of inflammatory mechanisms is essential to understanding the role of the immune system in the interaction with microbiota (10), and as a sentinel in cellular and tissue homeostasis (11–13). When these conditions deviate from homeostasis, activation of inflammatory pathways can help to restore the physiological equilibrium (11). In Ciona, several genomic and transcriptional studies have focused on the role of the innate immune system in the inflammatory response after challenges mainly with lipopolysaccharide (LPS) (reviewed in (14)), a component of Gram-negative bacterial membrane that belongs to the category of pathogen-associated molecular patterns (PAMPs). The knowledge of the immune repertoire of C. robusta is based on domain sequence similarities and phylogenetic relationships with their vertebrate counterparts (14), while the immunological role was functionally confirmed at the protein level in only few cases (15–17).

Several classes of immune factors have been recognized in C. robusta, such as i) pathogen recognition receptors (PRRs) like the Toll-like receptors (TLRs) TLR1 and TLR2 (17, 18) and C-type lectin receptors (CLRs) like CD94 (19); ii) cytosolic lectins like galectins, collectins (i.e. mannose-binding lectins) and intelectins (14, 20–24); iii) molecules of the complement system like C3 and its receptor C3aR (15, 16, 25, 26); iv) cytokines like the three interleukin-17 family members IL17-1, IL17-2 and IL17-3, the interleukin receptor IL17-R (27), the tumor necrosis factor α (TNFα) (28), the transforming growth factor beta (TGF-β) (29) and the macrophage migration inhibitory factor (MIF) (30), v) defensins like the molecule against microbes A precursor (mamA) (31); and vi) cytokine induction mediators like the gene coding for the transcription factor nuclear factor kappa B (NF-κB) (17, 32). All these immune molecules are transcriptionally, and sometimes translationally, upregulated in hemocytes and pharynx following subtunical injection of LPS in the pharyngeal wall, the first portion of the digestive tract of adult individuals of C. robusta (14). Moreover, C3 and C3aR have been proven to exert a chemotactic activity on ascidian hemocytes (15, 16). Here, our analyses of mRNA and protein expression patterns included most of these molecules, as well as additional genes putatively involved in the inflammatory response that were identified by homology search analysis in the current study.

An important experimental advantage of adopting C. robusta in comparative immunology is the capacity to perform in vitro fertilization and rear thousands of transparent filter-feeding juveniles. Metamorphic stage 4 of juvenile development (1st ascidian stage) is the first filter-feeding stage in the life cycle of Ciona (33), and can be used for investigating the inflammatory response to environmental microbial components at the early phase of immune system development and maturation. While the inflammatory response in adult ascidians usually involves stimulus injection in the body wall, stage 4 C. robusta juveniles can be exposed to resuspended, exogenous, and sometimes harmful compounds that can be ingested by filtration, thus reproducing a more natural physiological condition. In this work, this juvenile stage was used to explore the activation of key components of the innate immune response in the whole animal after exposure to different PAMPs.

The inflammatory molecules used in this study include components of bacterial [i.e., LPS and diacylated lipopeptide (Pam2CSK4)] and fungal (i.e., zymosan, an insoluble preparation of Saccharomyces cerevisiae cell wall, consisting of β-glucans, mannans, mannoproteins and chitin) cell walls. Of note, the effect of Pam2CSK4 [present in both Gram-positive and Gram-negative bacteria (34, 35)] on Ciona immune response has not been previously investigated. In mammals, these stimuli are described to be agonists of TLRs and Dectin-1. Specifically, LPS is an agonist of human TLR4 (36, 37), Pam2CSK4 is an activator of TLR2/TLR6 heterodimer (38), and zymosan is an agonist of human TLR2 and Dectin-1 (39). In a previous study conducted by Sasaki and coworkers using Ciona adults, activation of TLRs was induced by zymosan and not by another lipopeptide, Pam3CSK4 (17).

Here, we gathered evidence in support of specific transcriptional and translational changes induced by PAMPs, and of possible interactions between molecules and pathways involved in the immune response, specifically TLRs and Dectin-1 pathways. In summary, this study depicts C. robusta as a unique chordate organism for studying factors and mechanisms that modulate immune activation and homeostasis, thus supporting its use as a viable experimental system in translational research and biotechnological approaches.




2 Materials and methods



2.1 Ethics statement and animal sampling

The research described herein was performed by using Ciona specimens collected in the Mar Piccolo of Taranto (Taranto, Italy, ~40°29’29”N, 17°17’55”E) and in the Fusaro lagoon (Naples, Italy, ~40°49’10”N, 14°03’28”E), in locations that are not privately-owned nor protected in any way, according to the authorization of Marina Mercantile (Decree of the President of the Republic (DPR) 1639/68, Sep. 19, 1980, confirmed on Jan. 10, 2000). The study did not involve mammalian or vertebrate subjects, or endangered or protected species, and was carried out in strict accordance with European (Directive 2010/63/EU) and Italian (Legislative Decree n. 26/2014) legislation for the care and use of animals for scientific purposes. C. robusta is considered an introduced species and is not regulated or protected by environmental agencies in Italy. The animal collection services contracted in this study maintain current permits and licenses for collection and distribution of marine invertebrates to academic institutions. No special permission was required to collect ascidians, and animal handling was in accordance with the guidelines of our academic institutions. Animals were recovered and brought to the laboratory alive and maintained in clean water with aeration, temperature control and properly fed. In accordance with general animal protocols, the least number of specimens required per experiment were utilized. Animal waste products were disposed appropriately.




2.2 Juvenile treatment and sample preparation for gene expression and proteomic analyses

To obtain stage 4 Ciona juveniles, in vitro fertilization was performed using eggs and spermatozoa surgically collected from the gonoducts of different animals that had been exposed to constant light to elicit gamete maturation. In vitro egg fertilization follows the procedure described previously (40), with the exception that 0.22 μM filtered seawater (FSW) was used and no sterilization step was performed. After the time required for egg fertilization (about 10 minutes), fertilized eggs were diluted in FSW in 150 mm Petri dishes and raised at 18°C. Eighteen hours (hr) later, when animal have reached the non-feeding swimming tadpole larval stage, batches containing at least 90% normally developed larvae were selected for inflammatory treatments. Then, larvae were gently transferred to 6-well plates containing 4 ml FSW and 600-700 larvae per well. Animals were let to grow O/N at 18°C, and the day after the FSW was replaced with fresh one to eliminate post-metamorphic stages not attached to the dish, or unsettled larvae not properly developed. When juveniles have reached stage 4 (33), 3-4 days post fertilization, they were ready to be treated with different inflammatory stimuli, such as LPS (Sigma #L2880), Pam2CSK4 (InvivoGen #tlrl-pm2s-1) and zymosan (InvivoGen #tlrl-zyn). We referred to literature for the concentration of each inflammatory agent that best suits the activation of the immune system. LPS is usually injected in adults in the quantity of 100 μg dissolved in marine solution (27–29), or resuspended in a cell line-based heterologous system at the concentration of 2.5 and 5 μg/ml (17). Here, we used LPS at an intermediate concentration of 10 μg/ml. The triacylated form Pam3CSK4 was tested on cell lines in a heterologous system at the concentration of 0.5 and 2 μg/ml (17). Here, we used Pam2CSK4 at 1 and 10 μg/ml concentrations. The third inflammatory agent, zymosan, was reported in Ciona as a modulator of TLR activation in an in vitro heterologous system at the concentration of 100 μg/ml (17). Here, we used it at 10 and 100 ug/ml concentration. Each compound was resuspended at the appropriate concentration in 4 ml of 0.22 μm FSW, and animals were treated with these solutions for 30 minutes (min), 2 hr and 4 hr, while control animals were exposed to normal FSW. At the end of each time treatment, samples for gene expression analysis were collected in RNAlater by replacing the FSW supplemented with the microbial stimulus with 1 ml RNAlater solution in each well. Sample storage followed the manufacturer’s instruction; briefly, after O/N incubation in RNAlater at room temperature (RT), RNAlater solution was removed and samples (whole animals still attached to the bottom of 6-well plates) were frozen at -20°C for long term storage until RNA extraction. In turn, samples for proteomic analyses were processed by removing FSW supplemented with the microbial stimulus followed by fast freezing in dry ice and storage at -80°C until protein extraction.




2.3 Gene expression analysis



2.3.1 The identification of immune molecules

To search for new immunocompetent molecules, we used orthologous gene search and homology domain approaches to explore the C. robusta genome annotation databases ANISEED (v.2019) (41), NCBI (42) and UCSC Genome Browser (assembly ID: ci3 (43)). A combination of tools (e.g., PSI-BLAST (44), BLAST v.2.13.0 (45) and Jalview v.2.11.2.0 (46)) and resources (e.g., UniProt (47), InterPro (48) and SMART (49)) was used to compare protein functional and structural domains and to analyze the percentage of sequence identity of molecules of interest between Ciona robusta and Homo sapiens. The following protein domains were used as queries: i) C-type lectin (CTL) or carbohydrate-recognition domain (CRD) (CLECT); ii) interferon regulatory factor (IRF) domain (also known as tryptophan pentad repeat); and iii) immunoglobulin (Ig) and immunoglobulin-like (Ig-like) domains.




2.3.2 RNA extraction

Total RNA was extracted from whole-body Ciona juveniles using RNAqueous™-Micro Total RNA Isolation Kit (Invitrogen #AM193) following manufacturer’s instructions. Briefly, juvenile samples collected in 6-well plates as described in the previous section, were allowed to thaw slowly before proceeding to RNA extraction. After adding lysis buffer, samples were detached by scraping using flat blade cell lifter, collected, and transferred to 1.5 ml microtube, and mechanically broken using an ultra sonicator (Branson) for 15 seconds (sec) at 20% of maximum power. RNA extracted was eluted in 20 μl elution buffer, and subsequently DNA contamination was eliminated by performing DNase step as described in the manufacturer’s procedure. RNA quality and quantity were evaluated through agar gel electrophoresis and NanoDrop spectrophotometer (ThemoFisher) reading, respectively.




2.3.3 Quantitative reverse transcription PCR analysis

Single-stranded cDNA was synthesized from 1 μg of total RNA employing QuantiTect Reverse Transcription kit (Qiagen #205311). Gene expression was analyzed by quantitative reverse transcription PCR (RT-qPCR) on cDNA from control juvenile samples and juvenile samples exposed to the different microbial stimuli. Primer sequences for the genes to be examined are listed in Supplementary Tables 1A, B. Actin gene was used as reference for internal standardization.

The amplification efficiency of each RT-qPCR primer set was assessed employing 10-fold serial dilution of juvenile cDNA or it was already tested in a previous work, employing 10-fold serial dilution of cDNA synthetized from Ciona digestive tract (50) (Supplementary Tables 1A, B). RT-qPCR was performed according to the manufacturer’s recommendation with the Fast SYBR Green MasterMix (Applied Biosystems #4385612), 0.28 μM of each primer and 5 ng of cDNA per reaction. A denaturation step at 95°C for 20 sec, 40 amplification cycles (95°C for 1 sec and 60°C for 20 sec) and a Melt Curve step (95°C for 15 sec, 60°C for 1 min and 95°C for 15 sec) were employed. Reactions for each sample were performed in triplicate on five or six biological replicates. In order to calculate mRNA expression level (mRNA RQ) relative to the control sample of each fertilization, data were analyzed with Vii™ 7 Real-Time PCR software (Life Technologies) and quantified with the comparative Ct method (2-ΔΔCt) based on Ct values. Expression level of the selected genes is indicated as fold change. Results are represented as violin plots, showing the full distribution of the data, reported as value of the fold change of each sample (biological replicate), and the median for each condition analyzed. Significance of the relative 2-ΔΔCt of each group (biological replicates n = 5 or 6), compared to the controls, was determined using ‘paired parametric t-test’. One-way ANOVA analysis, according to normality test results, performed on each gene, was employed to determine statistically significant differences between the three time points for each microbial stimulus treatment. The statistical analyses were performed using GraphPad PRISM software, version 9.3.1.





2.4 Targeted proteomics analysis



2.4.1 Protein extraction and samples preparation for mass spectrometry analysis

Total protein extraction from whole-body C. robusta juveniles followed the same procedure used for RNA extraction (paragraph 2.3.2) with the exception that the juveniles were lysed in 2% CHAPS buffer (100 μl per well, Sigma #C9426) and mechanically broken using an ultra sonicator (Branson) for 30 sec at 20% of maximum power. Sample lysates were then centrifuged at 13,000 rpm for 15 min at 4°C, supernatants were collected in 1.5 ml microtubes and stored at -80°C. An aliquot of 30 μl of each protein lysate was subjected to the in-solution digestion protocol by reducing with 100 mM dithiothreitol (dissolved in 50 mM ammonium bicarbonate) to a final concentration of 20 mM and incubated for 60 min at 60°C. After cooling the protein solution at RT, the protein cysteines were alkylated by adding iodoacetamide to a final concentration of 40 mM, followed by incubation in the dark for 45 min at RT. A solution of formic acid was added at a final concentration of 1% to block the alkylation reaction and proteins precipitated by a chloroform/methanol/water precipitation protocol (51). Supernatants were removed and the pellets dried. Digestion of protein mixtures was carried out in 10 mM ammonium bicarbonate by using trypsin at 50:1 protein:enzyme mass ratio. The samples were incubated at 37°C for 16 hr, and the trypsin digestion stopped by acidification of the peptide’s mixture.

The peptides were dried under vacuum and finally resuspended in 50 μl of 0.1% HCOOH for a further desalting step using manually equipped tips with three Empore disc C18 (Merck, #66883-U) before the liquid chromatography-mass spectrometry tandem (LC-MS/MS) analysis in Multiple Reaction Monitoring ion mode (MRM).




2.4.2 LC-MS/MS analysis

The peptide mixture was analyzed by LC-MS/MS analysis using a Xevo TQ-S (Waters, Milford, MA, USA) equipped with an ionkey coupled to an Acquity UPLC system (Waters, Milford, MA, USA). For each run, the peptide mixture (2 µl) was injected and separated on a BEH C18 peptide separation device (130Å, 1.7 µm, 150 µm X 50 mm) at 45°C with a flow rate of 3 µl/min using an aqueous solution (LC-MS grade) containing 2% ACN as a mobile phase A and 98% ACN of an aqueous solution as a mobile phase B, both acidified with 0.2% HCOOH. The gradient for the MRM method started with 7% buffer B for 5 min, from 5 to 40 min reached 50% buffer B to 95% buffer B during the next 2 min. The column was finally re-equilibrated to initial conditions for 4 min. The parameters of the MS source were as follow: 3900 V as ion spray voltage, 150°C interface heater temperature, 150 l/h gas flow with 7 bar nebulizer pressure.

MRM mass spectrometric analyses were performed in positive ion mode for the run time with 5 points per peak and 3 min dwell times. The cone voltage was set to 35 V. A range of 300-1000 m/z was preferentially selected as precursor or product ions.




2.4.3 Informatics tools

The latest version of Skyline software (22.2 - 64 bit version MacCossLab Software, University of Washington, USA) (52) was used for in silico selection of peptides with proteotypic sequences for each selected protein. For each peptide, m/z precursor ion, m/z product ion, and relative collision energy were provided by Skyline (Supplementary Table 2). Seven and thirty amino acid-long tryptic proteotypic peptides, preferably without missed cleavages and devoid of methionine and cysteine residues, were chosen for the development of MRM assays. Sequences with a proline (P) on the C-terminal side of arginine (R) or lysine (K) or showing the NXT or NXS glycosidic consensus motif were also excluded. The six transitions of proteotypic peptides were selected for method development based on the y-fragment ions.




2.4.4 Statistical analysis

The areas of extracted ion chromatograms of all proteotypic peptides for each protein were averaged to get a value representative of a specific protein. Such values were uploaded on Perseus software (53) used for the statistical analysis. Expression values of each protein were log2 transformed to obtain a Perseus matrix. Finally, heatmap of cluster analysis and principal component analysis (PCA) were performed by using the obtained Perseus matrix.





2.5 In silico analysis of potential interactions

To increase knowledge about the landscape of molecular dynamics triggered by inflammation, a protein-protein interaction map was generated using the STRING database (54). Multiple sequence queries were followed by evaluation of protein sequence identity by means of Multiple Sequence Alignment (MSA) in Jalview (46) and BlastP (44, 45). The resulting interaction networks were modified and merged with the Cytoscape v.3.9.0 software (55) in order to build a complete protein-protein interactome in which to connect all molecules whose gene expression was analyzed in this study. Among the applications available in Cytoscape “App Manager” for functional analyses of immune-related pathways, we installed and used the STRING Enrichment application, that is based mainly on KEGG (56), SMART, COMPARTMENTS (57), Panther (58, 59), AmiGO 2 (60) and QuickGO (61), Pfam (62), InterPRO and Reactome (63) databases. This application was used to retrieve annotations about compartmentation, Gene Ontology (GO), pathway analysis and domain analysis of the selected nodes of the map. The main findings are reported in the protein-protein interaction network.





3 Results



3.1 Experimental setup: concentration and exposure time to microbial stimuli

In this study, the effect of 30 min, 2 hr and 4 hr exposure to microbial stimuli in C. robusta juveniles has been investigated by evaluating changes in the expression levels of immune genes and proteins in the whole-body animal (Figure 1A). Also, juveniles were exposed for 4 hr at all selected concentrations (10 μg/ml LPS, 1 and 10 μg/ml Pam2CSK4, 10 and 100 μg/ml zymosan), raised in FSW for 24 hr, and then analyzed for survival and altered gross phenotypes. In all experimental conditions, juveniles were alive and morphologically normal, suggesting that the concentrations of the microbial stimuli did not trigger a strong immune response that could be lethal for the animals (Figure 1B).




Figure 1 | Experimental setup and effect on morphology of .C. robusta juveniles after 24 hours from the treatment. (A) Scheme of C. robusta juveniles’ treatment with different microbial stimuli, concentrations and duration, followed by quantification of immune molecules through gene expression (RT-qPCR technique) and protein level (LC-MRM/MC technique). (B) On the left, schematic representation of C. robusta juveniles at stage 4 showing the main anatomical features observed at this metamorphic stage. On the right, after 24 hours juveniles (exposed for 4 hours to diverse concentration of microbial stimuli) appear morphologically normal. Scale bar, 100 μm.






3.2 Immune gene mining and expression

Previous studies have identified the main molecular actors of the innate immune system of C. robusta, revealing high-rate conservation of PRRs, cytokines and complement system molecules, to name a few. In our work, to widen the spectrum of molecules that could be responsive to the inflammatory stimuli here tested, more counterparts of genes involved in the inflammatory response of vertebrates were included. The genes encoding the tyrosine-protein kinase SYK and Nuclear factor of activated T-cells 5 (NFAT5), respectively co-interactor and transcription factor of PRR pathways, were identified by orthologous gene search and had already been annotated (http://www.aniseed.cnrs.fr). Then, more immune genes were uncovered by homology search analysis of C. robusta genome and proteome (Table 1). Specifically, we searched for molecules containing the CLECT and the Ig domains, since they are present in proteins with immune functions (64–67), and the IRF domain contained in the homonymous transcription factor involved in PRR pathways (68).


Table 1 | Ciona robusta immune-related molecules identified by in silico analysis.



The CLECT domain allowed to identify the Dectin-1 CLR family 4 members M (CLEC4M) and F (CLEC4F), and Macrophage mannose receptor 1-like (MR). Ig- or Ig-like domains were found in FAM187A, fibronectin (FN), fibronectin like (FN-like), and tyrosine-protein kinase receptor 3 (TYRO3). TYRO3 is a receptor which is also characterized by FN and Tyrosine kinase catalytic domains and is involved in inflammation resolution (69, 70). FAM187A (Cirobu.g00001161) groups together with the ascidian Botryllus schlosseri Triggering receptor expressed on myeloid cells (TREM)-like 2 gene (TREML2) (Boschl.g00005277) in the “Gene Phylogeny” section of the ANISEED database. In human, the TREM2 pathway is expressed in various tissue macrophages, such as the microglia of the central nervous system, and increasing evidence suggests that TREM2 is involved in neuroinflammatory responses and neurodegenerative diseases like Alzheimer and Parkinson (71, 72) and contributes to mucosal inflammation in the digestive tract during the development of colitis in mice (73). The IRF domain was present in IRF-like gene. Furthermore, search for C. robusta NFAT5 led to the identification of FAM136A, a mitochondrial protein conserved across metazoans (74) whose human orthologue shows a correlation with Meniere’s disease, an inner ear problem with an autoimmune condition (75).

In detail, the effect of LPS, Pam2CSK4 and zymosan has been tested on the activity of the following Ciona factors: i) immune receptors such as TLR1, TLR2, CLEC4M, CLEC4F and MR; ii) Ig-like V-type domain-containing proteins as FAM187A, FN, FN-like and TYRO3; iii) the co-interactor SYK; iv) transcription factor coding genes NF-κB, IRF-like and NFAT5; v) FAM136A; vi) cytokines IL17-1, IL17-2, IL17-3, and their receptor IL17R, TNFα, TGFβ and MIF; vii) defensins like mamA and viii) complement system genes C3 and C3aR. The results obtained for each stimulus are described below. For sake of simplicity in the presentation, FAM136A and IL17R were included in the categories of transcription factors and cytokine signaling, respectively, besides their different roles.



3.2.1 LPS: effects on TLR2 and TYRO3 genes

LPS is the inflammatory agent more widely used in Ciona adults (by injection). Here, 10 μg/ml LPS did not induce a significant immune response in stage 4 juveniles, as shown by lack of changes in the expression of most genes (Supplementary Figure 1) apart from the upregulation of TLR2 and TYRO3 after 30 min treatment (Figure 2). Thus, the modest activation of an immune response following LPS infection is rapidly resolved.




Figure 2 | Effect of 10 μg/ml LPS treatment on gene expression. C. robusta juveniles at stage 4 of metamorphosis treated with 10 μg/ml LPS show significant changes in gene expression of TLR2 and TYRO3, detected by RT-qPCR, after 30 min treatment. Truncated violin plots represent the distribution and the density of numerical data of gene expression reported as fold changes (2-ΔΔCt) of mRNA Relative Quantification (mRNA RQ) compared to the corresponding control samples (no treated juveniles), that are reported as dotted black line. The black lines in each violin plots indicate the median of data set (n = 6, biological replicates). Statistical methods: paired samples t-test, significance indicated by black asterisk. (*p. value < 0.05).






3.2.2 Pam2CSK4: effects on genes encoding for PRRs, transcriptional factors, and cytokines

Unlike LPS, the inflammatory stimulus Pam2CSK4 was seen to induce transcriptional modulation of several molecules and pathways at all concentrations and time points. Following 1 μg/ml Pam2CSK4 treatment, TLR1 was upregulated after 30 min treatment, TLR2 after 30 min and 2 hr, and CLEC4F receptor after 4 hr treatment (Figure 3). While the expression of the genes encoding the receptor, CLEC4M, the Ig-domain containing proteins FAM187A, FN, FN-like and TYRO3, the cofactor SYK, was not regulated by Pam2CSK4 exposure, the expression of FN, FN-like and TYRO3 was significantly modulated between 30 min and 4 hr treatments (Supplementary Figure 2). The expression of the transcription factor coding gene NF-κB was affected at all time points analyzed, with upregulation at 30 min and down-regulation at 2 hr and 4 hr; IRF-like was upregulated at both 30 min and 2 hr, whereas NFAT5 was downregulated at 4 hr (Figure 3). Significant upregulation of FAM136A was observed after 30 min exposure (Figure 3). Concerning cytokines, IL17-3 and TGFβ were significantly upregulated at 30 min and 2 hr treatment, respectively (Figure 3). Upregulation of IL17R was also observed at both 30 min and 2 hr time points (Figure 3). Conversely, cytokines IL17-1, IL17-2, TNFα and MIF, defensin mamA, and molecules of the complement system C3 and C3aR were not affected in their transcriptional levels (Supplementary Figure 2). Statistical analysis by using one-way ANOVA test revealed that 1 μg/ml Pam2CSK4 had a significant effect on the modulation of genes coding for receptors (TLR2, CLEC4F and MR), transcription factors (NF-κB, IRF-like and NFAT5) and cytokines (IL17-3 and TGFβ) (Figure 3).




Figure 3 | Effect of 1 μg/ml Pam2CSK4 treatment on gene expression. C. robusta juveniles at stage 4 of metamorphosis, treated with Pam2CSK4 at the concentration of 1 μg/ml, show significant changes in gene expression of TLR1, TLR2, CLEC4F, MR, NF-κB, IRF-like, NFAT5, FAM136A, IL17-3, IL17R and TGFβ, detected by RT-qPCR, after 30 min, 2 hr and 4 hr of treatment. Truncated violin plots represent the distribution and the density of numerical data of gene expression reported as fold changes (2-ΔΔCt) of mRNA Relative Quantification (mRNA RQ) compared to the corresponding control samples of juveniles (not treated) and reported as dotted black line. The black lines in violin plots indicate the median of data set (n = 6, biological replicates). Graphics shows also significant expression changes between two different time points of the treatment, indicated by horizontal black lines. Statistical methods: paired samples t-test, significance indicated by black asterisks; one-way ANOVA test, significance indicated by magenta asterisks. (*p. value < 0.05, **p. value < 0.01, ***p. value < 0.001, and ****p. value < 0.0001).



Pam2CSK4 at the concentration of 10 μg/ml induced downregulation of CLEC4M and CLEC4F after both 2 and 4 hr treatment. TLR receptor coding genes were only affected after 4 hr, with downregulation of TLR1 and upregulation of TLR2 (Figure 4). Cytokines were upregulated following 30 min and 4 hr treatment (IL17-1), at all-time points (IL17-3) and 2 and 4 hr (TGFβ), while a downregulation of MIF was observed at 2 and 4 hr treatment (Figure 4). The highest concentration of Pam2CSK4 also induced upregulation of both defensin mamA and molecules of the complement system C3 and C3aR after 4 hr treatment (Figure 4). No change in gene expression was observed for MR, FAM187A, FN, FN-like, TYRO3, SYK, NF-κB, IRF-like and NFAT5, protein coding gene FAM136A, and cytokines TNFα, IL17-2 and the receptor IL17R (Supplementary Figure 3). Statistical analysis by using one-way ANOVA test revealed that 10 μg/ml Pam2CSK4 induces a significant modulation in the expression of CLEC4F, IL17-1, IL17-3 and TGFβ (Figure 4).




Figure 4 | Effect of 10 μg/ml Pam2CSK4 treatment on gene expression. C. robusta juveniles at stage 4 of metamorphosis, treated with Pam2CSK4 at the concentration of 10 μg/ml, show significant changes in gene expression, detected by RT-qPCR, of TLR1, TLR2, CLEC4M, CLEC4F, IL17-1, IL17-3, TGFβ, MIF, mamA, C3 and C3aR, after 30 min, 2 hr and 4 hr. Truncated violin plots represent the distribution and the density of numerical data of gene expression reported as fold changes (2-ΔΔCt) of mRNA Relative Quantification (mRNA RQ) compared to the corresponding control samples of juveniles (not treated) and reported as dotted black line. The black lines in each violin plots indicate the median of data set (n = 6, biological replicates). Graphics shows also significant expression changes between two different treatment time points, indicated by black lines. Statistical methods: paired samples t-test, significance indicated by black asterisks; one-way ANOVA test, significance indicated by magenta asterisks. (*p. value < 0.05, **p. value < 0.01, ***p. value < 0.001 and ****p. value < 0.0001).



Taken together, these data show that Pam2CSK4 is able to trigger the activation of both PRR pathways investigated, modulating the transcription of receptors (TLRs and CLEC4M) and transcription factors (NF-κB, IRF-like and NFAT5) with concentration-dependent timing of activation. The inflammatory state induced by this bacterial stimulus is demonstrated by the activation of pro-inflammatory cytokines like IL17-1 and IL17-3. Finally, the upregulation of TGFβ cytokine at late time point indicates a resolution of the inflammatory response.




3.2.3 Zymosan: effects on genes encoding for CLRs, Ig-containing molecules, cofactors, transcriptional factors, and cytokines

Ciona juveniles exposed for 4 hr to the lower concentration of zymosan, 10 μg/ml, showed a significant downregulation of the receptors CLEC4M, MR, FN, FN-like and the cofactor SYK (Figure 5). A similar effect was observed on the transcription factor coding genes NFAT5 and IRF-like, the last one being downregulated also at 2 hr (Figure 5). Downregulation of the cytokine IL17-2 (2 and 4 hr) and of the complement component C3 (30 min and 4 hr) was also observed (Figure 5). The other genes analyzed, such as receptors (TLR1, TLR2, CLEC4F), Ig domain-containing proteins (FAM187A and TYRO3), transcription factor coding genes (NF-κB), FAM136A, cytokines (IL17-1, IL17-3, IL17R, TGFβ, TNFα and MIF), defensins (mamA) and complement system components (C3aR) were not affected by this inflammatory stimulus (Supplementary Figure 4). One-way ANOVA analysis revealed a modulation in IRF-like, IL17-2 and C3 expression (Figure 5).




Figure 5 | Effect of 10 μg/ml zymosan treatment on gene expression. C. robusta juveniles at stage 4 of metamorphosis, treated with zymosan at the concentration of 10 μg/ml, show significant changes in gene expression, detected by RT-qPCR, of CLEC4M, MR, FN, FN-like, SYK, IRF-like, NFAT5, IL17-2 and C3 after 30 min, 2 hr and 4 hr. Truncated violin plots represent the distribution and the density of numerical data of gene expression reported as fold changes (2-ΔΔCt) of mRNA Relative Quantification (mRNA RQ) compared to the corresponding control samples of juveniles (not treated) and reported as dotted black line. The black lines in each violin plots indicate the median of data set (n = 5, biological replicates). Graphics shows also significant expression changes between two different treatment time points, indicated by horizontal black lines. Statistical methods: paired samples t-test, significance indicated by black asterisks; one-way ANOVA test, significance indicated by magenta asterisks. (*p. value < 0.05, **p. value < 0.01).



Zymosan at the concentration of 100 μg/ml induced significant upregulation in the expression of genes coding for the Ig-domain containing proteins FAM187A (4 hr) and TYRO3 (2 hr), cofactor SYK (2 hr), cytokines IL17-3 (30 min and 4 hr), TGFβ (2 and 4 hr), MIF (30 min) and complement component C3aR (2 hr) (Figure 6). No effect was observed on the expression of the genes coding for receptors and Ig-domain containing proteins (TLRs, CLE4M, CLEC4F, MR, FN and FN-like), transcription factors (NF-κB, IRF-like and NFAT5), FAM136A, cytokines (IL17-1, IL17-2, IL17R, TNFα), defensins (mamA) and complement system molecules (C3) (Supplementary Figure 5). One-way ANOVA analysis showed a significant modulation of IL17-3 expression during the analyzed time points, and a significant shift in the transcriptional response of FAM187A between 30 min and 4 hr treatments (Figure 6).




Figure 6 | Effect of 100 μg/ml zymosan treatment on gene expression. C. robusta juveniles at stage 4 of metamorphosis, treated with zymosan at the concentration of 100 μg/ml, show significant changes in gene expression, detected by RT-qPCR, of FAM187A, TYRO3, SYK, IL17-3, TGFβ, MIF and C3aR after 30 min, 2 hr and 4 hr. Truncated violin plots represent the distribution and the density of numerical data of gene expression reported as fold changes (2-ΔΔCt) of mRNA Relative Quantification (mRNA RQ) compared to the corresponding control samples of juveniles (not treated) and reported as dotted black line. The black lines in each violin plots indicate the median of data set (n = 6, biological replicates). Graphics shows also significant expression changes between two different time points of the treatment, indicated by horizontal black lines. Statistical methods: paired samples t-test, significance indicated by black asterisks; one-way ANOVA test, significance indicated by magenta asterisks. (*p. value < 0.05).



Collectively, the immune response induced by zymosan involves CLRs (CLEC4M and MR), cofactors (SYK) and transcription factors (IRF-like and NFAT5), suggesting an interplay of distinct PRR pathways. Among immune stimuli tested in this study, zymosan was the only one that affected the expression of Ig-containing molecules (FAM187A, FN, FN-like and TYRO3). Moreover, the activation of the inflammatory state following exposure to the higher concentration is highlighted by the modulation of the cytokine’s transcripts, pro-inflammatory (IL17-3), and consequently anti-inflammatory (TGFβ), indicating again a resolution of the inflammation.





3.3 Targeted proteomics

To explore the effect of each stimulus treatment at protein level, the targeted proteomic approach has been conceived for detecting changes in protein amount of the immune molecules here investigated. Indeed, A LC-MRM/MS method was developed for the detection of changes in protein abundance for the immune molecules. We first selected a panel of 1-3 proteotypic peptides for each protein and then recorded from 3 to 6 transitions (a combination of each precursor ion to several fragment ions) for each peptide. A total number of 32 peptides belonging to 16 proteins (listed in the Supplementary Table 1 and in the Figure 7B) was selected by monitoring 139 transitions displaying a good instrumental response (the same retention time for all transitions and a peak area higher than 1,000). An example of MRM chromatogram was reported for one peptide of the NFAT5 protein (Supplementary Figure 6). After selecting the best instrumental response (see instrumental parameters in Supplementary Table 2), the relative quantification was performed by comparing the areas underlying the extracted ion chromatogram (EIC) peaks reflecting the differential expression of selected 16 proteins following the various stimulation versus the control sample. As an example, the EIC peak areas of two proteins, e.g. FAM136A and FN, were reported in a histogram representation (Supplementary Figure 7), displaying a similar trend in the samples. A significant downregulation was observed for the FAM136A and fibronectin protein along the Pam2CSK4 and zymosan treatment (independently from the stimulus kinetics) in comparison to the other samples, included the control.




Figure 7 | Targeted proteomic analysis of C. robusta juveniles expose to 10 μg/ml LPS, 1 μg/ml Pam2CSK4 and 100 μg/ml zymosan. (A) PCA analysis, clustering overall protein level variations at each time point of animals treated with microbial stimuli, shows similar protein level among control, LPS treated-, 2 hr and 4 hr zymosan treated-, and 30 min Pam2CSK4 treated- samples. 4 hr zymosan treated- and 2 hr Pam2CSK4 treated- samples have protein levels that cluster together and differs from control samples; whereas 4 hr Pam2CSK4 treated samples have protein level that highly differ from all the other treatment conditions. (B) Heatmap shows both hierarchical clustering of the treatment conditions and protein levels of the analyzed immune molecules, extracted from C. robusta juveniles expose to 10 μg/ml LPS, 1 μg/ml Pam2CSK4 and 100 μg/ml zymosan for 30 min, 2 hr and 4 hr and detected through LC-MRM/MS method. “P” and “Z” indicate Pam2CSK4 and zymosan treatments, respectively.



The EIC peak areas were then uploaded on Perseus software to discover the response of C. robusta juveniles to stimulation with 10 μg/ml LPS, 1 μg/ml Pam2CSK4 and 100 μg/ml zymosan at 30 min, 2 hr and 4 hr of treatment compared to the control samples. The PCA analysis allowed to summarize and visualize the overall protein response to the microbial stimulation within a biplot where the control and treated samples were graphically represented. Among all revealed components, the first two (Supplementary Table 3) resulted in a two-dimensional PCA biplot (Figure 7A). PCA reduced the dimensionality of the multivariate data to two principal components explaining almost 90% variance (79.6% for Component 1 and 9.7% for Component 2) with minimal loss of information. The statistical analysis revealed a clear separation between a large cluster that included control, LPS (30 min, 2 hr, 4 hr), Pam2CSK4 (30 min) and zymosan (30 min, 2 hr) treatments, a small cluster consisting of 2 hr Pam2CSK4 and 4 hr zymosan treatments, and the 4 hr Pam2CSK4 treatment that was different from all other analyzed conditions (Figure 7A). This finding suggested that the stimulation of C. robusta juveniles with zymosan for 4 hr and Pam2CSK4 for 2 hr, and with Pam2CSK4 for 4hr induced a significant dysregulation of protein abundance as a consequence of microbial treatment response. Even the heatmap representation enabled the visualization of hierarchical clustering where the aforementioned microbial stimuli displayed the greatest response of immune molecules (Figure 7B).




3.4 Interactome of immune molecules

A protein-protein interaction network, based on STRING output and then modified and merged in Cytoscape, has been constructed to include all the immune molecules whose gene expression has been investigated in this study (Figure 8). The interactome shows that both receptors TLR1 and TLR2 are connected with the three transcription factors NF-κB, IRF-like, NFAT5, and with the interleukin receptor IL17R. Notably, TLR2 is also connected with cofactor SYK, receptors MR and TYRO3, complement molecule C3, cytokine MIF and the molecule FAM136A. Although the lack of STRING annotations for IL17 gene products, possibly due to difficulties in investigating such proteins in C. robusta, the presence of connections with the receptor, IL17R, could provide clues about the interactions of these interleukins (Figure 8).




Figure 8 | Protein-protein interaction network of Ciona robusta immune molecules. Protein-protein interaction map constructed with the STRING database and modified with Cytoscape, reveals the interaction between C. robusta immune molecules investigated through gene expression. Here, these molecules are indicated with an oval filled with light red color and those that are still not connected in the map are reported below. GO enrichment analysis is also indicated, highlighting in the color-legend some of the Biological Processes, related with immunological features, in which the molecules present in the map are involved.



As reported for IL17s, lack of annotation information also affects other proteins, such as CLEC4M, CLEC4F, C3aR, mamA and TNFα. However, we found connection of similar domains belonging to other proteins, as in the case of CLEC17A-like that reveals a connection with the protein SYK (Figure 8). The interaction map shows that other main players of TLR signaling are connected, including MyD88, IRAK4, IKK, TAK1, p38, TRAF3 (13, 76, 77) and MAPKs. The genes coding for these proteins were not investigated in this work but should be future objects of similar studies. All the molecules included in the interaction map that were not investigated by transcriptional and proteomics analyses in this study, are listed in the Supplementary Table 4.

The enrichment analysis has been performed through STRING Enrichment app in Cytoscape to depict the Biological Processes, Molecular Functions and Cellular Components in which these molecules are involved. Some of the results are represented as Split Donut Chart (chosen option in the Network specific settings for STRING Enrichment table) in the protein-protein interaction network, using certain colors from the Enrichment color palette to underline specific outputs. To generate a map easier to understand, we have highlighted the biological processes that are more significant for this study. These comprise TLR signaling pathways (GO:0002224), innate immunity including inflammation and response to external stimulus (GO:0050896, GO:0002682, GO:0050794, GO:0050778), regulation and response to cytokine production (GO:0034097, GO:0001817, GO:0001818, GO:0001819), CTL or CRD domains (SM00034), and leukocyte-mediated immunity and adhesion to endothelial cells (GO:0045785, GO:0050900, GO:0002443) (Figure 8).





4 Discussion

The marine invertebrate C. robusta has recently become an excellent experimental organism for studying gut mucosal immunity, including processes mediating host mucosal-microbial associations (7, 8, 40, 78–82). In this work we used Ciona for investigating the inflammatory response activated by three PAMPs (LPS, Pam2CSK4 and zymosan) and for developing an invertebrate inflammatory model to use in research fields, from comparative immunology to translational biology and drug discovery.



4.1 Inflammation and the “patterns of pathogenesis” hypothesis

To interpret the inflammatory response in ascidian juveniles, it is important to recall some basic immunological concepts, such as the definition of inflammation and which factors/conditions activate it. The term “inflammation” defines the process triggered by innate immune cells when the homeostatic state is altered due to microbial infection or tissue injury (11–13). Marine organisms are continuously exposed to, and challenged by, a multitude of microorganisms (e.g., bacteria, archaea, fungi, viruses, protozoans) inhabiting the surrounding environment (83). These microbes may be beneficial for the host by helping to shape the immune system and influencing developmental and physiological processes (84). The superorganism theory emphasizes how the concept of self and non-self has changed over time by incorporating host microbiota in the definition of self (84–86). During early development, the crosstalk between host and microbes is crucial to shape immune system maturation, that will allow to discriminate between self and non-self, and to establish a homeostatic state with beneficial components (86). These processes are mostly studied within the gastrointestinal tract where the symbiotic interactions mostly take place (87, 88). This equilibrium is broken when pathogenic microbes, or their components (as PAMPs), invade the host epithelial barrier and induce infection. Colonization and invasion by pathogens activate an inflammatory response that primarily involves PRRs (and their signaling pathways), the main players of the innate immune system (13, 68, 89, 90), with the aim to eliminate the infectious agents and to restore homeostasis (11, 12). PRRs have broad specificity and can recognize many PAMPs, which have a common structural motifs or patterns, thus representing a sort of pathogenicity markers (89, 91). In 2009, Vance and coauthors have proposed the “patterns of pathogenesis”, or POP hypothesis, according to which the immune system recognizes pathogens not only by virtue of the presence of PAMPs but also by their pathogenic behaviors (92). These include growth upon host invasion, cytosolic invasion and disruption of the normal functions in the host cell cytoskeleton (92). On these grounds, a microbe can be considered pathogenic or nonpathogenic depending on the site of infection and on the immune state of the host. Hence, POP do not define a pathogen, rather a pathogenic behavior (86, 92). These new concepts may help to better understand the effect of PAMPs on the immune response, and thus on the onset of the inflammation, in different organisms and physiological states.

Based on the POP hypothesis, it is important to consider the physiological conditions at which the immune challenge is encountered. Ciona stage 4 juveniles are immunological naïve and probably they still do not have a stable microbiota. As they start interacting with the surrounding environment by seawater filtration, ascidian juveniles are here exposed to resuspended microbial components (8, 33, 40) and an immune response is observed if microbial components interact with the epithelial barrier. In line with Ciona LPS injection-based studies (14, 25, 93), the resuspension approach used herein may act differently in terms of immune activation patterns on older juveniles, like stage 8 (2nd ascidian stage) (33).




4.2 Stimulus-specific response of innate immunity in C. robusta juveniles

In this work we found that LPS, the most common inflammatory stimulus used in vertebrates (13, 68, 94, 95), ascidians and other marine invertebrates (96–99), does not significantly alter gene expression in the adopted experimental setup, that are naïve metamorphic stage 4 juveniles. In line with the transcriptional results, targeted proteomics data show that LPS treatment does not elicit protein level variations. The POP hypothesis may help to explain the lack of an immune response to LPS in C. robusta juveniles treated by LPS resuspension. Since these organisms inhabit a habitat rich in LPS-containing Gram-negative bacteria (78) that are continuously filtered by the organism and interact with host mucosal sites, ascidian juveniles may not recognize LPS as a PAMP and/or LPS may not cross the epithelial barrier of their gastrointestinal tract. Instead, the other two microbial components that we used as inflammatory stimuli, the bacterial Pam2CSK4 and the fungal zymosan, are apparently able to interact with the epithelial barrier and then be sensed by host immune surveillance as PAMPs, thus triggering an immune response.

Pam2CSK4, which is not commonly used as a microbial stimulus in vertebrates as well as marine organisms, has been shown to bind the heterodimer TLR1/TLR6 (38) and, in monocytes, to enhance expression and function of Fcγ, a receptor involved in phagocytosis and inflammatory cytokine production (100). In mice, in vitro and in vivo stimulation of macrophages induces the activation of MAP kinase and NK-κB pathways upon TLR2 binding (101). Also, Pam2CSK4 treatment of human platelets in vitro activates TLR2/TLR6 complex and initiates signaling events that stimulate increase of NF-kB protein level and interactions between platelets and endothelial cells (ECs). This event increases inflammatory cytokine production and reduces EC permeability (102). In our experiments, Pam2CSK4 was the most effective inflammatory stimulus in ascidian juveniles, featuring a concentration-dependent influence on both TLR and Dectin-1 pathways. Also, it is worth mentioning that 1 μg/ml is lower than the concentration of Pam2CSK4 used on human cell lines (10 ug/ml) (100, 102), suggesting that ascidian juveniles are highly responsive to this microbial stimulus. The immune response to Pam2CSK4 observed in Ciona juveniles at stage 4 include the modulation of the PRRs expression, TLRs and CLECs, and of the transcription factors just at the lower concentration tested. While expression data show that Pam2CSK4 exposure modulates both TLR and Dectin-1 pathways, the protein-protein interaction network could not confirm it, as long as CLEC4M and CLEC4F receptors are concerned.

The time of activation of each pathway depends on the amount of microbial component that interacts with host mucosal barrier. We may hypothesize a stronger, but vital, immune response induced by 10 μg/ml Pam2CSK4 that can penetrate mucus barrier (due to the higher amount of Pam2CSK4 molecules), interact with epithelial layer and affect gene expression of Ciona complement system components C3 and C3aR, that consequently can activate cell adhesion, chemotaxis and phagocytosis processes in order to fight the invading microbial molecules (103, 104). Moreover, as in human platelets (102), Pam2CSK4 is able to alter transcriptional levels of cytokines (e.g., IL17-3 and TGFβ) in Ciona. The activation of TGFβ following IL17-3 modulation could be explained as a possible resolution of the inflammation induced by this microbial stimulus (105), in agreement with the observation that juveniles after 24 hr treatment are healthy (Figure 1B). That 10 μg/ml Pam2CSK4 can induce a strong inflammatory response is corroborated by the evidence of expression changes of other cytokine coding genes like IL17-1 and MIF. In mammals, MIF has pro-inflammatory and immunoregulatory properties, and upregulates TLR4 expression (106). In LPS-injected Ciona adults, a major role of MIF signaling pathway has been described in regulating IL17s and TGFβ expression (93). A similar effect is observed also here in the inflammatory state induced by Pam2CSK4 treatment, where a downregulation of MIF expression is concurrent with the upregulation of IL17s and TGFβ (after 2 and 4 hr treatment with 10 μg/ml Pam2CSK4).

Compared to Pam2CSK4 infection, zymosan modulates a smaller and diverse set of molecules and pathways in Ciona juveniles (Figure 9). As a cell wall preparation of yeast S. cerevisiae, zymosan is a mix of glucans, mannans, mannoproteins and chitin (107). These components are implicated in yeast recognition by innate immune cells, stimulating phagocytosis by macrophages (108) and cytokine production (i.e. TNFα, IL1β, IL-10 and TGFβ) by monocytes, macrophages and dendritic cells (39, 109–111). In vertebrates, zymosan activates both TLR and Dectin-1 pathways (39). Moreover, a cell signaling cascade activated by the binding of β-glucan to Dectin-1 receptor can initiate both Syk-dependent and Syk-independent cascades (68, 112). In mammals, Syk is involved in cytokine transcription upon recruitment by Dectin-1 (113). However, Syk factor is involved in both PRR pathways (68, 114).




Figure 9 | Summary of gene expression modulation at 30 min, 2 hr and 4 hr treatment. Radar plots show a summary of the genes that are (significantly) modulated at each time point treatment (30 min, 2 hr and 4 hr) by 10 μg/ml LPS, 1 and 10 μg/ml Pam2CSK4 and 10 and 100 μg/ml zymosan. 10 μg/ml LPS modulated just 2 genes at 30 min treatment. 1 μg/ml Pam2CSK4 modulate a higher number of genes at 30 min (7 genes) and 2 hr (4 genes) respect to 4 hr (3 genes) treatment. On the contrary, 10 μg/ml Pam2CSK4 has a major effect at late time points, 2 hr (5 genes) and 4 hr (11 genes), respect to the 30 min (2 genes) treatment. zymosan treatment, at both concentrations used, has an effect at the late time points, 2 hr (10 μg/ml, 2 genes; 100 μg/ml, 4 genes) and 4 hr (10 μg/ml, 9 genes; 100μg/ml, 3 genes) respect to the 30 min treatment (10 μg/ml, 1 genes; 100μg/ml, 2 genes).



In Ciona, the protein-protein interaction network here generated highlights a potential connection among TLR2, SYK and MR molecules. Although activation of Ciona TLRs was induced by zymosan in a heterologous cellular system (17), here we did not observe changes in the expression of the two TLR genes investigated, but we found an alteration of SYK expression that does not permit us to rule out the hypothesis of an involvement of TLR pathway. The high zymosan concentration seems to induce a stronger inflammatory response that affect mainly gene transcription of cofactors involved in both TLR and Dectin-1 pathways, highlighting again an interconnection between the two pathways as observed in juveniles exposed to Pam2CSK4, although we did not observe a direct effect on the expression of the PRRs investigated. The finding that high concentration induces upregulation of the gene coding for TYRO3, a coreceptor involved in the resolution of inflammation, is in line with the upregulation of TGFβ observed after the increase of the expression of the two pro-inflammatory cytokines IL17-3 and MIF. The role of TYRO3 in the negative regulation of cytokine production has been depicted also by GO analysis of the biological process of Ciona protein-protein interaction map.

In this study, we have observed an effect on the transcriptional levels of Ig-domain containing molecules (FAM187A, FN and FN-like) at both zymosan concentrations. Of note, the connection of these molecules with the Dectin-1 and TLR immune pathways was confirmed by the protein-protein interaction network. The immune role of these Ig-domain containing molecules represents an interesting starting point for future investigation in deciphering their role in the inflammatory response to fungal wall components. Moreover, the finding that Ciona FAM187A is phylogenetically related to B. schlosseri TREML2 gene and that homology search analysis of C. robusta genome and proteome revealed the presence of genes coding for SYK (a downstream effector of the TREM2 pathway) and TYRO3, the latter binding in mammals TYRO protein tyrosine kinase binding protein (TYROBP), also known as DNAX-activating protein of 12 kDa (DAP12) whose putative receptor is TREM2 (115), induce to hypothesize that the existence of the TREM2 signaling is an ancient trait whose origin dates back to the common chordate ancestor. It also prompts for a better understanding of the evolution of this pathway in immune function, and in particular in the response to molecules of fungal origin.

Finally, we report that zymosan affect the transcription of the Ciona complement system, suggesting the activation of a phagocytosis process. This has been observed also in mammals, where zymosan is phagocytosed by macrophages with or without opsonization and can activate alternative pathway of complement system (116–118).




4.3 Targeted proteomics supports transcriptional data and show time delay between mRNA and protein expression

Proteomic data reveal an effect on protein level modulation after 2 hr Pam2CSK4 and 4 hr zymosan treatments, and a major effect after 4 hr treatment with Pam2CSK4. Here, the targeted proteomic analysis performed on a small subset of proteins (encoded by the genes analyzed at the transcriptional level) and experimental conditions highlights that i) Pam2CSK4 has a major effect in the immune regulation respect to zymosan, and that ii) the immune response to these two PAMPs differs in the time of activation. As to the latter aspect, low concentration of Pam2CSK4 is sufficient to induce early expression changes (30 min and 2 hr) as suggested by the transcriptional modulation of a higher number of genes at these time points (Figure 9). This evidence corresponds to a significant effect in a general protein modulation at 2 hr and 4 hr of treatment (Figure 7). A similar delay is observed also in the case of zymosan, which induces a significant modulation of protein levels only at 4 hr, compared to the transcriptional response observed at 2 and 4 hr (Figures 7, 9). These analyses help draw a first consideration concerning the temporal delay observed in the synthesis of proteins with respect to mRNA expression. The initiation of protein translation occurs within minutes after mRNA export into the cytoplasm, thus justifying the lag between transcription and translation. However, we cannot exclude the involvement of mechanisms, such as translational control through RNA binding proteins, that tightly regulate the production of specific proteins, thereby helping to resolve the inflammatory response (119). In mouse dendritic cells treated with LPS, time delay between transcriptional induction and protein level increases was described, with rapid expression of immune response genes (5 hr post LPS treatment) followed by the best quantitative correlation of protein levels to the mRNA levels at 12 hr (120).




4.4 Concluding remarks

In our study, we have added a further tile in the use of the ascidian C. robusta as an experimental system in comparative immunology field. Specifically, we have i) developed Ciona as an in vivo inflammatory model for studying the activation of the immune response to selected microbial stimuli, showing an interconnection between different PRR pathways and indicating the upregulation of cytokines gene expression (IL17-3 and TGFβ) as markers of inflammation, ii) constructed a first protein-protein interaction map that can help to predict potential molecular interactions, and iii) correlated changes observed at transcriptional and translational levels. This new marine invertebrate inflammatory model represents the starting point for future studies, that include either large-scale sequencing or other “-omics” approaches for better defining the cellular pathways or biological processes affected by microbial treatments, but also for investigating host response to PAMPs in different physiological conditions and at different stages of maturation of the immune system. These advancements will contribute to our understanding of the crosstalk between host and microbiota and to test the POP hypothesis. As suggested by Newton and Dixit (2012), it is important to understand how, in a whole organism, innate immune cells exposed to multiple inflammatory stimuli can integrate signaling triggered by different receptors to identify critical components that can be targeted for therapeutic benefit in inflammatory disorder (13). In this framework we believe that, based on the results obtained in this study, this marine model organism could represent a proficient experimental system. Future studies can lead to the use of C. robusta experimental system in translation research or in any kind of approach (i.e., biotechnological or ecotoxicological) where the effect of molecules, either drugs or pollutants, on the activation and regulation of the innate immune system has to be investigated, like in large-scale screening of inflammatory modulators.
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Development of Foxp3-expressing regulatory T-lymphocytes (Treg) in the thymus is controlled by signals delivered in T-cell precursors via the TCR, co-stimulatory receptors, and cytokine receptors. In absence of IL-2, IL-15 or their receptors, fewer Treg apparently develop in the thymus. However, it was recently shown that a substantial part of thymic Treg are cells that had recirculated from the periphery back to the thymus, troubling interpretation of these results. We therefore reassessed the involvement of IL-2 and IL-15 in the development of Treg, taking into account Treg-recirculation. At the age of three weeks, when in wt and IL-15-deficient (but not in IL-2-deficient) mice substantial amounts of recirculating Treg are present in the thymus, we found similarly reduced proportions of newly developed Treg in absence of IL-2 or IL-15, and in absence of both cytokines even less Treg developed. In neonates, when practically no recirculating Treg were found in the thymus, the absence of IL-2 led to substantially more reduced Treg-development than deficiency in IL-15. IL-2 but not IL-15 modulated the CD25, GITR, OX40, and CD73-phenotypes of the thymus-egress-competent and periphery-seeding Treg-population. Interestingly, IL-2 and IL-15 also modulated the TCR-repertoire expressed by developing Treg. Upon transfer into Treg-less Foxp3sf mice, newly developed Treg from IL-2- (and to a much lesser extent IL-15-) deficient mice suppressed immunopathology less efficiently than wt Treg. Taken together, our results firmly establish important non-redundant quantitative and qualitative roles for IL-2 and, to a lesser extent, IL-15 in intrathymic Treg-development.




Keywords: thymus, T lymphocyte, regulatory T cell (T reg), immunopathology, cytokines



Introduction

Regulatory T lymphocytes expressing the forkhead/winged helix transcription factor Foxp3 (Treg) play a central role in the control of innate and adaptive immune responses (1). This is best illustrated by the observation that the absence of Treg in individuals and animals carrying mutations in the gene encoding Foxp3 leads to a rapidly lethal inflammatory autoimmune syndrome (2, 3). The thymus is the major organ where Treg development occurs, even if Treg can also differentiate from conventional T cells (Tconv) in the periphery (4). In the thymus, development of T cell precursors into either Treg or Tconv is governed by several parameters including signals transmitted by the TCR, co-stimulatory receptors, and cytokine receptors. Thus, it was shown that high affinity interactions between the precursor’s TCR and MHC/peptide complexes expressed by thymic stromal cells are required for Treg development (5–7), which results in a Treg population enriched in autospecific cells (as compared to the Tconv-population) (8, 9). Several co-stimulatory molecules are selectively implicated in the development of Treg, including CD28, LFA-1, and CD27 (10–13). Finally, also cytokines appear important for Treg development (14).

Previous reports indicated roles for the cytokines IL-2 and IL-15 in the intrathymic development of Treg (15–23). Mice deficient in IL-2, IL-15, the IL-2-receptor α chain CD25, the β chain shared between the receptors for IL-2 and IL-15 (CD122), or the “common” cytokine-receptor γ chain (γc, CD132), all have reduced proportions of Treg in the thymus. In vitro, these cytokines drive differentiation of CD25+Foxp3− Treg precursors to fully mature Treg (21). IL-2 was reported to prevent apoptotic cell death of autospecific Treg-precursors and appears to induce Foxp3-expression (22, 24). IL-15 was shown to be involved in the development of CD25−Foxp3+ (but not CD25+Foxp3−) Treg precursors (19). Similar mechanisms apparently also operate in the human thymus (25, 26). However, in at least one report unaltered numbers of TCR-transgenic Treg developed in absence of IL-2 (27). Moreover, a large fraction of thymic Treg are cells that had recirculated from the periphery back to the thymus (28). Since IL-2 is required for peripheral survival of Treg (29), this recirculation-process would be expected to be strongly reduced in mice deficient in IL-2, which would, at least in part, explain reduced Treg levels in mice carrying a null-mutation of the Il2 locus (Il2°). Therefore, the roles of IL-2 and IL-15 in development of Treg remain unclear.

In the thymus, IL-2 and IL-15 appear to be produced by stromal cell-types involved in selection of the TCR-repertoire expressed by Treg, including dendritic cells (DC) and medullary epithelial cells (mTEC), as well as by T lymphocytes, but this issue remains controversial (19, 30–34). Through trans-presentation by their respective high affinity receptor α-chains, IL-2 and IL-15 can have very local effects (19, 31, 35). Distinct thymic stromal cell-types have distinct phenotypes and thus apparently convey distinct signals to developing T cells (36). It is therefore conceivable that Treg developing in an IL-2 vs. IL-15-dependent manner are phenotypically and/or functionally distinct.

Mice deficient in IL-2 or its receptor develop a severe and rapidly lethal autoimmune pathology (37–40), which is at least in large part due to the requirement of this cytokine for peripheral survival and function of Treg (29). Also mice deficient in IL-15 or its trans-presenting receptor α-chain develop symptoms of autoimmune-disease, though much later and much less severely. Defects in thymic negative selection of autospecific precursors of CD4+ T cells may be involved in the development of these symptoms (32). It remains to be investigated if IL-2 and IL-15 modulate the selection of the TCR-repertoire expressed by Treg developing in the thymus and/or their functional potential, both of which may be involved in the development of symptoms of autoimmune-pathology.

We reassessed the involvement of IL-2 and IL-15 in Treg-development using mice in which we could distinguish newly developed from recirculating Treg. Thus, we firmly confirm that in IL-2- and, to a lesser extent, in IL-15-deficient mice substantially less Treg develop in the thymus. Our data also reveal that these cytokines drive development of thymus-egress and periphery-seeding competent Treg that are phenotypically distinct and that express partly distinct TCR-repertoires. Upon adoptive transfer into new-born Treg-deficient mice, thymus-exit-competent Treg that had developed in IL-2-deficient mice protected less efficiently from immune-pathology than Treg from wt or IL-15-deficient mice. Finally, we found that whereas the IL-2 involved in Treg development is non-redundantly produced by T cells and by DC, the IL-15 appears, at least in part, derived from DC. Based on our and previously reported data, we discuss mechanisms potentially involved in our finding that IL-2 and IL-15 apparently drive development of different Tregs.



Materials and methods


Mice

Rag2-Gfp mice (41, 42) were kindly provided by Drs. A. Liston and P. Fink; Foxp3-Thy1a mice (43) by Dr. A. Liston; Il15° mice (44) by Dr. Y. Tanriver; and CD4-Cre (45) and CD11c-Cre mice (46) by Dr. J.-C. Guéry. Kaa Tcrb-transgenic mice (7) and β5t-Cre mice (47) were previously described. Il2° (B6.129P2-Il2tm1Hor/J) mice, Tcra° mice, and Foxp3sf mice were purchased from JAX laboratories, Il15fl (C57BL/6N-Il15tm1c(EUCOMM)Hmgu/H) mice (48) from MRC Harwell Institute/Mary Lyon Centre, Oxfordshire, UK. Il2fl mice were generated as described in the Supplementary Materials and Methods section. All animals were on a C57BL/6 genetic background.

Rare sick animals, identified based on abnormally high proportions of CD4SP cells (>10% of total thymocytes), were excluded from analysis. Il2fl or Il15fl mice with germline recombination (as determined by PCR on tail biopsies) were excluded from analysis. Because mice were analysed before sexual maturity, we have not observed any differences between male and female mice, and all data are pools of both sexes.



Generation of Il2flox knock-in mice

The mouse Il2 gene (ENSMUSG00000027720) was edited using a double-stranded homology-directed repair (HDR) template (targeting vector) with 3.5 and 3.3 kb-long 5’ and 3’ homology arms, respectively. It included a first loxP site located 173 bp upstream of exon 3, a second loxP site located 150 bp downstream of exon 3, and a frt-neor-frt cassette. The final targeting vector was abutted to a cassette coding for the diphtheria toxin fragment A (49). JM8.F6 C57BL/6N ES cells (50) were electroporated with 20 mg of targeting vector. After selection in G418, ES cell clones were screened for proper homologous recombination by Southern blot and PCR analysis. A neomycin specific probe was used to ensure that adventitious non-homologous recombination events had not occurred in the selected ES clones. Mutant ES cells were injected into BalbC/N blastocysts. Following germline transmission, excision of the frt-neor-frt cassette was achieved through genetic cross with transgenic mice expressing a FLP recombinase under the control of the actin promoter (51). A pair of primers (sense 5’-GCCACAGAATTGAAAGATCTTC-3’ and antisense 5’-TCTTGTGGAATTCTACTCCG-3’) amplified a 418 bp-long band in the case of the wild-type Il2 allele and a 500 bp-long band in the case of the mutant LoxP-flanked Il2flox allele.

The resulting Il2flox knock-in mice (official name B6-Il2Tm1Ciphe mice) have been established on a C57BL/6N background. When bred to mice that express tissue-specific Cre recombinase, the resulting offspring will have exon 3 removed in Cre-expressing cells, preventing them to produce IL-2. Germline-recombination was tested by tail DNA genotyping using 5’-AGATTGGAACAATAGTCTGAACTTGTGCT-3’, 5’-TTGCAGGTGATGGTAGGTGGAAAT-3’, and 5’-TCAAATCCAGAACATGCCGCA-3’ primers, allowing to detect 633bp, 755bp, and 245bp bands corresponding to wt, Il2flox and recombined Il2flox alleles, respectively. Requests for Il2flox mice should be addressed to BM.



Flow cytometry

Sample preparation and staining were performed using standard procedures. S1P1 staining was performed on ice as follows: after blocking non-specific labelling with mouse IgG (100μg/ml), cells were stained with unlabelled anti-S1P1 (50μg/ml, 90’), then stained with donkey-anti-rat IgG-biotin (1/100 diluted) in presence of mouse IgG (100 μg/ml, 30’), then blocked with rat anti-mouse FcγR antibody 2.4G2 (10 μg/ml, 15’) and then incubated with streptavidin-PE (30’). Finally, staining with antibodies to indicated surface markers was performed in presence of 2.4G2 (10 μg/ml, 30’). Antibodies are listed in Table S1A. For MOG (35–55)/I-Ab tetramer (NIH tetramer facility) staining, after organ digestion, cells were washed, resuspended in RPMI medium, and incubated 15min on ice with an Fc block mix (2.4G2 at 10μg/ml; mouse and rat IgG at 25μg/ml) and 100nM dasatinib (Sigma-Aldrich). 6x106 cells were then incubated for 2 hours at 25°C with 1.5 μl tetramer in 100 μl RPMI medium. Labelled cells were acquired using an LSRII or a Fortessa flow cytometer (BD Biosciences, San Jose, CA) and the data analysed using FlowJo software (Tree Star, Ashland, OR). Doublets and dead cells were excluded from the analysis by using appropriate FSC/SSC gates.



Generation of TCRseq libraries

CD4+CD8−Thy1.1+GFP+ thymic Treg (105) were FACS sorted from individual three-week-old wt (n=4), Il2° (n=4), or Il15° (n=4) Rag2-Gfp Foxp3-Thy1a Tcra+/o Kaa TCRβ-transgenic B6 mice. RNA was extracted by Nucleospin RNA XS (Macherey-Nagel) according to the manufacturer´s instructions, and was quality controlled (RIN > 8) using Agilent 2100 BioAnalyzer (Agilent technology). cDNA synthesis and library preparation were performed as previously described (52), and was adjusted to our different conditions. In brief, cDNA synthesis was performed in a thermocycler using 1 μM of reverse transcription oligonucleotides mixture corresponding to the TCRα constant region (Table S1B: TRAC_RT_1-9), a DNA-RNA hybrid template-switch oligonucleotide with 12 random nucleotides serving as unique molecular identifier (UMI) to tag individual mRNA molecules (Table S1B: UNIV5_TSv2), 5 U/μl of SMART Scribe reverse transcriptase (Clontech), 2 U/μl of Recombinant RNase inhibitor (Clontech), 0.5 mM of each dNTP, Ultra low fast first strand buffer, 5mM of DTT, 1M of Betaine, 6 mM of MgCl2, incubated during 45’ at 42°C, 10’ at 70°C. After removal of hybrid oligonucleotide with 1U of Uracil-DNA Glycosylase (Biolabs) incubated during 40’ at 37°C, the cDNA was purified using Agenecourt AMPure XP beads (Beckman Coulter) according to the manufacturer´s instructions. The first PCR reaction was performed with 0.2 μM of the oligonucleotides UNIV5_P12v2 and TRAC3_P1v2 (Table S1B), in the PCR-mix-solution (manufacturer’s buffer with 1.5 mM MgSO4, 0.2 mM of each dNTP, and 0.02 U/μL Hot Start DNA Polymerase (Millipore)), with the parameters 2’ at 95°C; 10 cycles of 20” at 95°C, 15” at 59°C, 45” at 70°C; and a final incubation of 3.5’ at 70°C. The amplicons were then purified using Agenecourt AMPure XP beads. The second, semi-nested PCR was done using 2’ at 95°C followed by 20 cycles of 20” at 95°C, 15” at 59°C, 45” at 70°C; and a final incubation of 3.5’ at 70°C with UNIV5_P12v2 and TRAC3_P2v2 (Table S1B). In the third PCR a 3’ index, P5 and P7 Illumina sequences, and read1, read2, and index sequencing sequences were added. It was performed using UNIV5_P3v2 and TRAC3_P3v2-index (Table S1B), as follows: 2’ at 95°C, 1 cycle of 20” at 95°C, 15” at 59°C, 45” at 70°C; 5 cycles of 20” at 95°C, 15” at 75°C, 45” at 70°C; and a final incubation of 3.5’ at 70°C. For the fourth amplification PCR, primers UNIV5_P4v2 and UNIV3_P4v2 (Table S1B) and thermocycler parameters 2’ at 95°C, 5 cycles of 20” at 95°C, 15” at 60°C, 45” at 70°C; and a final incubation of 3.5’ at 70°C, were used. The quality of each library was checked by using Agilent 2100 BioAnalyzer with a 640pb mean peak size. The samples were indexed and sequenced with 300pb paired end on Illumina MiSeq sequencer (Illumina).



Processing of TCRseq data

Initially, reads were processed with the toolkit pRESTO (53) as follows. Using FilterSeq, reads with a quality higher than 20 were selected. Using MaskPrimers and PairSeq algorithms, the sequences corresponding to the Tcra constant region (AGCAGGTTCTGGGTTCTGGA) and indicating location of the UMI (CTTGGGGG) were searched for and indexed to the head of the paired reads. Using BuildConsensus, consensus-sequences of the reads with the same UMI were constructed. Next, the forward and reverse reads were aligned to assemble the Tcra sequences (AssemblePairs) and the UMI groups containing at least two reads were selected. The sequenced fragments from each selected UMI were aligned to the Tcra genomic region using the toolkit MiXCR (54), with the tools “align” and “assemble”. The aligned fragments were exported as data tables “clonotype-tables” using the tool “exportClones”. Using VDJtools (55) these clonotype-tables were then processed to graph with customized scripts in R. For all graphics described below, the “clonotypes” were selected according to their differences in the amino-acid sequences of the V segments, CDR3, and J segments. The Chao1 and Shannon-Wiener diversity-measures of the total Tcra repertoires were calculated using the command CalcDiversityStats from VDJtools. The Morisita-Horn similarity measure of clonotypes represented at ≥ 5 UMIs in individual samples was determined using the R package “divo”. “Public repertoires” were defined as the clonotypes present in all four replicates for each condition. Custom scripts used are available at https://github.com/arielgalindoalbarran/IL2_IL15_Tregdependents.



In vivo Treg-assays

New-born (Foxp3sfRag2° x Foxp3sfTcra°)F1 mice were i.v. injected into the temporal vein (56) with 4x105 GFP+CD4+CD8−Thy1.1+ Treg cells FACS-sorted from Rag2-Gfp Foxp3-Thy1a thymi. At three weeks of age, mice were euthanized, macroscopically analysed, and blood and organs collected for analysis.



Determination of antibody titres and of autoantibodies

Serum antibody titres were determined using LegendPlex (BioLegend), according to the manufacturer’s instructions. For tissue-immunoblots, organs/tissues were harvested from RAG2-deficient B6 mice, rinsed in PBS, and lysed with a Dounce homogenizer in RIPA buffer containing a protease inhibitor cocktail. The crude tissue extracts were centrifuged (104G, 12 min) and the soluble protein extracts were aliquoted and stored at -80°C. The protein concentration was determined using standard Bradford Protein Assay. 35 μg of total soluble protein-extract was run on SDS-PAGE, then blotted on a nitrocellulose membrane. Membranes were incubated in Odyssey blocking buffer (Li-Cor) for 30’ at RT, then incubated o/n at 4°C with 800-fold-diluted sera from scurfy mice injected or not with Treg. Bound immunoglobulin was detected using IRDye® 800CW-labeled Goat-anti-Mouse IgG(1/2a/2b/3)(LiCor, 1h at RT). This antibody also reacts with Igκ and IgΛ. Fluorescence was visualized and quantified using the Odyssey Classic Imaging System and ImageStudio software (Li-Cor).




Data and materials availability

The TCRseq data reported in this study are available from Gene Expression Omnibus with accession code GSE153484. Mice are available upon request.



Statistical analysis

The statistical significance of differences between groups of data was analysed using the two-tailed Mann-Whitney test or the Wilcoxon matched pairs signed rank test, as indicated.



Results


IL-2 and IL-15 play major non-redundant quantitative roles in intrathymic Treg development

We and others recently showed that a substantial proportion of the thymic Treg-pool is composed of cells that had recirculated from the periphery back to the thymus (28, 57–60). Thus, in young B6 adults, typically analysed in reports, 40 to 80% of thymic Treg are recirculating cells (28). This issue was not taken into account in the studies demonstrating reduced numbers of Treg in the thymus of mice deficient for IL-2, IL-15, or their receptors, and may dramatically impinge on interpretation of results. We therefore first reassessed the respective roles of IL-2 and IL-15 in intrathymic differentiation of Treg strictly focusing on newly developed Treg. To do so, we used mutant mice expressing green-fluorescent-protein (GFP) under control of the Rag2 promoter and the allelic cell-surface marker Thy1.1 under control of the Foxp3 promoter (Rag2-Gfp Foxp3-Thy1a). In the thymi of such mice, GFP+Thy1.1+ and GFP−Thy1.1+ cells are newly developed and recirculating/thymus-resident Treg, respectively (28). Initial analyses were conducted on thymi of three-week-old mice to avoid any potential confounding effects due to the thymic involution resulting from the immune-pathology developing later-on in IL-2-deficient mice. Importantly, Treg developing early in life play a central role in the prevention of lethal immunopathology (61), validating this choice. We compared IL-2- and/or IL-15-deficient (Il2° and Il15°, respectively), Rag2-Gfp Foxp3-Thy1a mice with Il2wt/wt or Il15wt/wt (“wt”) littermates. The absolute numbers of total thymocytes recovered from wt, Il2°, and Il15° mice were similar (Figure S1A). We determined the percentages of Foxp3+ Treg among newly developed (GFP+) CD4+CD8−TCRhigh (CD4SP) thymocytes (Figures S1B, 1A) and thus observed that in the absence of IL-2 substantially (39 ± 14%) less Foxp3+ Treg developed in the thymus (Figure 1B). Remarkably, a similar analysis revealed that, as compared to wt littermates, also in Il15° mice substantially (25 ± 12%) less Treg newly developed. Mice lacking both IL-2 and IL-15 (Il2°Il15° mice) displayed the strongest decrease in newly developed Treg among CD4SP cells (reduction of 74 ± 11%). These effects were specific to Treg as the development of CD4SP Tconv was not much affected (Figure S1C). Further analysis of the absolute numbers of newly developed Treg in the thymi of wt and mutant mice confirmed that IL-2 and IL-15 play quantitatively non-redundant roles in intrathymic Treg development (Figure S1D).




Figure 1 | IL-2 and IL-15 quantitatively regulate intrathymic Treg-development. Thymocytes from (A–E) three-week-old or (F) four-day-old Rag-Gfp Foxp3-Thy1a mutant, Il2° and/or Il15° mice, and Il2wt/wt and Il15wt/wt littermates (for absolute numbers see Figure S1A), were stained with fluorescent antibodies against indicated markers and analysed by flow cytometry. (A) Representative histograms of Thy1.1 expression (indicating Foxp3-expression) on GFP+ (i.e. newly developed) CD4+CD8−TCRhigh (CD4SP) thymocytes (gated as in Figure S1B). Indicated gates were used for the quantification of Thy1.1+ Treg. (B) Percentages of Treg among GFP+ CD4SP thymocytes from indicated mice (n=31, 17, 11, and 13 wt, Il2°, Il15°, and Il2°Il15° mice, respectively). (C) Percentages of Treg among GFP+ S1P1+ CD4+CD8− thymocytes (n=18, 12, 10, and 12 mice). For S1P1 gates see Figure S1E. (D) Percentages of Treg among RTE in the spleen (n=19, 16, 7, 10 mice). For RTE gates see Figure S1F. (E) Percentages of GFP− (recirculating) Treg among CD4SP thymocytes (n=19, 17, 7, and 15 mice). For recirculating Treg-gates see Figure S1G. (F) Percentages of Treg among GFP+ S1P1+ CD4SP thymocytes from four-day-old mice (n=10, 4, and 25 mice) For absolute numbers see Figure S1H. Dots indicate individual mice. ns, not significant; *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001 (Mann-Whitney test). Bars indicate mean values ± SD.



Negative selection through induction of apoptosis can happen up to late stages of T cell development (62). To assess the involvement of IL-2 and IL-15 in Treg development up to late stages of this process, we therefore first quantified developing Treg expressing the sphingosine 1-phosphate receptor (S1P1), sufficient for thymic egress of T lymphocytes (63). As expected, a large proportion of Treg expressed S1P1 (Figure S1E). Analyses of thymocytes from wt and cytokine-mutant mice revealed substantially lower levels of Treg among newly developed GFP+S1P1+CD4+CD8− thymocytes in Il2° and in Il15° mice, as compared to wt littermates (reductions of 20 ± 11% and 31 ± 9%, respectively), with a defect that was most pronounced in Il2°Il15° mice (reduction of 70 ± 6%, Figure 1C). To assess involvement of IL-2 and IL-15 up to the very last stage of intrathymic Treg development, we also assessed the influx of recent thymic emigrants (RTE) Treg into the spleen of the various mutant mice. In Rag2-Gfp transgenic mice, these cells can be identified by their remaining low but detectable levels of GFP (Figure S1F). We found substantially less Foxp3+ Treg among CD4+ RTE in spleens of Il2°, Il15°, and Il2°Il15° mice than in wt controls (Figure 1D). Taken together, these data indicate that IL-2 and IL-15 non-redundantly and to similar extents control the thymic production of Treg that egress into the periphery.

These data suggest that IL-2 and IL-15 play quantitatively similar roles in Treg development in the thymus. However, we previously showed that Treg recirculating from the periphery inhibit de novo development of Treg (28). Since IL-2 plays a crucial role in the survival of Treg in the periphery (29), it would be expected that in Il2° mice much less recirculating Treg recirculate to the thymus. We indeed found much less recirculating Treg in thymi of Il2° and of Il2°Il15° (but not of Il15°) mice as compared to wt animals (reduction of 87 ± 5% and 90 ± 6%, respectively, Figures 1E, S1G). To assess the implication of IL-2 and IL-15 in Treg-development independently of their effect on recirculation of peripheral Treg to the thymus, we quantified Treg in four-day-old mice, in which the thymus only just started to produce Treg and inhibition of Treg development by recirculating cells is minimal (28). Given the consistent results we obtained when analysing Treg-proportions among GFP+CD4SP and among GFP+ S1P1+ CD4+CD8− thymocytes in three-week-old mice (cf. Figures 1B, C), and the observation that Treg only start to leave the thymus at four days of age and are therefore quite rare in the spleen (64), we limited these analyses to GFP+ S1P1+ CD4SP thymus egress-competent cells. We found substantially (76 ± 4%) less Treg among GFP+ S1P1+ CD4SP thymocytes in Il2° as compared to wt mice (Figure 1F). Absence of IL-15 led to a more modest (19 ± 10%) reduction in Treg-development. Analysis of absolute numbers of S1P1+ Treg newly developed in four-day-old mice confirmed the major role for IL-2 in Treg-development (Figure S1H).

Taken together, our data unequivocally demonstrate that IL-15 and, more prominently, IL-2 play substantial and non-redundant quantitative roles in intrathymic Treg development, which directly impacts the influx of newly developed Treg into peripheral secondary lymphoid organs.



IL-2 and IL-15 differentially drive development of thymus-exit-competent and periphery-seeding CD25+ and CD25− Treg subsets.

The peripheral Treg pool consists of cells expressing or not the IL-2Rα-chain CD25, and CD25+ vs. CD25− Treg have distinct properties (65). The observation that IL-2 and IL-15 quantitatively controlled intrathymic Treg development in a non-redundant manner led us therefore to assess expression of CD25 by newly developed Treg.

In Il2° and Il2°Il15° mice, we found an almost complete lack of newly developed CD25high Treg, while a deficiency in IL-15 did not have a statistically significant impact on the development of this population (Figure S2A). Consistently, we found strongly reduced proportions of CD25high cells among newly developed S1P1-expressing Treg in the thymus of Il2° and Il2°Il15° mice (reductions of 92 ± 9% and 100 ± 0%, respectively) but unaltered percentages in Il15° mice (Figures 2A, B). Whereas Il2° and Il2°Il15° mice also displayed a nearly complete (93 ± 5% and 97 ± 6%, respectively) loss of CD25high RTE Treg in the spleen, in Il15° mice, we found a smaller decrease of this population (28 ± 9%, Figure 2C). We obtained similar results in thymi of four-day-old mice, indicating that they are due to absence of IL-2 or IL-15 and not to differences in accumulation of Treg that had recirculated back from the periphery (Figure 2D).




Figure 2 | IL-2 and IL-15 differentially affect the phenotype of thymus exit-competent Treg. Thymocytes from Rag-Gfp Foxp3-Thy1a mutant, Il2° and/or Il15° mice, and Il2wt/wt and Il15wt/wt littermates, were stained with fluorescent antibodies against the indicated markers and analysed by flow cytometry. (A) Foxp3 vs. CD25 expression by GFP+ S1P1+ CD4+CD8− thymocytes from indicated mice. Depicted gates were used to quantify CD25−/low and CD25high Treg. Percentages of (B–D) CD25high or (E–G) CD25−/low Treg among (B, E) newly developed S1P1+ CD4+CD8− thymocytes (n=16, 9, 9, and 13 wt, Il2°, Il15°, and Il2°Il15° mice, respectively) and (C, F) CD4+CD8−TCRhigh RTE in the spleen from three-week-old animals (n=16, 16, 7, and 9 mice), and (D, G) newly developed S1P1+ CD4+CD8− thymocytes from four-day-old animals (n=11, 6, and 25 mice). (H–J) Expression (MFI, % positive cells, as indicated) of indicated markers on GFP+S1P1+CD69low CD4+CD8− thymic Treg from indicated mice (n=16, 9, and 9 mice). Typical cytometry-plots are shown in Figure S3. ns, not significant; *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001 (Mann-Whitney test). Dots indicate individual mice. Bars indicate mean values ± SD.



The total absence of newly-developed CD25high Treg in the thymus of Il2° mice suggested that development of CD25−/low Treg might be much less affected by the deficiency in IL-2. Importantly, in wt animals, thymus-exit-competent S1P1+CD25−/low Treg were even more abundant than S1P1+CD25high Treg (Figure S2B) and we obtained similar results for RTE in the spleen (Figure S2C). Since S1P1-expression is sufficient for thymus-egress (63), these observations indicate that Foxp3+CD25−/low CD4+CD8− thymocytes can leave the thymus and are not, or at least not exclusively, precursors for Foxp3+CD25high newly developing thymic Treg. As compared to three-week-old wt animals, newly developed CD25−/low Treg were abundant and even somewhat increased in the thymus of Il2° mice (Figure S2D). We also observed unaltered proportions of exit-competent (S1P1+) CD25−/low Treg among CD4+CD8− cells in the thymus and increased percentages among RTE in the spleen (Figures 2E, F). The increase in CD25−/low Treg in the thymus (Figure S2D) and among RTE (Figure 2F) in Il2° mice may be due to (an expected) failure in CD25-expression and/or absence of recirculating Treg. To study the implication of recirculating Treg, we analysed four-day-old Il2° mice. As compared to wt animals, we observed strongly (63 ± 6%) reduced levels of newly developed CD25−/low Treg in the thymus of Il2° mice (Figure 2G). In absence of IL-15, we consistently found substantial reductions in the proportions of CD25−/low Treg among S1P1+ Treg in the thymus (reduction of 41 ± 13%) and among RTE in the spleen (reduction of 57 ± 14%) of three-week-old mice, as well as in the thymi of four-day-old animals (reduction of 24 ± 11%, Figures 2E, F, G, S2D). In thymi of Il2°Il15° mice, we found even more reduced proportions of CD25−/low Treg among exit-competent S1P1+ CD4+CD8− cells than in Il15° mice (54 ± 8% vs. 41 ± 13%), indicating non-redundant roles of IL-2 and IL-15 in the development of these cells (Figure 2E).

Combined, these data indicate that IL-2 is strictly required for the development of thymus-exit-competent CD25high Treg and, to a lesser extent, also drives that of CD25−/low Treg. By contrast, IL-15 modestly drives development of CD25high as well as of CD25−/low Treg. Since peripheral CD25− vs. CD25+ Treg have distinct in vivo functional properties (65)(cf. discussion-section), these data suggest that IL-2 and IL-15 drive development of functionally distinct Treg.



IL-2 but not IL-15 modulates expression of GITR, OX40 and CD73 by the newly developed Treg-population

We then searched for further phenotypic differences of Treg developing in wt, Il2° and Il15° mice. It was previously reported that GITR is expressed at distinct levels on newly developed Treg-subsets (66) and, among several markers studied, we found that OX40 and CD73 are expressed in a bi-modal manner in wt animals (Figure S3A). Moreover, in wt animals, GITR, OX40 and CD73 are expressed at higher levels on CD25high than on CD25-/low Treg (Figures S3A, B). As a consequence of reduced development of CD25high Treg in Il2° mice, average expression levels of these three markers were lower on Treg from Il2° than from wt and Il15° animals (Figures 2H, I, J, S3A). Expression of these cell-surface molecules by Treg developing in Il15° mice was similar to that on wt Treg (Figures 2H, I, J, S3A). Together with the data on CD25, these results indicate that IL-2 (but not IL-15) modulates the phenotype of the Treg population newly developing in the thymus and suggest that it may thus affect the functional potential of these cells.



The TCR-repertoires expressed by Treg that developed in an IL-2 vs. IL-15-dependent manner are distinct

Very localized activity of the IL-2 vs. IL-15 produced by in part distinct thymic (stromal) cell-populations appears involved in Treg development (19, 31). Different thymic stromal cells present distinct self-peptides and thus select Treg with different specificities (33). We therefore hypothesized that the TCR-repertoires expressed by Treg that developed in an IL-2 vs. IL-15-dependent manner are dissimilar. To address this possibility, we bred Rag2-Gfp Foxp3-Thy1a mice expressing a transgene encoding the public TCRβ clonotype (“Kaa”) of the MOG-reactive CD4+ T cell response during EAE in C57BL/6 mice (7, 67), and that were either Il2°, Il15°, or wt littermates. We analysed the development of MOG (35–55)/I-Ab-specific Treg by flow-cytometry. A quite substantial proportion (26 ± 6%) of newly developed Treg stained positive with the MOG (35–55)/I-Ab-tetramer in Kaa TCRβ-transgenic mice, but not in non-transgenic littermates used as controls (Figures 3A, B). We did not observe a significant difference between wt and Il2° mice. By contrast, we found 22 ± 8% less MOG (35–55)/I-Ab-specific cells among newly developed Treg in Il15° than in wt mice. We conclude that IL-15 plays a significant quantitative role in the development of MOG (35–55)/I-Ab -specific Treg while IL-2 appears not involved. These data therefore show different contributions of IL-2 and IL-15 to the development of Treg specific for a self-antigen.




Figure 3 | The TCR-repertoires expressed by Treg developing in an IL-2 and IL-15-dependent manner are partially distinct. (A) Flow-cytometry analysis of thymocytes from Rag2-Gfp Foxp3-Thy1a Kaa TCRβ-transgenic (Tg+) or non-transgenic (Tg−) mice. Representative I-Ab/MOG (35–55) tetramer-stainings on GFP+Thy1.1+CD4+CD8− wt thymocytes (i.e. newly developed Treg) are shown. (B) Proportions of tetramer positive cells, gated as in (A), in wt (n=17), Il2° (n=5), and Il15° (n=10) mice. Dots indicate individual mice. (C–H) TCRseq analysis of TCRα repertoires expressed by newly developed Treg from Rag2-Gfp Foxp3-Thy1a Tcra+/° Kaa TCRβ-transgenic wt (n=4), Il2° (n=4) and Il15° (n=4) mice. (C) Chao1 and Shannon-Wiener diversity of the TCR-repertoires. (D) Morisita-Horn similarity between all individual samples from indicated mice based on clonotypes with ≥ 5 UMIs. Dots indicate distinct comparisons. (E) Frequency of individual clonotypes in the public TCR-repertoire expressed by Treg from indicated mice. Red dots indicate clonotypes differentially expressed between wt and mutant Treg (p< 0.05, LIMMA test). N.D., not detected. (F) Venn diagram showing the partial overlap of the IL-2 and the IL-15-dependent public clonotypes (i.e. those within the lower-right quadrants in (E). (G) Distribution of the TCRα CDR3-lengths of IL-2 and the IL-15-dependent and -independent public clonotypes (lower-right vs. upper-right quadrants in E, respectively). CDR3α start with conserved Cys and Ala and end with conserved Phe. See Figure S4 for average CDR3-lengths. (H) TRAV- (TCR Vα-segment-) usage in the indicated groups of TCRα clonotypes. Only TRAV represented at ≥5% in at least one indicated group are shown. See Figures S5, S6 for clonotypes found only in cytokine-deficient mice (upper-left quadrants in (E). ns, not significant; *p < 0.05; ***p < 0.001 (Mann-Whitney test). Bars indicate mean values ± SD.



To investigate the involvement of IL-2 and IL-15 in shaping of the TCR-repertoire expressed by Treg in a broader manner, we next bred Rag2-Gfp Foxp3-Thy1a mice that expressed the Kaa transgenic TCRβ chain, that were heterozygous for a Tcra null-mutation, and that were either Il2°, Il15°, or homozygous wt littermates. We analysed the TCRα-repertoires expressed by newly developed Treg in the thymus by high-throughput sequencing of Tcra mRNAs. The diversity (i.e. the number of clonotypes and their abundance) of the TCRα-repertoires expressed by Treg populations developing in wt and mutant animals appeared similar (Figure 3C). Comparison of the TCR-repertoires demonstrated higher similarities within the four wt and the four Il2° replicates than between the four wt and the four Il2° samples (Figure 3D). We did not find significant differences in the similarities between TCR-repertoires expressed by Treg from wt and Il15° mice (Figure 3D). These results demonstrate that IL-2 modulates the TCR-repertoire expressed by newly developing Treg. We argued that the principal differences in the TCR-repertoires are the ones reproducibly found in all mice of the same genotype, i.e., the “public” TCR-repertoires. Il2° mice lacked a substantial part (55%) of the public TCR clonotypes we detected in wt animals (Figure 3E). Wt animals lacked 34% of the public TCRs we detected in Il2° mice. Similarly, Il15° mice lacked 62% of the public TCRs detected in wt animals and wt animals lacked 40% of the public TCRs we detected in Il15° mice. A quite large proportion (61%) of the public clonotypes lacking in Il2° or Il15° mice were identical, and therefore appeared to require both IL-2 and IL-15 for their development (Figure 3F). However, 19% of the IL-2-dependent and 28% of the IL-15-dependent public clonotypes appeared to specifically require these respective cytokines. Given that these data concern TCR-clonotypes reproducibly found in wt vs. Il2° vs. Il15° mice, they strongly suggest that IL-2 and IL-15 contribute to shaping of the TCR-repertoire expressed by newly developing Treg.

To obtain insight into the potentially different characteristics of the public TCRα-clonotypes expressed by Treg developing in an IL-2- vs. IL-15-dependent manner, we next compared their CDR3-lengths and TCR-Vα (TRAV)-usages. The distributions of the CDR3-lengths were different between IL-2- or IL-15-dependent vs. independent clonotypes (Figure 3G). The average CDR3-sizes of the public IL-2-dependent clonotypes were somewhat greater than those of the IL-2-independent ones (Figure S4). By contrast, the average CDR3-sizes of the public IL-15-dependent clonotypes were slightly smaller than those of the IL-15-independent ones (Figure S4). Also clonotypes found in Il2° or Il15° but not in wt animals had average CDR3-size and distribution of CDR3-lengths that were significantly different from those that were cytokine-independent (Figures S5A, B). Analysis of the TRAV-usage revealed substantial differences between cytokine-dependent vs. -independent clonotypes (Figure 3H). Also clonotypes found in Il2° or Il15° but not in wt animals had TRAV-usages that were significantly different from those that were cytokine-independent (Figure S6). Taken together, these observations indicate distinct characteristics of the public TCRα-chain clonotypes expressed by Treg requiring the presence or absence of IL-2 or IL-15 for their development. The reproducibility of these results in the four biological replicates for each genotype also indicated that the differences were not due to sampling randomness.



Origins of the IL-2 and IL-15 involved in Treg development

Probably through trans-presentation by their respective high affinity receptor α-chains, IL-2 and IL-15 can have very local effects (19, 31, 35, 68). Distinct thymic stromal cell-types have distinct phenotypes and thus apparently convey distinct signals to developing T cells (36). Our observation that IL-2 and IL-15 appear to qualitatively modulate Treg development may therefore be due to interactions of developing Treg with distinct stromal cell-types. We therefore sought to identify the stromal cells producing the IL-2 and IL-15 involved in Treg-development, which remains a controversial issue (19, 30–34).

In the thymus, TEC and DC appear to produce IL-15 and to express the IL-15Rα chain required for its trans-presentation to responder cells (19, 32, 34). To assess the role of the IL-15 produced by these cells in Treg-development, we generated Rag2-Gfp Foxp3-Thy1a mice in which one Il15 allele was constitutively and the other conditionally invalidated (Il15°/fl). The Cre recombinase required for invalidation of the Il15 locus was expressed under control of the promoter of the gene encoding the thymus-proteasome β5t-subunit, active during early stages of TEC-development (47), or that of the gene encoding CD11c, expressed by DC (46). The development of iNKT cells depends on IL-15 (69). Il15-invalidation in TEC or in DC led to reduced accumulation of CD4SP iNKT cells (Figures S7A, B). Interestingly, Il15-invalidation in TEC, but not in DC, led to reduced accumulation of CD4+CD8− iNKT cells (Figure S7C). These data thus confirm conditional invalidation of the Il15 locus in the mice. They also suggest distinct origins of the IL-15 involved in the development of CD4−CD8−vs. CD4+CD8− iNKT cells. Unexpectedly, in β5t-Cre Il15°/fl mice we found unaltered proportions of Treg among CD4SP thymocytes (Figure 4A). By contrast, in CD11c-Cre Il15°/fl mice (16.8 ± 24.3%) less Treg developed than in control mice not expressing the Cre-recombinase (Figure 4A). These results suggest that the IL-15 involved in Treg-development is, at least in part, produced by DC.




Figure 4 | The IL15 involved in Treg development is produced by DC and the IL-2 by T cells and, to a lesser extent, by DC. Thymocytes from three-week-old Rag-Gfp Foxp3-Thy1a mutant, (A) Il15°/fl or (B) Il2°/fl mice, expressing or not the indicated Cre-transgenes, were stained with fluorescent antibodies against indicated markers and analysed by flow cytometry. (left hand panels) Representative histograms of Thy1.1 (indicating Foxp3-expression) vs. CD25 expression on GFP+ (i.e. newly developed) CD4SP thymocytes (gated as in Figure S1B). Indicated gates were used for the quantification of (CD25−/low and CD25high) Thy1.1+ Treg among CD4SP cells. (right-hand panels) Quantification of (A) total or (B) CD25high Treg among GFP+ CD4SP thymocytes. Dots indicate individual mice and values were normalized to the average percentages found in Foxp3Thy1a/Y male and Foxp3Thy1a/wt female, Cre− littermates ((A) n=8 β5t-Cre−, 11 β5t-Cre+, 27 CD11c-Cre−, 22 CD11c-Cre+, (B) 10 CD4-Cre−,7 CD4-Cre+, 8CD11c-Cre−, and 4 CD11c-Cre+ mice). ns, not significant; *p < 0.05; ***p < 0.001 (Mann-Whitney test). Dots indicate individual mice. Bars indicate mean values ± SD.



Whereas T cells appear to produce IL-2 involved in Treg-development in the thymus, the role of dendritic cells (DC) remains controversial (19, 30, 31, 68). As compared to in their Cre− littermates, in CD4-Cre+ Il2°/fl mice, in which T cells do not produce IL-2, we found very strongly (90.7 ± 4.4%) reduced proportions of CD25high Treg among CD4SP (Figure 4B), which confirms that T-cell-derived IL-2 plays an important role in Treg development. Also in CD11c-Cre Il2°/fl mice, in which DC do not produce IL-2, we found substantially (32.2 ± 8.4%) less newly developed CD25high Treg (Figure 4B). These data therefore indicate that IL-2 derived from both T and dendritic cells is involved in Treg-development.



Thymic Treg from Il2° and from Il15° mice have distinct capacities to prevent autoimmune pathology

Our results reveal that Treg developing in the thymi of wt, Il2° and Il15° mice are phenotypically distinct and that the TCR-repertoires they express are, in part, distinct. We therefore postulated that Treg from wt vs. Il2°vs. Il15° mice may have distinct capacities to prevent autoimmune pathology. To assess this possibility, we adoptively transferred (by i.v. injection) identical numbers of GFP+Thy1.1+CD4+CD8− thymic Treg, sorted from three-week-old wt, Il2° or Il15°, Rag2-Gfp Foxp3-Thy1a mice, into new-born Treg-deficient Foxp3sf mice and analysed lymphocyte-activation, cytokine production, (auto)antibody production, and development of immunopathology three weeks later (Figures 5, S8, S9).




Figure 5 | Treg developing in Il2° vs. Il15° mice have distinct in vivo functions. Newborn Foxp3sf mice were i.v. injected with electronically sorted newly developed thymic Treg from three-week-old Rag2-Gfp Foxp3-Thy1a wt, Il2°, or Il15° mice, or sham PBS-treated, and analysed three weeks later. (A) Eye pathology, reduced motility, hunched posture, and tail-skin-pathology in control scurfy mice, and its prevention upon neonatal injection of thymic Treg from wt, Il2° and Il15° mice. See Figure S8 for representative pictures of mice, tail close-ups, and lymphadeno- and spleno-megaly. (B) Reconstitution of Treg levels in the spleen of Foxp3sf mice upon injection of wt, Il2°, or Il15° Treg. (C) Proportions of activated (i.e. CD44highCD62Llow) CD4 (left) or CD8 (right) Tconv in spleens. (D) IFN-γ (left) and IL-13 (right) producing CD4+ Tconv in spleens (as determined by flow-cytometry). (E) Titres of serum-antibodies of indicated isotypes. “Ab titre” is expressed as mean % of that found in sham-treated Foxp3sf mice (IgG1, 73.1 ± 35.9; IgG2a, 2.4 ± 2.4; IgG3, 1.2 ± 0.4; IgG2b, 0.0 ± 0.0; IgA, 38.0 ± 6.9; IgM, 137.1 ± 40.6 pg/ml). Mice injected with Treg from wt, Il2° or Il15° mice had lower titres of all detected antibody-isotypes than sham-treated animals (p ≤ 0.01, Mann-Whitney test). (F) Autoantibodies in sera from indicated mice (as determined by incubating Western blots carrying total extracts from indicated Rag2° tissues with sera). Representative blots (left panels) and semi-quantification of total signals on indicated tissues (right panel, mean ratios Treg-injected/sham-injected mice) are shown. Numbers on the left side correspond to the tissues indicated on the right side. Statistical significance concern differences between mice that had received IL2°vs. IL15° Treg (black asterisk in (E) and IL15° Treg vs. wt Treg (blue asterisks in (F). Sham-treated Foxp3sf mice, n=14, 8 independent experiments; Foxp3sf mice injected with thymic Treg from wt mice, n=7, 3 experiments; from IL-2° mice, n=6, 3 experiments; from IL-15° mice, n=7, 4 experiments. ns, not significant; *p < 0.05; **p < 0.01; ****p < 0.0001 (Mann-Whitney test). Dots indicate individual mice. Bars indicate mean values ± SD.



Injection of newly developed wt thymic Treg into Foxp3sf mice reconstituted Treg levels to 11 ± 3% and strongly reduced the symptoms of the autoimmune-pathology observed in sham-treated animals: Skin desquamation; hunched posture; spleno- and lymphadeno-megaly (Figures 5A, B, S8); activation of splenic CD4+ or CD8+ T cells (as indicated by a CD44highCD62Llow phenotype, Figure 5C); IFN-γ or IL-13 production by splenic CD4+ Tconv (Figure 5D); circulation of serum antibodies of IgM, IgG1, IgG2a, IgG3, and IgA isotypes (Figure 5E); production of circulating antibodies directed against a large array of autoantigens of all organs assessed (Figure 5F), and infiltration by mononuclear cells in pancreas, skin, and lungs, and associated bronchial- and ear-thickening (Figure S9). Newly developed Treg isolated from Il2° and from Il15° thymi populated Foxp3sf mice as efficiently as wt Treg (Figure 5B). They also inhibited development of all of the symptoms, but to distinct degrees (Figures 5A, C–F, S8, S9). Thus, despite similar reconstitution, Treg from Il2° (but not those from Il15°) mice inhibited to a lesser extent than Treg from wt mice IFN-γ and IL-13 production by CD4 Tconv (Figure 5D). Treg from Il2° mice prevented the production of IgG1 less efficiently than Treg from Il15° mice (Figure 5E). Quantification of the tissue blots hybridized with sera from Foxp3sf mice injected with Treg from wt, Il2° or Il15° thymi, revealed some minor differences, but all three quite efficiently prevented autoantibody production (Figure 5F). We did not find significant differences between the capacity of wt vs. Il2° or Il15° Treg to prevent infiltration by mononuclear cells in the pancreas, lungs and ears, or thickening of bronchus-walls or ears (Figure S9). Combined, these data indicate that the intrathymic availability of IL-2 is essential for the development of a fully functional Treg population. The role of IL-15 in this process appears more subtle.




Discussion

In the study reported here, we investigated the quantitative and qualitative roles of IL-2 and IL-15 in the intrathymic generation of Treg. By focusing on newly developed Treg and by analysing young mice in which Treg development is practically uninhibited by recirculating Treg, we showed important quantitative roles of IL-2 and, to a lesser extent, IL-15 in Treg development. IL-2 and IL-15 drive the development of phenotypically distinct, thymus egress-competent and periphery-seeding Treg, and differently modulate the selection of the TCR-repertoire they express. Treg developing in absence of IL-2 (but not of IL-15) had clearly detectable, though limited, defects in the control of immune-responses in vivo. Combined, these data consolidate and extend the suspected quantitative roles of IL-2 and IL-15 in Treg-development in the thymus and indicate that these cytokines also play important qualitative roles in this process.

The thymi of mice deficient in the IL-2Rα or β chains, in IL-2 or in IL-15 contain fewer Treg (16, 18–20, 23, 70–72). However, among thymic Treg, the proportion of cells that had recirculated from the periphery back to the thymus is very large in wt animals (28). These data therefore mostly failed to formally demonstrate a role for IL-2 and IL-15 in Treg development in the thymus. In our experimental mouse model, we could unambiguously identify newly developed Treg and found substantially less Treg in IL-2- or IL-15-deficient mice than in wt animals. Using an elegant experimental model in which T cell-development was induced through induction of ZAP70-expression, Marshall et al. showed that antibody-mediated IL-2-blockade reduced de novo development of Treg, which is consistent with our results (19). It now therefore appears clearly demonstrated that IL-2 affects Treg development in the thymus.

IL-2 and IL-15 do not only act on Treg-precursors but also on other cell-types (potentially) involved in Treg development in the thymus. Thus, IL-2 plays a crucial role in the peripheral survival of Treg (29). Accordingly, in IL-2-deficient mice we found almost no Treg that had recirculated from the periphery back to the thymus. Therefore, as compared to wt mice, in IL-2-deficient mice at least two parameters affecting Treg development had changed: availability of IL-2 and inhibition of Treg development by recirculating cells. To exclude this additional parameter, we analysed Treg-development four days after birth, i.e. when Treg just start to develop and leave the thymus, the proportion of recirculating Treg in the thymus is very low, and inhibition of Treg-development is minimal (28). We observed that in absence of IL-2 substantially fewer Treg developed than in absence of IL-15. Our results thus confirm and substantially extend an earlier report in which de novo development of Treg was studied through induction of ZAP70-expression (19). Interestingly, we observed a more robust decrease in Treg development in neonate than in three-week-old IL-2-deficient mice (as compared to wt animals). A hypothesis that may explain this observation is that in three-week-old (but not in neonatal) mice, Treg development is substantially inhibited by recirculating Treg, in part through limitation of the availability of IL-2 (28). Further limiting IL-2-availability through genetic invalidation of the gene encoding it would affect Treg development to a lesser extent in three-week-old mice than in neonates, in which recirculating-Treg-mediated inhibition of Treg-development is minimal. Assessing this hypothesis will require the generation of mice in which recirculating Treg do not accumulate in the thymus.

Also iNKT cells may, through production of IL-4, modulate Treg development (73). As we here confirmed, in absence of IL-15 substantially fewer iNKT cells accumulated in the thymus. It remains therefore unclear if the reduced Treg development we observed in IL-15-deficient mice was due to a direct effect on Treg precursors or on iNKT cells. It will be important to study the effect of IL-15 deficiency on Treg development in iNKT cell-deficient mice.

Deficiency in IL-2 or IL-15 will also affect differentiation and/or maintenance of other cell-types known to modulate T cell-development in the thymus but not addressed in this study. For example, IL-15 drives differentiation of CD8 memory T cells (74), reported to reduce negative selection of autospecific thymocytes through deletion of DC and mTEC (75). Therefore, it will now be important to address the involvement of other cell types potentially involved in the effects of IL-2 or IL-15-deficiency on Treg-development.

Combined, our results thus firmly demonstrate quantitatively substantial and non-redundant (direct and/or indirect) roles for IL-2 and, to a lesser extent, IL-15 in Treg development. We also found that the phenotypes of Treg developing in an IL-2- vs. IL-15-dependent manner are distinct: Whereas IL-2 is strictly required for the differentiation of CD25+ Treg, IL-15 only plays a modest role, and both cytokines play a role in the development of CD25−/low Treg. Our results thus support and extend an earlier report on the distinct roles of IL-2 and IL-15 in Treg development in the thymus (19). Importantly, in wt animals, the egress-competent phenotype of the thymic CD25−/low Treg subset and the fact that these cells were abundant among RTE in the spleen indicated that it is not (only) a precursor population for newly developing thymic CD25+ Treg. The fact that we readily detected these cells among splenic RTE in IL-2-deficient mice supports our conclusion that they do not need to go through a CD25+ phase to leave the thymus. Komatsu and colleagues showed that CD25− Treg have a less stable phenotype than CD25+ Treg and can lose Foxp3-expression and suppressive activity and acquire the capacity to produce IL-2, IFN-γ, IL-4, and IL-17 (65). In vitro, IL-2 did not stabilize Foxp3-expression of peripheral CD25− Treg, suggesting that availabilities of IL-2 in the thymus and in the periphery play non redundant roles. Our results indicate that this apparently functionally distinct CD25−/low Treg subset may, in part, have a thymic origin. Also the GITR, OX-40 and CD73-phenotypes were differentially affected by absence of IL-2 or Il-15. Together, these observations suggest that IL-2 and IL-15 may drive the development of potentially in vivo functionally distinct Treg populations.

We hypothesized that IL-2 and IL-15 may drive development of Treg expressing distinct TCR-repertoires. We found that 73% of the public clonotypes observed in wt animals required IL-2 and/or IL-15 for their development. Much smaller proportions of the public clonotypes observed in wt animals specifically required IL-2 (but not IL-15: 11%) or IL-15 (but not IL-2: 17%) for their development. Since distinct proportions of CD25− vs. CD25+ Treg developed in Il2° vs. wt and Il15° mice, these observations are consistent with a recent report showing that intrathymic CD25− vs. CD25+ Treg express distinct TCR-repertoires (73). The non-redundant roles of IL-2 and IL-15 may in part be due to an anti-apoptotic action of IL-2 (22) which would allow selection of Treg expressing TCRs recognizing self-MHC/peptide complexes with higher affinity. The public TCRα-repertoires expressed by Treg developing in an IL-2- or IL-15-dependent manner have different CDR3-lengths and TRAV-usages than those developing in wt mice. Previous work demonstrated shortening of the CDR3α during T cell selection in the thymus (76). Interestingly, whereas IL-2-dependent TCRα-chains have larger CDR3 than IL-2-independent ones, IL-15-dependent TCRα-chains have smaller CDR3 than IL-15-independent ones. Distinct CDR3α-lengths and TRAV usages will probably have an influence on the affinities of the TCRs for peptide/MHC complexes expressed by thymic stromal cells, suggesting an interplay between cytokine-receptors and TCR in driving development of the Treg-subsets. Whatever the precise origin(s) of these distinct characteristics may be, they also indicate that the differences in the TCRα-repertoires we observed are not due to sampling biases.

Intriguingly, some Treg newly developing in the thymus of Il2° and of Il15° mice expressed public TCR-clonotypes that we did not observe in wt animals. Limiting our analysis to clonotypes found in all four replicates will constrain but not entirely avoid effects of sampling randomness, which may therefore be involved in the detection of clonotypes exclusively in Il2° or Il15° mice. However, small but statistically significant differences in CDR3 lengths and in TRAV-usage of public TCRα found in IL-2° but not in wt mice vs. those found in wt and in IL-2° mice, indicated that a substantial proportion of Treg-clonotypes found exclusively in Il2° or Il15° mice is not due to sampling biases. By contrast, they suggested that these cells have distinct peptide/MHC-recognition characteristics. A hypothesis that may explain this observation is, again, that signals through the TCR synergize with signals through the receptors for IL-2 and IL-15 to drive differentiation and selection of Treg-precursors, i.e. the cytokines would act as a rheostat.

The differences in the TCR-repertoires expressed by Treg from wt, IL-2- and IL-15-deficient mice may be due to the distinct sources of these cytokines in the thymus. Consistent with this postulate, it was previously shown that Treg specific for a model-antigen expressed by mTEC do not require IL-2 for their development (27). IL-2-deficient DC supported the development of Treg less efficiently than wt cells in an in vitro thymus culture system (31). In agreement with this observation, we observed a reduction in newly developed Treg in mice with an IL-2-ablation targeted to DC. DC trans-presenting IL-2 via the IL-2Rα-chain (35) may favour differentiation of Treg specific for ligands expressed by these stromal cells, as previously suggested (68). Whereas Il2-mRNA was detected in thymic DC (31), using an experimental model in which Il2-expression-history could be traced, Hemmers et al. did not find evidence for expression in CD90−CD19−Ly6G−Ly6C− thymic DC (30). Together with our data, these observations suggest that IL-2 expression by thymic DC is limited to a particular subset of these cells (or of other CD11c+ cells). It appears rather unlikely that the reduced Treg development we observed in the Il2°/fl CD11c-Cre mice was due to the previously reported very limited activity of the transgenic construct in T lymphocyte-progenitors (<10%) (46). In mice with an IL-15-ablation targeted to DC, we found fewer newly developed Treg, and DC are known to express the IL-15Rα-chain (32). It remains to be investigated if the IL-2Rα and IL-15Rα chains are expressed by the same or by distinct DC and if these DC present the same repertoires of MHC/peptide complexes. Similarly, mTEC trans-presenting IL-15 via the IL-15Rα-chain (32) might favour differentiation of Treg specific for ligands expressed by these stromal cells. It was indeed shown that radioresistant stromal cells play an important role in the trans-presentation of the IL-15 involved in Treg development (19). However, even if the abridged development of iNKT cells indicated reduced IL-15 production in our mice with an IL-15-deficiency targeted to TEC, we have not observed a reduction in Treg development. The precise stromal origin of the IL-15 involved in Treg development will therefore require further work.

A non-mutually exclusive explanation for the differences in TCR-repertoires expressed by Treg that had newly developed in wt, IL-2 or IL-15-deficient mice is related to the indirect effects of these cytokines. Both recirculating Treg and iNKT cells (and potentially other cell-types), the presence of which is controlled by IL-2 and IL-15, respectively, appear to modulate Treg development in the thymus (28, 73), and these cells may also modulate selection of the TCR-repertoire, e.g. through affecting thymic stromal cells. This postulate would imply that also the TCR-repertoires of Tconv developing in wt vs. Il2° vs.Il15° animals may be distinct. Assessing these possibilities will require analysis of TCR-repertoires expressed by Tconv and Treg developing in mice lacking recirculating Treg and iNKT cells.

Treg developing in absence of IL-2 or IL-15 therefore are phenotypically (and potentially functionally) distinct and they express distinct TCR-repertoires. We postulated that these cells may have distinct capacities to prevent (auto)immune pathology in vivo. To distinguish between roles of these cytokines in the thymus vs. the periphery, we transferred Treg isolated from wt, IL-2 or IL-15-deficient thymi into Foxp3sf hosts sufficient for these cytokines. Upon transfer into neonatal scurfy mice, newly developed thymic Treg from wt, Il2° and Il15° mice equally efficiently reconstituted adoptive hosts. However, Treg from Il2° mice less efficiently inhibited IFN-γ and IL-13 production by CD4 T cells than wt Treg. Consistent with their reduced capacity to inhibit production of a Th2 cytokine, they also less efficiently inhibited serum accumulation of antibodies of IgG1 isotype. Treg from Il15° mice had a slightly lower capacity to inhibit formation of autoantibodies to pancreas and liver. However, we did not observe differences in the capacity of newly developed Treg from wt, Il2° and Il15° mice to prevent the histological lesions observed in Treg-deficient Foxp3sf mice. These results indicate that IL-2 (and potentially IL-15) plays a qualitative role in the intrathymic development of Treg, a role that cannot be replaced by exposure to this cytokine in the periphery. Redundancy of Treg with distinct antigen-specificities and/or effector-functions may explain the modest nature of the defects we observed.

The reduced capacity of Treg from IL-2-deficient mice to inhibit cytokine production by T cells in vivo may be due to reduced stability of Foxp3-expression by these cells. In absence of IL-2, Treg precursors failed to express high levels of CD25. Komatsu and colleagues showed that CD25− Treg have a less stable phenotype than CD25+ Treg: They lose Foxp3-expression and suppressive activity, and even acquire the capacity to produce IL-2, IFN-γ, IL-4, and IL-17 (65). Taken together, these two observations suggest that, upon adoptive transfer into IL-2-sufficient mice, (CD25−) thymic Treg from IL-2-deficient animals will have a defect in Foxp3-stability and therefore less efficiently control T cell-activation in vivo. Extensive (e.g. single cell transcriptomic) analysis of the similarity of the CD25−/low Treg-populations developing in wt vs. Il2° mice and assessment of their differentiation upon adoptive transfer into neonatal Foxp3sf mice will be required to assess this hypothesis. Whatever the precise explanation, IL-2 in the thymus and in the periphery apparently has non redundant effects on Treg.

The data presented here indicate a more complex role for the cytokines IL-2 and IL-15 in the intrathymic differentiation of Treg than what was previously appreciated. Rather than only quantitatively controlling this process, they appear to also qualitatively do so by guiding differentiation of Treg with distinct phenotypes and by shaping the antigen-specificity of Treg emerging from the thymus. This is, in part, potentially due to the distinct thymic cell-types known to produce and to respond to these cytokines. The relative availability of IL-2 and IL-15 in the thymus may change during life. We thus previously described that Treg recirculating from the periphery back to the thymus limit the availability of IL-2 and thus inhibit Treg development (28). It will now be important to assess how such potential changes influence the development of Treg in the thymus and the immunosuppressive activity of these cells in the periphery.
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Leukocyte trafficking is mainly governed by chemokines, chemotactic cytokines, which can be concomitantly produced in tissues during homeostatic conditions or inflammation. After the discovery and characterization of the individual chemokines, we and others have shown that they present additional properties. The first discoveries demonstrated that some chemokines act as natural antagonists on chemokine receptors, and prevent infiltration of leukocyte subsets in tissues. Later on it was shown that they can exert a repulsive effect on selective cell types, or synergize with other chemokines and inflammatory mediators to enhance chemokine receptors activities. The relevance of the fine-tuning modulation has been demonstrated in vivo in a multitude of processes, spanning from chronic inflammation to tissue regeneration, while its role in the tumor microenvironment needs further investigation. Moreover, naturally occurring autoantibodies targeting chemokines were found in tumors and autoimmune diseases. More recently in SARS-CoV-2 infection, the presence of several autoantibodies neutralizing chemokine activities distinguished disease severity, and they were shown to be beneficial, protecting from long-term sequelae. Here, we review the additional properties of chemokines that influence cell recruitment and activities. We believe these features need to be taken into account when designing novel therapeutic strategies targeting immunological disorders.
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Introduction

Chemokines, chemotactic cytokines, engage in a promiscuous fashion a panel of over 20 chemokine receptors, key regulators of leukocyte migrations and functions. The chemokine system includes approximately 50 ligands, which play a fundamental role both in physiological and pathological immune responses (1).

The three-dimensional structures of all chemokines, as determined by nuclear magnetic resonance (NMR) spectroscopy or by X-ray crystallography, reveal remarkably similar protein backbones, tied together by two disulfide bonds formed among the four cysteines conserved in almost all chemokines. In all known structures, the N-terminal domain is unordered and contains two of the four cysteines. The loop region after the second cysteine, often referred to as “the N-loop”, is followed by three antiparallel β−strands and a C-terminal α−helix, all of which are connected by short, random-coiled loops. The proximity of the cysteines in the N-loop has been used to classify chemokines in subfamilies: CC, where the cysteines are adjacent, CXC, in which one amino acid is interposed between the cysteines and CX3C, where three amino acids are present in between, while XC chemokines lack the first and the third conserved cysteine (2–4).

To mediate their activity, chemokines bind to cell surface receptors, which belong to the largest branch of the γ subfamily of rhodopsin-like G protein-coupled receptors (GPCRs). Today, 19 signaling receptors have been identified: 6 CXCRs, (CXCR1-6), 10 CCRs (CCR1-10), CX3CR1 and XCR1 (5). In addition, there are four “atypical” receptors (ACKR1-4) that use β-arrestins to elicit their functions. Atypical chemokine receptors impacts chemokine availability by scavenging and degrading the chemokine in the lysosomes, or by transporting the chemokines across different barriers via transcytosis (6).

Initial studies on structure-function relationships of chemokines were performed with CXCL8, using N-terminal truncations and amino acid substitutions. NMR−studies of CXCL8 in complex with peptides derived from the N-terminus of CXCR1, together with single-site mutagenesis, led to the identification of the major receptor-binding region: a positively charged groove between the N-loop and the third β−strand, into which the N−terminus of the receptor binds (7). Further studies of other chemokine receptor-peptide complexes corroborated this model (2).

Despite the apparent redundancy within the chemokine system, characterized by multiple chemokines binding to a single receptor and one receptor being activated by multiple chemokines, the system has been demonstrated to exhibit a high degree of specificity and complexity. Chemokine receptors are selectively expressed on specific subsets of cells, which contributes to their functional characteristics and homing abilities. Their ligands, on the other hand, can be expressed either individually or in combination within a particular tissue, both under normal and pathological conditions (8).

Studies investigating expression of chemokines in human samples from different diseases have revealed that many chemokines can be produced during the disease process (9). In vivo models and in vitro studies have highlighted the importance of chemokine binding to extracellular matrix components, and their activities as complexes (10). However, in pathological conditions, chemokine production does not always entirely account for the disease characteristics. This discrepancy might be partially explained by the additional chemokine activities and their natural regulation that we, and others, have described in the last three decades (Table 1). This review aims to summarize these findings and their relevance to disease progress and treatment.


Table 1 | Modulators of chemokine activities.







Natural chemokine antagonists

The concomitant expression of several chemokines in inflamed tissues led us to explore the possibility that leukocyte infiltration may occur stepwise in response to gradients of different chemokines, and that chemokines can modulate, as natural antagonists, the activity of receptors that are different from their “traditional” target ones.

Chemokine receptor antagonism by unmodified naturally occurring ligands, therefore, constitutes a potentially important regulatory principle of chemokine-driven reactions.

Several reports have described that natural chemokine antagonists block the migration of inflammatory cells or provide an additional mechanism for selecting the leukocyte sub-type to be recruited at site of inflammation (Figure 1A).




Figure 1 | Mechanisms of regulation of chemokine activities. (A) Directional migration (indicated with an arrow) of a chemokine (blue circles) on its respective receptor, and the gradient formation (left panel). Antagonistic effect and impairment of migration elicited by the co-presence of high levels of a non-agonist chemokine (CCL7, orange circles) (middle panel) or by neutralizing autoantibodies (autoAbs) targeting the chemokine (right panel). (B) Repulsive effect of CCL26 on monocytes that move away from the chemokine gradient (right panel) compared to eosinophils, which are attracted by it (left panel). (C) Absence of migration at low concentrations of the agonist (blue circles) (left panel). Enhanced migration (represented as a thick arrow) in the presence of an heterocomplex formed at low concentration of the agonist (CXCL12) and concomitant high concentration of a non-agonist chemokine (CXCL9, orange circles) (middle panel) or the alarmin High Mobility Group Box 1 (HMGB1) (red half-circles) (right panel).



A thorough pharmacological characterization of CCR5 revealed CCL7, a promiscuous agonist for CCR1, CCR2, and CCR3, as a highly potent, complete antagonist (18). An extensive study by Loetscher et al. showed CXCL11, an agonist of CXCR3, to be a highly selective and potent antagonist for CCR3, while CXCL9 and CXCL10, the other two agonists of CXCR3, were less efficient inhibitors (15). CCL18 and CXCL11 have independently been confirmed as CCR3 antagonists (16, 17). We have reported on the antagonistic effects of CCL11 on CCR2 (14), while another report characterized CCL11 as a partial antagonist of CCR2 (36). Similarly, CCL4 has been described as an antagonist (11) or partial agonist (37) for CCR1, possibly depending on the cellular background. Furthermore, we have characterized CCL26 as a natural antagonist for CCR1 and CCR5 (12), and CXCL11 for CCR5 (19).

In addition, naturally occurring post-translational modifications of chemokines, such as proteolytic processing of the N-terminus domain (38), as well as synthetic N−terminal truncated forms (13) have been shown to have antagonist activity. As an example, a truncated variant of CCL2 (MCP- 1 (9–76)) prevents the onset of arthritis, and reduces symptoms and cellular infiltrates in the MRL-lpr mouse model. Despite this important finding, clinical trials aimed at blocking CCL2/CCR2 interaction in Rheumatoid Arthritis (RA) failed to reach phase III (5), most likely due to the complexity of the disease in humans (e.g.: synovial infiltrate with predominant follicle like structure, monocyte/macrophages, or fibroblasts) and the different chemokines produced.

The unmodified natural antagonists act similarly to the truncated variants, which lack the N-terminal motif, and bind to the receptors via the structurally conserved N−loop and third β−strand, but then present the receptor with an N-terminal motif that is incapable of activating it. This notion is supported by experiments showing that a CCL11 variant, featuring the N−terminal motif of CXCL11 instead of its native one, acted as a highly potent CCR3 antagonist (39).





Repulsive chemokines

A second feature of chemokines is their potential to exert a repulsive effect on selected cell types (Figure 1B). This feature was first described in 2000 by Poznansky and colleagues: high concentrations of CXCL12 exert a repulsive rather than an attractive effect on mature T cells (22).

While low concentrations of the chemokine attract a variety of leukocyte subpopulations, high concentrations of CXCL12 induce a repulsive effect on both naïve and memory CD4+ and CD8+ T cells, which move away from the source of the stimulus. The repulsive effect of CXCL12 on T cells is mediated by distinct signaling pathways as compared to those involved in chemotaxis: while the first is inhibited by cAMP agonists, the second requires tyrosine kinase activity, and they both depend on CXCR4, Gαi protein and phosphatidylinositol 3-kinase activities. Differences in i) receptor dimerization and internalization, ii) signal transduction pathways elicited by surface or endocytosed receptor/ligand complexes, and iii) ratio between GAG-bound and free CXCL12, have been theorized as mechanisms involved in the different activity exerted by low or high chemokine concentrations, but no definitive experimental evidence has been provided to support these possibilities (40). It has been speculated that the repulsive effect exerted by CXCL12 on T cells prevents their infiltration in organs that produce abundant amounts of the chemokine, such as the bone marrow or the thymus, or can act as a limiting mechanism to avoid excessive accumulation of lymphocytes at site of inflammation to avoid self-perpetuating immune responses.

The relevance of the repulsive effect of CXCL12 on T cells in physiology has been later proven in the setting of mature thymocytes emigration from the thymus (23). Mature single positive CD4+ and CD8+ thymocytes, but not immature triple negative or double positive thymocytes, migrate away from thymic fragments through a Bordetella Pertussis toxin sensitive process, indicating that Gαi protein-coupled receptors are responsible for the active movement of cells away from the tissue. Lack of a negative CXCL12 gradient and/or inhibition of CXCR4 prevent thymocytes emigration from thymic fragments, thus demonstrating that the repulsive effect is dependent on the presence of CXCR4 on mature thymocytes and on the high concentrations of CXCL12 produced by the thymic stroma.

Elevated levels of CXCL12 are also found in dysplastic tissues, such as primary brain tumors, melanomas, and ovarian carcinomas. Despite high concentrations of the chemokine, these tumors are rarely infiltrated by T cells. In 2006, Vianello and colleagues provided evidence that melanomas expressing elevated levels of CXCL12 can repel T cells, thereby abrogating Antigen (Ag)-specific T cell infiltration into the tumor and allowing it to escape immune control (24). Melanomas engineered to express low or high concentrations of CXCL12 display distinct levels of tumor infiltrating lymphocytes. Ag-specific T cells infiltrate tumors expressing low levels of CXCL12, but not those expressing elevated levels of the chemokine. The infiltration of Ag-specific T cells into these tumors is therefore affected by the concentration of CXCL12, with low concentrations leading to chemotactic effects and high concentrations to repulsion. These activities are mediated by CXCR4, as Ag-specific T cell pre-treatment with the antagonist AMD3100 results in decreased infiltration of low CXCL12 expressing tumors, but abrogates the repulsive effect, and restores infiltration in tumors expressing high levels of CXCL12, possibly via different chemokine receptors.

The ability to induce migration away from the stimulus is not an exclusive feature of CXCL12. Indeed, we showed that CCL26 actively repulses monocytes (20), a finding that was later confirmed in an independent study (21). While both the chemotactic and repulsive effects exerted by different CXCL12 concentrations are mediated by CXCR4, the repulsive effect of CCL26 does not require the expression of its cognate receptor CCR3. This repulsive effect on monocytes depends on CCR2 availability, and requires Gαi protein and tyrosine kinase activities. Moreover, monocyte migration along a CCL2 gradient is significantly increased in the presence of an opposite CCL26 gradient, indicating that the concomitant presence of two opposite gradients in the microenvironment could enhance monocyte responses to CCL2. This effect could be relevant in vivo to direct monocytes from the blood stream to the site of inflammation, with CCL26 being expressed by vascular endothelial cells, during allergic reactions (41), and CCL2 by the inflamed tissue.





Synergy-inducing chemokines

A third level of modulation in chemokine activity is their ability to interact with other chemokines or molecules in the microenvironment, leading to synergistic effects on leukocyte functions in response to chemoattractants (Figure 1C). This can occur through direct interactions between molecules or through engagement of different receptors on the same cell. The first description of this mechanism dates to 2002 when the bovine chemokine regakine−1 was discovered to induce an enhanced neutrophil migration when combined with CXCL7, CXCL8 and C5a (42). The receptor or the mechanism of regakine-1 induced synergism were not identified. Competition with labelled C5a for binding to neutrophils or receptor transfected cell lines demonstrated that regakine−1 does not alter receptor recognition. The protein kinase inhibitors 2’−amino−3’−methoxyflavone (PD98059), wortmannin and staurosporin had no effect on the synergy between C5a and regakine−1. This first observation was followed by the description that migration of natural type I IFN−producing cells, a subpopulation of murine and human lymphocytes, to the CXCR3 agonists requires stimulation of CXCR4 by CXCL12 (29). The mechanism by which CXCL12 induces enhanced migration in response to CXCR3 agonists remains unknown. CXCL12 does not upregulate the expression of CXCR3 and does not increase the affinity of CXCR3 for its agonists. Apart from chemotaxis, the authors did not investigate other cell functions, and did not assess the signaling pathways involved. Similarly, the same enhanced migration in response to CXCR3 agonists, induced by stimulation with CXCL12, was observed by Vanbervliet et al. on human plasmacytoid dendritic cells (30). These reports undoubtedly indicated, as for natural antagonist chemokines, the necessity to further investigate the mechanisms governing concomitant expression of chemokines and cell functions, fostering research in this area.

Assessing the activity of chemokine heterocomplexes, von Hundelshausen et al. demonstrated that the complex between two chemokines, CCL5 and CXCL4, triggers the arrest of monocytes on activated endothelium (27), while concomitantly we demonstrated that the heterocomplex between CXCL13 and CCL21 or CCL19 modulates CCR7-expressing cell activities (28). Likewise, CCR4+ lymphocytes migrate toward low concentrations of CCL22 in the presence of CXCL10 (26), monocytes migrate toward low concentrations of CCL7 in the presence of CCL19 or CCL21 (25), and lymphoma cells respond to the heterocomplex formed by CXCL12 and CXCL9 via CXCR4 (31).

Von Hundelshausen et al. extensively studied how human chemokines interact with each other and demonstrated their relevance in enhancing receptor triggering or inhibiting receptor activities (43). Several studied performed in vivo highlighted the importance of disrupting the heterocomplex formation to ameliorate inflammation (44–46).

Recently, a non-dissociating CXCL4–CXCL12 heterodimer was used as a new tool to further study chemokine-chemokine and chemokine heterodimer-receptor interactions in breast cancer cells (47).

Chemokine heterocomplexes might provide an amplification system, when the concentration of the agonist is too low to trigger a proper receptor response (48). On the other hand, when synergy-inducing molecules are present in an environment rich of the agonist, they could possibly dampen cellular responses, as indicated by in vitro migration (26, 28, 34).

Chemokine activity can also be modulated by their interaction with other molecules such as the alarmin High Mobility Group Box 1 (HMGB1) (34), as described in the next section, the α-defensin HNP1 (32), or galectins (33), further supporting the relevance of the tissue microenvironment in modulating cellular recruitment and responses in inflammation.




CXCL12/HMGB1 heterocomplex

Damage-associated molecular patterns, also known as alarmins, are danger signals released upon tissue damage to activate the inflammatory response. The alarmin HMGB1 has been shown to form a heterocomplex with CXCL12, favoring cell migration via CXCR4 both in vitro and in vivo. This synergistic activity, demonstrated in vitro using mouse fibroblasts and monocytes, was further assessed in an in vivo model of sterile inflammation. Moreover, this effect is blocked by glycyrrhizin, which prevents the formation of the heterocomplex, by anti-CXCL12 antibodies, or by AMD3100, inhibiting CXCR4 activation (34).

HMGB1 is characterized by two DNA binding domains, Box A and Box B, connected by a flexible linker region, and a long acidic C-terminal tail. In the tissue microenvironment, HMGB1 can be present in two different redox isoforms: reduced-HMGB1 in which the two conserved cysteines at position 23 and 45 within Box A are reduced, and oxidized-HMGB1 in which these two cysteines form a disulfide bond. Only reduced-HMGB1 synergises on CXCL12 activities (49). Results from NMR and Surface Plasmon Resonance experiments revealed that CXCL12 interacts separately with each of the HMGB1 boxes (34). Molecular dynamics simulations and protein-protein docking calculations showed that reduced-HMGB1 can accommodate two CXCL12 molecules, while oxidized-HMGB1 tends to be more compact and displays a lower accessible surface for the chemokine. Furthermore, only when the two CXCL12 bind to the reduced-HMGB1, their N-terminal domains are oriented in the best conformation to trigger CXCR4 dimers (Figure 2A) (50). Fluorescence Resonance Energy Transfer studies investigating CXCR4 dimer formation showed that the CXCL12/HMGB1 heterocomplex induces different rearrangements of CXCR4 homodimers on the cell surface, compared to CXCL12 alone, without altering the overall number of CXCR4 homodimers formed (34). Triggering of CXCR4 by the heterocomplex, in comparison to CXCL12 alone, results in a distinctive engagement of the β-arrestin proteins: β-arrestin1 for actin polymerization and β-arrestin2 for directional migration. In addition, CXCR4 is preserved on the cell surface and this results in an enhanced response to the chemotactic signal (51).




Figure 2 | The CXCL12/HMGB1 heterocomplex. (A) Model of two molecules of CXCL12 (blue circle) complexed with reduced High Mobility Group Box 1 (HMGB1) (red half-circles), binding and triggering CXCR4 homodimers on the cell surfaces. (B) CXCL12/HMGB1 heterocomplex is present in rheumatoid arthritis, where it sustains inflammation in the synovial membrane (left panel). A positive effect of the CXCL12/HMGB1 heterocomplex has been shown in models of sterile inflammation, fracture healing, muscle repair and hematopoiesis after chemotherapeutic myeloablation (middle panel). The role of the heterocomplex in cancer has yet to be fully understood (right panel).







CXCL12/HMGB1 heterocomplex in inflammation

The early recruitment of mononuclear cells at the site of inflammation, also driven by the CXCL12/HMGB1 heterocomplex, is an essential step to mount a proper immune response. In such cases, it is essential that HMGB1 is maintained reduced in the microenvironment.

The heterocomplex mediated migration was first assessed in an in vivo model of sterile inflammation, achieved by the injection of cardiotoxin into the muscle. Endogenous production of HMGB1, and subsequent heterocomplex formation with the CXCL12 expressed on endothelial cells, promotes a fast recruitment of CD11b+ mononuclear cells (34). In this model, pre-treatment with glycyrrhizin, completely abolishes leukocyte infiltration.

More recently, Ferrara and colleagues, monitored HMGB1 redox status and leukocyte infiltration in tissues, demonstrating that in early inflammation HMGB1 is mainly reduced, while oxidized-HMGB1 is prevalent at later stages, possibly due to the production of Reactive Oxygen Species by infiltrating leukocytes (52).

Despite its beneficial role in early leukocyte recruitment during acute inflammation, persistent expression of the heterocomplex might be detrimental and delay resolution of inflammation.

In patients with RA, an autoimmune condition affecting the joints, monocytes are known to be recruited via CXCL12 (53), and HMGB1 is found overexpressed in the synovial fluid (54), where the heterocomplex can be detected (35). Monocytes from RA patients with active disease migrate towards the CXCL12/HMGB1 heterocomplex formed at lower HMGB1 concentration, compared to monocytes obtained from healthy individuals, due to the production of thioredoxin and thioredoxin reductase, enzymes implicated in maintaining HMGB1 in its reduced form (35). In vitro treatment of monocytes from healthy individuals with prostaglandin E2, found at high concentration in the sera of RA patients, recapitulates the response to the heterocomplex of monocytes from active RA. This effect is abolished by celecoxib, a COX2 inhibitor used in RA treatment, which restores migration patterns to normal levels. Together, this study demonstrated the pathological role of CXCL12/HMGB1 heterocomplex in the recruitment of monocytes during active disease status, where they promote tissue damage (Figure 2B).

Indirect evidence points to a role for the CXCL12/HMGB1 heterocomplex in autoimmune disorders affecting the eyes. In a model of autoimmune uveitis, adoptive transfer of uveitogenic Ag−specific T cells promotes the active secretion of HMGB1 by retinal cells, a process mediated by Fas-FasL interaction (55, 56). Yun and colleagues demonstrated that, early after adoptive transfer, retinal cells actively secrete HMGB1 and subsequently produce CXCL12 (57). In addition, CXCR4 inhibition significantly reduces ocular leukocyte infiltration and improves clinical score. Although this represents the first indication of HMGB1 and CXCL12 pathological expression in uveitis, redox status of HMGB1 and therefore heterocomplex formation remains to be proven. Local upregulation of HMGB1 has been shown in vitreous samples of diabetic patients with ongoing retinopathy, and in the retinas of diabetic rat and mice models (58–60). The presence of CXCL12/HMGB1 heterocomplex has been demonstrated after intravitreal HMGB1 injection in diabetic mice, which upregulates CXCL12 (61). Future studies should investigate heterocomplex mediated leukocytes recruitment in the retina and how best to pharmacologically impair this migration.

A potential pathological role of CXCL12/HMGB1 has also been suggested for infectious diseases.

HMGB1 is secreted locally in response to Pseudomonas aeruginosa lung infection (62). De Leo and colleagues have recently demonstrated, in an in vivo model, that a newly discovered CXCL12/HMGB1 heterocomplex inhibitor, pamoic acid, can reduce lung neutrophil load during the acute and chronic phase of the infection (63). This is the first report highlighting neutrophil recruitment via the heterocomplex, and future studies are needed to validate its activity in other pathological conditions driven by this cell type.

The research on inhibitors of the CXCL12/HMGB1 heterocomplex was boosted by the results obtained in patients with RA and in vivo models of inflammation, in view of developing additional treatments for several pathological conditions fueled by monocyte infiltration (63–66). Currently, small molecules and computationally identified peptides have been tested for their ability to inhibit the heterocomplex in vitro and in vivo.





CXCL12/HMGB1 heterocomplex in tissue repair

Two independent works have demonstrated that the CXCL12/HMGB1 heterocomplex enhances tissue regeneration in vivo after muscle injury or bone fracture, acting via CXCR4 (Figure 2B) (67, 68). Tirone and colleagues showed that HMGB1 accelerates tissue regeneration by acting on resident stem cells. This process requires the presence of both CXCL12 and CXCR4, indicating a role for the CXCL12/HMGB1 heterocomplex (67).

Systemically administrated exogenous HMGB1 in C57BL6/J mice accelerates hematopoietic recovery after myeloablation induced by chemotherapy (68). On the other hand, genetic deletion of HMGB1 delays fracture healing. The regenerative process is inhibited by adding glycyrrhizin or AMD3100, suggesting that HMGB1 exerted these regenerative effects by forming the heterocomplex with CXCL12 and acting via CXCR4. By investigating the cell cycle rate, cell dimensions, ATP concentrations, mitochondrial DNA, and mTORC1 dependence, Lee and colleagues showed that HMGB1 drives hematopoietic stem cells into the dynamic GAlert phase, defined as an intermediate active state between G0 and G1 (68).

Both groups proposed 3S-HMGB1, a synthetic non-oxidizable form of HMGB1 in which the cysteines are replaced by serines, as a potential new pharmacological tool with a broad range of medical uses, including hematopoietic recovery after chemotherapy, healing after injury or elective surgery.





CXCL12/HMGB1 heterocomplex in cancer

While the multiple activities orchestrated by CXCL12 in the tumor microenvironment have been well documented, as well as the presence of HMGB1, little is known on the relevance of the CXCL12/HMGB1 heterocomplex in mediating tumor growth and metastasis.

CXCL12 promotes cancer development by two main mechanisms: i) directly activating signaling pathways involved in cancer cell growth, metastasis, and angiogenesis, and ii) indirectly promoting metastasis by recruitment of CXCR4+ cancer cells to CXCL12-expressing organs (69).

On the other hand, HMGB1 plays paradoxical roles in cancer, depending on its localization. While nuclear HMGB1 acts as a tumor suppressor for its roles in chromosome stability and induction of tumor cell death, high extracellular HMGB1 expression has been associated with poor prognosis in patients with various type of cancers (70). Although tumor cells mainly express reduced-HMGB1, infiltrating leukocytes are responsible for the presence of oxidized-HMGB1 in tumor microenvironment (52).

Whether tumor cell migration, metastasis formation, and immune cell recruitment can be modulated by the heterocomplex is yet to be demonstrated.






Naturally arising antibodies against chemokines

A further mechanism by which chemokine activities can be modulated is through the development of autoantibodies targeting their binding or triggering sites (Figure 1A).

Arise of anti-cytokines antibodies is well documented in pathology, where they prolong the half-life of circulating cytokines, as observed for interleukin (IL)3, IL4, IL6 and IL7 (71, 72). In addition they trigger Fcγ receptors and stimulate pro-inflammatory responses (73) or promote complement mediated cytotoxicity (74). Similar mechanisms of action could be envisioned for anti-chemokine autoantibodies.

Few reports described the role and functions of anti-chemokine autoantibodies. They can promote or prolong chemokine activities, or be beneficial to the host, through dampening excessive inflammation, thanks to their neutralizing properties (Table 2) (78, 79).


Table 2 | Naturally arising antibodies against chemokines.






Anti-chemokine antibodies sustaining pathology

Acute respiratory distress syndrome (ARDS) is a life threatening pulmonary condition characterized by pulmonary infiltrates, hypoxemia and edema. Bronchoalveolar lavage fluid (BAL) of ARDS patients presents elevated levels of autoantibodies complexed with CXCL8 (82). In a study aimed at investigating the relationship between the presence of these complexes and development stages of acute lung injury, Kurdowska and colleagues demonstrated an association between elevated levels of autoantibodies bound to CXCL8 and an adverse outcome (75). CXCL8-autoantibodies complexes, isolated from BAL after acute lung injury, maintain the CXCL8 chemotactic activity on neutrophils and, in addition, can trigger superoxide release by binding to FcγRIIa (73). Elevated levels of both IgG and IgA autoantibodies complexes with CXCL8 are also found in circulation, as well as in BAL of asthmatic patients, confirming their proinflammatory role (76). Anti-CXCL8 autoantibodies were also identified in RA patients, with high levels of IgA anti-CXCL8 present in patients with advanced extra-articular and clinical manifestations (77). The authors hypothesize that prolonged CXCL8 production leads to the arising of anti-CXCL8 antibodies, aiming at limiting the persistent inflammation; however, the presence of such antibodies complexed with CXCL8, instead, promotes Fc mediated activities, contributing to the persistent chronic inflammation. We recently confirmed elevated levels of circulating anti-CXCL8 IgG autoantibodies in RA patients together with other autoantibodies targeting CCL4, CCL19, CCL25, CXCL7 and CXCL9 (78).





Anti-chemokine antibodies preventing adverse outcome

Type 1 (insulin-dependent) diabetes mellitus (T1DM) is a chronic autoimmune disease in which insulin-secreting cells within Langerhans islets in pancreas are eliminated by the immune system (83). Patients with T1DM develop autoantibodies against several antigens, which include insulin and islet cells, before symptoms onset. Of note, the majority of T1DM patients selectively develop anti-CCL3 antibodies, with neutralizing properties (79). Anti-CCL3 antibodies production might be specific of T1DM, since the authors did not find them in other autoimmune diseases. Interestingly, anti-CCL3 antibodies are also found in 95% of first-degree relatives of T1DM patients. Cameron and colleagues showed that in CCL3-deficient NOD mice about 60% of the pancreas islets display a normal histology. In contrast, in NOD mice expressing CCL3, 40% of pancreatic islets showed sign of moderate to severe insulitis (84). Indeed, when NOD mice were treated with an anti-CCL3 antibody, a reduction in incidence of diabetes was observed (84). Collectively, these data suggest that, these antibodies might counteract disease progression.

Higher level of autoantibodies against CCL3 were shown in atopic dermatitis (AD), a chronic skin inflammation which leads to skin lesions (80). This is in line with previous studies on AD patients in which CCL3 was shown to be produced by PBMCs (85). The presence of these autoantibodies, if proven to neutralize CCL3 activities, might play a role in suppressing disease progression, similarly to T1DM.

In cancer, several studies highlighted the importance of CCL2 in promoting monocyte migration from the bone marrow to the circulation and ultimately to the tumor site, where they elicit immune suppressive activity and stimulate tumor growth (81, 86–89). Prostate cancer patients present high expression of CCL2 in the tumor, and elevated levels of anti-CCL2 neutralizing autoantibodies (81). Importantly, the presence of anti-CCL2 autoantibodies was exclusive in patients bearing malignant, but not benign tumors. Nevertheless, in a mouse model, CCL2 overexpression induced a sustained autoantibody production and significantly limited tumor growth, suggesting a potential beneficial role of these autoantibodies (81). The authors speculated that a therapeutic strategy aiming at enhancing the pre-existing anti-CCL2 antibodies might be beneficial as the sera concentration of these antibodies might not be elevated enough to completely suppress monocyte infiltration and tumor cell migration.

A novel coronavirus, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), emerged in December 2019, causing pneumonia outbreaks worldwide (90). Autoantibodies targeting cytokines and several immune factors have been described in patients with coronavirus disease 2019 (COVID-19) (91). In particular, autoantibodies targeting type I IFN have been found in ~ 10% of life-threatening pneumonia and in ~ 20% of deaths due to COVID-19. We have recently demonstrated that autoantibodies targeting several chemokines, including CCL19, CCL22 and CXCL17, are developed post-SARS-CoV-2 infection. Convalescent individuals who experienced mild COVID-19 have higher levels of autoantibodies targeting CXCL8, CCL25 and CXCL5 compared to those that required hospitalization. We showed that these autoantibodies have neutralizing properties, and therefore could be beneficial in dampening the inflammatory response, preventing hyper-activation of the immune system and tissue damage associated to severe COVID-19. Long-term sequelae (long COVID), spanning from neurological, to respiratory and systemic/inflammatory symptoms, have been reported after SARS-CoV-2 infection (92). We found that autoantibodies to CCL21, CXCL13 and CXCL16 are present in individuals that do not develop long COVID (78). All together these data point to a beneficial role of anti-chemokine antibodies in COVID-19, with their presence correlating with better outcome and lack of long COVID.






Conclusions

Even though, in modern pharmacology, the γ subfamily of GPCR represents the most successful target of small molecule inhibitors for treating diseases affecting different systems, inhibitors of chemokines and chemokine receptors were unsuccessful for the treatment of inflammatory diseases, where the involvement of the chemokine system plays a key role. The extensive characterization of chemokine expression in tissues, both in physiological and pathological conditions, fostered researchers to look at the chemokine system from a distinct perspective, leading to the identification of additional functions. The complexity of the tissue microenvironment influences chemokine receptor mediated cell recruitment and activities. Natural chemokine antagonism modulates cell recruitment in response to different chemokine gradients. Chemokines can exert a repulsive effect either at different chemokine concentrations or acting on different receptors, contributing to tumor immune evasion or tissue egress. Chemokines and inflammatory molecules, concomitantly expressed, can also synergistically act on cell migration and activities. The presence of autoantibodies targeting chemokines, either neutralizing their activities or promoting Fc-mediated functions, sustain pathology or prevent adverse outcome. Therefore, we believe that all these features should be taken into account for future drug development studies and novel approaches into personalized medicine.
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Macrophages (MΦ) are commonly cultured in vitro as a model of their biology and functions in tissues. Recent evidence suggests MΦ to engage in quorum sensing, adapting their functions in response to cues about the proximity of neighboring cells. However, culture density is frequently overlooked in the standardization of culture protocols as well as the interpretation of results obtained in vitro. In this study, we investigated how the functional phenotype of MΦ was influenced by culture density. We assessed 10 core functions of human MΦ derived from the THP-1 cell line as well as primary monocyte-derived MΦ. THP-1 MΦ showed increasing phagocytic activity and proliferation with increasing density but decreasing lipid uptake, inflammasome activation, mitochondrial stress, and secretion of cytokines IL-10, IL-6, IL-1β, IL-8, and TNF-α. For THP-1 MΦ, the functional profile displayed a consistent trajectory with increasing density when exceeding a threshold (of 0.2 x 103 cells/mm2), as visualized by principal component analysis. Culture density was also found to affect monocyte-derived MΦ, with functional implications that were distinct from those observed in THP-1 MΦ, suggesting particular relevance of density effects for cell lines. With increasing density, monocyte-derived MΦ exhibited progressively increased phagocytosis, increased inflammasome activation, and decreased mitochondrial stress, whereas lipid uptake was unaffected. These different findings in THP-1 MΦ and monocyte-derived MΦ could be attributed to the colony-forming growth pattern of THP-1 MΦ. At the lowest density, the distance to the closest neighboring cells showed greater influence on THP-1 MΦ than monocyte-derived MΦ. In addition, functional differences between monocyte-derived MΦ from different donors could at least partly be attributed to differences in culture density. Our findings demonstrate the importance of culture density for MΦ function and demand for awareness of culture density when conducting and interpreting in vitro experiments.
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1 Introduction

Macrophages (MΦ) have attracted growing interest as a therapeutic target due to their dynamic role in various pathologies, including inflammatory diseases and cancer (1–3). Cell lines like THP-1, J774 or RAW264.7, or primary MΦ derived from bone marrow cells or blood monocytes are commonly used as models of human MΦ in biological assays or screening tools in vitro (1). To ensure reproducibility and comparability of results obtained from MΦ cultured in vitro, standardized cultivation protocols optimized for each cell type and assay are essential (4, 5). However, culture density at point of observation is an often-overlooked factor and either not specified at all or insufficiently substantiated by experimental data. Even though seeding density is usually mentioned and cells are often seeded at similar densities, differences in growing protocols, experimenters, and experimental conditions may result in density differences during experimentation. This is particularly worrisome in view of the reported importance of local contact and context for MΦ viability (6) and recent growing evidence of quorum sensing by MΦ (7).

Quorum sensing, a term adopted from bacteriology, refers to the modulation of gene expression by diffusible molecular cues (autoinducers) which convey information about density between cells (8–10). Quorum sensing had originally been established for biofilm formation of bacteria (8) but has recently also been observed in MΦ (7, 9, 11). In RAW264.7 MΦ, gelsolin was identified as autoinducer of programmed cell death 4 (PDCD4) expression which increased at higher cell density (11). Moreover, a quorum sensing mechanism has been observed in mice where the inflammation-resolving effect of nitric oxide (NO) was found to be dependent on the density of NO-producing MΦ (7).

Along with quorum sensing, cell density is vital for MΦ proliferation and viability. Indeed, MΦ were found to resume exponential growth faster (12), and to exhibit a more mature phenotype (13) and improved viability (12) at lower density. At higher density on the other hand, more MΦ adopted a high activation state (9). Moreover, culture density has been shown to influence several key functions of MΦ, including cytokine secretion (9, 13), polarization (13), phagocytosis (14), accumulation of esterified cholesterol (15), formation of multinucleated giant cells (16), and inhibition of mycobacterial growth (17). However, previous studies mostly compared two densities (“high” versus “low”) for only a single function, and either focused on murine MΦ cell lines or on bone marrow-derived MΦ (BMDM). So far, a comprehensive study of the functional implications of density in human MΦ models is lacking. Failure to account for density differences may introduce bias as it remains unclear whether observed effects of a treatment agent are merely attributable to its effect on culture density, either by promoting proliferation and cell survival, or by inducing cell death.

The aim of this study was to investigate the influence of culture density on human MΦ function. Using high-throughput measurement of 10 functional parameters, we studied the phenotype of THP-1 MΦ as well as human primary monocyte-derived MΦ (MDM). Moreover, we considered the colony-forming growth pattern of THP-1 cells, and donor-specific differences in MDM as additional modulators of culture density-related functional changes.




2 Materials and methods



2.1 THP-1 cell culture and differentiation to MΦ

THP-1 cells were seeded at increasing densities in 96-well black clear-bottom imaging microplates (Corning #353219) in RPMI medium with HEPES and GlutaMAX (Gibco #72400-021) supplemented with 10% heat-inactivated (30 minutes at 56°C) fetal bovine serum (FBS; SERANA #S-FBS-SA-015) and 1% penicillin-streptomycin (Gibco #15070-063). Seeding densities were 5,000, 12,000, 21,000, 37,000, 53,000, 69,000, or 87,000 cells/well, denoted as x 103 cells/mm2 (0.16, 0.38, 0.66, 1.16, 1.66, 2.16, or 2.72 x 103 cells/mm2, respectively) that were rounded to one decimal digit to improve readability (0.2, 0.4, 0.7, 1.2, 1.7, 2.2, or 2.7 x 103 cells/mm2, respectively). THP-1 cells were differentiated into MΦ by exposure to 2000 nM phorbol 12-myristate 13-acetate (PMA; Sigma #P1585) for 48 hours at 37°C, 5% CO2 after which they were rested for 24 hours in fresh culture medium before performing the functional assays.




2.2 PBMC isolation, monocyte isolation, and differentiation to MΦ

Peripheral blood mononuclear cells (PBMCs) were isolated from leukocyte reduction system cones, a by-product of thrombopheresis of routine blood donations from healthy volunteers collected at the University Hospital RWTH Aachen, Germany, by density centrifugation with Lymphoprep™ (STEMCELL Technologies #07861). Isolated PBMCs were cryopreserved for later use in one-third freezing medium containing 75% FBS and 25% dimethyl sulfoxide (DMSO; Merck #102950). CD14 MicroBeads (Miltenyi #130-096-052) were used to positively select CD14+ monocytes, following the manufacturer’s protocol. Monocytes of 6 donors were pooled before seeding at the respective densities in 96-well black clear-bottom imaging microplates, or kept separate and seeded in 384-well plates (Greiner Bio-One #781866) in culture medium containing RPMI medium with HEPES and GlutaMAX supplemented with 10% heat-inactivated FBS and 1% penicillin-streptomycin. Seeding densities were 30,000, 64,000, 98,000, 132,000, 166,000, or 200,000 cells/well, denoted as x 103 cells/mm2 (0.94, 2.0, 3.06, 4.13, 5.19, or 6.25 x 103 cells/mm2, respectively) that were rounded to integers to improve readability (1, 2, 3, 4, 5, or 6 x 103 cells/mm2, respectively). At 384-well format, cells were plated at 13,000 cells/well. Monocytes were differentiated into MΦ with 100 ng/ml recombinant human macrophage colony-stimulating factor (M-CSF) (ImmunoTools #11343113) for 7 days at 37°C, 5% CO2 with one medium change.




2.3 Functional high-throughput measurements

MΦ functions were assessed using the “MacroScreen” high-content analysis (HCA) platform developed in-house, a semi-automated microscale (96- to 384-well format) assay platform to perform an expanding range of fluorescence-based functional assays (18). All MacroScreen assays have been benchmarked against conventional mesoscale assays. Images were taken using the BD Pathway 855 automated fluorescent microscope (BD Biosciences) by taking 9 images per well with a 10x Olympus 0.40 NA objective (96-well format) or 20x Olympus 0.75 NA objective (384-well format). All experiments were performed in n=3-6 replicates. Images were analyzed with CellProfiler software version 4.0.4 (19) by creating a digital segmentation mask for each cell based on its nuclear staining signal using the IdentifyPrimaryObjects module followed by the ExpandOrShrinkObject module. Percentage of positive cells was measured using the MeasureObjectIntensity module followed by the ClassifyObjects module, which determines the amount of positive cells relative to the total number of segmented objects in the image. Distance to the closest neighboring cell was measured per image, for each cell, using the MeasureObjectNeighbors module in CellProfiler 4.0.4 (19).




2.4 Phagocytosis

Cells were incubated with 25 μl/ml pHrodo™ Red Zymosan Bioparticles™ (ThermoFisher Scientific #P35364) per well in culture medium for 1 hour at 37°C, 5% CO2. Zymosan particles taken up by cells are reflected by tetramethyl rhodamine isothicyanate (TRITC) fluorescence signal. Nuclei were stained with Hoechst 33342 (Sigma #B2261) in culture medium for 10 minutes at 37°C, 5% CO2 which was replaced by PBS before imaging.




2.5 Lipid uptake

Low-density lipoprotein (LDL) was isolated from serum of healthy volunteers via density centrifugation and oxidized using CuSO4 as described previously (20). Cells were incubated with 8 μg/ml oxidized LDL (oxLDL) pre-mixed with 2 μg/ml TopFluor® Cholesterol (Avanti Polar Lipid #810255P) in culture medium for 3 hours at 37°C, 5% CO2, reflected by fluorescein isothiocyanate (FITC) fluorescence signal. Nuclei were stained with Hoechst 33342 in culture medium for 10 minutes at 37°C, 5% CO2 which was replaced by PBS before imaging.




2.6 Inflammasome

Cells were primed with 50 ng/ml LPS from E. coli (Invivogen #tlrl-eblps) for 3 hours at 37°C, 5% CO2. 10 μM nigericin (Invivogen #tlrl-nig) for 1 hour at 37°C, 5% CO2 served as second signal for inflammasome activation. Fc receptor was blocked with Fc receptor binding inhibitor antibody (Invitrogen #14-9161-73) before cells were fixed using 2% PFA with 5 mM EDTA in PBS and permeabilized using 5% FBS and 0.5% Triton X-100 in PBS for 20 minutes on ice. Next, the intracellular adapter protein apoptosis associated speck-like protein containing a CARD (ASC) was stained using PE-conjugated anti-ASC antibody (clone HASC-71; BioLegend #653904) overnight at 4°C. Nuclei were stained with Hoechst 33342 in PBS for 10 minutes on ice, and cells were washed with and imaged in PBS afterwards.




2.7 Mitochondrial stress

Mitochondrial stress was induced using 1200 nM staurosporine (Sigma #S4400) for 1 hour at 37°C, 5% CO2. Mitochondria and nuclei were stained simultaneously with 250 nM MitoTracker™ Deep Red FM (ThermoFisher Scientific #M22426) and Hoechst 33342, respectively, in culture medium for 30 minutes at 37°C, 5% CO2 before imaging in PBS. Alexa 594 fluorescence signal reflects mitochondrial staining dependent on membrane potential.




2.8 Proliferation

Cells were incubated with 10 μM 5’ethynyl-2’-deoxyuridine (EdU; ThermoFisher Scientific #A10044) for 2 hours at 37°C, 5% CO2. Next, cells were fixated with 3.7% PFA in PBS for 15 minutes and washed twice with PBS before permeabilization with 0.1% Triton X-100 in PBS for 15 minutes. After another wash with PBS, Click-iT reaction cocktail (ThermoFisher Scientific #C10269) including Alexa Fluor 594 azide (ThermoFisher Scientific, #A10270) prepared according to the manufacturer’s instructions was added. After 30 minutes, cells were washed with PBS and nuclei stained with Hoechst 33342 for 15 minutes. Cells were imaged in 1:5 KI quencher (1M KI in 10 mM KH2PO4) in PBS.




2.9 Multiplex ELISA

THP-1-derived MΦ were stimulated with 50 ng/ml LPS from E. coli for 6 hours at 37°C, 5% CO2. Supernatant was collected and cytokine levels of IL-1β, IL-6, IL-8, IL-10, IL-12p70, and TNF-α were measured in a custom V-plex human cytokine ELISA (MSD Meso Scale Diagnostics) according to the manufacturer’s protocol. Measured levels of IL-12p70 were close to or below the standard curve (0.1169 pg/ml), thus these data are not presented here.




2.10 Dimensionality reduction and visualization

We calculated the mean of the replicates for each feature of HCA functional data and cytokine data at the same density, resulting in a density-feature matrix with 7 rows (densities) and 10 columns (features/functions). The functional profile of THP-1 MΦ for the 7 different densities was analyzed in an integrated manner by two-dimensional Principal Component Analysis (PCA), where the relative contribution of each individual function to the first (PC1) and second principal component (PC2) axes was visualized outside the X and Y axes.




2.11 Statistical analysis

Data are expressed as mean ± SEM, unless stated otherwise. Normal distribution was assessed by Shapiro-Wilkes normality test, and equality of variances by Brown-Forsythe test. For normally distributed data with equal variance, significance was assessed by one-way ANOVA followed by Tukey’s multiple comparisons test at a significance level of p <0.05. For normally distributed data with unequal variance, significance was assessed by Brown-Forsythe ANOVA and Dunnett’s T3 multiple comparisons test, and Kruskal-Wallis test with Dunn’s multiple comparisons test was used for not normally distributed data. All statistical analyses were performed using GraphPad Prism 8 software.





3 Results



3.1 Density influences the functional phenotype of MΦ

We assessed the functional phenotype of THP-1-derived MΦ seeded at 7 different densities ranging from 0.2 to 2.7 x 103 cells/mm2 using the MacroScreen platform, an HCA platform based on several fluorescent imaging-based functional assays. For clarity’s sake, we presented the p-values of all group comparisons for all assays in a significance matrix (Supplementary Table 1). As expected, the number of nuclei per fluorescent image increased with density in all high-content functional assays (Supplementary Figures 1A–E). No changes in the pH of the culture medium were observed. Whereas the phagocytic activity of THP-1 MΦ was found to increase with higher density (Figure 1A), uptake of oxLDL decreased (Figure 1B). MΦ seeded at 0.2 x 103 cells/mm2, the lowest density in the tested density range, showed the highest inflammasome activation in response to LPS and nigericin (Figure 1C). Moreover, at lower densities, MΦ were found to be more resistant to staurosporine-induced mitochondrial stress (Figure 1D). Proliferation measured by EdU incorporation increased with density (Figure 1E). Secretion of the cytokines IL-10, IL-1β, IL-6, IL-8, and TNF-α in response to LPS stimulation was measured using multiplex ELISA, and was found to decrease with density, after an initial sharp increase between the two lowest densities included in the density range (0.2 and 0.4 x 103 cells/mm2) (Figures 1F–J). PCA allowed separation of THP-1 MΦ seeded at different densities based on their functional profiles (Figure 1K). A large proportion of variation (61.27%) could be explained by PC1 which loadings included mitochondrial stress, lipid uptake, proliferation and phagocytosis, suggesting these functions to be mostly influenced by density. Variation along PC2 (largely attributable to inflammasome activation and cytokine secretion) almost exclusively manifested at the lowest density (0.2 x 103 cells/mm2). Together, these data demonstrate the profound and variable impact of culture density on several THP-1 MΦ functions. Execution of certain functions may depend on exceeding a lower density threshold.




Figure 1 | Density affects MΦ function. THP-1 cells were seeded at the respective densities (0.2-2.7 x 103 cells/mm²) and differentiated with 2000 nM PMA for 48 hours followed by a resting period of 24 hours. Phagocytosis of zymosan-coated beads (A, red), uptake of fluorescently-labelled oxLDL (B, green), inflammasome activation (C, red), mitochondrial stress in response to staurosporine (D, red) and EdU incorporation in proliferating cells (E, red) were assessed using the fluorescent imaging MacroScreen platform. Hoechst was used for nuclear labelling (blue). In the representative fluorescent images, the scale bar refers to 50 μM. In the representative images for the inflammasome assay, the scale bar refers to 25 μM. Secretion of IL-10 (F), IL-6 (G), IL-1β (H), IL-8 (I), and TNF-α (J) in response to 6-hour stimulation with 50 ng/ml LPS were measured by multiplex ELISA. Cells in the control (CTRL) condition were seeded at 1.7 x 103 cells/mm² and not stimulated with LPS. The indicated p-values refer to overall significance, p-values of all group comparisons can be found in Supplementary Table 1. (K) PCA plot of the high-content analysis (HCA) data and cytokine measurements with the factor loadings for PC1 and PC2. MFI: Mean fluorescence intensity.






3.2 Density influences the functional phenotype of primary MΦ

We also investigated whether culture density influences the functional phenotype of human MDM, pooled from 6 healthy donors. A significance matrix with the p-values of all group comparisons can be found in Supplementary Table 2. As seen in THP-1 MΦ, the number of detected nuclei increased with increasing seeding density (Supplementary Figures 1F–I). Phagocytic activity increased in the lower densities but decreased again at seeding densities exceeding 3 x 103 cells/mm2, possibly reflecting limited substrate (Figure 2A). Using a constant substrate-to-cell ratio, increased phagocytosis also at higher densities could be observed (Supplementary Figure 2). OxLDL uptake between MDM seeded at different densities was similar, contrary to THP-1 MΦ (Figure 2B). With increasing density, MDM demonstrated more inflammasome activation (Figure 2C) and were more susceptible to mitochondrial stress (Figure 2D). Overall, our findings show that density also affects primary MΦ and leads to changes in several functions. In MDM, these changes were less pronounced and less consistent compared to THP-1 MΦ, suggesting that the observed impact of density on MΦ function may be particularly relevant for cell lines.




Figure 2 | Density affects human primary MΦ function. CD14-positive monocytes were isolated from PBMCs of 6 healthy donors, pooled and seeded at the respective densities (1-6 x 103 cells/mm²) and differentiated to MΦ using 100 ng/ml macrophage colony-stimulating factor (M-CSF) for 7 days. Phagocytic activity (A, red), oxLDL uptake (B, green), inflammasome activation (C, red), and mitochondrial stress (D, red) were assessed using the MacroScreen platform. Hoechst was used for nuclear labelling (blue). The scale bar in the representative fluorescent images refers to 50 μM. The indicated p-values refer to overall significance, multiple comparison significance can be found in Supplementary Table 2. MFI: Mean fluorescence intensity.






3.3 Colony formation may contribute to density-dependent functional effects

We observed that THP-1 MΦ formed colonies in culture, especially if cultured at higher densities. Thus, we set out to study if at least part of the density-dependent functional changes may be attributed to changes in the colony-forming growth pattern of THP-1 cells. We assessed the association between the functional outcome of an index cell with its distance to the closest neighboring cell. Index cells that were close to neighboring cells had higher proliferation rates compared to MΦ in more scarcely populated niches (Figure 3A). However, at very low seeding density (0.2 x 103 cells/mm2), MΦ proliferation was low regardless of the index cell’s distance to neighboring cells, suggesting proliferation to be linked to colony formation. Similarly, we found that at a seeding density of 0.2 x 103 cells/mm2, MΦ with neighboring cells in close proximity had taken up fewer fluorescent beads compared to equally dense MΦ seeded at higher densities (Figure 3B), a finding that was less pronounced for the uptake of oxLDL (Figure 3C). Interestingly, a similar proximity effect on phagocytosis and lipid uptake in MDM (Figures 3D, E), in which we did not observe colony formation in culture, was not apparent. These findings suggest that MΦ only exert certain functions beyond a local cell density threshold.




Figure 3 | Distance to neighboring cells influences THP-1 function. Distance to closest neighbor was plotted against mean fluorescence intensity (MFI) per cell for proliferation (A), phagocytosis (B) and lipid uptake (C) assays in THP-1 MΦ, and (D) phagocytosis and (E) lipid uptake assay in primary MDM, for 3 plating densities each. The scale bar corresponds to 50 μm.






3.4 Functional differences between MDM of different donors may arise from density differences

Inter-donor variability has previously been proposed to compromise reproducibility of in vitro experiments with MDM (21, 22). Therefore, we looked at functions of MDM from 6 healthy donors (A-F) plated at the same density (13,000 cells/well). A significance matrix with the p-values of all group comparisons can be found in Supplementary Table 3. Differences in the number of nuclei (Figure 4A), phagocytosis (Figure 4B), oxLDL uptake (Figure 4C), inflammasome activation (Figure 4D) and mitochondrial stress (Figure 4E) between donors were apparent. Interestingly, MDM from donors A and B, which showed higher phagocytic activity and oxLDL uptake, also had a higher number of nuclei compared to the other donors. This suggests that functional differences between MDM obtained from different donors may well be related to inter-donor differences in density, possibly resulting from differences in adherence and survival capacity.




Figure 4 | MΦ function differs between donors. CD14-positive monocytes of 6 healthy donors were seeded at 13,000 cells/well and differentiated into MΦ for 7 days using 100 ng/ml macrophage colony-stimulating factor (M-CSF). The number of nuclei per donor at experimentation (A) is given. Their functional phenotype was assessed using the MacroScreen platform: phagocytosis (B, red), lipid uptake (C, green), inflammasome activation (D, red), and mitochondrial stress (E, red). The scale bar corresponds to 25 μM. The indicated p-values refer to overall significance, multiple comparison significance can be found in Supplementary Table 3. MFI: Mean fluorescence intensity.







4 Discussion

In vitro studies are an indispensable step in the screening of genes or drugs and the safety testing of compounds, before costly and time-consuming pre-clinical in vivo studies may commence (23). Parameters that should be considered for robust in vitro testing include the culture medium and supplements such as growth factors or antibiotics, the culture dish and its coating, and culture maintenance (24). In this study, we have shown that culture density, a frequently overlooked factor, is an at least equally important parameter with major impact on MΦ assay outcome. As we show, density affects the functional phenotype of both THP-1 MΦ and primary MDM, with individual functions showing distinct density responses. Moreover, our data suggest the distance of index cells to their neighbor cells to influence functionality of THP-1 MΦ but less so of MDM, and the functional profiles and density response to vary considerably between donors.

The effect of low and high culture density on individual MΦ functions has been studied previously. In BMDM, secretion of TNF-α and other cytokines (MCP-1, RANTES, MIP-1α and MIP-1β) was found to increase with cell density (9). However, another study found BMDM at higher density to secrete less pro-inflammatory cytokines, including IL-6 and TNF-α (13). These contradicting results may be explained by differences in applied seeding densities in the two studies, as these were approximately 10 times higher in the latter study. Although our study did not look at BMDM, our THP-1 MΦ results do support a decrease of cytokine secretion with increasing density. However, at the lowest density, cytokine secretion by THP-1 MΦ was at most marginal, suggesting a defective response of sparsely seeded MΦ to toll-like receptor (TLR) activation, potentially due to quiescence or compromised viability.

Although phagocytosis and lipid uptake are both clearance mechanisms, they showed a divergent density response pattern in both THP-1 MΦ and MDM. Previously, THP-1 MΦ seeded at a lower density were found to show a 5-fold higher accumulation of esterified cholesterol after exposure to acetylated LDL (acLDL), which the authors attributed to increased scavenger receptor activity and acLDL degradation (15). Moreover, murine peritoneal IC-21 MΦ showed decreased phagocytosis of latex beads when seeded at a higher density (14), which partly concurs with our findings in human primary MDM and can be attributed to the limited availability of beads per cell. Bead concentration should be increased if cells are cultured at higher density to ensure sufficient bead availability for all actively phagocytosing cells.

Primary cells or cell lines are frequently and often interchangeably used in MΦ in vitro studies; the latter offering the advantages of easier availability and culture maintenance, and a uniform genetic background which may increase reproducibility (21). A serious disadvantage of cell lines is that compared to primary cells, they are to a certain degree de-differentiated and show clear transcriptional and functional differences. For example, the murine J774A.1 MΦ cell line and BMDM were found to respond differently to mycobacterial infection (25). Often myeloma-derived or immortalized cell lines have aberrant contact inhibition and growth patterns (26); indeed, we found the proximity of neighboring cells to have a greater impact on THP-1 MΦ than MDM function. In THP-1 MΦ, this may be attributed to increased proliferation at closer proximity which is absent at lower density, and suggests quorum sensing to induce functional changes locally at sites of colony formation. Comparing primary human monocytes with the monocytic cell lines U-937, HL-60, and THP-1, the latter were found to most closely resemble primary monocytes (27). Nevertheless, in contrast to primary MDM, cell line-derived MΦ do not capture inter-donor variability. This might be evaded by iPSC-derived MΦ, although Vaughan-Jackson et al. recently demonstrated density-related effects also in iPSC, including a more rounded and less elongated morphology, decreased cytokine secretion, and altered surface marker expression at higher density (28). However, it could be argued that also primary MΦ in monocultures in vitro do not mirror the in vivo conditions, where MΦ are embedded in a local heterogenous tissue microenvironment with implications for cell function (21). The complex cellular and molecular microenvironment tissue MΦ are exposed to in vivo cannot be mimicked by exposure to a single or a few selected stimuli such as LPS and IFN-γ, or IL-4 and IL-10, as commonly done (29, 30).

Of note, we did not observe any indications for increased acidification of the culture medium which could explain the observed density effects and even at the highest density, the total cell number was most likely too low to deplete key nutrients. However, the comparability of our results on THP-1 MΦ and MDM may be impeded because different seeding densities had to be used due to the proliferating nature of the THP-1 cell line. In addition, the culturing process of MDM (7 days) and THP-1 MΦ (2 days PMA stimulation and 1 day resting) differs considerably. An extended resting period (5 days after 3 days PMA stimulation) has been shown to yield THP-1 MΦ with a phenotype closer to MDM (31). Moreover, the functional profile we provide here is not comprehensive as it only includes measurements of 5 cellular readouts and 5 cytokines. Future studies could reveal if the observed culture density effects also apply to other functions such as efferocytosis, susceptibility to apoptosis, production of reactive oxygen species (ROS), and metabolic differences.

In conclusion, our study highlights the importance of culture density for in vitro MΦ assay outcome and pleads for more awareness and closer monitoring of differences in cell density between conditions. This is particularly important for the THP-1 cell line which demonstrated more pronounced density effects compared to primary MDM, and when treatments are suspected to act pro-apoptotic or favor cell detachment or proliferation, which in turn impacts cell density. Moreover, a sufficiently large donor pool should be used in experiments with primary MDM to account for inter-donor variability, as the number of cells after differentiation and culture differed between donors despite seeding at the same density. Disregarding density differences may lead to secondary effects on MΦ functions, and thus misinterpretation of findings.
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Background

High cytokine levels have been associated with severe COVID-19 disease. Although many cytokine studies have been performed, not many of them include combinatorial analysis of cytokine profiles through time. In this study we investigate the association of certain cytokine profiles and its evolution, and mortality in SARS-CoV2 infection in hospitalized patients.



Methods

Serum concentration of 45 cytokines was determined in 28 controls at day of admission and in 108 patients with COVID-19 disease at first, third and sixth day of admission. A principal component analysis (PCA) was performed to characterize cytokine profiles through time associated with mortality and survival in hospitalized patients.



Results

At day of admission non-survivors present significantly higher levels of IL-1α and VEGFA (PC3) but not through follow up. However, the combination of HGF, MCP-1, IL-18, eotaxine, and SCF (PC2) are significantly higher in non-survivors at all three time-points presenting an increased trend in this group through time. On the other hand, BDNF, IL-12 and IL-15 (PC1) are significantly reduced in non-survivors at all time points with a decreasing trend through time, though a protective factor. The combined mortality prediction accuracy of PC3 at day 1 and PC1 and PC2 at day 6 is 89.00% (p<0.001).



Conclusions

Hypercytokinemia is a hallmark of COVID-19 but relevant differences between survivors and non-survivors can be early observed. Combinatorial analysis of serum cytokines and chemokines can contribute to mortality risk assessment and optimize therapeutic strategies. Three clusters of cytokines have been identified as independent markers or risk factors of COVID mortality.
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Introduction

Coronavirus disease 2019 (COVID-19) has emerged as a global infectious respiratory disease caused by a novel betacoronavirus: the SARS- CoV-2 (severe acute respiratory syndrome coronavirus 2) (1, 2). Since its emergence in December 2019 until December 2021, it has infected nearly 300 million people and killed more than 5 million people across the world (3). COVID-19 infection displays a wide clinical presentation ranging from asymptomatic or mild symptoms to severe pneumonia and critical respiratory failure (4). Due to its complex physiopathology, prognosis at hospital admission remains a challenge.

Severe COVID-19 has been associated with an acute hyperimmune response known as “cytokine storm” or “cytokine release syndrome” (CRS) contributing to multiorgan failure (5). Recent studies suggest its relation to an impaired type I IFN immunity (6, 7). That hypercytokinemia, has been correlated with respiratory failure, ARDS and adverse clinical outcomes (8–10). Cytokines released by immune cells in case of uncontrolled inflammation, have been studied as markers and profiles of severity to predict outcomes (11–16). Although individual cytokine analysis can shed some light on COVID-19 pathology, the immune responses are complex, and a combinatorial analysis could better explain the relations between cytokine levels. Previous studies with principal component analysis (PCA) and transcriptomic have determined the cytokine profiles regarding COVID-19 severity and mortality (7, 17–19). However, differences between the different cytokine profiles and how they evolve through time in hospitalized patients, comparing mortality and survival has not been performed yet.

In this study, we aimed to establish the timeline of different cytokine profiles that help to predict patient outcome in order to anticipate, adapt treatment and improve survival.



Materials and methods


Study design

We performed a prospective study at Hospital Clínico of Valladolid (Spain). A total of 108 patients with RT-PCR-confirmed SARS-CoV2 infection and were recruited from late March to 11th April of 2020. Patients with other active infections or a terminal chronic disease were excluded. Patients were divided into two groups according to the occurrence of mortality. In addition, 28 age and gender matched healthy volunteers with a negative RT-PCR test for SARS-CoV2 infection were also recruited during routine pre-anesthetic evaluation for scheduled surgery. The present study was approved by the Valladolid Hospital’s Clinical Ethics Committee (CEIm) (cod: PI 20-1717) and all subjects provided a written informed consent.

Plasma samples were collected the first, third and sixth day of hospital admission in 3.2% sodium citrate tubes and centrifuged at 2000 g for 20 minutes at room temperature. Plasma was aliquoted and stored at -80°C until used.



Cytokine analysis

Concentration of 45 cytokines in plasma was determined by 45-plex Human XL Cytokine Luminex Performance Panel (R&D), following manufacturer instructions. The cytokines analyzed are the following ones: BDNF, EGF, eotaxin (also known as CCL11), FGF-2, GM-CSF, GRO-α (CXCL1), HGF, IFN-α, IFN-γ, IL-1α, IL-1 β, IL-10, IL-12 p70, IL-13, IL-15, IL-17a (CTLA-18), IL-18, IL-1RA, IL-2, IL-21, IL-22, IL-23, IL-27, IL-31, IL-4, IL-5, IL-6, IL-7, IL-8 (also known as CXCL8), IL-9, IP-1 beta (CCL4), IP-10 (CXCL10), LIF, MCP-1 (CCL2), MIP-1α (CCL3), NGF-β, PDGF-BB, PIGF-1, RANTES (CCL5), SCF, SDF-1α, TNF-α, TNF- β, VEGF-A, and VEGF-D.



Statistical analysis

Since most of the cytokine data did not follow a normal distribution, continuous variables were presented in terms of median (interquartile range, IQR) and compared among groups using the Mann-Whitney U-test or T-test. Categorical variables were described as count and percentages, which were compared using the χ2 test or Fisher exact test, when appropriate.

Distributions of the cytokine values were assessed and log2 transformed to render the principal component analysis (PCA). PCA was carried out with all variables related to cytokine concentrations that showed significant differences between survivors and non-survivors in the univariate analysis, on at least one of the three analyzed days. All participants for whom the variables of interest were available were included in the final analysis and no assumptions were made for missing data. Prior to extraction of factors, Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and the Bartlett test of sphericity were checked to evaluate the fitness of the data for factor analysis. The factor solution was formed based on the eigenvalues, which represent the amount of variance captured by given components. Factors with eigenvalues >1.0 were retained, according to the Kaiser-Guttman criterion and the Scree Plot. Then we optimized the factor solution using varimax rotation. A factor-based-score was calculated for each component, and we estimated the factor scores on all COVID-19 patients at the first, third and sixth day of admission.

To assess changes over time in outcome measures within each group, Friedman’s repeated measures test with Dunn’s multiple comparison test was used for non-parametric data and a repeated-measures analysis of variance (RM-ANOVA) with Tukey’s multiple comparison test for parametric data.

A multivariable logistic regression analysis was performed to estimate the relevance of each factor obtained in the PCA analysis, differentiating the profile of the patients who survived versus those who did not survive 28 days after admission. The logistic regression model was internally validated by performing bootstrap resampling (1000 resamples). The area under the receiver operating characteristic curves (AUC ROC) shows the accuracy for the final logistic regression model and individual predictors. All statistical analyses were performed using SPSS version 28.0 for Windows (SPSS, Inc, Chicago, Ill). A p-value of less than 0.05 was regarded as statistically significant.




Results


Characteristics of the patients

A total of 108 hospitalized subjects admitted with clinical SARS-CoV-2 pneumonia were enrolled, of whom 20 died within 28 days after admission and composed the non-survivors’ group. The other 88 patients were included in the survivors’ group. Baseline characteristics of patients are reported in Table 1. The group of non-survivors was significantly older than the other group. There were no differences in terms of gender and comorbidities between groups. Considering the analytical variables, non-survivors presented higher levels of glycaemia, creatinine, leukocytes, neutrophils, procalcitonin, CRP, D-dimer and LDH. There were no significant differences in clinical outcomes referring to the percentage of patients with invasive mechanical ventilation and length of stay in hospital and intensive care unit.


Table 1 | Clinical characteristics of the patients. Data are represented as [median (IQR)] and as [% (n)].





Cytokine profile

In bivariate analysis, the levels of 10 cytokines were different (p< 0.05), at least in one of the three moments (1, 3 and 6 days) between survivors and non-survivors (Tables S1-3). On the first day of admission (Table S1), significant differences were observed regarding HGF, IL-2, IL-1α, IL-15 and VEGFA levels. IL-15 and IL-2 were the only cytokines whose levels were significantly reduced by half in the group of non-survivors at 28 days. The rest of cytokines were significantly increased in this group. Specifically, IL-1α and VEGFA quadrupled and doubled their levels, respectively. On the third day of admission (Table S2), differences between groups were found in the case of BDNF, eotaxin, IL-18 and again HGF and IL-15 levels. In non-survivors, levels of HGF and IL-18 were significantly higher, where HGF tripled the levels compared to survivors. On the other hand, levels of BDNF, eotaxin and IL-15 were significantly lower in this group. Finally, on the sixth day of admission (Table S3), cytokines significantly elevated in non-survivors were SCF, MCP-1, IL-18, VEGFA and HGF. The exception became again IL-15, which barely showed variation over time, and whose levels in non-survivors remained the half of those in survivors. IL-18 increased its levels compared to day 3 of admission; and VEGFA, which significantly doubled the level on the first day of admission, tripled the levels in non-survivors on the sixth day. However, HGF stands out as the only cytokine that remained significantly elevated in the group of non-survivors through all three measurement times, reaching its maximum peak and difference compared to survivors, on the sixth day of admission.

Some of these 10 cytokines and chemokines (IL-1a, IL-2, IL-15, IL-18, eotaxin, HGF, MCP-1, SCF and VEGFA) have been linked to different aspects of COVID-19 disease, its severity and even mortality but a combinatorial analysis can help us to understand its complex interaction. Principal component analysis (PCA) is a technique for reducing the dimensionality of such datasets, increasing interpretability but at the same time minimizing information loss.



Principal component analysis

The Kaiser-Meyer-Olkin measure of sampling adequacy (0.7) and the Bartlett test of sphericity (p < 0.001) indicated that the factor matrix was adequate for data (Table S4).

PCA resulted in three components with eigenvalues greater than one that describe relationships between cytokines’ levels in patients with COVID-19. The three components accounted for 66.09% of the total variance. PC1, PC2, and PC3 accounted for 32.63%, 19.14%, and 14.32% of the variance, respectively. PC1 is composed by IL-15, IL-2 and BDNF; PC2 by HGF, MCP-1, IL-18, eotaxin and SCF; and PC3 by IL-1α and VEGFA. Figure 1 show three-dimensional score plot illustrating how cytokines were distributed on PCs.




Figure 1 | Component plot in rotated space. Results of principal component analysis (PCA) and Varimax rotation method with Kaiser normalization. The three components accounted for 66.09% of the total variance.



The algorithms of the principal components were applied to all patients and calculated scores were saved as new variables PC1, PC2 and PC3 at the first, third and sixth day of admission.



Principal components score in COVID patients vs control group

In addition, the algorithms of the principal components were applied to the control group and the PCA scores (PC1, PC2 y PC3) were compared between COVID-19 and healthy SARS-CoV-2-negative control subjects on the day of admission. The calculated scores were higher in COVID-19 patients than in controls: PC1 (t(52.26)= 3.53; p=0.001); PC2 (U= 988.00; p= 0.005); PC3 (U= 1111.00; p= 0.031). These values let us confirm that those cytokines are different between infected and healthy subjects, emphasizing the importance of these cytokines in COVID-19 infection.



Principal components score in survivors vs non-survivors

Figure 2 shows PC1, PC2 and PC3 scores at the first, third and sixth day of admission for survivors and non-survivors. In Figure 2A, significant differences are observed between both groups. Mortality was associated with lower scores of PC1 and higher scores of PC2 and PC3. This indicates that higher scores in PC1 are protective while PC2 and PC3 represent risk factors. In contrast to PC3, which is only significantly elevated in non-survivors at day one; the differences between survivors and non-survivors in the cytokines of PC1 and PC2 intensified through time. Figure 2B shows that in the first 6 days of hospitalization, the mean score is stable and significantly lower for patients who survived than for those who died. In addition, a growing trend is observed for this marker in patients who did not survive.




Figure 2 | PC scores for COVID patients (survivors and non-survivors) and controls when applying PC estimators. In blue PC1 groups IL-15; IL-2 and BDNF. In red PC2 groups HGF; MCP1; IL-18; eotaxin and SCF. In green PC3 groups IL-1a and VEGFA. (A) Box-plots shows the different contribution of each of the factors obtained in the analysis of principal components for survivors and non-survivors, showing, in addition, three moments in the evolution of the disease (first, third and sixth days of admission of the patients). (B) Shows that in the first 6 days of hospitalization, the mean score is stable and significantly lower for patients who survived than for those who died. In addition, a growing trend is observed for this marker in patients who did not survive. Trends over time of the PC scores for survivors and non-survivors were calculated separately by using RM-ANOVA or Friedman test.





Multivariate analysis of principal components associated with mortality at 28 days

Sex and age between both groups were not significant variables in the final adjusted model. Logistic regression analysis (Table S5) showed that on the day of admission, only the combination of cytokines defined by PC3 was significant [OR: 2.35, 95%CI: 1.09-5.06, p=0.029]. In contrast, PC1 and PC2 were significant on the sixth day of admission, where PC1 cytokines represented a protective factor relative to mortality at 28 days [OR: 0.273, 95%CI: 0.12-0.64, p=0.003] while PC2 was pointed out as the major risk factor [OR: 5.24, 95%CI: 2.03-13.48, p=0.001]. ROC curves of significant factors and predicted probability for final logistic regression model are shown in Figure 3. The area under the curve (AUC= 0.89, 95%CI= 0.81-0.96, p <0.001) shows a good discrimination ability of the model.




Figure 3 | Receiver operating characteristic (ROC) curves for the predicted probability of the logistic regression model and significant predictors for 28-day mortality (PC3 at the day of admission, PC1 and PC2 at the sixth day after admission).






Discussion

Several studies have been carried out comparing cytokine profiles in severe and moderate COVID-19 (20–23). However, there are fewer studies comparing differences in cytokine profiles between survivors and non-survivors or analyzing the relationship between the evolution of cytokines profile in COVID-19 hospitalized patients and mortality (17, 24). Severe disease is characterized by acute lung injury (ALI) that can eventually lead to highly lethal acute respiratory distress syndrome (ARDS) and a cytokine storm (25, 26). Previous studies have associated the significant elevation of many cytokines such as IL-2, IL-7, IL-10, GSCF, IP-10, MCP-1, MIP-1a and TNF-α in the blood of patients with severity of the disease. Particularly the level of IL-6 and IL-10 (27–30). However, we found three cytokine clusters (PC1, PC2 and PC3) that could be considered as independent risk factors. Their different contribution would be associated to a higher or lower mortality risk. On one hand, IL-2, IL-15 and BDNF levels (PC1) are significantly reduced in the group of non-survivors, which suggests they constitute a protective factor. In contrast, cytokines included in PC2 (HGF, SCF, IL-18, MCP-1 and eotaxin) together with the combination of PC3 (IL-1α and VEGFA) are significantly increased in non-survivors representing a risk factor for mortality at 28 days. It is interesting that, while PC1 and PC2 are significantly reduced and increased, respectively, at the three stages evaluated; PC3 only showed to be significantly increased in non-survivors at the day of admission. In addition, whereas no trend is observed in PC1 or PC3, PC2 seems to display an increasing trend through time.

PC3, constituted by the combination of IL-1α and VEGFA is only significantly increased at day of admission. The importance of this set at day 0 may be explained by its implication in the initial response to COVID-19 severe infection. Initial COVID-19 studies revealed higher levels of IL-1α, which is a cytokine of initial states of the innate immune response (31). Actually, IL-1α has recently been described as an early marker to predict a bad outcome in COVID-19 severe patients (23). This could be explained by the fact that the precursor of IL-1α, in contrast to IL-1β or IL-1ra, does not need to be activated and is capable of triggering a powerful inflammatory response when it is released by damaged cells (32). Its main biological activities are activation of T lymphocytes, and B cell proliferation along with synthesis of immunoglobulins (31). On the other hand, VEGFA has a key role in lung development resulting in an appropriate organization of the pulmonary vascular network (33). VEGFA can be released during hypoxia, in inflammatory situations where there is damage to the endothelium. Its effect is mediated by VEGFR-1 and VEFGR-2 that contribute to hematopoiesis and monocyte chemotaxis and increased permeability, respectively. PC3 component could be interpreted as the initial expression of the existence of a severe cell damage in lungs due to macrophage infiltration produced by SARS-CoV-2 virus (34), which would initiate the subsequent fatal pathogenesis and exacerbate the immune response observed in following stages of disease. As a matter of fact, our results support previous studies that prove the early use in severe disease of treatments with IL-1 antagonists such as anakinra, improves outcome by blocking progression of the cytokine storm (35).

Our results showed that despite cytokine levels were increased in both survivors and non-survivors, in the first group levels remain similar through time. However, there is a significant upward trend in PC2 in non-survivors through time, which could remark their importance as mortality markers, as they are particularly elevated at day 6. The cytokines of PC2 are HGF, SCF, IL-18, MCP-1 and eotaxin. The importance of PC2 is that, altogether, represent the intense and probably irretrievable damage in lung tissue due to the virus itself as well as the extreme immune response. First, IL-18, a cytokine belonging to the IL-1 family and intervening in cellular immune response it is secreted upon macrophage activation in viral infections and courses with endothelial damage in lung tissue (32). IL-18 binds in its mature form to specific receptor IL-1 receptor 5 (IL-1R5, known as IL-18 receptor alpha chain), leading to the recruitment of the coreceptor, IL-1 receptor 7 (IL-1R7, known as IL-18 receptor beta chain). IL-18BP, a natural inhibitor of IL-18, circulates maintaining a balance between both of them. Severe COVID-19 patients have been shown to have an imbalance of IL-18/IL-18BP (36, 37). Actually, an antibody against IL-1R7 has been proposed to reduce inflammatory signalling of IL-18 in COVID-19 patients (38). SCF, HGF and eotaxin are upregulated by inflammatory processes and secreted by mast cells upon cytokine stimulation including IL-18. All of them have also been related to severe lung injury. Eotaxin and SCF play a central role in mast cell and eosinophilic infiltration and, SCF promotes the expression and release of MCP-1 from lung mast cells (39–41). In addition, HGF can promote the development of different cell lineages, including thrombocytes, as to contribute to tissue repair and modulate the adaptive immune response to control inflammation (15, 42). Worthy of remark is that HGF and eotaxin were found to be elevated in patients with severe influenza A (H1N1) virus and other viral infections and in patients with inflammatory lung injury (43–46).. Finally, we have MCP-1, which has been previously described as a factor to predict severity in COVID-19 patients due to its activity in monocyte recruitment to arterial wall (47). More than 70% of the deaths related to COVID‐19 are associated with deregulation of the mechanisms that control blood clotting, as a part of the innate immune response to limit pathogen spread in a process known as immunothrombosis (48, 49). Moreover, hypoxic environment due to pulmonary affection activates pro‐coagulation factors that may promote thrombosis (50). In our work, both MCP-1 and D-dimer are elevated in non-survivors indicating thrombotic events were taking place. Taking together PC2, has a potential as a marker of bad prognosis due to extreme inflammation and lung injury.

According to the logistic regression model, the most contributing factor to survival in this case is a protective factor for mortality that involves high plasma levels of the cytokines IL-2, IL-15 and BDNF in survivors compared to those determined in deceased patients. The elevation of the plasmatic levels of some of these three cytokines would, therefore, increase this protective factor. BNDF has a pivotal role in neuroplasticity that is considerably affected by inflammatory states. The most common pro-inflammatory cytokines are IL-1β, IL-6, TNF-α and IFN-γ cause a significant reduction of BDNF gene expression (51). In fact, low serum BDNF levels were correlated with severe SARS-CoV-2 infection in a recent study where BDNF levels were restored during patients´ recovery. This has been linked to the lymphopenia observed in critical COVID-19 patients as lymphocytes contribute to peripheral BNDF secretion (52). IL-2 and IL-15 have several similar functions. Both cytokines stimulate the proliferation of T cells; induce the generation of cytotoxic T lymphocytes; facilitate the proliferation of B cells as well as immunoglobulin secretion; and induce generation and persistence of natural killer cells (53). On one hand, IL-15 has a pivotal role in viral clearance by long-lasting, high avidity T-cell responses to invading pathogens by ensuring survival of memory cells. Actually, influenza and other respiratory viruses induce peripheral and local expression of IL-15, which is critical for anti-viral responses by different lymphocyte populations. Low levels of circulating IL-15 have been associated with high viremia and poor disease outcome (54). On the other hand, IL-2 is involved in maintenance of peripheral regulatory T cells and elimination of self-reactive ones (53). What is more important, both IL-2 and IL-15 can regulate cell proliferation, thus controlling excessive response (31).The progressive decrease of BDNF, IL-15 and IL-2 in plasma may be a warning factor of disease deterioration in severe patients with COVID-19 pneumonia. For that matter, IL-2 and IL-15 supplementation have been proposed as to improve the immune disorder and reduce mortality (55, 56).

The independence of the three factors suggests three possible independent therapeutic pathways of intervention. One aimed at stopping the initial proinflammatory response by blocking IL-1 and VEGFA. Other aimed at regulating the immune response by increasing IL-15 levels, IL-2 and BDNF. And other aimed at limiting lung tissue by interfering with HGF, SCF, IL-18, MCP-1 or eotaxin. As a multiphasic disease, immune monitoring and multiple targets would be a great approach to improve outcomes.

The main limitations of the study are that we only performed a plasma analysis including 45 cytokines. This means some relevant cytokines in severity of COVID-19, might not be included. However, we selected this panel as it was the most complete available for cytokine analysis and eligible for clinical implementation. As future directions, we considered it would be interesting to confirm our results, especially in relevant cytokines by a classic ELISA analysis. In addition, we consider it would be interesting to evaluate cytokine profiles in healthy population and how these levels correlate with clinical parameters and outcomes. Also, a further multicentric corroboration of our findings would be of interest.



Conclusions

In summary our findings unravel the cytokine evolution in relation to mortality caused by COVID-19 disease. We propose the use of PC2 associated with clinical data as a marker of strong lung damage, and evolution of values of PC1 and PC3 to predict outcome thus personalize treatment. In addition, we consider early target of the markers of dysregulation of immune responses and therapies to promote tissue repair could be a better approach in severe patients as antiviral therapy could not be useful at that point.
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Introduction

Biomarkers predicting mortality among critical Coronavirus disease 2019 (COVID-19) patients provide insight into the underlying pathophysiology of fatal disease and assist with triaging of cases in overburdened settings. However, data describing these biomarkers in Sub-Saharan African populations are sparse.





Methods

We collected serum samples and corresponding clinical data from 87 patients with critical COVID-19 on day 1 of admission to the intensive care unit (ICU) of a tertiary hospital in Cape Town, South Africa, during the second wave of the COVID-19 pandemic. A second sample from the same patients was collected on day 7 of ICU admission. Patients were followed up until in-hospital death or hospital discharge. A custom-designed 52 biomarker panel was performed on the Luminex® platform. Data were analyzed for any association between biomarkers and mortality based on pre-determined functional groups, and individual analytes.





Results

Of 87 patients, 55 (63.2%) died and 32 (36.8%) survived. We found a dysregulated cytokine response in patients who died, with elevated levels of type-1 and type-2 cytokines, chemokines, and acute phase reactants, as well as reduced levels of regulatory T cell cytokines. Interleukin (IL)-15 and IL-18 were elevated in those who died, and levels reduced over time in those who survived. Procalcitonin (PCT), C-reactive protein, Endothelin-1 and vascular cell adhesion molecule-1 were elevated in those who died.





Discussion

These results show the pattern of dysregulation in critical COVID-19 in a Sub-Saharan African cohort. They suggest that fatal COVID-19 involved excessive activation of cytotoxic cells and the NLRP3 (nucleotide-binding domain, leucine-rich–containing family, pyrin domain–containing-3) inflammasome. Furthermore, superinfection and endothelial dysfunction with thrombosis might have contributed to mortality. HIV infection did not affect the outcome. A clinically relevant biosignature including PCT, pH and lymphocyte percentage on differential count, had an 84.8% sensitivity for mortality, and outperformed the Luminex-derived biosignature.
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1 Introduction

Understanding the mechanisms driving severe disease and causing mortality or recovery among Coronavirus disease 2019 (COVID-19) patients is crucial for developing future clinical decision support systems, planning disease control strategies, and developing host-directed therapies. Older age, obesity, diabetes, hypertension, lymphopenia, and neutrophilia have been consistently identified in many studies as predictors of mortality (1, 2). HIV has also been associated with poor outcomes from COVID-19 in multi-center prospective studies, especially in people with a low CD4 cell count (3, 4). Many immunological biomarkers of mortality have been reported, such as interleukin-1α (IL-1α), IL-1β, IL-6, IL-10, IL-18, and tumor necrosis factor (TNF) (5, 6). Along with ferritin, D-dimer, C-reactive protein (CRP), and procalcitonin (PCT), these immunologic biomarkers are found in the group of people infected with Severe Acute Respiratory Syndrome coronavirus-2 (SARS-CoV-2) who develop hyperinflammation, known as a ‘cytokine storm’ (2). Excessive cytokine production from inflammatory cell death is associated with acute organ damage which is life-threatening. This is mediated in part by synergism between TNF and interferon gamma (IFNγ), which triggers the PANoptosis (pyroptosis, apoptosis, and necroptosis), a mechanistic compendium of programmed cell death pathways (7). In addition to hyperinflammation, endothelial markers such as intercellular adhesion molecule-1 (ICAM-1), vascular cell adhesion molecule-1 (VCAM-1), and E-selectin have been associated with disease severity and death. This highlights the important role of vascular endothelial cells as targets of SARS-CoV-2, and of endothelial activation with dysfunction in the pathogenesis of severe COVID-19 (8, 9).

Despite the extraordinary number of publications on this topic during the pandemic, few data from African countries are available in the public domain. Furthermore, Sub-Saharan African populations have a low vaccination coverage to mitigate the effects of future waves or variants which escape immunity acquired from previous infection (10). Therefore, data on the predictors of mortality in Sub-Saharan African populations are greatly needed. The second wave of COVID-19 in South Africa, which occurred between October 2020 and February 2021, was dominated by the B.1.351 Beta variant of SARS-CoV-2 (10). The rapid spread of infection in the population resulted in a high rate of admission of critically ill patients that overwhelmed the health care services. The B.1.351 Beta variant was associated with a high mortality rate among patients admitted in the Intensive Care Unit (ICU) and other healthcare environments (10).

In this study, our team examined the serum of critical COVID-19 patients in Cape Town, South Africa, for key immunological and endothelial cell biomarkers of mortality. The aim was to gain insight into the immune mechanisms underlying fatal COVID-19 and identify the biomarkers with the best predictive potential.




2 Materials and methods

This investigation was a sub-study of a large prospective cohort spanning the whole COVID-19 pandemic, performed in the ICU of Tygerberg Hospital, Cape Town, South Africa. Participants for this sub-study were admitted during the second wave of the COVID-19 pandemic from 9 October 2020 to 10 February 2021. All adult patients admitted to the ICU during this timeframe with laboratory-confirmed SARS-CoV-2 infection on quantitative real-time reverse transcription polymerase chain reaction (RT-qPCR) from nasopharyngeal swab testing, and COVID-19 acute respiratory distress syndrome (ARDS) according to the Berlin definition (11), were recruited on the day of admission to ICU. They were followed until the primary endpoint of death or survival to hospital discharge. Eligibility for ICU admission was predetermined by the provincial Department of Health guidelines, based on the severity of illness, likely prognosis, and ICU bed availability (12).

Baseline demographic characteristics, comorbidities, medication history, and indicators of the severity of illness (i.e., type and intensity of respiratory support, arterial blood gas values, and evidence of other organ dysfunction) were collected and transferred by authorized study staff to an access-controlled Research Electronic Data Capture (REDCap®) database hosted by Stellenbosch University (13). Baseline laboratory measurements were retrieved from the National Health Laboratory Service (NHLS) Laboratory Information System (TrakCare® Lab Enterprise). Only results from blood taken on the day of ICU admission were used. In cases where a full panel blood test was not performed on the day of ICU admission, the results from blood taken within 48 hours of the date and time of ICU admission were used. The first arterial blood gas performed after admission to ICU was selected for the analysis, irrespective of the type of respiratory support at that time. Further data on the patient’s clinical progress during admission were collected, including the primary outcome of death or discharge from the hospital, progression to mechanical ventilation, and initiation of new medications. Data were verified remotely using electronic hospital records and the TrakCare® system. Serum samples were collected from all patients on day 1 (the day of ICU admission), and a second sample was collected from those who survived to day 7, to capture the trajectory of key analytes at a time point when they were likely to differentiate between survivors and non-survivors (5).



2.1 Laboratory procedures

The baseline blood tests and SARS-CoV-2 RT-qPCR were performed according to the protocols of the NHLS at Tygerberg Hospital, accredited as ISO15189 compliant by the South African National Accreditation Services (SANAS), and all methods are subjected to both internal and external quality control schemes. These methods have been described in a previous publication (14).

Day 1 and day 7 serum samples were aliquoted and frozen at -80°C on the day of sampling. After a single freeze-thaw cycle, a magnetic Luminex® assay with a Luminex® MAGPIX® CCD Imager [xPONENT® software; Research and Diagnostics Systems Inc.® a Bio-techne® brand (Catalog number LXSAHM); Minneapolis, NE, USA] was used to determine the levels of a custom-designed 52-analyte panel of immune and vascular/endothelial cell biomarkers including: Arginase-1, CRP, D-dimer, Endothelin-1 (ET-1), E-Selectin, ferritin, growth differentiation factor-15 (GDF-15), granulocyte macrophage colony stimulating factor (GMCSF), granulysin, hypoxia inducible factor 1-α (HIF1α), High mobility group box 1 (HMGB1), I-309/chemokine ligand 1(I-309/CCL1), ICAM-1, Indoleamine-2,3-dioxygenase 1 (IDO-1), IFNβ, IFNγ, IL-1a, IL-1b, IL-1Ra, IL-2, IL-4, IL-5, IL-6, IL-8, IL-10, IL-13, IL-15, IL-17, IL-18, IL-21, IL-22, IL-23, IL-33, Interferon gamma-induced protein 10/Chemokine (C-X-C motif) ligand 10 (IP-10/CXCL10), monocyte chemoattractant protein 1/chemokine (C-C motif) ligand 2 (MCP-1/CCL2), MCP-3/CCL7), MCP-4/CCL13, monokine induced by gamma interferon/Chemokine (C-X-C motif) ligand 9 (MIG/CXCL9), myeloperoxidase (MPO), plasminogen activator inhibitor-1 (PAI-1), PCT, P-selectin, S100 calcium-binding protein A8/migration inhibitory factor-related protein 8 (S100A8/MRP-8), S100 calcium-binding protein A9/migration inhibitory factor-related protein 14 (S100A9/MRP-14), growth stimulation gene-2/Interleukin-1 receptor-like-1 (ST2/IL-1RL1), transforming growth factor β1 (TGFβ1), TGFβ2, TGFβ3, TNFα, VCAM-1, vascular endothelial growth factor (VEGF), Von Willebrand Factor A2 (vWF A2). Analyte kits were supplied by Whitehead Scientific (Pty) Ltd, Cape Town, South Africa, and Merck (Pty) Ltd, Gauteng, South Africa.




2.2 Statistical analysis

Data were analyzed using R suite® statistical software (R version 4.2.3) (15). Selected clinical variables, NHLS-derived laboratory variables, and all Luminex®-derived variables were assessed for their effect on the primary outcome of death, or survival to hospital discharge. Pairwise comparisons were done using robust t-tests for the continuous variables, and Cochran-Armitage tests for the trends of the categorical variables. Analytes where all measured values were lower than the limit of detection were excluded from this analysis. For patients with values on both days 1 and 7, a paired Yuen’s t-test with standardized winsorization was used to assess the effect of both values on the outcome. Analytes for which most of the results were lower than the limit of detection but had at least five valid entries (IL-1a, IL-4, IL-5, IL-21, IL-22, IL-23, and HMGB-1) were converted into categorical variables for the specific sample day using the minimum, maximum, and median of the measurable values, as shown in Supplementary Table 1. The minimum value indicated the lowest concentration (including those extrapolated downwards), while the maximum value was the highest concentration and any values which were extrapolated upwards, and the median was simply the standard median value. The analytes were then stratified by the outcome status of death or survival, and a Cochran-Armitage test for trend was applied.

Variables with the highest impact on the outcome from day 1 and day 7 separately, as well as the difference between day 1 and day 7 values in patients who had both day 1 and day 7 values measured (hereafter the trajectory analysis), were identified using a Boruta algorithm. Boruta is an all-relevant feature-selection algorithm that makes use of a permuted random forest selection process. It was chosen for this analysis because of the rigorous method by which it identifies variables with a real impact on the outcome, without relying on assumptions about the distribution of the data or excluding all variables with incomplete data in the way that other tools would. Through multiple iterations, it provides a ranking of variables’ importance to the outcome as well as a statistical interpretation of the performance based on the binomial distribution, i.e., a score of the feature importance (16). On day 1 analysis, all Luminex® analytes and the baseline clinical variables were included in the Boruta. On the day 7 analysis, and the trajectory analysis only the Luminex® analytes were included. The variables thus identified were further subjected to correlation-based filtering, and the remaining variables were then used as predictors in two independent classification models (logistic regression and a random forest model). V-fold cross-validation (stratified by outcome, with five repeats) was applied to obtain measures of performance. A second analysis was done using predetermined ‘functional groups’ of cytokines and vascular/endothelial biomarkers (Table 1). These were analyzed together to assess their combined effect, using a robust t-test on a pooled average value for that group, obtained by scaling and centering each analyte separately (independent of the outcome state), then calculating the mean for each patient. A p < 0.05 was considered significant. However, to minimize the impact of multiple testing and forgo post-hoc correction, those interactions which remained significant at p < 0.005 are highlighted.


Table 1 | List of predetermined functional groups of analytes.







3 Results

Table 2 presents the baseline characteristics of the 87 critically ill COVID-19 patients included in the analysis, of whom 55 (63.2%) died in ICU, and 32 (36.8%) survived to hospital discharge (median 3 days after ICU discharge, range 1–48 days). All patients were receiving 8mg of intravenous dexamethasone daily, and therapeutic dose subcutaneous enoxaparin sodium from admission to ICU. None of the patients received any antiviral treatment or immunomodulatory drugs for COVID-19.


Table 2 | Baseline demographic characteristics and laboratory parameters of the study population.





3.1 Clinical variables

On admission to ICU, all patients had clinically diagnosed ARDS with hypoxemia: 68 (78.2%) had a ratio of partial pressure of oxygen in arterial blood (PaO2) to the fraction of inspired oxygen (FIO2), hereafter PaO2/FIO2, of < 100 (severe hypoxemia); 16 (18.4%) had a PaO2/FIO2 of 100 – 200 (moderate hypoxemia); and 3 (3.4%) had a PaO2/FIO2 > 200 (mild hypoxemia) (11). Most patients (59, 67.8%) required invasive mechanical ventilation during their admission. The remaining 28 (32.2%) were supported with non-invasive ventilation or high-flow nasal cannula oxygen.

All patients had at least one comorbidity, of which hypertension (51, 58.6%) was the most common. Nineteen (21.8%) patients were known to have diabetes mellitus, but 49 (56.3%) patients had an HbA1c >6.5% on admission to the ICU (including all but one of the confirmed diabetics). There were 13 people living with HIV (PLWH), with a median CD4 cell count of 238 cells/mm3, and all had suppressed viral loads on antiretroviral therapy except for three who had no data available. Four (4.6%) patients had previous tuberculosis, and four had chronic obstructive pulmonary disease. Nine (10.3%) patients reported hyperlipidemia and two (2.3%) reported ischaemic heart disease, two asthma, two hypothyroidism, previous malignancy, and chronic kidney disease, respectively. Three patients (3.4%) were pregnant on admission. Variables associated with mortality are detailed in Table 2. In addition to these, patients receiving antibiotics at any time during their ICU stay had significantly higher odds of death (Odds ratio 10.1, 99.5% C.I. 2.9–55, p < 0.001).




3.2 Biomarkers

The Boruta algorithm identified the following combination of clinical and Luminex® variables measured on day 1 as most influential in predicting the outcome: pH, partial pressure of carbon dioxide in arterial blood (PaCO2), lymphocytes percentage on the differential count, PCT, GDF-15, IL-15, ST2, IL-1Ra, and MPO. Only Luminex® data were considered for day 7, as all clinical data were captured on day 1. The most important day 7 variables identified by the Boruta were: IL-15, ET-1, GDF-15, IL-1a, IP-10, MCP-1, MCP-3, PCT, ST2, TGFβ2, VCAM-1, I309, and S100A8. The following variables were the most important in trajectory analysis: IL-15, GDF-15, VCAM-1, MCP-1, IL-18, and MCP-3. Several of these variables were highly correlated with each other (Figure 1).




Figure 1 | Correlation between biomarkers identified as important in predicting COVID-19 mortality in the study sample. The figure shows the correlation (Pearson) between biomarkers identified by the Boruta algorithm as important in determining the outcome (mortality) for day 1 (A), day 7 (B), and the longitudinal trajectory between days 1 and 7 (C). The scale bar on the bottom of the figure shows the strength of the correlation (closer to 1 or -1 are strongly positive or negative respectively) with a corresponding color scale. Within each cell is a central dotted line representing 0, and the green or purple annotation represents the correlation coefficient and confidence intervals for the two biomarkers interacting in that cell, as well as the direction of the interaction. The biomarker names are shown on the labels of the rows and columns. In cells with red crosses, the confidence interval crosses the 0 line and these interactions are non-significant. Those without crosses represent the significant correlations between the biomarkers, the strength of association may be judged by their color.



On day 1 two selections were tested: Group 1 included variables that are readily available in a clinical setting: pH, lymphocyte percentage on the differential count, and PCT. Group 2 included IL-15, MPO, GDF-15, ST-2, and IL-1Ra. Other combinations with randomly selected day 1 variables were also tested, as well as all variables combined. The day 1 clinical biomarker group achieved a diagnostic accuracy of 72.7% on logistic regression and 73.5% on random forest, with an area under the receiver operating curve (AUC) of 85.8% and 82.8%, respectively (Figure 2). Day 1 clinical biomarkers had higher sensitivity (84.8% and 82.8%) than specificity (60.7% and 64.1%). The day 1 Luminex® biomarker group achieved a diagnostic accuracy of 65.1% on logistic regression and 66.7% on random forest, with an AUC of 77.3% and 80.2% respectively. The sensitivities of this group were 78.0% and 80.4%, and specificities were 52.3% and 52.9%. When all the day 1 clinical and Luminex® biomarkers were included without filtering, the diagnostic accuracy was 78.1% and 75.1% on logistic regression and random forest models respectively; the AUCs were 86.2% and 88.6%; sensitivities were 83.2% and 88.8%; and specificities were 73.1% and 61.3%. The following day 7 variables were included in the modeling: IL-15, VCAM-1, and PCT. The performance metrics for the day 7 biomarkers were: diagnostic accuracy of 85.2% and 82.6% (logistic regression and random forest respectively); AUC of 91.1% and 93.0%; sensitivity of 80.1% and 86.5%; and specificity of 90.2% and 78.8% (Figure 3). When all the day 7 variables were included in the model without filtering, the metrics improved further (accuracy: 90.7% and 88.1%; AUC: 96.7% and 95.1%; sensitivity: 91.6% and 90.2%; specificity: 89.8% and 86.0%). Variables modeled from the trajectory analysis included IL-15, IL-18, and MCP-1. The biomarker trajectory analysis from day 1 to 7 performed less well than the day 7 panel, but performed well in comparison with the other models (Supplementary Figure 1). To test whether there was a confounding effect of HIV, we ran the same analysis excluding the 13 PLWH and compared the resultant performance metrics to the results of the whole cohort using Welch’s t-test. There was no difference between the whole cohort and the cohort with PLWH filtered out in the day 1 performance metrics, or in the day 7 metrics from the random forest models. The day 7 logistic regression metrics were better in the cohort without the PLWH, but this is likely because of the tendency of logistic regression to overfit in small datasets (Supplementary Figure 3).




Figure 2 | Performance metrics for models of clinical and immunologic biomarkers in predicting COVID-19 mortality on admission to the Intensive Care Unit (Day 1). (A) shows the combined performance of both clinical and immunologic biomarkers identified by the Boruta algorithm. (B) shows the performance of a clinical biomarker panel including pH, procalcitonin (PCT), and lymphocyte percentage on the differential count. (C) shows the performance of an immunologic biomarker panel including IL-15, MPO, GDF-15, ST-2, and IL-1Ra. Each dot represents the mean, with the line extending from it representing the standard error. A solid line is the logistic regression model, and a dashed line is the random forest model, both tuned to balanced accuracy. ROC, receiver operating curve; AUC, area under the curve.






Figure 3 | Performance metrics for models of immunologic biomarkers in predicting COVID-19 mortality on day 7 of admission to the Intensive Care Unit. (A) shows the performance of all day 7 analytes identified by the Boruta algorithm, without filtering. (B) shows the performance of the combination of analytes selected after correlation-based filtering, including IL-15, VCAM-1, and PCT. Each dot represents the mean, with the line extending from it representing the standard error. A solid line is the logistic regression model, and a dashed line is the random forest model. Models are tuned to balanced accuracy. ROC receiver operating curve, AUC area under the curve.



Analysis of predetermined functional groups identified an increase in biomarkers of a pro-inflammatory/T helper cell type 1 (Th1) activating response (IL-1α, p = 0.008; IL-1β, IL-6, IL-15, IL-18, and TNFα, p = 0.018, 95% C.I. 0.06-0.65) and the chemoattractants/leukocyte trafficking chemokines for both T helper cell type 2 (Th2) and Th1 (I309, IL-8, IP-10, MCP-1, MCP-3, MCP-4, and MIG, p = 0.034, 95% C.I. 0.02–0.57) on day 1 among patients who died. The anti-inflammatory IL-1Ra was also higher in these patients on day 1 (p = 0.003, 95% C.I. 0.04–0.45). On day 7, the inflammatory response on day 1 persisted, and Th2 cytokines (IL-13, IL-21, IL-33, and ST2, p = 0.002, 95% C.I. 0.23–0.89; IL4, p = 0.017) and acute phase pro-inflammatory markers (D-dimer, ferritin, PCT, p = 0.024, 95% C.I. 0.06–0.65) were significantly increased in those who died. Markers of an anti-inflammatory/Treg response were reduced on day 7 in those who died (IL-10, TGFβ1, and TGFβ2, p = 0.005, 95% C.I. -0.65, -0.12). Endothelin-1 (p < 0.001, 95% C.I. 0.61–1.61) and vascular endothelial adhesion markers (ICAM-1 and VCAM-1, p = 0.003, 95% C.I. 0.30–1.15) were increased in those who died. Using a 99.5% confidence interval and assuming significance at a p-value < 0.005, those interactions which remained significant included higher IL-1Ra values on day 1 in those who died (p = 0.004, 99.5% C.I. 0.00–0.52), and higher Th2 cytokines (IL-13, IL-21, IL-33, ST2, p = 0.001, 99.5% C.I. 0.08–1.04), Endothelin-1 (p <0.001, 99.5% C.I. 0.44–1.82) and ICAM-1 and VCAM-1 (p = 0.003, 99.5% C.I. 0.13–1.44) on day 7 in those who died (Figure 4). The results of all functional groups are shown in Supplementary Figure 2. The longitudinal trajectory analysis was significant for three variables: a reduction in the value of IL-18 and VCAM-1 from day 1 to day 7 was associated with survival (p = 0.002 and p = 0.004 respectively), and an increase in IL-15 from day 1 to day 7 was associated with death (p = 0.002) (Figure 5).




Figure 4 | Biomarkers associated with mortality in critical COVID-19 which remained significant at the p<0.005 level. Red dots indicate the analyte levels in patients who died and blue dots are those who survived. (A) functional group 3, representing Th2 responses [except for Interleukin (IL)-4 and IL-5] on day 7 post-admission. (B) functional group 12, representing intercellular adhesion molecule-1 (ICAM-1) and vascular cell adhesion molecule-1 (VCAM-1) on day 7 post-admission. (C) IL-1Ra or functional group 9, representing anti-inflammatory myeloid cells on day 1. (D) Endothelin-1 (ET-1) or functional group 19, representing vascular tone and endothelial dysfunction on day 7 post-admission. Analyte levels have been scaled and transformed to Z-scores for comparability, and the means were compared with a robust t-test. ST2, growth stimulation gene-2.






Figure 5 | Biomarkers with a longitudinal trajectory associated with survival or death. (A) Levels of IL-18 between day 1 and day 7 in survivors. (B) Levels of VCAM-1 from day 1 to day 7 in survivors. (C) Levels of IL-15 from day 1 to day 7 in those who died. Analyte levels have been scaled and transformed to Z-scores for comparability and the means were compared with a robust t-test.



A comparison between the results of the biomarkers performed on both the Luminex® and NHLS assay platforms (CRP and PCT) is included in the Supplementary Material (Supplementary Figures 4, 5).





4 Discussion

In this study, we present the immunologic and vascular biomarkers of mortality in 87 patients with critical COVID-19 who were admitted during the second wave of the pandemic in South Africa. Our results show that hyperinflammation was associated with death from COVID-19, as shown by the increased levels of Th1 and Th2 cytokines, Th1/Th2-related chemokines, and acute phase inflammatory proteins in those who died.

Cytokines related to hyperinflammation have been strongly associated with severe COVID-19 in other studies (5, 6). Similar to our findings, Lucas et al. (5) reported that patients with higher incidences of coagulopathy and mortality had a baseline immune signature driven by a combination of Th1 and Th2 responses, however, our study, unlike Lucas et al., did not identify Th17 responses as part of this signature. Moreover, Lucas et al. showed that patients with severe COVID-19 maintained elevated Th1 and Th17 cytokine levels throughout the course of their disease compared to patients with moderate disease and that severe disease was also associated with a rise in Th2 responses. In line with this, elevations in Th1 cytokines were associated with mortality at days 1 and 7 in our cohort of patients with severe COVID-19, and at the later time point, the Th2 cytokines also became significant. In Abers et al., elevated levels of IL-15, soluble ST2, and MCP-1, amongst others, were independently associated with mortality (6). Similar to our findings, the longitudinal trajectory of both IL-15 and MCP-1 in Abers et al. were significantly associated with the outcome (6). IL-1Ra is a competitive antagonist of the potent Th1 cytokine IL-1β. It rises in response to IL-1 and modulates its inductive effects on IL-6 and Th17 responses. In this study, IL-1Ra was strongly associated with mortality, providing further evidence of the presence of hyperinflammation and the body’s attempt at immune regulation (17). Many of the cytokines and chemokines reported in this study are also known to be elevated and predict mortality in other forms of ARDS and sepsis, particularly IL-6, IL-8, IL-18, TNFα, and IFNγ (18–20). However, this may not represent the cytokine milieu in the lung. In one report from Saris et al., IL-6, IP-10, MCP-1, IL-10, and IFN-α were all elevated in the plasma of critically ill COVID-19 patients (21). In the bronchoalveolar lavage fluid (BALF), however, IL-6, MCP-1, and IL-10 were significantly higher than plasma, but IP-10 was not and IFN-α was undetectable. This demonstrates that while circulating biomarkers are useful for predicting severity, they do not reveal the full picture.

IL-15 is a pro-inflammatory cytokine with important effects on the activation and cytolytic activity of cytotoxic CD8 T lymphocytes and NK cells, particularly in short-term hypoxia (22). IL-15 was significantly associated with mortality in our panel overall. IL-18 is also pro-inflammatory, activated by the NLRP3 (nucleotide-binding domain, leucine-rich–containing family, pyrin domain–containing-3) inflammasome along with IL-1β and, in combination with IL-12, acts on CD4 T cells, CD8 T cells, and NK cells to induce IFN-γ production. Higher levels of IL-18 have been associated with increased severity of COVID-19 (23). In ARDS from avian influenza virus (H5N1 and H7N9), the prolonged activation of the NLRP3 inflammasome and consequently Caspase 1, results in excess IL-18 and IL-1β production. This in turn causes an IFN-γ–biased cytokine storm, pyroptosis, and lung damage (24). In the absence of IL-15, IL-18 does not induce IFN-γ production but rather plays an important role in the differentiation of naive T cells into Th2 cells and stimulates the production of IL-4 and IL-13. In this study, we found that the survivors of COVID-19 ARDS had reduced levels of IL-15 and IL-18 over the period of ICU admission to day 7 and that the levels of these cytokines were consistently higher in those who died than those who survived. Continuous stimulation with IL-15 has been shown to cause exhaustion in certain immune cells, including NK cells (25). Together, this suggests that these pathways are involved in excessive inflammatory cell death and lung damage, and reflects the development of reduced inflammatory processes in those who survived. This may have been perpetuated by the failure of the regulatory responses which was identified at day 7 in those who died.

The chemokines as a functional group, as well as the levels and trajectory of individual chemokines such as IP-10, MCP-1, and MCP-3, featured prominently in predicting the poor outcome in our study and also shown in other studies. This highlights the role of leukocyte chemoattractants in severe disease progression (26, 27). IP-10 and MCP-1 have also been associated with thrombosis, and it is hypothesized that this may be the underlying mechanism that precipitates an increased risk of mortality (27). Both IL-15 and IP-10 (along with IL-6 and IL-10) were shown to be raised in the serum of severe COVID-19 patients as compared to severe non-COVID-19 acute respiratory illness from another cohort in the Sub-Saharan Africa region (28).

Bacterial superinfection and venous thromboembolism are known complications of critical COVID-19 (29). Our patients who died had significantly higher routine PCT values on day 1, and higher Luminex®-derived PCT, ferritin, and D-dimer values on day 7, than those who survived. We also found that receiving antibiotics during admission was associated with mortality. In addition, there was considerable overlap between the markers identified in our study and those known to be associated with mortality from bacterial sepsis (30). In combination, these findings suggest that bacterial superinfection and venous thromboembolism played a role in mortality, although neither condition was verifiable with imaging or autopsy because of the COVID-19-related restrictions and resource constraints. Theoretically, a dysregulated immune response combined with the corticosteroids that were used to treat the hyperinflammation could have resulted in an individual patient’s susceptibility to secondary infection. Bacterial superinfections occur in up to 50% of critical COVID-19 patients (29, 31). They prolong ventilation, and along with fungi are common causes of mortality in critical COVID-19 (31, 32). They generally occur later in the ICU admission than our samples were taken, but it may be that some of our patients presented late in the evolution of their disease (29, 31). An elevated D-dimer, however, may be indicative of more than a complication of critical COVID-19. Endotheliitis and a progressive endothelial thrombo-inflammatory syndrome have been suggested as the main pathological mechanism of organ injury in severe disease, rather than hyperinflammation (30, 33). This is partly because cytokine levels in COVID-19 hyperinflammation are profoundly lower than in non-COVID-19 ARDS and associated bacterial sepsis (30).

In addition to the hypothesized role of IP-10 and MCP-1 in thrombosis discussed earlier, the prominence of vascular/endothelial markers in all our analyses supports the endotheliitis theory. ET-1 is a potent vasoconstrictor released from endothelial and smooth muscle cells, which stimulates interleukin and TNFα expression in monocytes, leukocyte adherence, platelet aggregation, expression of adhesion molecules including ICAM-1 and VCAM-1, production and action of growth factors, DNA and protein synthesis, and cell cycle progression (34). It is a marker of endothelial dysfunction and is higher in patients with severe COVID-19, those with respiratory failure, and those who died in hospital (35, 36). The endothelium-derived vascular adhesion molecules ICAM-1 and VCAM-1 are markers of endothelial activation, have been reported as elevated in severe COVID-19, and are associated with death among patients admitted to the ICU (9, 26, 37). In addition to this, they are critical for the recruitment of inflammatory cells from circulation into the lungs, and in this way may be mediators of lung injury in ARDS (38). Indeed, VCAM-1 has been shown to be elevated in the BALF of patients with COVID-19 ARDS (39). In our study, ET-1, ICAM-1, and VCAM-1 were significantly associated with the outcome, particularly in the day 7 analysis and the trajectory analysis, where a reduction in the level of VCAM-1 from day 1 to 7 predicted survival. ET-1 and the adhesion molecules play a critical role in the pro-atherosclerotic pathway, and it is not clear in this study whether the derangements we observed were because of pre-existing vascular disease, a new onset COVID-19 endotheliitis, or some combination of the two. GDF-15 is a stress-responsive member of the TGFβ cytokine superfamily which is produced by many cell types including activated macrophages, cardiomyocytes, adipocytes, endothelial cells, and vascular smooth muscle cells. It increases during states of tissue injury and inflammation and has a tissue-protective role in sepsis, including the regulation of injury-mediated responses in the lungs (40). GDF-15 levels have been associated with cardiovascular risk and disease, including endothelial dysfunction and atherosclerosis (41). In this particular study, a high GDF-15 was strongly associated with COVID-19 mortality. A study by Ahmed et al. found that GDF-15 was a significant marker of disease severity that correlated with IL-6 as a predictor of ICU and hospital outcomes (42). Taken together these data suggest a prominent role for endothelial dysfunction and inflammation in the pathogenesis of fatal COVID-19, possibly in the context of pre-existing vascular disease.

Our models created a clinically relevant biosignature for predicting mortality on day 1 of admission to the ICU. It only included results which should be made available within a few hours of admission: lymphocyte percentage on the differential count, pH, and PCT. With sensitivities of 82.8% and 84.8%, this signature might be worth further investigation for use as a triaging tool in the overburdened ICU settings during pandemic times. The combination of clinical and Luminex®-derived biomarkers from day 1 performed even better, and our Luminex®-alone signature from day 7 did better on performance metrics than most other reported scoring systems. However, this finding should be regarded with caution. Our sample was from a highly selected population of critically ill COVID-19 ARDS patients from a specific geographic region. Other scoring systems may suffer the same limitations as documented in a critical appraisal of 39 prognostic models for mortality risk in COVID-19, only one model did not show a high risk of bias (1). This model, the 4C mortality score, predicted in-hospital mortality using patient age, sex, number of comorbidities, respiratory rate, peripheral oxygen saturation, level of consciousness, urea level, and CRP. The AUC was 0.79 for the derivation cohort and 0.77 for the validation cohort (43). Our clinical model for use on day 1 in the ICU has fewer variables than the 4C score and our results suggest that if there was a point-of-care assay for some of the Luminex® analytes we could provide critical care clinicians with a highly sensitive and specific prediction score which is easily available at the bedside. The biosignature we found may also be valid in ARDS of other causes considering the similarity between the biomarkers that we have shown and ARDS of other causes, and the significant association between ARDS severity (the PaO2/FIO2) and mortality.

Two of the strongest clinical markers of prognosis in this study were the pH and PaCO2 on arterial blood gas. COVID-19 ARDS usually presents as a Type 1 respiratory failure with severe hypoxemia, rather than Type 2 where hypercapnia is the dominant feature. In our patients who all had severe hypoxemia, a rising PaCO2 and drop in pH likely indicated a severe ventilation-perfusion mismatch (from either lung or vascular pathology), where both the transfer of O2 into the alveolar capillaries and the clearance of CO2 were impaired. Consistent with this, a rising PaCO2 trajectory has been associated with mortality from COVID-19 in mechanically ventilated patients in a large population-based cohort study (44). The complex relationship between pH and PaCO2 was further explored in the larger cohort, which included the patients in this sub-study of biomarkers of mortality (14).

PLWH made up 15.5% of the study population. Even though the proportion of PLWH was higher among those who died, the data was insufficient to determine an exposure-outcome relationship. In addition, there could have been inherent selection bias due to the fact that the PLWH who were selected for admission to the ICU, based on the local eligibility criteria, were virologically suppressed on ART. Epidemiologic evidence from South Africa has shown a significant association between HIV infection and in-hospital mortality among critical COVID-19 patients (3). In this study patients who were not on ART or virologically suppressed were more likely to die in hospital than their counterparts (3). The mechanism underlying this increased risk remains unknown. A histopathology study found no difference in the lungs, liver, heart, or rate of bacterial co-infection (other than Mycobacterium tuberculosis) of PLWH who died of COVID-19 and the HIV-uninfected COVID-19 deceased (45). Another study done within the African continent found no significant difference in serum or nasal lining fluid cytokine responses to moderate-severe COVID-19 between PLWH and HIV-uninfected counterparts (28). However, the study was not sufficiently powered to detect statistically significant differences.

Our study was limited by the small sample size which might have underpowered its ability to detect significant differences. Other key variables such as markers of cardiac dysfunction (Troponin T and NT-proBNP) and hypercoagulability (D-dimer) were seen to be higher in patients who died, but the observed differences were not statistically significant. Other data reported from South Africa have, however, shown these biomarkers of critical illness in COVID-19 in our population to be relevant (46). Selection bias also seems to have played a role in the study as there was no significant difference between groups in age or comorbidity, despite the fact that these have been reported to be among the most common factors associated with mortality. This may be because all our patients had already developed critical illness at the time of admission such that our study sample overall was older with a high rate of comorbidity and therefore a higher risk of death. Lastly, our analysis was limited by the inclusion of only two time points, which may not provide a true reflection of the trajectory over time. Biomarker levels may have fluctuated between the two measured time points or changed significantly after day 7.

In summary, this study has added much-needed data to the pool of biomarkers of severe COVID-19 ARDS in sub-Saharan African populations. We have shown that hyperinflammation, or a severely dysregulated cytokine response, is associated with mortality in the ICU. Our results also suggest that fatal COVID-19 ARDS involves excessive activation of cytotoxic cells and the NLRP3 inflammasome. Bacterial superinfection from immune dysregulation or treatment-induced suppression, and thrombosis from underlying endothelial dysfunction, likely contributed to death in these patients. Our models have made a biosignature of fatal COVID-19 on admission to the ICU which warrants further testing.
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Introduction

SARS-CoV-2 infection during pregnancy can induce changes in the maternal immune response, with effects on pregnancy outcome and offspring. This is a cross-sectional observational study designed to characterize the immunological status of pregnant women with convalescent COVID-19 at distinct pregnancy trimesters. The study focused on providing a clear snapshot of the interplay among serum soluble mediators.





Methods

A sample of 141 pregnant women from all prenatal periods (1st, 2nd and 3rd trimesters) comprised patients with convalescent SARS-CoV-2 infection at 3-20 weeks after symptoms onset (COVID, n=89) and a control group of pre-pandemic non-infected pregnant women (HC, n=52). Chemokine, pro-inflammatory/regulatory cytokine and growth factor levels were quantified by a high-throughput microbeads array.





Results

In the HC group, most serum soluble mediators progressively decreased towards the 2nd and 3rd trimesters of pregnancy, while higher chemokine, cytokine and growth factor levels were observed in the COVID patient group. Serum soluble mediator signatures and heatmap analysis pointed out that the major increase observed in the COVID group related to pro-inflammatory cytokines (IL-6, TNF-α, IL-12, IFN-γ and IL-17). A larger set of biomarkers displayed an increased COVID/HC ratio towards the 2nd (3x increase) and the 3rd (3x to 15x increase) trimesters. Integrative network analysis demonstrated that HC pregnancy evolves with decreasing connectivity between pairs of serum soluble mediators towards the 3rd trimester. Although the COVID group exhibited a similar profile, the number of connections was remarkably lower throughout the pregnancy. Meanwhile, IL-1Ra, IL-10 and GM-CSF presented a preserved number of correlations (≥5 strong correlations in HC and COVID), IL-17, FGF-basic and VEGF lost connectivity throughout the pregnancy. IL-6 and CXCL8 were included in a set of acquired attributes, named COVID-selective (≥5 strong correlations in COVID and <5 in HC) observed at the 3rd pregnancy trimester.





Discussion and conclusion

From  an overall perspective, a pronounced increase in serum levels of soluble mediators with decreased network interplay between them demonstrated an imbalanced immune response in convalescent COVID-19 infection during pregnancy that may contribute to the management of, or indeed recovery from, late complications in the post-symptomatic phase of the SARS-CoV-2 infection in pregnant women.
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1 Introduction

In March 2020, the World Health Organization (WHO) characterized the outbreak of the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) disease (COVID-19) as a pandemic, having since confirmed more than 655 million COVID-19 cases, 6.6 million of which resulted in death (1). SARS-CoV-2 is transmitted through airborne droplets, respiratory secretions, and direct contact. The clinical symptoms relating to the COVID-19 disease were primarily respiratory, and later reported as multisystemic effects. COVID-19 illness symptoms can be asymptomatic, mild, moderate, severe, or critical (2–4). Fever, cough, dyspnea, and myalgia were the most common mild symptoms. The pathogenesis of COVID-19 has been strongly associated with an unbalanced immune response; however, the pathophysiology of the disease remains under investigation (5–7).

Multiple studies concluded that pregnant women are a high-risk population for the COVID-19 disease. Infectious diseases in pregnancy are regularly considered a critical condition. Physiological changes during pregnancy have significant effects on the immune system, cardiopulmonary system and coagulation, and these changes may result in an altered response to COVID-19 infection (3, 8–11). Cytokine levels during pregnancy could be responsible for metabolic imprinting as cytokines are transferable from maternal to fetal circulation and are capable of modulating placental nutrient transfer. Maternal inflammation may induce metabolic reprogramming at several levels, from the periconceptional period onwards. Such processes and their consequences on the maternal and perinatal periods have not been extensively studied to date. Moreover, the maternal immune activation triggered by COVID-19 can have impacts for the mother, pregnancy outcome and offspring (12, 13). The understanding such phenomena should contribute to the proper management of children born to SARS-CoV-2-infected mothers (14).

The aim of the present study was to conduct a prospective observational study designed to characterize the immunological status of pregnant women with convalescent COVID-19, focusing on an overall snapshot of the interplay between serum soluble mediators.




2 Materials and methods



2.1 Study population

This cross-sectional observational study was conducted between July 2020 and December 2021 during the COVID-19 pandemic in the Federal District of Brazil during circulation of the SARS-CoV-2 B.1.1.28 and B.1.1.33 strains. A total of 141 participants were enrolled as non-probability convenience sampling, including pregnant women with convalescent SARS-CoV-2 infection (COVID, n=89) at 3-20 weeks after symptoms onset during the prenatal period (1st, 2nd and 3rd trimesters), together with a healthy control group composed of age-matched pre-pandemic non-infected pregnant women (HC, n=52).

The COVID-19 pregnant women were recruited at two public hospitals - the University Hospital of Brasília and the Asa Norte Regional Hospital, both public reference centers for COVID-19 in the Federal District of Brazil and participants of a large research project named PROUDEST (15). The COVID group comprised pregnant women aged 18-44 years, with a median age of 31 years. This group was further categorized into subgroups according to the pregnancy trimester, referred to as: 1st (n=7), 2nd (n=34) and 3rd (n=48). COVID-19 diagnosis was confirmed by a documented positive RT-PCR test using a nasopharyngeal swab or rapid test (Biomanguinhos, FIOCRUZ, Brazil) for IgM or IgG, during pregnancy. Most of the COVID-19 group (97%, 86 out of 89) presented the non-severe form of the disease. The most common symptoms were: Anosmia (68%), runny nose and/or nasal congestion (68%), headache (67%), ageusia (63%), myalgia (57%), cough (43%), fever (43%), dyspnea (31%), sore throat (31%), asthenia (22%), diarrhea (17%), nausea and vomiting (11%), joint pain (5%), dizziness (4%) and skin diseases (2%). SARS-CoV-2 infection during pregnancy was associated with important adverse maternal and neonatal outcomes, including gestational diabetes mellitus (37%), Apgar score at first minute ≤ 7 (22%), systemic arterial hypertension (18%), fetal restriction growth (11%), preterm labor (11%), acute fetal distress (8%), Apgar score at fifth minute ≤ 7 (5%) and preeclampsia (3%).

The HC group comprised a selected non-probability convenience sampling from a biorepository maintained at Grupo Integrado de Pesquisas em Biomarcadores, Instituto René Rachou, Fundação Oswaldo Cruz (FIOCRUZ-Minas), Belo Horizonte, Brazil. The HC group comprised pregnant women, aged 18- 42 years, with a median age of 28 years. The healthy control group was composed by primiparous with no previous history or current status of obesity, systemic arterial hypertension, diabetes mellitus and without records of pre-eclampsia. The HC group was further categorized into subgroups according to pregnancy trimester, referred to as: 1st (n=21), 2nd (n=10) and 3rd (n=21).

The Table 1 summarize the major demographic and clinical features of the study population.


Table 1 | Demographic and clinical features of the study population.



All study participants provided written informed consent prior to inclusion in accordance with the Helsinki Declaration and Resolution 466/2012 from the Brazilian National Health Council for research involving human subjects. This study was recorded on the Brazilian Registry of Clinical Trials Platform (ReBEC, RBR-65qxs2) and approved by the National Commission for Ethics in Research in Brazil (CONEP, CAAE 32359620.0.0000.5558). The anonymization strategy to protect the identity of participants was achieved by replacing the direct identifiers by standardized alphanumeric codes (PRAxxxPNy and PRBxxxPNy), where “PR” refer to the PROUDEST project name (15), “A” and “B” refers to the hospital unit, the “xxx” represent the sequential number of patient inclusion, “PN” refer to prenatal period and “y” the trimester of sample collection.




2.2 Biological samples

Whole blood sample (10 mL) were collected from each participant in vacuum tubes without anticoagulant by venipuncture at the first prenatal appointment or upon enrolment in the study. Serum samples were obtained by centrifugation (1400 x g, 10 min, 4°C) of original samples within 6 h after blood collection. The serum specimens were aliquoted and stored at -80°C until quantification of serum soluble mediators.




2.3 Quantification of serum soluble mediators

Serum soluble mediators were quantified by a high-throughput Luminex microbead multiplex assay (Bio-Plex Pro™ Human Cytokine 27-plex Assay, Bio-Rad Laboratories, Hercules, CA, USA). The manufacturer’s instructions were followed to determine the concentrations of chemokines (CXCL8; CCL11; CCL3; CCL4; CCL2; CCL5; CXCL10), pro-inflammatory cytokines (IL-1β; IL-6; TNF-α; IL-12; IFN-γ; IL-15; IL-17), regulatory cytokines (IL-1Ra; IL-4; IL-5; IL-9; IL-10; IL-13) and growth factors (FGF-basic; VEGF; PDGF; G-CSF; GM-CSF; IL-2; IL-7). The assays were conducted in parallel batches by a trained technician at the flow cytometry facility at FIOCRUZ-Minas. The concentrations of serum soluble mediators (pg/mL) were obtained according to a 5-parameter logistic curve fit regression of standard curves.




2.4 Statistical analysis

Descriptive statistics were carried out using the Prism 8.0.2 software (GraphPad Software, San Diego, USA). Data normality was assessed using the Shapiro-Wilk test. Considering the nonparametric distribution of all data sets, multiple comparisons amongst HC and COVID subgroups were carried out using the Kruskal-Wallis followed by Dunn’s post-test. Additionally, comparative analysis between HC and COVID at matching trimesters was performed using the Mann-Whitney test. In all cases, statistical significance was considered at p<0.05.

The serum soluble mediator signatures were calculated as the proportion (%) of pregnant women with serum levels above the reference values (cut-off) defined as the median Z-score of each soluble mediator detected for all HC along the 1st, 2nd and 3rd trimesters (CXCL8=-0.3; CCL11=-0.3; CCL3=-0.3; CCL4=-0.3; CCL2=-0.4; CCL5=-0.2; CXCL10=-0.2; IL-1β=-0.3; IL-6=-0.3; TNF-α=-0.3; IL-12=-0.3; IFN-γ=-0.4; IL-15=-0.5; IL-17=-0.4; IL-1Ra=-0.4; IL-4=-0.3; IL-5=-0.2; IL-9=-0.2; IL-10=-0.2; IL-13=-0.4; FGF-basic=-0.5; PDGF=-0.4; VEGF=-0.4; G-CSF=-0.2; GM-CSF=-0.4; IL-2=-0.4; IL-7=-0.3). Additionally, trimester-matching signatures were assembled, considering the reference values (cut-off) defined as the median Z-score of each soluble mediator detected for HC trimester subgroups at 1st (CXCL8 = 0.2; CCL11 = 0.1; CCL3 = 0; CCL4=-0.6; CCL2 = 0.4; CCL5=-0.2; CXCL10=-0.7; IL-1β=-0.2; IL-6 = 1.6; TNF-α=-0.1; IL-12=-0.2; IFN-γ=0.1; IL-15=-0.5; IL-17 = 0.1; IL-1Ra=0.1; IL-4=-0.5; IL-5=-0.1; IL-9 = 0.5; IL-10=-0.2; IL-13 = 0.2; FGF-basic=0.3; PDGF=0.2; VEGF=0.1; G-CSF=-0.2; GM-CSF=0.1; IL-2=-0.4; IL-7=-0.2), 2nd (CXCL8=-0.3; CCL11=-0.2; CCL3=-0.3; CCL4=-0.2; CCL2=-0.5; CCL5=-0.1; CXCL10=-0.6; IL-1β=-0.3; IL-6=-0.4; TNF-α=-0.3; IL-12=-0.3; IFN-γ=-0.4; IL-15 = 0.2; IL-17=-0.2; IL-1Ra=-0.5; IL-4 = 0.2; IL-5=-0.2; IL-9=-0.6; IL-10=-0.2; IL-13=-0.4; FGF-basic=-0.6; PDGF=-0.6; VEGF=-0.2; G-CSF=-0.1; GM-CSF=-0.6; IL-2=-0.1; IL-7=-0.2) and 3rd trimesters (CXCL8=-0.4; CCL11=-0.4; CCL3=-0.3; CCL4 = 0.3; CCL2=-0.5; CCL5 = 0.1; CXCL10 = 0.6; IL-1β=-0.4; IL-6=-0.3; TNF-α=-0.3; IL-12=-0.3; IFN-γ=-0.4; IL-15=-0.5; IL-17=-0.4; IL-1Ra=-0.6; IL-4=-0.3; IL-5=-0.2; IL-9=-0.8; IL-10=-0.3; IL-13=-0.4; FGF-basic=-0.6; PDGF=-0.7; VEGF=-0.4; G-CSF=-0.2; GM-CSF=-0.7; IL-2=-0.5; IL-7=-0.3). The serum soluble mediators displaying a proportion above 50% in pregnant women were included in the set of biomarkers with increased levels.

Heatmap constructs were assembled using conditional formatting in Microsoft Excel to illustrate the overall profile of serum soluble mediator signatures of the COVID and HC subgroups along the pregnancy trimesters. The ratio between the proportion of pregnant women with serum levels above the reference values in the COVID group in relation to HC (%COVID/%HC) was also assessed by comparative analysis.

Serum-soluble mediator networks were built based on correlation analysis (Pearson and Spearman rank tests) between pairs of serum-soluble mediators. Only significant strong correlations (p<0.05 and “r” scores ≥ |0.67|) were employed to construct the comprehensive networks. The open-source Cytoscape software (available at https://cytoscape.org) was used to create cluster network layouts comprising the 4 categories of serum soluble mediators - chemokines, pro-inflammatory cytokines, regulatory cytokines, and growth factors. Descriptive analysis of serum soluble mediator networks was performed by considering the ascendant number of strong correlations to identify the set of biomarkers with five or more strong correlations (≥ 5). Venn Diagram analysis (available at (http://bioinformatics.psb.ugent.be/webtools/Venn/) was performed to assess the preserved (common), lost or acquired (selective) serum soluble mediators with ≥ 5 strong correlations in COVID subgroups compared to trimester-matching HC.

The MATLAB software was employed for Principal Component Analysis (PCA). The PCA data was assembled to verify the ability of serum soluble mediators to cluster convalescent COVID-19 pregnant women from HC, as well as subgroups of COVID-19 as compared to trimester-matching HC. The PCA analysis enabled data dimensionality reduction.





3 Results



3.1 Levels of serum soluble mediators in convalescent COVID-19 at distinct pregnancy trimesters

The levels of chemokines, pro-inflammatory cytokines, regulatory cytokines and growth factors were measured in serum samples from pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID) and compared with those detected in trimester-matching pre-pandemic non-infected pregnant women as a healthy control (HC). The results are presented in Figures 1 and 2.




Figure 1 | Serum and pro-inflammatory cytokines in convalescent COVID-19 patients at distinct pregnancy trimesters. The levels of: (A) chemokines (CXCL8, CCL11, CCL3, CCL4, CCL2, CCL5, CXCL10), and (B) pro-inflammatory cytokines (IL-1β, IL-6, TNF-α, IL-12, IFN-γ, IL-15, IL -17) were measured in serum samples from pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID, n=89), with pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52). The HC and COVID-19 groups were further categorized into subgroups according to pregnancy trimester, referred to as: HC 1st (, n=21), HC 2nd (, n=10), HC 3rd (, n=21), and COVID 1st (, n=7), COVID 2nd (, n=34), COVID 3rd (, n=48). The measurements were taken by high-throughput multiplex bead array as described in Material and Methods. The results are presented in bar charts of median values and interquartile ranges for Z-score of serum concentration (pg/mL). Multiple comparative analysis was performed by Kruskal-Wallis followed by Dunn’s post-test and comparisons between COVID-19 and HC at matching pregnancy trimesters assessed using the Mann-Whitney test. In all cases, significance was considered at p<0.05. Intragroup differences were underscored by the letters “a”, “b” and “c” for comparisons with the 1st, 2nd and 3rd trimesters, respectively. Inter-group differences at matching pregnancy trimesters were highlighted denoted by an asterisk (*).






Figure 2 | Serum regulatory cytokines and growth factors in convalescent COVID-19 patients at distinct pregnancy trimesters. The levels of: (A) regulatory cytokines (IL-1Ra, IL- 4, IL-5, IL-9, IL-10, IL-13), and (B) growth factors (FGF-basic, PDGF, VEGF, G-CSF, GM- CSF, IL-2, IL-7) were measured in serum samples from pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID, n=89), with pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52). The HC and COVID-19 groups were further categorized into subgroups according to pregnancy trimester, referred to as: HC 1st (, n=21), HC 2nd (, n=10), HC 3rd (, n=21), and COVID 1st (, n=7), COVID 2nd (, n=34), COVID 3rd (, n=48). The measurements were taken by high-throughput multiplex bead array as described in Material and Methods. The results are presented in bar charts of median values and interquartile ranges for Z-score of serum concentration (pg/mL). Multiple comparative analysis was performed by Kruskal-Wallis followed by Dunn’s post-test, and comparisons between COVID-19 and HC at matching pregnancy trimesters assessed by the Mann-Whitney test. In all cases, significance was considered at p<0.05. Intragroup differences were underscored by the letters “a” and “b” for comparisons with the 1st and 2nd trimesters, respectively. Inter-group differences at matching pregnancy trimesters were denoted by an asterisk (*).



In general, healthy pregnant women presented a progressive decrease in most serum soluble mediators towards the 2nd and 3rd pregnancy trimester, including: chemokines (CXCL8, CCL11, CCL3 and CCL2); pro-inflammatory cytokines (IL-1β, IL-6, TNF-α, IL-12, IFN-γ, and IL-17); regulatory cytokines (IL-1Ra, IL-4, IL-5, IL-9, IL-10 and IL-13), and growth factors (FGF-basic, VEGF, PDGF, GM-CSF and IL-7). Conversely, progressive increases in CCL4, CCL5, CXCL10 and G-CSF were observed in the HC group. No difference was observed in the HC group for IL-15 and IL-2 (Figures 1, 2).

Overall, higher levels of the most soluble mediators were observed in convalescent COVID-19 pregnant women compared to the healthy controls, especially at the 2nd and 3rd trimesters, including higher levels of CXCL8; CCL11; CCL2; CCL3; IL-1β; IL-6; TNF-α; IL-12; IFN-γ; IL-17; IL-1Ra; IL-5; IL-9; IL-10; IL-13; FGF-basic; VEGF, and GM-CSF. Conversely, lower levels of CCL4, CCL5, CXCL10, G-CSF and IL-7 were observed towards the 2nd and 3rd trimesters in the COVID group compared to the HC group (Figures 1, 2).

Additional analysis amongst the COVID subgroups along the pregnancy trimesters demonstrated an inverted profile of CCL3, IL-1Ra and FGF-basic towards higher levels in the 3rd trimester (Figures 1, 2).

Supplementary Figure 1 summarizes the major changes observed in serum soluble mediators along the trimesters of healthy and convalescent COVID-19 pregnancy.




3.2 Serum soluble mediator signatures in convalescent COVID-19 at distinct pregnancy trimesters

Serum soluble mediator signatures were assembled as the percentage of pregnant women with serum levels above the reference values defined as the median Z-score of each soluble mediator detected in all healthy controls along the pregnancy. The results are presented in Figure 3.




Figure 3 | Serum soluble mediator signatures in convalescent COVID-19 patients at distinct pregnancy trimesters. Signatures of: serum chemokines (CXCL8, CCL11, CCL3, CCL4, CCL2, CCL5, and CXCL10), pro-inflammatory cytokines (IL-1β, IL-6, TNF-α, IL-12, IFN-γ, IL-15, and IL-17), regulatory cytokines (IL-1Ra, IL-4, IL-5, IL-9, IL-10, and IL-13), and growth factors (FGF-basic, PDGF, VEGF, G-CSF, GM-CSF, IL-2, and IL-7) were assembled for pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID, n=89) and for pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52). The HC and COVID-19 groups were further categorized into subgroups according to pregnancy trimester, referred to as: HC 1st (, n=21), HC 2nd (, n=10), HC 3rd (, n=21) and COVID 1st (, n=7), COVID 2nd (, n=34), COVID 3rd (, n=48). The measurements were taken by high-throughput multiplex bead array as described in Material and Methods. (A) The results are presented in bar charts showing the proportion (%) of pregnant women with serum levels above the reference values (cut-off) defined as the median Z-score of each soluble mediator detected for all HC along the 1st, 2nd and 3rd trimesters, as described in Material and Methods. The serum soluble mediators displaying a proportion of pregnant women above 50% (grey zone, dashed line) were included in the set of biomarkers with increased levels. (B) Heatmap constructs were further assembled to illustrate the overall profile of serum soluble mediator signatures of COVID and HC subgroups along the pregnancy trimesters. A color key was used to underscore the serum soluble mediators with decreased (proportion <50%, towards light blue), unaltered (proportion =50%, black) or increased levels (proportion>50%, towards red). (C) The ratio between the proportion of pregnant women with serum levels above the reference values in the COVID group in relation to HC (%COVID/%HC) was further calculated and presented in orbital graphs. The ratios of each serum soluble mediator along the 1st, 2nd and 3rd trimesters are provided in the figure, underscored as decreased (≤0.3x, blue), unaltered (0.4-2x, black) or increased (≥3x, red).



Data analysis demonstrated that the proportion of healthy pregnant women with high levels of serum soluble mediators progressively decreased towards the 2nd and 3rd pregnancy trimesters. These data further corroborated that a healthy pregnancy course has a progressive decrease in most serum soluble mediators towards the 2nd and 3rd trimesters, except for CCL4, CCL5 and CXCL10 (Figure 3A).

On the other hand, the proportion of pregnant women with convalescent COVID-19 presenting high serum soluble mediator levels progressively increased from the 1st to the 3rd pregnancy trimester (Figure 3A). Heatmap constructs further illustrated that the major increase in serum soluble mediators observed in pregnant women with convalescent COVID-19 occurred in pro-inflammatory cytokines, namely IL-6, TNF-α, IL-12, IFN-γ and IL-17 (Figure 3B).

The profile of serum soluble mediators was further characterized as the ratio (%COVID/%HC), assessed by dividing the percentage of pregnant women with soluble mediator levels above the reference values observed in the COVID group by the percentage of trimester-matching HC patients. Using this strategy, the results confirmed that a larger set of biomarkers presented a high ratio (%COVID/%HC) towards the 2nd and 3rd trimester. In the 2nd pregnancy trimester, increased ratios were observed for IL-6, IFN-γ, IL-5 and GM-CSF (3x increase) in the COVID-19 group. A larger set of serum soluble mediators with increased ratios was identified for COVID-19 groups at the 3rd pregnancy trimester, including CXCL8, CCL11, IL-5 and PDGF (3x increase), CCL3, IL-1β, IFN-γ, IL-17 and IL-13 (4x increase), CCL2, TNF-α (7x) along with IL-1Ra, IL-9, GM-CSF and FGF-basic (5x, 9x, 9x, and 15x increase, respectively) (Figure 3C).

The signatures of serum soluble mediators were also assessed considering the reference values of trimester-matching healthy controls. The results are presented in the Supplementary Figure 2. Data reinforce that larger sets of serum soluble mediators with increased ratios were identified for the 2nd and 3rd pregnancy trimesters as compared with trimester-matching controls (Supplementary Figure 2).




3.3 Serum soluble mediator networks in convalescent COVID-19 at distinct pregnancy trimesers

Aimed at assessing a panoramic snapshot of serum soluble mediator interplay in pregnant women with convalescent COVID-19 and healthy controls, integrative networks were constructed based on the overall correlation between pairs of molecules. The results are presented in Figure 4.




Figure 4 | Networks of serum soluble mediators in convalescent COVID-19 patients at distinct pregnancy trimesters. Comprehensive networks were assembled for serum chemokines, pro-inflammatory cytokines, regulatory cytokines, and growth factors observed in pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID, n=89), with pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52). The HC and COVID-19 groups were further categorized into subgroups according to pregnancy trimester, referred to as: 1st (HC=21 and COVID=7), 2nd (HC=18 and COVID=34) and 3rd (HC=21 and COVID=48). The measurements were taken by high-throughput multiplex bead array as described in Material and Methods. Data analyses were carried out by Pearson and Spearman rank tests with only significant strong correlations (p<0.05 and “r” scores ≥ |0.67|) employed to construct the comprehensive networks. Cluster layout networks were assembled, comprising 4 categories of serum soluble mediators as follows: - Chemokines – C (orange nodes – 1=CXCL8; 2=CCL11; 3=CCL3; 4=CCL4; 5=CCL2, 6=CCL5 and 7=CXCL10); Pro-inflammatory – PROc (red nodes – 8= IL-1β; 9=IL-6; 10= TNF-α; 11=IL-12; 12= IFN-γ; 13=IL-15 and 14=IL-17); Regulatory cytokines – REGc (blue nodes – 15=IL-1Ra; 16=IL-4; 17=IL-5; 18=IL-9; 19=IL-10 and 20=IL-13), and Growth Factors – GF (green nodes – 21=FGF-basic; 22=PDGF; 23=VEGF; 24=GCSF; 25=GM-CSF; 26=IL-2 and 27=IL-7). Node border thickness is proportional to the number of strong correlations. Connecting edges (black lines) are used to link pairs of serum soluble mediators presenting significant correlations. The number of strong correlations (C, PROc, REGc and GF) observed for each network is provided in the figure and used for comparative analysis between COVID and HC, as well as amongst subgroups. The circular background area is proportional to the number of strong correlations of each cluster within the respective network.



Data analysis demonstrated that healthy pregnancy evolves towards the 3rd trimester with an overall decrease in network connectivity (1st = 336; 2nd = 300 and 3rd = 112 strong correlations). Although pregnant women with convalescent COVID-19 exhibited a similar continuous decrease in network connectivity towards the 3rd trimester (1st = 146; 2nd = 78 and 3rd = 70 strong correlations), the number of connections was remarkably lower in the COVID group compared to HC group (Figure 4).

Overall, the analysis of cluster connectivity during healthy pregnancy showed that pro-inflammatory cytokines presented more connections at the 1st and 2nd trimesters (96 and 92 strong correlations, respectively), with growth factor predominance at the 3rd trimester (42 strong correlations). Conversely, the COVID group displayed a predominance of regulatory cytokines in the 1st trimester (47 strong correlations) with growth factor predominance in the 2nd and 3rd trimesters (24 and 21, respectively) (Figure 4).

In general, convalescent COVID-19 infection during pregnancy leads to a loss of network connectivity, with fewer strong correlations and changes in the predominance of connectivity amongst the categories of serum soluble mediators (Figure 4).




3.4 Descriptive analysis of serum soluble mediator networks in convalescent COVID-19 patients at distinct pregnancy trimesters

In order to provide a more comprehensive overview of the network connectivity between serum soluble mediators in pregnant women with convalescent COVID-19 and healthy controls along the pregnancy trimesters, a descriptive Venn diagram analysis was performed to identify the set of biomarkers with preserved (common), lost or acquired (selective) attributes with five or more (≥ 5) strong correlations in COVID subgroups as compared to the trimester-matching HC group. The results are presented in the Figure 5.




Figure 5 | Descriptive analysis of serum soluble mediator networks in convalescent COVID-19 patients at distinct pregnancy trimesters. The overall profile of serum soluble mediator networks was assessed in pregnant women with convalescent COVID-19 at 3-20 weeks after symptoms onset (COVID, n=89) with pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52). The HC and COVID-19 groups were further categorized into subgroups according to pregnancy trimester, referred to as: 1st (HC=21 and COVID=7), 2nd (HC=10 and COVID=34), and 3rd (HC=21 and COVID=48). (A) The ascendant number of strong correlations was arranged to identify the set of biomarkers with five or more (≥ 5) strong correlations with other molecules at each pregnancy trimester in HC and COVID subgroups. Heatmap constructs were assembled to illustrate the overall profile of serum soluble mediator networks of COVID and HC subgroups along the pregnancy trimesters. A color key was used to underscore the serum soluble mediators with ≥ 5 strong correlations (towards red). (B) A summary of preserved (≥5 in HC and ≥5 in COVID), lost (≥5 in HC and <5 in COVID) or acquired (<5 in HC and ≥5 in COVID) attributes were identified by Venn diagram analysis. Attributes identified along the trimesters are highlighted by bold underline format.



Heatmap constructs were assembled to organize the serum soluble mediators with an ascending order of strong correlations and identify the set of biomarkers with five or more (≥ 5) strong correlations at each pregnancy trimester in the COVID and HC groups (Figure 5A).

Data analysis demonstrated that the number of preserved attributes referred to as common in HC and COVID (≥5 strong correlations in HC and COVID) with five or more correlations progressively decreased from the 1st (n=12) to the 2nd (n=6) and 3rd trimesters (n=4). In detail: 1st: CCL11, CCL3, CCL2, IL-1β, IL-12, IL-15, IL-1Ra, IL-5, IL-9, IL-10, GM-CSF, and IL-2; 2nd: IL-6, TNF-α, IL-1Ra, IL-5, IL-10, GM-CSF and 3rd:IFN-γ, IL-1Ra, G-CSF, and GM-CSF.

The number of lost attributes referred to as HC-selective (≥5 strong correlations in HC and <5 strong correlations in COVID) was higher in the 2nd trimester (n=15) compared to 1st (n=10) and 3rd (n=9). In detail: 1st: CXCL8, TNF-α, IFN-γ, IL-17, IL-4, IL-13, FGF-basic, VEGF, G-CSF, and IL-7; 2nd: CXCL8, CCL11, CCL3, CCL2, IL-1β, IL-12, IFN-γ, IL-17, IL-4, IL-9, IL-13, FGF-basic, VEGF, G-CSF, and IL-7; 3rd: CCL11, CCL3, IL-1β, IL-12, IL-15, IL-17, IL-9, FGF-basic, and VEGF. A set of acquired attributes, named COVID-selective (<5 strong correlations in HC and ≥5 strong correlations in COVID) were identified in each trimester: 1st (n=3): CCL4, CCL5, and IL-6, 2nd: (n=1) IL-2, and 3rd (n=3) CXCL8, CCL2 and IL-6 (Figure 5B).

From an overall perspective, a pronounced decrease in network connectivity between serum soluble mediators was observed in convalescent COVID-19 infection during pregnancy as demonstrated by the fewer number of molecules establishing strong correlations driven by an imbalance between preserved, lost and acquired attributes in the COVID group. While IL-1Ra, IL-10 and GM-CSF presented a preserved number of correlations (≥5 strong correlations in HC and COVID), IL-17, FGF-basic and VEGF lost connectivity throughout pregnancy. IL-6 (at 1st and 3rd trimesters) and CXCL8 (at 3rd trimester) were included in a set of acquired attributes, named COVID-selective (≥5 strong correlations in COVID and <5 in HC) (Figure 5B, bold underline attributes).




3.5 Multivariate analysis of serum soluble mediators in convalescent COVID-19 patients at distinct pregnancy trimesters

Multivariate analysis of chemokines, pro-inflammatory cytokines, regulatory cytokines and growth factors was performed using PCA to verify the ability of serum mediators to cluster convalescent COVID-19 pregnant women apart from trimester-matching pre-pandemic non-infected pregnant women as a healthy control (HC). The results are presented in Figure 6. The PCA coordinates (2nd and 3rd principal components) demonstrated that although convalescent COVID pregnant women could be clustered apart from the HC when considering all trimesters together, the segregation profile was more evident when the COVID and HC subgroups were compared at matching gestational trimesters (Figure 6). Vector analysis conducted in the 1st trimester indicated that CXCL8, CCL3, CCL5, IL-1β, TNF-α, IL-12, IL-15, IL-1Ra, IL-10, and G-CSF were associated with convalescent COVID-19 in pregnant women. Data from the 2nd trimester showed that most soluble mediators were vectors associated with differential distribution of convalescent COVID-19 in pregnant women, except for GM-CSF. Additionally, the PCA coordinates obtained from the 3rd trimester demonstrated that several soluble mediators were vectors related to convalescent COVID-19 in pregnant women, except for CXCL10, IL-1β, TNF-α, IFN-γ, PDGF and GM-CSF (Figure 6).




Figure 6 | Multivariate analysis of serum soluble mediator networks in convalescent COVID-19 patients at distinct pregnancy trimesters. Multivariate analysis of serum chemokines, pro-inflammatory cytokines, regulatory cytokines and growth factors were performed to verify the ability of soluble mediators to cluster convalescent COVID-19 pregnant women at 3-20 weeks after symptoms onset (COVID, n=89), with pre-pandemic non-infected pregnant women as a Healthy Control (HC, n=52) as well as subgroups of COVID-19 and HC categorized according to pregnancy trimester, referred to as: HC 1st (, n=21), HC 2nd (, n=10), HC 3rd (, n=21) and COVID 1st (, n=7), COVID 2nd (, n=34), COVID 3rd (, n=48). The measurements were taken by high-throughput multiplex bead array as described in Material and Methods. Principal Component Analysis (PCA) was carried out by MATLAB software as described in Material and Methods. PCA coordinates (2nd and 3rd principal components) were used to compare and visualize the grouping of convalescent COVID-19 vs HC and subgroups according to pregnancy trimesters.







4 Discussion

Pregnancy triggers a unique immunological status, aiming to protect the fetus from maternal rejection and guarantee fetal development until birth. Several studies have reported that the immune system plays a balancing role during pregnancy with constant changes according to maternal and fetal demands (16, 17). Physiological changes in immune status during pregnancy are often characterized by alterations in cell-mediated immunity and humoral responses, from the 1st to 3rd pregnancy trimesters. Previous studies have demonstrated that successful implantation is associated with a transient increase in systemic proinflammatory profile followed by a switch toward an anti-inflammatory profile after blastocyst transfer when pregnancy is confirmed (18). Pregnant women are particularly susceptible to COVID-19 due to physiological changes in the immune system, which may result in an altered response to SARS-CoV-2 infection in pregnancy. Furthermore, SARS-CoV-2 infection during pregnancy can disrupt the immune response homeostasis, impacting the maternal immune activation, with effects on pregnancy outcome and offspring (12, 13, 19, 20). It has already been reported that the adverse impacts of the COVID-19 pandemic on maternal health are not limited to morbidity and mortality caused by the disease itself, but are also associated with adverse pregnancy outcomes, including preeclampsia, preterm birth and stillbirth (19).

Most of the information on the impact of SARS-CoV-2 infection in pregnancy has been derived from reports concerning acute symptomatic infection (21). However, little data is available regarding the long-term impact of SARS-CoV-2 infection on pregnancy during the convalescent phase of the disease. In view of this, we designed this study as a pioneer exploratory investigation to perform descriptive and panoramic analysis of serum soluble mediator interplay in pregnant women during the convalescent phase of SARS-CoV-2 infection throughout prenatal care. This study comprises an innovative investigation of the long-lasting impact of SARS-CoV-2 infection during pregnancy focusing on the analysis of the immune response during the convalescent phase comprising 3-20 weeks after symptoms onset.

Our results demonstrate that, in general, serum soluble mediators have different trajectories during healthy pregnancy and are disturbed in pregnant women with convalescent SARS-CoV-2 infection. Herein, healthy pregnant women presented a progressive decrease in most serum soluble mediators towards the 2nd and 3rd pregnancy trimester, including chemokines, pro-inflammatory and regulatory cytokines, in addition to growth factors. Previous studies corroborate our findings in healthy pregnancies. The levels of chemokines and pro-inflammatory cytokines usually peak in the first trimester of pregnancy and decline in the 2nd and 3rd trimesters, while regulatory cytokines and growth factors have diverse trajectories (22, 23). Our findings highlighted that higher levels of most soluble mediators were observed in the COVID group compared to HC control group. The major increase occurred in pro-inflammatory cytokines, including IL-6, TNF-α and IFN-γ, a larger set of biomarkers with elevated COVID/HC ratios observed towards the 2nd (3x increase) and 3rd (3-15x increase) pregnancy trimesters. Studies of immune mediators in SARS-CoV-2 infection during pregnancy remain scarce. It has been proposed that the immunomodulation observed during pregnancy may protect pregnant COVID-19 patients from suffering from a cytokine storm (15, 24). However, no studies focusing on comparative analysis of immunological profiles of COVID-19 and healthy pregnant women at matching pregnancy trimesters have been reported. It is noteworthy that due to physiological changes in the immune response during pregnancy, the inclusion of trimester-matching healthy controls is essential to enable conclusive analysis. Therefore, our study is pioneering in terms of providing a detailed profile of long-lasting changes during convalescent COVID-19 infection in pregnancy as it made direct comparison to trimester-matching healthy controls. Our findings did not support that an immunomodulatory profile is triggered by SARS-CoV-2 infection during pregnancy. In fact, the lower levels of soluble mediators previously reported in convalescent COVID-19 pregnant women were compared with those observed in non-pregnant women and did not consider the physiological changes triggered by pregnancy or alterations in soluble mediators inherent in trimesters (24). Moreover, other studies proposing the immunomodulatory state for acute COVID-19 infection during pregnancy in comparison to healthy pregnant women did not consider stratification by gestational trimesters (15). According to our findings, higher levels of serum soluble mediators were observed for convalescent COVID-19 infection during pregnancy, especially IL-6, TNF-α and IFN-γ in comparison to healthy pregnant women at matching pregnancy trimesters.

Successful pregnancy requires finely coordinated communication between the maternal and fetal microenvironments. Cytokine signaling pathways participate as mediators of these communications to guarantee healthy pregnancy. From the existing data available, there is no consensus trend for the changes observed for IL-6, TNF-α and IFN-γ during pregnancy (16). Several studies have demonstrated that IL-6, TNF-α and IFN-γ concentrations significantly increased between the 1st, 2nd and 3rd trimesters of healthy pregnancy (25–30). However, corroborating our findings, other authors detected significant reductions in IL-6, TNF-α and IFN-γ in maternal serum concentrations between the 1st and 3rd trimesters (31–33).

Infections or inflammatory conditions, such as COVID-19 during pregnancy, can have a detrimental impact on fetal development and also contribute to pregnancy-associated pathological conditions (34). Despite the conflicting data regarding the overall profile of IL-6, TNF-α and IFN-γ during healthy pregnancy, there is a consensus that the establishment of a pro-inflammatory microenvironment is associated with the risk of developing pregnancy-associated pathological conditions, including pregnancy loss, preeclampsia, and gestational diabetes mellitus (35). In this sense, the upregulation of pro-inflammatory cytokines in pregnant women with convalescent COVID-19 may suggest that these patients are more vulnerable to developing adverse pregnancy outcomes.

Integrative network analysis demonstrated that both HC and convalescent COVID-19 pregnancies evolve with decreasing connectivity between serum soluble mediators towards the 3rd trimester. However, the COVID group exhibited a remarkably lower number of connections. Overall, IL-1Ra, IL-10 and GM-CSF presented a preserved number of correlations throughout the pregnancy.

Further research is warranted to determine the precise IL-10 profile during healthy pregnancy (14). A few studies have reported that IL-10 significantly increases from the 1st to the 2nd and 3rd trimesters in healthy pregnancy (30, 36). However, corroborating our findings, other studies have detected that IL-10 decreases between the 1st and 3rd trimesters (31, 37). Considering the critical role of IL-10 as a chief anti-inflammatory cytokine, the preserved IL-10 connectivity axis observed during the 1st and 2nd trimesters may represent a mechanism to protect the fetus from maternal pro-inflammatory rejection and guarantee fetal development until birth.

Our data demonstrated that IL-1Ra decreased in convalescent COVID-19 pregnant women in the 1st trimester but increased in the 3rd trimester. Previous studies reported that IL-1Ra levels increased during the inflammatory response to control acute inflammation and prevent immunopathological events (38). The IL-1 receptor antagonist (IL-1Ra) is an anti-inflammatory cytokine that blocks IL-1α and IL-1β functions and modulates their biological effects (39). It has been previously demonstrated in experimental models that high IL-1Ra levels at the beginning of pregnancy may lead to miscarriage due to impaired embryonic adhesion (40), and data from human studies showed that higher levels of circulating IL-1Ra have been reported in adverse pregnancy outcomes, including preeclampsia (41). Regarding the changes in IL-1Ra levels observed in convalescent COVID-19 along the pregnancy trimesters, our findings of preserved correlation profile between IL-1Ra and other soluble mediators throughout the pregnancy may suggest that an intricate microenvironment of soluble mediators is relevant to guarantee fetal development until birth.

Our data also demonstrated that GM-CSF presented preserved correlation with other soluble mediators throughout pregnancy. It was previously reported that after embryo implantation, GM-CSF participates in a network of cytokines and growth factors that regulate morphological and functional development of the placenta (42).

Conversely, despite increases in IL-17, FGF-basic and VEGF, loss of connectivity was observed throughout pregnancy. IL-17 up-regulates the expression of a variety of biological molecules with angiogenic properties including VEGF (43–47). VEGF plays a central role in vasculogenesis and angiogenesis, which augments vascular endothelial cell proliferation, migration, and survival. Moreover, data from previous studies have shown that IL-17 can induce placental oxidative stress and vascular dysfunction, resulting in hypertension and increased risk of preeclampsia (48). The loss of network connection of IL-17 and VEGF with other soluble mediators throughout the pregnancy may lead to intrinsic vascular dysfunction that results in impaired neonatal development. Post-natal follow-up studies may contribute to identifying impaired new-born growth and development related to altered angiogenesis.

Our data also demonstrated that IL-6 and CXCL8 were included in the set of attributes acquiring strong correlation in the 3rd pregnancy trimester, named COVID-selective correlations. Implications of IL-6 and CXCL8 in pregnancy-associated pathological conditions, such as pregnancy loss, preeclampsia, gestational diabetes mellitus, and infection/inflammation have been reported (35). These two soluble mediators are abundantly produced at the feto-maternal interface throughout pregnancy and have been shown to participate in several pregnancy-related events. Unbalanced expression/secretion of IL-6 and CXCL8 at the feto-maternal interface has been indicated in unexplained pregnancy loss (35). A study of the dynamic connections of the soluble mediator network in pre-eclampsia identified positive correlation between IL-6 and CXCL8, suggesting that these molecules are implicated in the pathophysiology of this pregnancy-associated disease (35, 49). Moreover, a meta-analysis and systematic review suggested a role of CXCL8 in shaping the immune microenvironment in gestational diabetes mellitus (50).

The present study has some limitations. The low number of pregnant women enrolled in each pregnancy trimester re-enforce the need to further validate our findings. This work was performed during circulation of the B.1.1.28 and B.1.1.33 SARS-CoV-2 strains and therefore, the impact of other variants on the immunological profiles remains to be addressed. Despite the pioneering approach of this exploratory investigation, the observational design with multiple comparisons without corrections for co-morbidities or other confounding variables also constitutes a study limitation that may interfere in the levels of systemic soluble mediators. Moreover, regardless the relevance of nutritional aspects ant the dietary inflammatory indices interfering in the immune response during pregnancy (51), we did not have the opportunity to address this issue in the present investigation.

In conclusion, the main finding of this study, a pronounced increase in serum levels of soluble mediators with decreased network interplay between them, portrayed an imbalanced immune response in convalescent COVID-19 infection during pregnancy that may contribute to the prevention or management of clinical course pregnancy complications.
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COVID-19 prognoses suggests that a proportion of patients develop fibrosis, but there is no evidence to indicate whether patients have progression of mesenchymal transition (MT) in the lungs. The role of MT during the COVID-19 pandemic remains poorly understood. Using single-cell RNA sequencing, we profiled the transcriptomes of cells from the lungs of healthy individuals (n = 45), COVID-19 patients (n = 58), and idiopathic pulmonary fibrosis (IPF) patients (n = 64) human lungs to map the entire MT change. This analysis enabled us to map all high-resolution matrix-producing cells and identify distinct subpopulations of endothelial cells (ECs) and epithelial cells as the primary cellular sources of MT clusters during COVID-19. For the first time, we have identied early and late subgroups of endothelial mesenchymal transition (EndMT) and epithelial-mesenchymal transition (EMT) using analysis of public databases for single-cell sequencing. We assessed epithelial subgroups by age, smoking status, and gender, and the data suggest that the proportional changes in EMT in COVID-19 are statistically significant. Further enumeration of early and late EMT suggests a correlation between invasive genes and COVID-19. Finally, EndMT is upregulated in COVID-19 patients and enriched for more inflammatory cytokines. Further, by classifying EndMT as early or late stages, we found that early EndMT was positively correlated with entry factors but this was not true for late EndMT. Exploring the MT state of may help to mitigate the fibrosis impact of SARS-CoV-2 infection.
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Introduction

Alveolar epithelial type II cells (AEC2s) produce surfactants and serve as progenitors (1). Type II alveolar epithelium is reduced due to massive necrosis with SARS-COV-2 infection in patients (2). This leads to decreased barrier permeability and accumulation of proteinaceous edema fluid in the alveolar cavity, resulting in hypoxemia and even acute respiratory distress syndrome (ARDS), with a prognosis including fibrosis formation (3). Epithelial-mesenchymal transition (EMT) is the process by which epithelial cells differentiate into mesenchymal (fibroblast-like) cells expressing mesenchymal biomarkers such as α-Smooth Muscle Actin (α-SMA), and N-cadherin (4, 5). Therefore, we speculated that EMT might underlie the mechanism of lung fibrosis observed with ARDS in COVID-19 patients.

Early-stage and late-stage mesenchymal transition (MT) processes are considered the most critical pathogenic mechanisms of fibrosis in diseases like idiopathic pulmonary fibrosis (IPF), pulmonary hypertension, coronary artery disease, and other vascular-related disorders (6). Once endothelial cells (ECs) are damaged and the collagen and matrix are exposed, in addition to activation of the coagulation system, immune cells are recruited, leading to the release of large amounts of inflammatory factors are then released (7). Endothelial-mesenchymal transition (EndMT) occurs when ECs respond to chronic inflammation, transforming themselves into a more aggressive mesenchymal state (8, 9). In the early stages, irreversible vascular damage or EndMT, mainly presents more robust endothelial markers (e.g., vascular endothelial cadherins (VE-cadherins), CD31 and Tie1/2) and expresses weaker mesenchymal markers (e.g., N-cadherin, fibroblast specific protein-1 or S100A4, fibronectin, vimentin, SM22-α, calponin, and α-smooth muscle actin) (10, 11). Otherwise, late-stage EndMT presents weaker endothelial markers but with more robust mesenchymal markers.

EMT also has a similar process with the presence of EndMT as well as MT markers in the early stages (12, 13). However, in the late stage, epithelial markers are lost, and fibroblast markers are predominant (12, 13). Therefore, we hypothesized that EMT and EndMT may underlie factors implicated in the prolonged ventilator dependence and high mortality rates observed in hospitalized COVID-19 patients.

Herein, we draft EndMT and EMT by integrated analysis of 167 single-cell and single-nucleus RNA-sequencing (scRNA-seq and snRNA-seq, respectively) samples. We performed the first single-cell RNA sequencing meta-analysis associating COVID-19 with underlying contributor genes for MT. We  have also identified specific gene programs enriched in MT-associated genes with fibrosis and highlight other entry factors that are significantly expressed in the lungs, which may play a role in SARS-CoV-2 infection.



Materials and methods


Data collection

We obtained scRNA/snRNA sequencing data from Gene Expression Omnibus database (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). The majority of the data used in this manuscript is publicly available from previously published studies: COVID-19:GEO accession GSE171524, GSE171668, GSE149878, GSE161382 and GSE163919 (14–17). IPF: GEO accession GSE136831 and GSE135893 (18, 19). The Bulk RNA data is also available in the GEO database (accession number GSE47460) (20).



scRNA/snRNA-seq data processing

We analyzed the scRNA and snRNA sequencing data using R(version 4.1.3) and Seurat v 4.0.2 (21). To eliminate low quality/dead cells or empty droplets, any single cells containing less than 200 genes or greater than 5,000 genes, or cells with more than 10% mitochondrial genes were removed. We next removed doublet contamination. As a result. We detected 49,795 genes in a total of 612,151 cells.  Next, we performed LogNormalize() to normalize the gene expression data, used the FindVariableFeatures() function to identify genes whose expression was highly variable between cells, and used ScaleData() to scale the data. The •"RunPCA•" function was used for principal component analysis (PCA). Using the default parameters, Harmony package (22) was utilized to combine data and eliminate batch effect, Using the default parameters, Harmony performs de-batching by single patients. Subsequently, the top 20 statistically significant principal components were used in the "•FindNeighbors•" function. Cells were clustered (Cluster resolution = 0.6) by using the •FindClusters• function and visualized with the UMAP method.



Cell type identification and data visualization

Cell type identification was mostly accomplished with the use of “FindAllMarkers,” classical cell marker genes, R-packages (clustermole, singscore), and cell type annotation using a mixture of known cell marker genes. EPCAM+ epithelial cells, CLDN5+ endothelial cells, PTPRC+ immune cells, and COL1A2+ (mesenchymal cells). Cell clustering was performed using the Seurat “FindNeighbors” and  “FindClusters” functions, and the final Seurat objects were created after UMAP downscaling. The pheatmap was created using the R package ggplot2 in Seurat, and umap maps, violin maps, bar maps, heat maps, and point maps were created.



Enrichment analysis

Enriched gene ontology biological (http://geneontology.org/) processes with a false discovery rate less than 5 percent were identified using the Gene Ontology Resource. KEGG (http://www.kegg.jp) enrichment analyses were carried out with the Fisher’s exact test, and FDR correction for multiple testing was also performed. Gene Set Enrichment Analysis (GSEA) were performed with clusterProfile. The three methods determine whether a set of genes has statistically significant differences between two biological states (23).



Trajectory analysis

The R package monocle3 v1.0.0 was used to construct single cell trajectory analysis. Cells marked as EndMT/EMT and their subsets information were input and constructed into a monocle object (24). The left side of the heat map, created with the R package monocle2, shows the signaling pathways enriched to the gene set. Each  row of the heat map  (ranging from red to blue) represents a gene; each column represents a proposed time point; and the color represents the average expression value of the gene at the current time point (from high to low expression, respectively) (25).



Bulk RNA data

Univariate analysis was performed by using the Pearson’s correlation coefficient of gene expression data and diffusing capacity of the lung for carbon monoxide (DLCO). The data is available in the Gene Expression Omnibus database (accession number GSE47460).



Statistical analysis of functional data

The R language or the GraphPad Prism software, version 9 (San Diego, California USA, www.graphpad.com)  were used to perform all computations and analyses. T-tests were used for comparisons between groups, and one-way ANOVA was used for comparisons between multiple groups. A statistically significant difference was defined as a p value <0.05. The Wilcoxon rank sum statistical test was used to examine differentially expressed genes in each cluster. The meta package was used to perform the meta-analysis in R.




Results


Single-cell transcriptome sequencing reveals the presence of fibrosis-associated cell subpopulations

To investigate the contribution of EndMT in SARS-CoV-2 infection in the lungs, we analyzed existing scRNA/snRNA-seq datasets to assess which clusters express EndMT markers. In a previously unpublished dataset consisting of COVID-19 and IPF lung tissue (n=167), we recovered at least 14 distinct major cell types, including macrophages, monocytes, neutrophils, T cells, B cells, DCs, granulocytes, endothelial cells, fibroblasts, SMC/pericytes, goblet cells, alveolar type 1 epithelial cells (AT1), alveolar type 2 epithelial cells(AT2), ciliated cell populations, and proportional analysis of subpopulations, of whole lung tissue (Figures 1A, B). After analyzing their differentially expressed genes (DEGs), compared to controls, we found that the DEGs in COVID-19 patients were mainly concentrated in macrophages and monocytes, and the DEGs in IPF patients were mainly concentrated in the epithelium (Figure 1C). Further, we analyzed the ratio of cell subpopulations and found that the ratio of ECs and epithelial was upregulated in COVID-19 patients, while higher than in pulmonary fibrosis (Figure 1D). Using correlation analysis, we found that lymphatic ECs, SMC/pericytes, myofibroblasts, rest ECs, late EMT, proliferative fibroblast, rest fibroblasts, late EndMT, DKK2+ ECs, and activated ECs cells had a strong correlation. This phenomenon prompted us to question why fibroblasts and correlate strongly with ECs (Figure 1E). Therefore, we analyzed fibroblasts, and based on a literature search, we analyzed fibroblast subpopulations such as rest fibroblasts, myofibroblasts, and proliferative fibroblasts (Figures 1F, H). A comparison of COVID-19 and IPF samples revealed that the, myofibroblast proportion was significantly higher in patients with IPF compared to COVID-19 patients (Figure 1G). Interestingly, we also found that myofibroblast expression was much higher in male COVID-19 patients than male patients, but the opposite was true for rest fibroblasts (Figure 1I). We also analyzed the expression of entry factors in whole lung cells, and consistent with previous literature reports, ACE2 was mainly concentrated in respiratory epithelium cells such as AT1 and AT2. However, BSG, CTSL, and FURIN were also abundantly expressed in macrophages and fibroblasts (Figure 1J). TMPRSS2 and ACE2 expression were upregulated in COVID-19 patients but BSG, CTSL, FURIN expression was higher in IPF patients, suggesting their role in increased myofibroblast expression in COVID-19 (Figure 1K). We also analyzed correlation analysis of entry factors and lung function test (%predicted DLCO) and found that lung function was negatively correlated with the normalized bulk RNA-seq gene expression of the entry factors (CTSL, BSG, ACE2) (Figure 1L).




Figure 1 | Subpopulation correlation analysis suggested a strong correlation between MT subpopulation and fibroblast subpopulation. (A) Scheme of this study. (B) Demonstration of HC, COVID-19, and IPF subgroups using UMAP, including Endothelial (vascular endothelial: rest ECs, EndMT, DKK2+ ECs, activated ECs; Lymphatic ECs); Epithelial (AT2, AT1, Goblet Cell, EMT, Ciliated); Fibroblast (Proliferative Fibroblast, Myofibroblast, Rest fibroblast, Late EndMT, Late EMT); SMC/Pericyte; T cells (Th1, Th17, Th2, Treg, NK/NKT, CD8, IFN); Macrophage (M2, M1); Granulocytes; DCs; Mono; Neutrophil. And the proportion of cell subpopulations in HC, COVID-19, IPF. Marker genes: Endothelial cells:PECAM1, VWF, CLDN5; Macrophages: MARCO, MSR1, MRC1;T cells:CD3E, CD3D, GZMH; Granulocytes:MS4A2, CPA3, TPSAB1; B cells:MS4A1, BANK1, CD79A;Monocytes:CD14, FCN1; Neutrophil:S100A8, S100A9; Epithelial cells:EPCAM; Fibroblast:COL1A1, PDGFRA, ELN;SMC:SCGB1A1, RPL26). (C) Pie charts show the number of differentially expressed genes per cell type in COVID-19/IPF compared to controls. The DEGs of COVID-19 were mainly concentrated in macrophages and monocytes, and the DEGs of IPF were mainly concentrated in epithelium. (D) The proportion of cell subpopulations in HC, COVID-19, IPF. (E) The heat-map shows the correlation analysis for each cell subpopulation. The correlation between late-stage EMT, late-stage EndMT and fibroblast subpopulation was higher. (F) UMAP suggests a subpopulation distribution of fibroblasts, including Myofibroblas,Proliferative fibroblas and Rest fibroblast. (G) Ratio of fibroblast subpopulations in patients with COVID-19, IPF, showing myofibroblast ratio in IPF is higher than that in COVID-19, but Rest fibroblast ratio in IPF is lower than that in COVID-19. (H) Markers of fibroblast subpopulations, including Myofibroblast (ACTG1, DCN, SELENOP, MYL12A, DYNLL1, CFL1), Proliferative fibroblast (TOP2A, MKI67, CENPE, AUPKA, CENPF) and Rest fibroblast (COL1A1, PDGFRA, FGF14, LAMA2, VMP1, SCN7A). (I) The proportion of fibroblast subpopulations in COVID-19, IPF by female and male, showing Myofibroblast ratio in females is lower than that in males with COVID-19. (J) The DOT plot shows the expression of entry factors in subgroups of control, COVID-19, IPF. Subgroups including Rest fibroblast, Myofibroblast, Proliferative Fibroblast, Late EndMT, Late EMT, SMC/Pericyte; rest ECs, DKK2+ ECs, activated ECs, Lymphatic ECs, EndMT-early; AT1, AT2, Ciliated, Early EMT, Goblet Cell; Granulocytes; B, Th2, Th1, Th17, Treg, CD8, Mono, M1, M2, Neutrophil, DCs, NK/NKT. (K) The DOT plot shows the expression of entry factors in COVID-19, IPF. (L) Correlation analysis of entry factors (CTSL, BSG, ACE2) and lung function test (%predicted DLCO) showed that lung function was negatively correlated with the normalized bulk RNA-seq gene expression of the entry factors. *P < 0.05, **P < 0.01,**** P< 0.0001.





Single-cell transcriptome sequencing Atlas of EMT stage

EMT is a common type of transition, and we divided the epithelium into goblet, ciliated, EMT, AT1, and AT2 cell subgroups, in which the EMT proportion was significantly upregulated in COVID-19 and IPF patients, but there were no significant differences between COVID-19 and IPF (Figures 2A, B). After excluding datasets with significant heterogeneity, we performed a meta-analysis using 3 GEO datasets with a pooled SMD of 0.99 and 95% CI (0.49; 1.49) (Figure 2C). Surprisingly, the EMT rate was much more significant in the middle-aged group than in the aged group. The middle-aged group was mainly enriched for inflammation-related signaling pathways, and then the aging adult group was enriched for more fibrosis-related signaling pathways (Figures 2D, E). Whether classified by smoking or not, we observed that EMT was higher in both COVID-19 patients than in controls, and then IPF was higher in the non-smoking group compared to samples. In COVID-19, smoking is enriched for more interferon-related signaling pathways compared to samples from non-smoking individuals (Figures 2F, G). We found that the proportion of EMT was higher in patients who smoked, while in COVID-19 patients, the proportion of EMT was more significant in non-smoking males than in females (Figures 2H, I). This phenomenon indicates that males contribute more to EMT progression. EMT is positively correlated with myofibroblasts in COVID-19 patients, and IPF patients also have the same expression trend. Males upregulated inflammation-related signaling pathways, however females were enriched for downregulated inflammatory signaling pathways (Figure 2J).




Figure 2 | EMT by age, smoking status, and gender. (A) Dot chart shows the marker of epithelial subpopulations, including AT1(AGER, CLIC5), AT2(SFTPC, SFTPD), Ciliated (FOXJ1, CCDC78), Goblet cells (MUC5B, MUC5AC), EMT(TAGLN, COL3A1). (B) Comparison of the ratios of HC, COVID-19, IPF subpopulations of epithelium. EMT proportion was significantly upregulated in COVID-19 and IPF. (C) Forest plot of studies with EMT ratio on the COVID-19 and HC, after excluding a study with only one case and a high heterogeneity study. The analysis included data from 3 studies with a total of 48 COVID-19 and 34 controls. p value for heterogeneity was 0.06, I2 was 65%. (SD, Standard deviation). (D) Comparison of the ratios of HC, COVID-19, IPF subpopulations of epithelium by age. (E) GO (Gene ontology) enrichment analysis was performed on the genes highly expressed in EMT in normal control, COVID-19 and IPF groups in patients of different ages, respectively, and the graphs show the signaling pathways enriched to EMT cell populations in different groups. (F) Comparison of the ratios of HC, COVID-19, IPF subpopulations of epithelium by smoking. (G) GO enrichment analysis was performed to enrich for genes that were highly expressed in EMT of smoking and non-smoking patients in normal control, COVID-19 and IPF groups, respectively, and the graphs show the signaling pathways enriched in EMT cell populations of different groups. (H) Comparison of the ratios of HC, COVID-19, IPF subpopulations of epithelium by sex. (I) GO enrichment analysis of the genes highly expressed in EMT in normal control, COVID-19 and IPF groups by sex, respectively. (J) Correlation analysis of EMT with myofibroblast, rest fibroblast and proliferative fibroblast in COVID-19 and IPF patients (Pearson test), showing EMT is positively correlated with myofibroblasts.



Trajectory analysis mentions early and late mesenchymal transitions, and its marker also suggests its transition status (Figure 3A). EPCAM expression was significantly decreased from early to late stages. TAGLN expression was increased in the early stages but decreased in the late stages. COL3A1 expression was somewhat lower during the early stages but increased significantly during the late stages (Figures 3C, D, G). From early to late stages, Monocel2 displayed the primary enhanced signaling pathways concurrently (Figure 3B). TAGLN is a typical EMT marker gene that is elevated in COVID-19 patients. A meta-analysis of a dataset of five GEO resulted in a pooled SMD of 0.73, 95 CI% (0.30; 1.15) (Figures 3D–F). COL3A1 is a well-characterized marker of late MT that is increased in COVID-19 patients. The dataset of five GEOs was analyzed using meta-analysis, resulting in a pooled SMD of 1.77, 95 CI% (0.82; 2.72) (Figures 3G–I). Further analysis of the correlation between invasion genes showed that the epithelial entry factor genes (BSG, FURIN, CTSL) were positively correlated with the ratio of early EMT in COVID-19, TMPRSS2 was negatively correlated with the ratio of early EMT in COVID-19,  and FURIN was positively correlated with the ratio of early EMT in IPF (Figure 3J). TMPRSS2 was positively correlated with the ratio of late EMT in COVID-19 and BSG was negatively correlated with the ratio of late EMT in COVID-19 (Figure 3K).




Figure 3 | Characteristics of early late-stage EMT. (A) Pseudotime projection analysis showing early-stage EMT could evolve to late-stage EMT. (B) Single cell proposed time branch point analysis showing genes with progressively lower and higher expression from Early EMT to Late EMT. Each row of the heat map on the right represents a gene, each column is a proposed time point, and the color represents the average expression value of the gene at the current time point, with the color decreasing from red to blue. The left side shows the signaling pathways that the gene set is enriched. (C) Proposed time traces of individual genes, showing the change in gene expression from the beginning to the end of the proposed time course for epithelial cell marker genes (EPCAM) in COVID-19 and IPF patients, respectively. (D) Time-sensitive trajectories of individual genes, showing the change of Early EMT marker gene (TAGLN) expression from the beginning to the end of the proposed time course in COVID-19 and IPF patients, respectively. (E) TAGLN gene positive epithelial cell ratio is higher in COVID-19 than that in HC. (F) Forest plot of studies with TAGLN gene positive epithelial cell ratio on the COVID-19 and HC, after excluding a study with only one case. the analysis included data from 4 studies with a total of 57 COVID-19 and 44 controls. p value for heterogeneity was 0.27, I2 was 23%.(G) Temporal trajectories of individual genes, showing changes in gene expression of Late EMT marker gene (COL3A1) in COVID-19 and IPF patients by the start to the end of the proposed time course, respectively. (H) COL3A1 gene positive epithelial cell ratio is higher in COVID-19 than that in HC. (I) Forest plot of studies with COL3A1 gene positive epithelial ratio on the COVID-19 and HC, after excluding a study with only one case and a high heterogeneity study. The analysis included data from 3 studies with a total of 37 COVID-19 and37 controls. p value for heterogeneity was 0.17, I2 was 44%. (J) Forest plot showing the correlation between Early EMT cell fraction and entry gene positive cells fraction in epithelial cells. And entry factors (BSG, FURIN, CTSL) were positively correlated with the expression of Early EMT in COVID-19 (p < 0.05, Pearson’s r > 0). TMPRSS2 was negatively correlated with the expression of Early EMT in COVID-19 (p < 0.05, Pearson’s r < 0). FURIN was positively correlated with the expression of Early EMT in IPF (p < 0.05, Pearson’s r > 0). (K) Forest plot showing the correlation between Late EMT cell fraction and entry gene positive cells fraction in epithelial cells. And entry factor (TMPRSS2) was positively correlated with the expression of Late EMT in COVID-19 (p < 0.05, Pearson’s r > 0). BSG was negatively correlated with the expression of Late EMT in COVID-19 (p < 0.05, Pearson’s r < 0) *P < 0.05,**** P< 0.0001.





Single-cell transcriptome sequencing Atlas of EndMT stage

A further exploration of the potential cause of elevated fibroblast expression in COVID-19, revealed subpopulations of endothelium cells based on the high correlation between fibroblasts and endothelial cells (Figure 1D), and we found a subpopulation of endothelial cells with EndMT as in IPF (Figure 4A), which highly expresses the marker gene for subpopulations (Figure 4B). We divided the subgroups of endothelial cells into lymphatic ECs, EndMT, DKK2+ ECs, activated ECs, and rest ECs. Comparing the endothelium subgroup ratios in ECs, we found that the ratio of EndMT was increased in COVID-19 and higher in IPF than in the controls (Figure 4C). We showed common inflammation-associated cytokines through different subpopulations, implying an abundant expression of EndMT(Figure 4D). To exclude the effect of smoking, we selected nonsmoking patients for comparison, and the results suggested that the proportion of EndMT was also higher in males than in females in COVID-19 patients (Figure 4E). We compared the proportion of entry factor genes in Lymphatic ECs, EndMT, DKK2+ ECs, activated ECs, and rest ECs in COVID-19 and IPF (Figures 4F, G). The findings suggest that EndMT plays a unique function in COVID-19, and meta-analysis of data from several GEO databases indicates  that the EndMT proportion in COVID-19 vs. control pooled SMD was 0.64, 95% CI [0.16; 1.12] (Figure 4H). After dividing the data into two groups, EndMTlow and EndMThigh, the latter group was found to have a higher proportion of myofibroblasts (Figure 4I). A hypothesis was then raised about whether EndMT led to the increase in fibroblasts. Enrichment analysis of cytokine expression in the EndMT subpopulation revealed high expression of cytokines associated with fibrosis in COVID-19 and IPF (Figure 4J). The EndMT ratio was positively correlated with myofibroblast cells and negatively correlated with rest fibroblast (Figure 4K).




Figure 4 | EndMT proportion is upregulated in COVID-19. (A) The expression of pulmonary ECs in patients with health control, COVID-19, IPF was demonstrated using UMAP plots with subpopulations marked by a color code. ECs subpopulations including rest ECs, EndMT, DKK2+ ECs, activated ECs; Lymphatic ECs. (B) Dot chart shows the marker of EndMT, mainly focusing on ACTA2, MMP2, COL3A1; rest ECs (IL7R, CA4), DKK2+ ECs (DKK2), activated ECs (ACKR1); Lymphatic ECs(PROX1,PDPN). (C) Proportion of ECs among normal control group, COVID-19 group and IPF group, the ratio of EndMT was increased in COVID-19 and IPF than controls. One-way ANOVA was used to compare multiple groups (p<0.05). (D) Heatmap shows a comparison of the expression of major cytokines in the cell subpopulations of ECs shows that EndMT is enriched in more cytokines compared to the other groups. (E) Comparison of the ratios of HC, COVID-19, IPF subpopulations of ECs by gender in nonsmokers. EndMT ratio in females is lower than that in males with COVID-19. (F) Comparison of entry factors (ACE2, BSG, FURIN, CTSL, TMPRSS2) positive cell fraction in ECs subtype of COVID-19 and IPF. (G) Comparison of EndMT proportion of entry factors (BSG, FURIN, CTSL) in HC, COVID-19, IPF. (H) Forest plot of studies with lung scRNA data on the COVID-19, after excluding a study with only one case and a high heterogeneity study. The analysis included data from 3 studies with a total of 48 COVID-19 and 34 controls. p value for heterogeneity was 0.18, I2 was 42%. (SD: Standard deviation). (I) Ratio of myofibroblasts in COVID-19 and IPF for EndMT low versus EndMT high, showing myofibroblast ratio in EndMT high is higher than that in EndMT low. (J) A comparison of the expression of major cytokines in the EndMT shows that COVID-19 and IPF are enriched in more profibrotic cytokines compared to HC group. (K) Correlation analysis of EndMT with myofibroblast, rest fibroblast and profilerative fibroblast in COVID-19 and IPF patients (Pearson test), showing EndMT is positively correlated with myofibroblasts in COVID-19 patients. *P < 0.05, **P < 0.01, ***P < 0.001,****P < 0.0001.



We then tried to determine whether EndMT has a series of genes that can affect COVID-19 and IPF MT by trajectory analysis and classified EndMT into early, intermediate, and late stages (Figure 5A). The enrichment of genes in early and late stages demonstrates that the interferon-gamma signaling pathway is upregulated in early stages. Simultaneously, late stages exhibit increased expression of the ECM-receptor interaction signaling pathway (Figure 5B). The expression of marker genes associated with EndMT also suggested early, intermediate, and late stages (Figure 5C). ACTA2 expression was low in the intermediate stage but rapidly increased in the late stage (Figure 5D). Calculating the fraction of ACTA2 present throughout the early stages of the disease reveals that the expression in COIVD-19 is more significant than in controls (Figure 5E). By screening the marker genes of early stage EndMT, the marker gene at the early stage was finally identified as ACTA2 with an SMD of 0.87,95% CI (0.23,1.51) for COVID-19 vs. control in 5 GEO datasets following meta-analysis (Figure 5F). Subsequently, MMP2 and COL3A1 were used to identify the late-stage marker gene (Figures 5G, J). COL3A1 expression was increased in COVID-19 compared to controls (Figure 5K), and although all GSE statistics of MMP2-positive cells were not significant (Figure 5H), MMP2-positive cells were statistically differentially upregulated in late stage of EndMT by meta-analysis of GSE data. Using meta-analysis, we demonstrated that the MMP2 pooled SMD in 5 distinct GEO datasets was 0.54, 95% CI (0.13.0.96) (Figure 5I), and ultimately, meta-analysis revealed that the COL3A1 pooled SMD of late stages of COVID-19 was 0.84, 95% CI (0.24,1.44) when compared to controls (Figure 5L). Further analysis of the correlation with invasion genes showed that the entry factor genes (BSG, FURIN, and CTSL) were positively correlated with the ratio of early EndMT in COVID-19, and CTSL was positively correlated with the ratio of early EndMT in IPF (Figure 5M). ACE2 was positively correlated with the ratio of late EndMT in IPF (Figure 5N).




Figure 5 | Characteristics of early and late stage EndMT. (A) Pseudotime projection analysis showing early-stage EndMT could evolve to late-stage EndMT. (B) Single cell proposed time branch point analysis showing genes with progressively lower and higher expression from Early EndMT to Late EndMT. Each row of the heat map on the right represents a gene, each column is a proposed time point, and the color represents the average expression value of the gene at the current time point, with the color decreasing from red to blue. The left side shows the signaling pathways that the gene set is enriched to. (C) The proposed time trajectory of a single gene, showing the change in gene expression of the ECs marker gene (CLDN5) from the beginning to the end of the proposed time course. (D) Trajectories of individual genes, showing changes in gene expression of Early EndMT marker genes (ACTA2) from the beginning to the end of the proposed time course. (E) ACTA2 gene positive ECs ratio is higher in COVID-19 than that in HC. (F) Forest plot of studies with ACTA2 gene positive ECs ratio on the COVID-19 and HC, after excluding a study with only one case. The analysis included data from 4 studies with a total of 57 COVID-19 and 43 controls. p value for heterogeneity was 0.16, I2 was 42%. (G) Temporal trajectories of individual genes showing changes in gene expression of Late EndMT marker gene (MMP2) from the beginning to the end of the proposed time course. (H) MMP2 gene positive ECs ratio is higher in COVID-19 than that in HC. (I) Forest plot of studies with MMP2 gene positive ECs ratio on the COVID-19 and HC, after excluding a study with only one case. The analysis included data from 4 studies with a total of 57 COVID-19 and 43 controls. p value for heterogeneity was 0.89, I2 was 0%. (J) Trajectories of individual genes showing changes in gene expression of the Late EndMT marker gene (COL3A1) from the beginning to the end of the proposed time course. (K) COL3A1 gene positive ECs ratio is higher in COVID-19 than that in HC. (L) Forest plot of studies with COL3A1 gene positive ECs ratio on the COVID-19 and HC, after excluding a study with only one case. The analysis included data from 4 studies with a total of 57 COVID-19 and 43 controls. p value for heterogeneity was 0.19, I2 was 37%. (M) Forest plot showing the correlation between Early EndMT cell fraction and entry gene positive cells fraction in ECs. Entry factors (BSG, FURIN, CTSL) was positively correlated with the expression of Early EndMT in COVID-19 (p < 0.05, Pearson’s r > 0). CTSL was positively correlated with the expression of Early EndMT in IPF (p < 0.05, Pearson’s r > 0). (N) Forest plot showing the correlation between Late EndMT cell fraction and entry gene positive cells fraction in ECs. Entry factors (ACE2) was positively correlated with the expression of Late EndMT in COVID-19 (p < 0.05, Pearson’s r > 0). **P < 0.01, ***P < 0.001; NS, P > 0.05.






Discussion

To our knowledge, this first single-cell meta-analysis that describes MT-related clusters in COVID-19 patients. When we examined the MT transition state in COVID-19 using IPF with MT and a high number of fibroblasts as a control, we identified a substantial link between fibroblasts and MT across all subpopulations. By analyzing the correlation of each subgroup, we screened the relevant subgroups of MT (i.e., EndMT and EMT). COVID-19 patients exhibited a increased MT than healthy controls, but less than IPF patients. We further found that male patients had a higher proportion of cells in EMT and EndMT. Several studies have shown a higher prevalence of pulmonary fibrosis after COVID-19 in males. This is likely because males are more exposed to fibrotic triggers, such as occupational agents (26–28).

In EMT, young people are more enriched in inflammation such as IL-6 signaling pathways, aging adults are enriched with more fibrosis-promoting signaling pathways such as TGF-b. Increased levels of TGF-b, an anti-inflammatory but profibrotic cytokine, might be the leading cause of EMT in aging adults (29). Smoking COVID-19 patients showed a higher percentage of EMT, but were more enriched in the interferon signaling pathway, compared to non-smoking COVID-19 patients. Despite early reports to the opposite, there is mounting evidence that individuals with severe COVID-19 have a strong type I interferon response, as opposed to the delayed, potentially suppressed response observed early in infection (30). Through various pathways, a potent type I interferon response might increase hyperinflammation in the progression to severe COVID-19 (31). Insights into the therapeutic use of type I interferon in patients with MT will come from an improved knowledge of the functions of type I interferon at various stages of the disease and in patients who are non-smokers vs. smokers.

MT is involved in pulmonary fibrosis and vascular remodeling in the pathogenesis of IPF. Several triggers and pathways are associated with the EMT and EndMT (32). Archana et al. have shown that EndMT markers(N-cadherin, S100A4, and vimentin) are increased in the arterial layers (intima, media, and adventitia) of IPF patients (33). Similarly, during the EndMT process, active ECs express adhesion molecules, such as intercellular adhesion molecule-1 (ICAM-1) and vascular cell adhesion molecule-1 (VCAM-1), which enhance EndMT formation in our results. Moreover, ICAM-1 is also an adhesion molecule for another virus, such as human rhinovirus (34), influenza virus (35), and HIV (36). It is reasonable to speculate that with the activation of ICAM-1, the risk of associated secondary infection may also increase.

The mesenchymal cells we identified are divided into early and late stage. Compared to IPF, these cells are related to the expression of entry factors such as BSG, CTSL, and FURIN. Sohal et al. indicate that ILDs, especially IPF, have a higher risk of developing severe COVID-19 infection and post-COVID-19 interstitial pulmonary fibrosis. They found TGF-β1 and α-smooth muscle actin (myofibroblast marker) are in similar areas as COVID-19 markers. They suggest that myofibroblasts and surrounding tissue secrete growth factors which could further affect COVID-19 adhesion proteins/cofactors and post-COVID-19 interstitial pulmonary fibrosis (37). Our study confirms that entry factors are negatively correlated with early EndMT cell fraction and are positively correlated with fibroblasts. This suggests that the conversion of  activated ECs to EndMT is linked to mesenchymal conversion of ECs in the early phases. Therefore, this provides a strategy for the early prevention of pulmonary fibrosis in COVID-19 patients.

Improvements in patient stratification and therapeutic approaches for lung fibrosis will be contingent on the capacity to reprogram EMT (38). EMT has been hypothesized as a source of myofibroblast also in SSc (39) and EMT-related pathways (40). Early EMT leads to activation fibrosis as a result of the downregulation and/or destruction of junctional components like TAGLN. The late EMT mesenchymal marker COL3A1 increases along with the slow loss of EPCAM, a marker of epithelial cells (41). Late EMT has been classically associated with fibrosis in organs such as the kidneys, liver, and lungs. It is interesting to note that, in consistent with our data, the EMT status of primary tumors was not consistently associated with poor patient survival (38). Our study suggests that late EMT and invasive genes are almost independent, and early EMT is associated with invasive genes. The process of EndMT can also represent a therapeutic target in the early stages of the disease (42). Early, immature stress fibers are present in the early stages of EndMT. Late stages of EndMT, however, may be identified by matured stress fibers formed by microfilaments (43). The inflammatory leukocytes engaged in the early stages of the illness trigger the EndMT, which has also been discovered in lung fibrosis (44). Therefore, late EndMT could contribute to aggravating the pro-fibrotic signaling in lung fibrosis. Late EndMT, then, could contribute to exacerbating the pro-fibrotic TGF-β signaling in lung fibrosis. According to this principle, we chose ACTA2 as the early marker and also MMP2 and COL3A1 as the late markers. ACTA2 was only transiently displayed in the early EndMT, but MMP2 and COL3A1 were subsequently upregulated through further remodeling (45).

It is important to note that our study has some limitations:1. First, we not count whole organ MT because this included  all the up-regulation of the entry factor. This data will be included in our subsequent studies. Second, no in vitro or in vivo animal experiments were performed to validate the key genes. Third, we did not validate COVID-19 patient samples. Fourth, no SARS-CoV-2 positive cells were extracted for further analysis.  Finally, the correlation between MT and entry factor was inadequate and required further exploration.



Conclusion

In conclusion, for the first time, we have analyzed ECs as well as epithelial MT subpopulations in COVID-19 patients, establishing the correlation between their MT subpopulations with irreversible myofibroblasts. However, although entry factors are also highly expressed in IFP, it is not associated with the MT of IPF. Thus, we further explored the mesenchymal-associated cluster's genes and found that some genes are expressed both in  COVID-19 patients and IPF patients. This suggests potent targets that could reverse MT in COVID-19 and IPF.
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The interaction of SARS-CoV-2 with the human immune system is at the basis of the positive or negative outcome of the infection. Monocytes and macrophages, which are major innate immune/inflammatory effector cells, are not directly infected by SARS-CoV-2, however they can react to the virus and mount a strong reaction. Whether this first interaction and reaction may bias innate reactivity to re-challenge, a phenomenon known as innate memory, is currently unexplored and may be part of the long-term sequelae of COVID-19. Here, we have tested the capacity of SARS-CoV-2 and some of its proteins to induce innate memory in human monocytes in vitro. Our preliminary results show that the Spike protein subunits S1 and S2 and the entire heat-inactivated virus have no substantial effect. Conversely, monocytes pre-exposed to the nucleocapsid N protein react to subsequent viral or bacterial challenges with an increased production of anti-inflammatory IL-1Ra, a response profile suggesting a milder response to new infections.
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Introduction

The novel coronavirus SARS-CoV-2, which suddenly emerged in December 2019, is still haunting mankind and has affected not only the healthcare systems but also the global socio-economic balances (1–3). COVID-19, the disease caused by the virus, was designated as a global pandemic by the World Health Organization, with more than 534 million confirmed cases and over 6.3 million confirmed deaths, as of June 2022 (4). Taking advantage of the recent progress in virology, molecular biology and pharmacology, and thanks to an amazing effort of the international scientific community, both in academia and industry, and a huge resource allocation, we were rapidly able to dissect and understand the SARS-CoV-2 structure, functions, lifecycle, and pathological characteristics (5–9). This led in a very short time to vaccine development and to several pharmacological approaches to treat or reduce the severity of patients’ symptoms (2, 10, 11).

Despite the rapid and huge progress in understanding the interactions between the virus and the human immune system, much is still unknown to explain/predict the variability of immune responses that determines different susceptibility to severe effects, reactivity to re-infection, or response to vaccination.

Specific antiviral immunity is mainly based on the development of neutralizing antibodies and cytotoxic CD8+ T cells, while innate immune reactions encompass the activation of inflammatory protective responses triggered by recognition of viral patterns by membrane and cytoplasmic pattern-recognition receptors (12). While vaccination strategies are currently based on the generation of specific anti-viral immune memory, much less emphasis has been dedicated to harnessing the protective potential of innate immunity and its memory capacity.

The concept of innate immune memory, i.e., a change in the non-specific reactivity to challenges of innate immune cells previously exposed to various stimuli, is well known in plants, invertebrates and also in vertebrates (13–15). Thus, it can be hypothesized that innate memory, induced by previous exposure to infections or other challenges (including vaccination), may participate to the effectiveness of subsequent defensive innate responses in a personalized fashion, which is dependent on individual history of pathogen/antigen exposure: the “immunobiography” (16).

While abundant information is available on the specific functions and kinetics of the adaptive immune response to SARS-CoV-2 (17–19), less is established regarding the balance between protective and detrimental effects of innate immune responses in COVID-19. A general increase in the circulating levels of inflammatory cytokines has been observed (possibly secondary to barrier disruption and release of bacterial products) in parallel to downregulation of myeloid cells’ markers and function (20). There is clear evidence that the variability in innate immune system components is a main contributor to the heterogeneous disease course observed for COVID-19 (20–22) and in the response to vaccination (23). Thus, it is fundamental to understand if and how interaction of innate cells with SARS-CoV-2 induces an innate memory, and whether such memory may contribute to future protection or to post-infection pathologies, as suggested by epigenetic studies (24).

Here, we provide preliminary evidence that the SARS-CoV-2 nucleocapsid protein N, as opposed to other viral components, can induce innate memory in human primary monocytes in culture. This memory is limited to a significant increase in the production of the anti-inflammatory cytokine IL-1Ra in response challenges, suggesting a less inflammatory secondary reactivity. On this basis, we hypothesize that innate memory to viral components may contribute to the overall response to subsequent challenges (viral or bacterial infections or re-infections), including response to vaccination. The large inter-individual variability suggests the needs for a personalized assessment, in order to predict the features of innate/inflammatory reactivity to future challenges in previously infected individuals.



Materials and Methods


Selection of Stimuli

The human recombinant coronavirus SARS-CoV-2 nucleocapsid protein (N; ab272107) was expressed in E. coli with a C-terminal His tag. Expression in E. coli produces a non-glycosylated protein, similar to the “natural” protein. Human recombinant Spike glyco-protein subunit 1 (S1; ab 272105) and subunit 2 (S2; ab272106) were expressed in HEK 293 cells as chimeras with a C-terminal Fc tag. Recombinant proteins were purchased from Abcam (Milan, Italy). LPS contamination was checked in-house with the chromo-genic LAL assay Pyros Kinetix® Flex (Associates of Cape Cod, Inc., East Falmouth, MA, USA). The endotoxin contamination was 353 EU/mg for N, 26 EU/mg for S1 and 7 EU/mg for S2. Heat-inactivated SARS-CoV-2 (ATCC VR-1986HK) was obtained from LGC standards (Milan, Italy); LPS from E. coli O55:B5 was from Sigma Aldrich® (Merck KGaA, St. Louis, MO, USA); the TLR7/8 agonist Resiquimod (R848; cat. tlrl-rR848, purity ≥ 95% by UHPLC) was purchased from InvivoGen (San Diego, CA, USA). R848 was devoid of TLR2 (lipoproteins) and TLR4 agonist activity, tested on HEK-Blue TLR2 and TLR4 cells.

Concentration of viral stimuli to be used in culture was based on preliminary dose-response experiments, viability assessment and LAL results, while concentrations of reference stimuli (LPS and R848) were selected based on previous experience and ad hoc dose-response assessment (data not shown). Thus, the same concentration of 1 µg/mL was selected for N, S1 and S2, which corresponded to an endotoxin contamination of 0.35, 0.03 and 0.01 EU/mL. Since 1 EU roughly corresponds to 100 pg of LPS, the LPS contamination of N was estimated around 35 pg/mL in the assay, a concentration unable to induce monocyte activation in our hands. For the whole heat-inactivated virus, 5x105 RNA genome copies were used as stimulus in culture, based on preliminary dose-response experiments (data not shown).



Human Monocyte Isolation

Blood was obtained from anonymized healthy SARS-CoV-2 negative non-vaccinated donors, upon informed consent and in agreement with the Declaration of Helsinki. The protocol was approved by the Regional Ethics Committee for Clinical Experimentation of the Tuscany Region (Ethics Committee Register n. 14,914 of May 16, 2019). Monocytes were isolated by CD14 positive selection with magnetic microbeads (Miltenyi Biotec, Bergisch Gladbach, Germany) from peripheral blood mononuclear cells (PBMC), obtained by Ficoll-Paque gradient density separation (GE Healthcare, Bio-Sciences AB, Uppsala, Sweden). Monocyte preparations used in the experiments were > 95% viable and > 95% pure (assessed by trypan blue exclusion and cytosmears).

Monocytes were cultured in culture medium (RPMI 1640 + Glutamax-I; GIBCO by Life Technologies, Paisley, UK) supplemented with 50 µg/mL gentamicin sulfate (GIBCO) and 5% heat-inactivated human AB serum (Sigma-Aldrich). Cells (1x105) were seeded in a final volume of 100 µL in 96-wells flat bottom plates (Corning® Costar®; Corning Inc. Life Sciences, Oneonta, NY, USA) at 37°C in moist air with 5% CO2. Monocyte stimulation was performed after overnight resting.



Human Monocyte Activation and Induction of Innate Memory

For assessing the primary response to stimulation, monocytes were exposed for 24 h to culture medium alone (medium/negative control) or containing LPS (positive bacterial control, 1 ng/mL), R848 (positive viral control, 0.5 µg/mL), heat-inactivated SARS-CoV-2 virus (5x105 RNA copies), N (1 µg/mL), S1 (1 µg/mL) or S2 (1 µg/mL). Cell viability, measured both as lack of LDH release (LDH-Cytotoxicity Colorimetric Assay Kit; BioVision, Inc., Milpitas, CA, USA) and as metabolic activity (reduction of MTT to formazan) (25) was unaffected by treatment (data not shown). At the end of the exposure time, all supernatants were collected. For memory experiments, cells were then washed and cultured with fresh culture medium for 7 additional days (one medium change after 4 days). During this period, after the activation induced by previous stimulation subsides, cells return to their baseline status (as determined by evaluation of inflammation-related cytokines in the supernatant; data not shown). At the end of the resting phase, the supernatant was collected and cells were challenged for 24 h with fresh medium alone or containing 5 ng/mL LPS, 2.5 µg/mL R848, or 5 µg/mL N (i.e., a 5x higher concentration than in the primary stimulation), according to the standard protocols for in vitro innate memory assessment (14, 15). All supernatants (after the first stimulation, after the resting phase and after the challenge phase) were frozen at -80°C for subsequent cytokine analysis. By visual inspection, cell viability and cell number did not substantially change in response to the different treatments.



Cytokine Analysis by Multiplex ELISA

Samples were tested for the presence of cytokines and chemokines by commercial ELISA-based microarrays that simultaneously measure multiple proteins in a single sample aliquot. Multiplex Bio-Plex Pro™ Human Cytokine 8-plex Assay (cat. M50000007A) was used for assessing the production of IL-2, IL-4, IL-6, IL-8, IL-10, TNFα, IFN-γ, and GM-CSF. Singleplex for IL-1β (cat. 171B5001M) and IL-1Ra (cat. 171B5002M) were also included. Samples were run according to the manufacturer’s instructions. Cytokines were analyzed with the Bio-Plex200 System using the Bio-Plex Manager™ software, and data were analyzed by the Bio-Plex Data Pro™ software, using five-parametric curve fitting. For each cytokine, assay ranges and LOD were provided by the manufacturer. All reagents and instruments, including Washing Station and Shaker Incubator, were from BIO-RAD Laboratories, Inc. (Hercules, CA, USA). Two repeated measurements were made for each marker for each donor. The symbols reported in the figures are the averages of such repeated measurements.



Statistical Analysis

Data were analyzed using the GraphPad Prism 6.01 software (GraphPad Inc., La Jolla, CA, USA). For cytokine production, results are presented as ng produced cytokine/106 plated monocytes. Results from individual donors are reported as mean values of 2-3 replicates (each tested with technical duplicates in ELISA). Average values of individual donors’ data are reported as light grey columns. Statistical significance of differences is indicated by p values, calculated using one way ANOVA and Dunnett’s Multiple Comparison.




Results


Primary Response of Human Monocytes to Inactivated SARS-CoV-2 or Its Components

The primary response of human monocytes to different SARS-CoV-2 stimuli was assessed after exposure in vitro for 24 h. Monocytes are key innate immune cells responsible of inflammatory defensive responses, and their activation was evaluated in terms of production of four innate cytokines, the inflammatory factors TNFα and IL-6, and the anti-inflammatory cytokines IL-10 and IL-1Ra (Figure 1). As positive control, cells were exposed to LPS or R848, potent activators of human monocyte innate/inflammatory responses that mimic bacterial and viral challenges, respectively. The concentrations of LPS (1 ng/mL) and R848 (0.5 µg/mL) were selected in order to induce a measurable but not maximal response (data not shown). The viral agents used were the heat-inactivated SARS-CoV-2 virus (5x105 RNA genomic copies/well; 5:1 vs. monocytes), the nucleocapsid protein N (1 µg/mL), the S1 subunit of the Spike protein (responsible for viral binding to target cells; 1 µg/mL) and the S2 subunit of the Spike protein (responsible for viral entry in target cells; 1 µg/mL). The endotoxin contamination of the recombinant viral proteins was below monocyte activation threshold (see Materials and Methods). Monocytes from four SARS-CoV-2 negative non-vaccinated donors were tested.




Figure 1 | Primary innate immune primary response to inactivated SARS-CoV-2 or its proteins in human monocytes. Human monocytes isolated from blood of four individual donors (green, red, blue, and yellow symbols) were cultured for 24 h in culture medium alone or containing the inactivated SARS-CoV-2 virus (5 x105 copies), or the viral proteins N, S1, S2 (all at 1 µg/mL). The production of TNFα (upper left), IL-6 (upper right), IL-10 (lower left) and IL-1Ra (lower right) was measured in the 24 h supernatants by ELISA. Medium alone was used as baseline value, LPS (1 ng/mL) and R848 (0.5 µg/mL) were used as positive controls. Data are presented as individual donors’ values (colored symbols) and as mean of the individual values (gray columns). Statistical significance: * p <0.05; ** p <0.01; *** p <0.01; **** p <0.0001.



As shown in Figure 1, both LPS and R848 were able to induce a substantial production of the inflammatory factors TNFα and IL-6 and of the anti-inflammatory cytokine IL-10, although with a high inter-individual variability (which in some cases did not allow for reaching statistical significance). For the other anti-inflammatory cytokine IL-1Ra, as expected, a measurable constitutive production was evident in unstimulated cells, which was increased by exposure to LPS or R848. Among the viral agents, only N showed the capacity to stimulate monocytes (in 2/3 of 4 donors), whereas the inactivated whole virus and the two Spike proteins were essentially inactive.

The production by monocytes of other inflammation-related factors was also examined. Data for the inflammatory cytokine IL-1β, the chemokine IL-8, the immune interferon IFN-γ and the growth factor GM-CSF are reported in Supplementary Figure S1, while the production of the T cell cytokines IL-2 and IL-4 was undetectable (data not shown). Again, N was the only viral factor able to activate monocyte responses (evident for IL-8 and GM-CSF production in 3 out of 4 donors), which were in the same range as those induced by the positive controls LPS and R848. These results partially confirm a previous report, showing that N could induce the production of IL-6 and IL-10 in human monocytes, but not TNFα and IL-1β (26). At variance with the same study, here we could not see any effect by S1. The differences in the recombinant protein constructs and in the exposure time (1 vs. 3-5 days), and the fact that the endotoxin contamination was not assessed in the other study may explain the different result.



Secondary Memory Response of Human Monocytes Primed With Inactivated SARS-CoV-2 or Its Components

After the primary response (Figures 1 and S1), cells were washed and cultured for 7 additional days in fresh culture medium to allow extinction of activation and return to baseline. The culture medium was refreshed after 4 days. The extinction of cell activation was confirmed by examining the production of cytokines released in the culture medium at the end of the resting period (representing the cytokine release in the last 3 days of resting) (data not shown). After the extinction period, cells were either exposed to medium alone (control) or challenged with 5x higher concentration of LPS (representing a bacterial challenge) or R848 (representing a viral challenge), in order to assess the development of a memory response able to react to more severe challenges. LPS priming was used as control of LPS challenge, while R848 priming was used as control of R848 challenge. As for the primary response, the memory response was assessed in terms of production of inflammatory and anti-inflammatory cytokines, and the results are reported in Figures 2 and 3 for the major inflammatory (TNFα, IL-6) and anti-inflammatory (IL-10, IL-1Ra) cytokines.




Figure 2 | Innate immune memory response to a bacterial challenge in human monocytes primed with inactivated SARS-CoV-2 or its proteins. Human monocytes isolated from blood of four individual donors (green, red, blue, and yellow symbols) were cultured for 24 h in culture medium alone (column “medium”) or containing LPS (1 ng/mL, positive bacterial control, column “LPS”), the inactivated SARS-CoV-2 virus (5 x105 copies, column “virus”), N, S1, or S2 (all at 1 µg/mL; columns “N”, “S1” and “S2”). Cells were then washed and rested for 7 days in the absence of stimuli, then challenged for 24 h in fresh medium alone (column “control”) or containing 5 ng/mL LPS. The column “control” values from cells that received no challenge are included in each panel as “control” and encompasses the values from primed and unprimed cells that received no challenge, i.e., fresh medium alone. These values did not differ between primed and unprimed cells, confirming the return to baseline after the resting period. The production of TNFα (upper left), IL-6 (upper right), IL-10 (lower left) and IL-1Ra (lower right) was measured in the 24 h supernatants by ELISA. Data are presented as individual donors’ values (colored symbols) and as mean of the individual values (grey columns). Statistical significance: * p <0.05; ** p <0.01.






Figure 3 | Innate immune memory response to a viral challenge in human monocytes primed with inactivated SARS-CoV-2 or its proteins. Human monocytes isolated from blood of four individual donors (green, red, blue, and yellow symbols) were cultured for 24 h in culture medium alone or containing R848 (0.5 µg/mL, positive viral control), the inactivated SARS-CoV-2 virus (5 x105 copies), or the viral proteins N, S1, and S2 (all at 1 µg/mL). Cells were then washed and rested for 7 days in the absence of stimuli, then challenged for 24 h in fresh medium alone or containing 2.5 µg/mL R848. The production of TNFα (upper left), IL-6 (upper right), IL-10 (lower left) and IL-1Ra (lower right) was measured in the 24 h supernatants by ELISA. The values from cells that received no challenge are included in each panel as “control” and encompass the values obtained from primed and unprimed cells (which did not differ, confirming the return to baseline after the resting period). Data are presented as individual donors’ values (colored symbols) and as mean of the individual values (gray columns). Statistical significance: * p <0.05; ** p <0.01; *** p < 0.001; **** p <0.0001.



As expected, LPS challenge of medium-primed cells showed a general induction of TNFα, IL-6 and IL-10 production, but no increase over the substantial baseline production of IL-1Ra (columns “medium” vs. “Control” in Figure 2). Although the increase did not always reach statistical significance on average, this was evident at the individual donor’s level. LPS-primed cells did not show the development of a tolerance memory response (columns “LPS” vs. “medium”) relative to the inflammatory cytokine TNFα, while this was small but detectable in 2/4 donors for IL-6, confirming the variability in the development of LPS tolerance already observed in other subjects (15, 27, 28). A tendency to a potentiated response could be observed in LPS-primed cells in terms of production of the anti-inflammatory factor IL-10 (although not reaching statistical significance), while a significant increase in IL-1Ra was evident. Priming with the inactivated virus did not have substantial effects on the response to the LPS challenge (columns “Virus” vs. “medium”). When examining the memory-inducing capacity of viral proteins, it was observed that the S1 and S2 subunits of the Spike protein had no memory-inducing activity (columns “S1” and “S2” vs. “medium”), similar to the inactivated virus. Priming with the nucleocapsid protein N, on the other hand, induced a significant and considerable potentiation of IL-1Ra production (columns “N” vs. “medium”). When examining the memory effects of virus or viral components on other innate immune factors induced by the bacterial challenge LPS (Supplementary Figure S2), we observed that neither LPS nor virus/viral components had clear effects on the production of the inflammatory cytokine IL-1β, the chemokine IL-8, the immune interferon IFN-γ and the growth factor GM-CSF, again with inter-individual variability of response.

We also assessed the capacity of SARS-CoV-2 and its components to induce innate memory to a viral challenge, using R848 as prototypical viral agent (Figure 3). As a control, priming with R848 was included. The results show that unprimed monocytes respond to R848 challenge with a potent production of TNFα, IL-6 and IL-10 (in 3/4 donors), generally higher than that induced by the bacterial challenge. Conversely, the R848 challenge was completely inactive in modulating the constitutive production of IL-1Ra (columns “medium” vs. “Control”). Priming with R848 potentiated the secondary response to the R848 (columns “R848” vs. “medium”) in all donors for TNFα, IL-6 and IL-1Ra, and in 2/4 donors for IL-10 (although the average increase reached statistical significance only for TNFα and IL-1Ra). Priming with the inactivated virus had little/no effect on the secondary response to the R848 virus-like challenge (columns “virus” vs. “medium”). Priming with the nucleocapsid protein N showed potentiation of the memory response to R848 in terms of IL-1Ra production (in all 4 donors), while having limited/no effect of the secondary production of TNFα, IL-6 and IL-10 (columns “N” vs. “medium”). The priming with the Spike protein subunits S1 and S2 showed no substantial variations relative to controls (columns “S1” and “S2” vs. “medium”). We have additionally examined other four cytokines (IL-1β, IL-8, IFN-γ, GM-CSF; Supplementary Figure S3). All four factors are produced by medium-primed cells in response to R848 (columns “medium” vs. “Control”). While the production of IL-8 was never significantly modified by priming with any agent (upper right panel), priming with R848 potentiates the production of IL-1β, IFN-γ and GM-CSF (columns “R848” vs. “medium” in the left and lower right panels). As in other cases, priming with the inactivated virus had no memory effect (columns “Virus” vs. “medium”). Priming with N showed a potentiation of the response to R848 in terms of IL-1β production in all donors and GM-CSF in 3/4 donors (columns “N” vs. “medium”).

Eventually, we investigated the possibility that exposure to N could induce a memory response in previously primed cells. Thus, we have measured the production of cytokines in response to N (5 µg/mL) in monocytes previously primed with medium alone or containing LPS (1 ng/mL), R848 (0.5 µg/mL) or N (1 µg/mL). The data in Figure 4 show that challenge with N could induce a significant production of TNFα, and measurable levels of IL-6, IL-10, IL-1β, IL-8 and GM-CSF in unprimed cells (of 3/4 donors), while unable to increase the constitutive production of IL-1Ra and IFN-γ (columns “medium”). None of the priming agents used (LPS, R848, N) was able to induce a memory that substantially changed the secondary response (although with strong inter-individual variability), except in the case of IL-1Ra, whose production in response to challenge with N was significantly increased in cells primed with LPS, R848 or N.




Figure 4 | Innate immune memory response to a challenge with the N protein in human monocytes primed with bacterial or viral agents. Human monocytes isolated from blood of four individual donors (green, red, blue, and yellow symbols) were cultured for 24 h in culture medium alone (column “medium”) or containing LPS (1 ng/mL, column “LPS”, control bacterial agent), R848 (0.5 µg/mL, column “R848”, control virus-like agent) or N (1 µg/mL, column “N”). Cells were then washed and rested for 7 days in the absence of stimuli, then challenged for 24 h in fresh medium alone or containing 5 µg/mL N. The production of TNFα, IL-6, IL-10, IL-1Ra (upper panel from right to left) and IL-1β, IL-8, IFN-γ, GM-CSF (lower panel from right to left) was measured in the 24 h supernatants by ELISA. The values from cells that received no challenge are included in each panel as “Control” and encompass the values obtained from primed and unprimed cells (which did not differ, confirming the return to baseline after the resting period). Data are presented as individual donors’ values (colored symbols) and as mean of the individual values (gray columns). Statistical significance: * p <0.05; ** p <0.01; *** p < 0.001; **** p <0.0001.






Discussion and Conclusions

This study provides initial evidence that the major SARS-CoV-2 structural nucleocapsid (N) protein has the ability to induce an innate memory that changes the monocyte response profile upon re-challenge. It should be noted that these results are preliminary, since only cytokine production was examined, and their interpretation is likewise limited, since only four non-vaccinated donors are included.

Several studies have pointed to a possible role of innate memory, induced by live attenuated vaccines such as BCG, for preventing the severe effects of SARS-CoV-2 infection (29, 30). On the other hand, the innate immune/memory profile of monocytes/macrophages from convalescent or vaccinated subjects revealed that both the whole infective virus and the Spike protein encoding vaccine are able to induce a transcriptional and epigenetic reprogramming suggestive of establishment of innate memory (19, 23, 24). Notably, in vitro challenge of blood leukocytes from convalescent individuals showed an increased production of the inflammatory/activating cytokines IL-1β and IL-6, based on an extensive epigenetic reprogramming of both CD14+ and CD16+ monocytes (24). Indeed, inhibitors of IL-6 (e.g., the anti-IL-6 receptor Tocilizumab) and of IL-1β (Anakinra) have been used in the therapy of COVID-19. While the treatment with Tocilizumab showed contradictory results regarding its efficacy (31–33), the use of the recombinant form of the IL-1 receptor antagonist IL-1Ra Anakinra showed encouraging results in decreasing clinical parameters and reducing overall mortality (34–36).

Bearing in mind that these results are preliminary, the major finding of our study is that one of the SARS-CoV-2 proteins, the nucleocapsid protein N, can induce innate memory in human monocytes (from subjects that were not previously infected by SARS-CoV-2 or vaccinated), and that this memory was almost exclusively represented by an increased capacity to produce the IL-1 inhibitor IL-1Ra. While confirming that innate memory is non-specific (the same memory response in terms of increased IL-1Ra production is triggered by challenge with LPS, R848 or N), this finding points to the importance of the N protein in stimulating an anti-inflammatory compensatory mechanism to control the cytokine storm and the tissue inflammation caused by the infection. Only in response to a strong viral-like challenge (R848), priming with N could also result in enhanced production of IL-1β. This suggests that the memory induced by N is preferentially active in anti-viral responses and includes the potentiation of a very important defensive effector molecule while, at the same time, being able to control unwanted inflammation through the enhanced production of anti-inflammatory IL-1Ra. Upregulation of IL-1Ra is expected to inhibit IL-1-dependent inflammation but also the entire inflammatory cascade initiated by IL-1β (37, 38). Conversely, a tendency of decreased production of the inflammatory cytokines TNFα and IL-6 was observed in cells primed with the two spike protein subunits S1 and S2 and challenged with the R848. Since only two donors could be examined for S1 and S2 priming, this tendency cannot be considered reliable. However, it may suggest that different parts of the virus can prime the innate immune system towards a milder secondary reaction by using different mechanisms (increase of anti-inflammatory reactions induced by N protein priming and a concomitant decrease of inflammatory responses induced by Spike protein priming). The fact that the whole virus could not induce any memory response may be explained by the cross-regulating effects of the different viral components or by changes induced by the inactivation process.

Table 1 summarizes the findings reported in this study and highlight the strong and consistent potentiation effect of priming with the N protein on IL-1Ra production, which may underlie a less severe response to secondary infections, with a better control of innate/inflammatory effector mechanisms.


Table 1 | Summary of the capacity of SARS-CoV-2 and its proteins to induce innate memory in human monocytes.
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Background

The lower burden of COVID-19 in tropical settings may be due to preexisting cross-immunity, which might vary according to geographical locations and potential exposure to other pathogens. We sought to assess the overall prevalence of SARS-CoV-2 antibodies and determine SARS-CoV-2 seropositivity according to HIV-status before the COVID-19 pandemic era.




Methods

A cross-sectional and comparative study was conducted at the Chantal BIYA International Reference Centre (CIRCB) on 288 stored plasma samples (163 HIV-positive versus 125 HIV-negative); all collected in 2017-2018, before the COVID-19 pandemic era. Abbott Panbio™ COVID-19 IgG/IgM assay was used for detecting SARS-CoV-2 immunoglobulin G (IgG) and M (IgM). Among people living with HIV (PLHIV), HIV-1 viral load and TCD4 cell count (LTCD4) were measured using Abbott Real Time PCR and BD FACSCalibur respectively. Statistical analyses were performed, with p<0.05 considered statistically significant.




Results

The median [IQR] age was 25 [15-38] years. Overall seropositivity to SARS-CoV-2 antibodies was 13.5% (39/288) of which 7.3% (21) was IgG, 7.3% (21) IgM and 1.0% (3) IgG/IgM. According to HIV-status in the study population, SARS-CoV-2 seropositivity was 11.0% (18/163) among HIV-positive versus 16.8% (21/125) among HIV-negative respectively, p=0.21. Specifically, IgG was 6.1% (10/163) versus 8.8% (11/125), p=0.26; IgM was 5.5% (9/163) versus 9.6%, (12/125), p=0.13 and IgG/IgM was 0.6% (1/163) versus 1.6% (2/125) respectively. Among PLHIV, SARS-CoV-2 seropositivity according to CD4 count was 9.2% (≥500 cells/µL) versus 1.8% (200-499 cells/µL), (OR=3.5; p=0.04) and 0.6% (<200 cells/µL), (OR=17.7; p<0.01). According to viral load, SARS-CoV-2 seropositivity was 6.7% (≥40 copies/mL) versus 4.9% (<40 copies/mL), (OR= 3.8; p<0.01).




Conclusion

Before COVID-19 in Cameroon, cross-reactive antibodies to SARS-CoV-2 were in circulation, indicating COVID-19 preexisting immunity. This preexisting immunity may contribute in attenuating disease severity in tropical settings like Cameroon. Of relevance, COVID-19 preexisting immunity is lower with HIV-infection, specifically with viral replication and poor CD4-cell count. As poor CD4-count leads to lower cross-reactive antibodies (regardless of viral load), people living with HIV appear more vulnerable to COVID-19 and should be prioritized for vaccination.





Keywords: HIV, SARS-CoV-2, immunoglobulin G/M, T-CD4 lymphocytes, HIV viral load





Introduction

December 2019 was marked by the appearance of the new coronavirus 2019 disease (COVID-19) in the city of Wuhan in China, which quickly became a pandemic resulting on January 30th 2020 in a Public Health Emergency of International Concern (PHEIC) (1–4). As of November 22nd 2022, 643,620,075 cases had been diagnosed worldwide with 6,628,090 deaths reported, giving a fatality rate of 1.03% three years after the beginning of the pandemic (5). Seven coronaviruses can lead to infection, but the causal agent of COVID-19 was identified as the novel severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) (3, 6, 7). Of note, SARS-CoV-2 is an enveloped virus with a linear and unsegmented positive-sense RNA genome, coding for four main structural proteins, namely: the spike (S), nucleocapsid (N), envelope (E) and membrane (M) (8). The S protein contains, the S1 subunit which is divided into an N-terminal domain (NTD) and a receptor binding domain (RBD) responsible for binding the virus to the host cell Angiotensin-Converting Enzyme 2 (ACE2) receptor binding domain (8). The N protein on the other hand is involved in the externalization of viral particles from the infected cell. Additionally, the spike glycoprotein polymer (specifically S1) mediates viral attachment, followed by membrane fusion. This glycoprotein is immunogenic and hence ideal for serosurveys (targeting IgM and IgG humoral circulating antibodies) (3, 7, 9–11), which are one of the best approaches to appraise the extent of COVID-19 infection and disease circulation within a given community.

Surprisingly, from the overall global burden of COVID-19, a small proportion of cases were reported in Africa. On November 22nd 2022, 12,697,321 cases were reported indicating 1.97% of the global burden (5) and suggesting a much lower severity of the disease (12). Several hypotheses have been proposed to explain this low incidence of COVID-19 in Africa among which were: (i) the young population in Sub-Saharan Africa as compared to Caucasians; (ii) SARS-CoV-2 persistence and spread disadvantaged by climatic and environmental factors; (iii) social distancing favored by the lifestyle in rural/less developed areas, which limits the spread of the disease; (iv) underestimation of morbidity and mortality counts due to poor testing coverage, reflecting weak health systems; (v) a rapid activation of the natural innate non-specific immunity due to an overexposure to pathogens; and (vi) specific immune response following a previous contact with viruses sharing common antigenic profiles with SARS-CoV-2 (4, 6, 8). The potential low circulation of SARS-CoV-2 in Africa may be justified by the existence of specific pre-pandemic antibodies, responsible for cross-immunity during the pandemic (8). Furthermore, with the emergence in 2019 of SARS-CoV-2, the world now has to face two pandemics: COVID-19 and HIV/AIDS (13). As COVID-19 pandemic continues to cause much uncertainty around the world, and especially among people living with and affected by HIV (>67% of whom residing in sub-Saharan Africa), understanding its extent as well as the determinants of induced immunogenicity is crucial to frame the response strategy within national programs and better prepare for future pandemics. We therefore sought to assess the overall prevalence of SARS-CoV-2 antibodies and determine SARS-CoV-2 seropositivity according to HIV-status during the COVID-19 pre-pandemic era in Cameroon.




Methods




Study design

We carried out a case-control study on archived plasma samples collected between 2017 and 2018, before the outbreak of COVID-19 in Cameroon.




Study site

As a COVID-19 reference center for diagnostic and genomic surveillance, the “Chantal BIYA” International Reference Centre for research on HIV/AIDS prevention and management (CIRCB) is a government institution of the Cameroonian Ministry of Public Health committed to research on HIV/AIDS prevention and management. Additionally, CIRCB covers: (a) HIV early infant diagnosis in the frame of the national PMTCT program; (b) diagnosis of co-infections with HIV; (c) viral load measurement; (d) CD4 and CD8 T lymphocytes counts; (e) biochemical and hematological tests for drug follow-up; (f) genotypic HIVDR testing (GRT) at subsidized costs; with quality control programs conducted in partnership with Quality Assessment and Standardization of Indicators (QASI) and other international organizations (http://www.circb.cm/btc_circb/web/).




Sampling and eligibility criteria

We enrolled archived plasma samples previously anonymized and codified as per institutional biobanking procedures (from both HIV-positive and negative individuals). Socio-demographic and clinical data were obtained from the CIRCB database. Samples were from people residing in the Centre region of Cameroon. For HIV-positive individuals, only those with CD4-cell count, HIV-1 viral load measurements and with a complete treatment history were included; those with any co-infection or related co-morbidity were excluded.




Clinical and laboratory procedures




Serological assays

SARS-CoV-2 antibodies were tested using the Abbott Panbio™ COVID-19 IgG/IgM Rapid Test Device as per manufacturer’s instructions. Assay performance as reported by the manufacturer was as follows: sensitivity (97.8%); specificity (92.8%); precision (>99% both for intra-assay and inter-assay assessments) (14). Briefly, plasma samples were mixed by low-speed vortex after which 10μL of supernatant was applied to the specimen well (S) of the test device. Two drops (approximately 60 μL) of buffer were added and a timer was started for 10 minutes. At the end of the 10 minutes the test device was read. A valid result consisted of the appearance of a red line in the Control (C) area of the reading window. A negative result consisted of the presence of the red line only in the C area whereas the presence of a red line on both C and G (IgG) areas indicated a reactivity to IgG; a red line on both C and M (IgM) areas, reactivity to IgM and a red line in C and both G and M areas of the reading window indicated a positive result for both IgG and IgM.




T-CD4 lymphocytes phenotyping

Before storage in the biobank, CD4 cells count of PLHIV had also been performed using the BD FACSCalibur™ Flow Cytometer as per the manufacturer’s instructions with results reported as the number of cells per microliter of blood (15). We therefore classified CD4 results as follows: no immunodeficiency (above or equal to 500 cell/µL); mild immunodeficiency (between 350 and 499 cell/µL); advanced immunodeficiency (between 200 and 349 cell/µL) and severe immunodeficiency (below 200 cell/µL).




Viral load measurements

Before storage in the biobank, HIV-1 viral load measurement had also been performed using the Abbott™ m2000rt instrument for Real Time PCR as-per the manufacturer’s instructions (16), with a lower detection threshold of 40 HIV-1 RNA copies/mL and an upper detection threshold of 10,000,000 copies/mL.




Statistical analysis

Data collected were entered on Microsoft Excel 2021. The software IBM.SPSS® Statistics V.20 was used for statistical analysis. Association analyses were performed using Pearson Chi-Square Test with statistical significance considered at p<0.05. All variables with p<0.2 during bivariate analyses were retained for multivariable analysis.






Results




Clinical characteristics of the study population

Out of a total of 288 selected samples, 163 were HIV positive (56.6%) and 125 HIV negative (43.4%). Median age [interquartile range; IQR] in the study population was 25 [15-38] years; 18 [13-41] years among HIV-positive versus 28 [23-35] years among HIV negative. Majority of our study population was of the male gender, 58.0% (159/288), with similar distribution according to HIV-status. The rest of socio-demographic and clinical parameters are summarized in Table 1.


Table 1 | Clinical characteristics of the study population.






Overall seroprevalence of SARS-CoV-2 antibodies

The global prevalence of SARS-CoV-2 antibodies was 13.5% (39/288) in the study population; 7.3% (21/288) IgG, 7.3% (21/288) IgM and 1.04% (3/288) IgG/IgM. Distribution of SARS-CoV-2 antibodies was similar according to age and HIV-status (p=0.07 and p=0.21 respectively); but statistically higher in men (aOR=2.54; [95%CI: 1.15-5.64]; p=0.02), as presented in Tables 2, 3 below.


Table 2 | Overall prevalence of SARS-CoV-2 antibodies (IgG and IgM) using the rapid diagnostic assay.




Table 3 | Determinants of a high SARS-CoV-seroprevalence (multivariable analysis).






Seroprevalence of SARS-CoV-2 antibodies among HIV-infected participants

Concerning HIV-infected participants, virological control (VL<40copies/mL), high CD4 cells count (>350cells/µL) and ART duration >23 months were all significantly associated to SARS CoV-2 seropositivity in bi-variables analyses (p=0.005; p=0.01; p<0.001 respectively) but not in multivariable analysis (p=0.14; p=0.19; p=0.96 respectively) as presented in Table 4 below.


Table 4 | Predictors of SARS-CoV-2 seroprevalence among HIV-infected participants.







Discussion

To the best of our knowledge, no evidence clearly explains the low severity of COVID-19 in Africa, a continent that has the weakest health system and infrastructures. Indeed, the limited number of healthcare infrastructures, the poor access to specialized health services (present only in some urban areas), and the limited number of professionals trained in critical care have already been widely documented across the continent (3, 17–21); thus calling for further investigations to clarify on this low incidence of COVID-19 in Africa (12). The objective of this study was to assess the circulation of SARS-CoV-2 antibodies in a pre-pandemic era according to HIV-infection in Cameroon.

First and foremost, our findings effectively demonstrated the circulation of SARS-CoV-2 antibodies in Cameroon before the disease outbreak in 2019. This pre-existence of specific SARS-CoV-2 antibodies strongly supports the hypothesis of potential cross-immunity during the pandemic. The later could also be justified by a previous contact with other coronaviruses sharing common antigenic profiles (4, 8), which could be either HKU1, NL63, OC43 or 229E. Moreover, the circulation of these specific coronaviruses within Central Africa had never been described before the COVID-19 outbreak (22, 23).. Assessing the titer and immunogenicity of these specific pre-pandemic SARS-CoV-2 antibodies through broadly neutralizing assays will help confirm this hypothesis and further characterize this cross-immunity to understand its effect on SARS-CoV-2 variants and sub-lineages circulating nowadays (24). On one hand, we observed a higher sero-positivity SARS-CoV-2 antibodies among males as compared to females, likely driven by the differential level of ACE-2 receptors among men as compared to women (8, 25). On the other hand, knowing that estrogens decrease plasma renin activity while androgens increase plasma renin activity and the expression of angiotensinogen messenger RNA, it is therefore predicted that the latter hormone would up-regulate ACE2 expression (25). In effect, the human angiotensin-converting enzyme 2 (ACE2) has been described as the functional receptor for the severe acute respiratory syndrome caused by coronaviruses (8, 26), thus facilitating recognition and infection by coronaviruses (26). Therefore, the protective role of ACE2 in chronic pathologies like hypertension, cardiovascular diseases, and acute respiratory distress syndrome (25), would be reversed in the advent of COVID-19.

With respect to HIV-status, we observed here a similar distribution of SARS-CoV-2 antibodies between HIV-infected and uninfected participants. This observation is in line with several studies conducted early in the pandemic, indicating that the clinical presentation of COVID-19 is similar in people with and without HIV, particularly if they are on ART and have achieved HIV viral suppression (13, 27–29). However, among sera of HIV-infected participants, high CD4 counts, virological control (>40copies/mL) and ART duration, seemed individually associated to the presence of SARS-CoV-2 antibodies; suggesting that people with a highly compromised immune system, an uncontrolled viral replication and/or the absence of an effective ART-regimen stand a high risk of not controlling SARS-CoV-2 replication or developing severe symptoms of COVID-19 (13). This observation therefore suggests that a closer monitoring of HIV/SARS-CoV-2 co-infection would be beneficial in order to preserve the benefits of vaccine-induced immunogenicity in this key population. Importantly, the pathogenicity associated to each virus separately and subsequent impairments to the immune system have been described; and even though vaccination of HIV-infected is essential to uphold an already weak immune system, it is important to emphasize that our findings primarily suggest there is a greater risk of COVID-19 severity among the severely immune-compromised and in those with an uncontrolled viral replication.




Conclusion

In summary, cross-reactive antibodies to SARS-CoV-2 were in circulation in Cameroon before COVID-19, suggesting preexisting immunity, which may have contributed in limiting the spread of COVID-19 and attenuating the severity of new variants within this tropical setting. This preexisting immunity appears similar among HIV-infected versus uninfected participants. As poor CD4-count leads to lower cross-reactive antibodies (regardless of viral load), people living with HIV (especially those with poor clinical status) appear more vulnerable to COVID-19 and should be prioritized for vaccination.
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Antiretroviral therapy (ART) has improved the lifespan of people living with HIV. However, their immune system remains in a state of sustained activation/inflammation, which favors viral replication and depletion of helper T-cells with varying profiles according to ART-response. We herein sought to ascertain the inflammatory profile of adolescents living with perinatal HIV-1 infection (ALPHI) receiving ART in an African context. In this cross-sectional and comparative study among ART-experienced ALPHI in Yaoundé-Cameroon, HIV-1 RNA was measured by Abbott Real-time PCR; CD4 cells were enumerated using flow cytometry; serum cytokines were measured by ELISA; HIV-1 proviral DNA was genotyped by Sanger-sequencing; and archived drug resistance mutations (ADRMs) were interpreted using Stanford HIVdb.v9.0.1. Overall, 73 adolescents were enrolled (60 ALPHI and 13 HIV-1 negative peers) aged 15 (13-18) years; 60.00% were female. ART median duration was 92 (46-123) months; median viral load was 3.99 (3.17-4.66) RNA Log10 (copies)/mL and median CD4 count was 326 (201-654) cells/mm3. As compared to HIV-negative adolescents, TNFα was highly expressed among ALPHI (p<0.01). Following a virological response, inflammatory cytokines (IFNγ and IL-12), anti-inflammatory cytokines (IL-4 and IL-10) and inflammation-related cytokines (IL-6 and IL-1β) were highly expressed with viral suppression (VS) vs. virological failure (VF), while the chemokine CCL3 was highly expressed with VF (p<0.01). Regarding the immune response, the inflammatory cytokine TNFα was highly expressed in those that are immunocompetent (CD4≥500 cell/mm3) vs. immunocompromised (CD4<500 cell/mm3), p ≤ 0.01; while chemokine CCL2 was highly expressed in the immunocompromised (p<0.05). In the presence of ADRMs, IL-4 and CCL3 were highly expressed (p=0.027 and p=0.043 respectively). Among ART-experienced ALPHI in Cameroon, the TNFα cytokine was found to be an inflammatory marker of HIV infection; IFNγ, IL-1β, IL-6, and IL-12 are potential immunological markers of VS and targeting these cytokines in addition to antiretroviral drugs may improve management. Moreover, CCL3 and CCL2 are possible predictors of VF and/or being immunocompromised and could serve as surrogates of poor ART response.
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Introduction

Children and adolescents constitute a growing population of people living with HIV in developing countries, mainly due to ongoing mother to child transmission of HIV-1 (MTCT) and the benefits of antiretroviral therapy (ART) in sustaining the lifespan of infected children (1). Of note, sub-Saharan Africa (SSA) is paying the heaviest toll of pediatric HIV as ~85% of worldwide new pediatric infections occur in this region (2). Even though ART has substantially contributed to reducing HIV-1 MTCT (3), women in SSA settings (Cameroon included) (4) still face delayed HIV-1 diagnosis during pregnancy/breastfeeding, which leads to limited coverage in prevention of MTCT (PMTCT) and occurrence of new pediatric HIV-1 infections (5),

With more than 160,000 new cases of HIV-infection reported among children in 2021, pediatric HIV remains a major public health concern, thus calling for novel strategies to ensure optimal management of such a lifelong condition from childhood (1, 2). As in HIV-infected adults, ART increases the life expectancy of HIV-infected infants and children, allowing them to grow toward adulthood. However, the differential features in HIV pathogenesis between adults and children (i.e., faster disease progression and lower control of viral replication) require innovative approaches to optimize the outcomes with current pediatric ART in this underserved population (6–9). Moreover, the inability of antiretrovirals to access latent reservoirs, characterized by infected long-lived memory CD4+ T lymphocytes and macrophages, results in the persistent immune activation and inflammation observed in the course of HIV-1 infection (6–8).

Several cytokines have been associated with HIV-1 infection and pathogenesis (10–14). Of note, inflammatory cytokines, including interleukins (IL)-2, IL-6, IL-12, interferon gamma (IFNγ), and tumor necrosis factor-α (TNFα), were reported to be essential for the clearance of HIV infection (10). Furthermore, IL-4, IL-5, IL-10, and IL-13 are known to be associated with disease progression (13, 15). However, such knowledge gaps still exist in the frame of pediatric HIV-infection, and specifically within sub-Saharan Africa (SSA) clinical settings.

An effective immune response against HIV must strike a balance between inflammatory and anti-inflammatory cytokines. Even though ART acts by trying to restore this equilibrium, it is still unclear how immunologic and virologic parameters of adolescents living with perinatal HIV-1 infection (ALPHI) influence circulating cytokine levels. In view of optimizing immunotherapeutic strategies toward HIV pediatric control, the objective of this study was to determine the cytokine profile of ALPHI in Cameroon and to assess the relationship between cytokine levels and the virologic or immunologic responses.





Materials and methods




Study design

A cross-sectional observational and comparative study was conducted among 73 adolescents (60 HIV-positive and 13 HIV-negative, ratio 5:1) aged 13-18 years at the Chantal BIYA International Reference Centre for research on HIV/AIDS prevention and management (CIRCB) in Yaoundé-Cameroon for the period ranging from March to July 2019.

Briefly, 60 ART-experienced ALPHI (60.00% were female) were enrolled from reference pediatric health facilities in the city of Yaoundé-Cameroon (Essos Health Centre and the Mother-Child Centre of the Chantal BIYA Foundation), as previously described within the frame of the EDCTP READY-Study cohort (16). Additionally, 13 age-matched HIV-negative adolescents, without malaria and hepatitis B/C infections, were enrolled as a control group.





Sampling and data collection

From each participating ALPHI, the following parameters were collected: date of HIV diagnosis, age, gender, date of ART initiation, and complete ART history (duration/regimen). Then, 8 mL of whole blood was collected in EDTA tubes for immunological (CD4 count and cytokine testing) and virological (HIV-1 viral load, HIV-1 proviral DNA amplification, and sequencing) analyses.





HIV-1 RNA measurement

A reverse transcription-polymerase chain reaction (RT-PCR) assay was performed on 700µL of plasma samples using the Abbott RealTime (Abbott Park, IL, USA), an in vitro platform with a lower and upper detection limit of 40 and 10,000,000 copies/mL respectively. RT-PCR was then performed to quantify the HIV-1 viral RNA (plasma viral load, PVL) of each participant by RNA extraction from plasma followed by reverse-transcription/amplification of RNA extracts and simultaneous revelation as per the manufacturer’s instructions (www.molecular.abbott/int/en/products/infectious-disease/realtime-hiv-1-viral-load). For the purpose of the study, the PVL results of each ALPHI were classified as either viral suppression (PVL<1000 copies/mL) or virological failure (PVL≥1,000 copies/mL).





Helper CD4+ T cells count

CD4+ T cells were enumerated by flow cytometry with a counter cytometer, using the CD4 easy count kit as per the manufacturer’s instructions (Sysmex Partec GmbH) as previously described (17). For the purpose of the study, ALHPI were then classified as either immunocompetent (CD4 ≥ 500 cells/µL) or immunocompromised (CD4 < 500 cells/µL).





Cytokine measurement

Inflammatory (IL-1β, IL-6, IL-12, CCL2, CCL3, CCL4, IFNγ, IL-17A, and TNFα), anti-inflammatory (IL-4 and IL-10), and inflammation-related cytokine (IL-6 and TGFβ1) measurement was performed on plasma using the sandwich-based enzyme-linked immunosorbent assay (ELISA) with Multi-Analyte ELISArray (Qiagen, Frederick, Maryland, 21704, USA) following the manufacturer’s recommendations (https://www.qiagen.com/us/products/discovery-and-translational research/functional-and-cell-analysis/elisa-assays/multi-analyte-elisarray-kits) (18). The optical density was measured at 450nm (OD450), and the concentration in pg/mL was calculated based on the logarithmic function y=a ln(x)+b obtained through the standard curves of samples with known concentrations. OD450 reads between 0 and 2.5 were considered to be within the linear range for all of the analytes as instructed (https://www.qiagen.com/dk/resources/faq?id=c9815b21-393e-4cef-8968-5d4e67801aa1&lang=en).





HIV-1 DNA extraction and genotyping

HIV-1 DNA extraction was done from 200 μL of buffy coat following the protocol of the QIAamp DNA Mini Kit (Qiagen, Maryland, USA). Viral DNA extracts were directly amplified using a two-round PCR according to an in-house genotyping protocol as previously described (9). Sanger-sequencing was performed by capillary electrophoresis on ABI 3500 (Applied Biosystems) using the dye deoxy-termination chain with a set of eight sequencing primers. HIV-1 sequences were assembled and edited using Recall v.2.28 software. Edited sequences were then analyzed for the interpretation of HIV-1 archived drug resistance mutations (ADRMs) using the Stanford HIV Drug Resistance Database algorithm v.9.0.1 (https://hivdb.stanford.edu/). Sequences with more than three mutations in the reverse transcriptase (RT) and/or two mutations in the protease (PR) known to be associated with APOBEC3G/F activity were excluded due to event of hypermutation (19).





Statistical and phylogenetic analysis

Data were coded and recorded in an excel spreadsheet, cleaned, and double checked. The parameters of central tendency (median) and dispersion (interquartile range) were used to describe discontinuous variables. Categorical variables were described in terms of proportions and frequencies. A Mann-Whitney test was used to compare the mean of continuous variables between the following groups: i) ALPHI vs. uninfected adolescents; ii) ALPHI on viral suppression vs. virological failure; iii) immune-competent vs. immunocompromised ALPHI; iv) ALPHI with vs. without ADRMs. A Spearman correlation test was performed between the PVL/CD4 T cell and each cytokine. Any p-value<0.05 was considered statistically significant.





Ethical and regulatory considerations

As per the Declaration of Helsinki adopted by the 18th World Medical Assembly in 1964 with respect to international regulations for ethics and good clinical practices, ethical clearance for the present study was obtained from the National Ethics Committee for research on human health (reference N° 2021/12/CE/CNERSH/SP). Administrative authorisations were obtained from the Directorate General of CIRCB and the Directors of clinical sites. Confidentiality was ensured by the use of de-identified and anonymised datasets. Written informed consent was obtained from parents or legal guardians, and written assent was provided by each participating adolescent. For the purpose of beneficence, all laboratory results (HBV, Malaria, CD4, PVL, genotypic drug resistance testing) related to the clinical management of the study participants were provided free of charge for personalized case management toward optimal HIV treatment or treatment of any reported co-infection or comorbidity.






Results




Socio-demographic, immuno-virological, and treatment characteristics of HIV-1 infected adolescents

Out of the 60 ALPHI, 36 (60%) were female, and the median [interquartile range, IQR] age was 15 [13-18] years. All were receiving ART and the median [IQR] duration on treatment was 92 [46-123] months; 80% were on non-nucleoside reverse transcriptase inhibitor (NNRTI)-based first-line regimens. Regarding the WHO clinical staging, the majority (70%) were categorized as clinical stage I, and 16.7% were categorized as clinical stage II. Regarding virological response, the median PVL was 3.99 [3.17-4.66] log10(copies/mL), of whom about three quarters (n=47) of participating ALPHI were experiencing virological failure (VL≥1000 copies/mL) as defined by WHO in our context. See detailed description in Table 1.


Table 1 | Socio-demographic, immuno-virological, clinical, and therapeutic features of ALPHI.







Profile of cytokines and HIV-1 status

Out of all cytokines measured, only the concentration of the inflammatory cytokine TNFα was significantly higher in HIV-1 infected participants compared to their HIV-negative peers (p<0.01), indicating its role as a marker of inflammation or immune activation (Table 2).


Table 2 | Profile of cytokines according to HIV-1 status of adolescents.







Profile of cytokines and virological response

The concentration of inflammatory cytokines IL-1β, IL-12, and IFNγ; anti-inflammatory cytokine IL-4; and inflammation-related cytokine IL-6 were significantly higher in ALPHI with viral suppression compared to those with virological failure; p<0.05 (Figure 1). Additionally, the anti-inflammatory cytokine IL-10 was also highly expressed among ALPHI experiencing viral suppression, while the chemokine CCL3 was significantly expressed among ALPHI experiencing virological failure as compared to those on viral suppression; p<0.01 (Figure 1) However, only cytokines IL-1β and IL-4 were negatively correlated with PVL (r= -0.44; p<0.01 and r= -0.27; p=0.04 respectively; Figure 2), suggesting that lower levels of IL-1β and IL-4 are associated with increased severity of PVL, while chemokine CCL2 alone was positively correlated with PVL; r= 0.36; p<0.01.




Figure 1 | Cytokine profile according to virological response. VF, Virological failure (viral load ≥3 Log10(copies/mL)); VS, Viral suppression (viral load <3 Log10(copies/mL)); IL, interleukin; TGF, transformative growth factor; TNF, tumor necrosis factor; (p<0.05), ** (p<0.01). This graph shows the significant low level of inflammatory cytokines IL-12 and IFNy; anti-inflammatory cytokines IL-4 and IL-10 and the inflammation related cytokines IL-1β, IL-6 while the level of chemokine CCL3 was high in adolescents with VF as compared to those with VS.






Figure 2 | Correlation between cytokines (IL-1β and IL-4) and viral load. IL, interleukin. This graph shows the negative correlation between cytokines IL-1β/IL-4 and the plasmatic viral load highlighting the decrease of such interleukins with increasing levels of viral load.







Profile of cytokines and immune response

According to the distribution of CD4 cells count in the study population, the median value [IQR] was 326 [201-654] cells/mm3, of which 20 (62.5%) participants were immunocompromised (CD4<500 cells/mm3) and 12 (37.5%) were immunocompetent (CD4≥500 cells/mm3) as per the classification of the World Health Organization (Table 1).

One inflammatory cytokine (TNFα) was highly expressed in immunocompetent ALPHI (p ≤ 0.01), while one anti-inflammatory chemokine CCL2 was highly expressed in immunocompromised ALPHI (p<0.05), as shown in Figure 3. Interestingly, both biomarkers (TNFα and CCL2) correlated significantly with the CD4 T cell count (r= 0.42, p=0.01 and r= -0.43, p=0.01 respectively), thus confirming their clinical significance in pediatric HIV infection.




Figure 3 | Cytokine profile according to immunocompetence. IL, interleukin; TGF, transformative growth factor; TNF, tumor necrosis factor; Immunocompetent: CD4≥500 cells/mm3; immunodeficiency: CD4<500 cells/mm3; * (p<0.05); N=32. This graph shows the significant high level of the inflammatory cytokine TNFα in immunocompetent adolescents as compared to those with immunodeficiency while, the level of the chemokine CCL2 was high in adolescents with immunodeficiency as compared to those with good immune response.







Profile of cytokines and antiretroviral therapy regimen

No significant association was found between the ART regimen (NNRTI-based versus PI/r) and the profile of studied cytokines/chemokines (data not shown), suggesting minimal (if any) effect of the ART regimen on the profiling and dynamics of cytokines/chemokines during the course of HIV pediatric infection.





Profile of cytokines, HIV-1 clades, and archived drug resistance mutations

Out of 32 adolescents from whom HIV-1 genotyping was successful in proviral DNA, 22 (68.75%) were infected with CRF02_AG, 04 (12.50%) with subtype G, 01 (3.13%) with each of the following: recombinant A1/G/K, A1/G, CRF11_cpx, CRF13_cpx, CRF18_cpx, CRF37_cpx, and subtype H. There was no preferential pattern in cytokine profiling according to HIV-1 clade distribution (data not shown).

According to HIV-1 mutational profile in proviral DNA, 10 participants (31.25%) harbored archived drug resistance mutations (ARDMs), including 10/32 (31.25%) with NNRTI resistance-associated mutations, 8 (25.00%) with NRTI resistance-associated mutations, and only 1 (3.12%) with a ritonavir-boosted protease inhibitor (PI/r) resistance-associated mutation. The profile of cytokines according to the presence of ADRMs revealed that the levels of Il-4 cytokines and CCL3 were significantly higher in adolescents with ADRMs; p<0.05 (Figure 4). The other cytokines/chemokines (IL-1β, IL-6, IL-10, IL-12, MCP1, CCL4, IFNγ, IL-17A, TNFα, and TGF-β1) were not significantly associated to the presence of ADRMs (p=0.19, p= 0.85, p=0.44, p=0.57, p=0.92, p=0.14, p=0.11, p=0.71, p=0.33, p=0.81 respectively).




Figure 4 | Profile of IL-4 and CCL3 according to the occurrence of ADRMs. ADRMs, Archived Drug Resistance Mutations; IL,interleukin. This graph shows the significant high level of the chemokine CCL3 as well as the cytokine IL-4 among adolescents with ADRMs.








Discussion

With the goal to contribute to the control of pediatric HIV-infection in the era of ART and to further support the UNAIDS agenda for research into a functional HIV cure in SSA, the present study has provided new insights on the expression of inflammatory (IL-1β, IL-6, IL-12, CCL2, CCL3, CCL4, IFNγ, IL-17A and TNFα), anti-inflammatory (IL-4 and IL-10), and inflammation-related (Il-6 and TGF-β1) cytokines/chemokines in APHI in a typical SSA setting like Cameroon. Taking into consideration the ART paradigm and the high burden of pediatric HIV-infection in SSA settings like Cameroon (4, 9), this setting represents an ideal avenue for setting up baseline investigations that could pave the way for pediatric HIV cure research in this sub-region.

Among participants, the gender distribution was similar among APHI, suggesting an even distribution of the studied parameters. Moreover, the majority (4/5) of APHI were on an NNRTI-first-line ART regimen (in accordance with the proportion of national ART regimens at the time of the study implementation), and a majority (3/4) were also on a virological failure regimen. Despite the fact that the observed rate of virological response was primarily related to sampling for the purpose of our study objectives, poor ART responses among these APHI has been previously reported, driven by poor adherence and the low-genetic barrier to HIV resistance of first-generation NNRTIs that were commonly used, hence supporting transition to newer regimens (20, 21).

Regarding the profile of inflammatory cytokines, only TNFα was highly expressed among HIV-1-infected adolescents compared to their HIV-negative peers. This underscores the fact that TNFα is highly produced during HIV infection to increase antiviral immunity (22, 23) but also to induce NF-kB, which in turn drives proviral transcription and HIV replication (24). Although previous studies have indicated that TNF-α stimulates HIV-1 replication in cultured PBMC (25, 26), recent studies have found no correlation between levels of TNF-α and HIV-1 replication in lymphoid tissue (26). Further, one group has demonstrated that TNF-α suppresses HIV-1 production in peripheral blood monocytes (PBM) (27, 28). These studies indicate that TNF-α may have distinct effects on the pathogenesis of HIV.

Regarding virological response, our findings underscore a decrease in inflammation-related cytokines Il-1β and the anti-inflammatory cytokine IL-4 with increasing levels of plasmatic viral load being observed. Although during the course of HIV-1 infection the level of Il-1β is increased in different anatomical compartments, particularly in lymphatic tissues, and this elevation is associated with disease progression off-ART (29), a consequence of immune depletion and chronic immune activation following HIV replication could be the progressive decrease of the cytokines over time with antiretroviral treatment. On the other hand, HIV can directly infect and deplete specific immune cells that are responsible for producing IL-4, further contributing to its reduced levels (30) as observed in Brazilian adolescents with long ART experience (31). Inflammatory cytokines such as IL-12 and IFNγ as well as the inflammation-related cytokines IL-6 and IL-1β were lowly expressed among viral failure adolescents, while the expression of inflammatory cytokine CCL3 was higher among those experiencing virological failure. In fact the low level of IFNγ observed in a context of sub-optimal virological response was similar to what have been observed in studies conducted in Brazil and Kenya where a low concentration of IFNγ was observed in adolescents with a detectable viral load (31) and ART non-adherent people living HIV with active viral replication (32). Even though there was not significance association between TNFα and viral load, we have noticed a low level of this inflammation cytokine in adolescents with virological suppression, similarly to what observed in a USA children cohort where low levels of TNFα correlated with low levels of viral load (33). The fact that higher levels of IL-12 was observed in virally suppressed adolescents stresses the immune-stimulatory properties of this cytokine that enhances antiviral activity, thereby contributing in the control of viral replication (34). Furthermore, IL-12 is critical for promoting the differentiation of CD4+ T cells into Th1 cells, which in turn restrains HIV-1 replication and disease progression. As IL-12 is also known to stimulate IFNγ (35), it might be relevant to consider this biomarker in pediatric HIV control or functional cure research strategies. Although IL-10 is generally considered to be an immunosuppressive cytokine that can inhibit antiviral immune responses and promote viral replication (34, 36), we rather observed its expression in a context of viral suppression in this subset of ALPHI and correspondingly with a study conducted in Brazil (31). Thus, IL-10 might have a complex role in HIV pathogenesis, which may be either context- or age-dependent; thereby requiring further investigations to delineate the underpinning mechanism(s).

TNFα and CCL2 are two important cytokines that play a critical role in the immune response during HIV infection. A higher expression level of TNFα was found in immune-competent compared immunocompromised ALPHI, indicating its role in controlling HIV-1 replication (37). In contrast, the high expression of CCL2 in immunocompromised APHI highlights its role in the recruitment of monocytes and other cells to sites of viral replication, leading to possible immune dysfunction (38). Thus, strategies to minimize the expression of CCL2 may strengthen the pediatric immune response, which in turn would support immune normalization and better control of HIV replication.

Looking at the profile of cytokines according to ADRMs, only IL-4 and CCL3 were highly expressed in the presence of ADRMs. To the best of our knowledge, there is currently no evidence to suggest that these biomarkers (IL-4 and CCL3) can influence archiving of HIV-1 drug resistance mutations (39). While calling for further investigations, IL-4 is known to promoting survival of CD4+ T cells (i.e., primary targets for HIV-1 infection) (39), either by impairing HIV-1 replication/transcription in infected cells or by limiting the viral cytopathic effect, which consequently favors viral archiving in cellular reservoirs (40). Inversely, IL-4 may also increase the expression of certain proteins (Tat) involved in HIV-1 replication, thereby enhancing the transcription of viral genes under sub-optimal ART (41). Thus, in the frame of a fully functional ART, exploring the role of IL-4 as a possible adjuvant to sustained viral control may contribute to future off-ART strategies investigational approaches in pediatrics.





Conclusion

Among ALPHI on ART, evidence of the expression level of cytokines and chemokines shows that TNFα is a specific inflammatory marker contributing to chronic immune activation in the course of pediatric HIV-infection. Regarding the response to ART, IFNγ, IL-1β, IL-6, and IL-12 appear as biomarkers of viral suppression, which highlights their roles as potential adjuvants (in the frame of ART success) toward the development of an optimal pediatric HIV control or functional cure strategy. Furthermore, as CCL2 and CCL3 are associated with virological failure and poor immunity, downregulating these markers may contribute to viral control strategies.
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   Introduction

People living with HIV (PLWH) are at twice the risk of developing cardiovascular diseases and have more than four times higher odds of aortic aneurysm (AA) than the uninfected population. However, biomarkers of AA in PLWH are yet to be discovered. We aimed to investigate whether circulating biomarkers reflecting platelet activation, hemostasis and endothelial disruption, i.e. sCD40L, D-dimer, syndecan-1, and thrombomodulin, were associated with AA in PLWH.


 Methods

Five hundred seventy one PLWH from the Copenhagen Comorbidity in HIV Infection (COCOMO) study ≥40 years of age with an available contrast-enhanced CT scan as well as available biomarker analyses were included. The biomarkers were analyzed on thawed plasma. For each biomarker, we defined high level as a concentration in the upper quartile and low level as a concentration below the upper quartile. For D-dimer, the cut-off was defined as the lower limit of detection. Using unadjusted and adjusted logistic and linear regression models, we analyzed associations between AA and sCD40L, D-dimer, syndecan-1, and thrombomodulin, respectively in PLWH.


 Results

PLWH had median (IQR) age 52 years (47-60), 88% were male, median (IQR) time since HIV diagnosis was 15 years (8-23), and 565 (99%) were currently on antiretroviral treatment. High level of sCD40L was associated with lower odds of AA in both unadjusted (odds ratio, OR, 0.23 (95% CI 0.07-0.77; P=0.017)) and adjusted models (adjusted OR, aOR, 0.23 (95% CI 0.07-0.78; P=0.019)). Detectable level of D-dimer was associated with higher odds of AA in both unadjusted (OR 2.76 (95% CI 1.34-5.67; P=0.006)) and adjusted models (aOR 2.22 (95% CI 1.02-4.85; P=0.045)).


 Conclusions

SCD40L was associated with lower odds of AA whereas D-dimer was independently associated with higher odds of AA in PLWH. This calls for further investigations into specific biomarkers to aid early diagnosis of AA in PLWH.




 Keywords: HIV, PLWH, aortic aneurysm, sCD40L, D-dimer (DD), syndecan-1, thrombomodulin (TM) 

  1. Introduction.

As the median age of people living with HIV (PLWH) increases (1), so does the burden of age-related comorbidities (2). The risk of incident cardiovascular diseases (CVD) in PLWH is twice that of uninfected individuals (3), with myocardial infarction, stroke, and coronary artery disease being the most frequent manifestations (4). In a previous study by our group, HIV infection was associated with a 4.5 increased odds ratio (OR) of having aortic aneurysms (AA) compared to uninfected controls (5). AA is a rare but potentially severe manifestation of CVD, as the mortality rate of a ruptured abdominal AA may be as high as 80% (6). The European Society of Cardiology recommends screening of populations with a high risk of abdominal AA (7), because most AA are asymptomatic and diagnosed incidentally (8).

The initial phase of the pathogenesis of AA is not fully understood, but studies have suggested endothelial cell injury to contribute (9, 10). Associations have been found between AA, in the majority of studies in patients undergoing surgery for AA, and a marker of platelet activation, soluble CD40L (sCD40L) (11, 12), a marker of hemostasis, D-dimer (13–17), and the markers of endothelial disruption, syndecan-1 (18–20) and soluble thrombomodulin (21, 22), respectively. Importantly, all of these biomarkers have been reported to be elevated in PLWH compared to uninfected controls (23–28).

Possible associations between these biomarkers and AA have yet to be established but could aid in the early identification of high-risk patients. So far, no studies on the association between AA and markers of platelet activation, hemostasis, and endothelial disruption, respectively, in PLWH have been published. Thus, we investigated whether sCD40L, D-dimer, syndecan-1, and thrombomodulin (the biomarkers) are associated with AA in a large cohort of well-treated PLWH. We hypothesized that each of the biomarkers would be independently associated with AA in PLWH.


 2. Materials and methods.

 2.1. Study design and population.

The Copenhagen Comorbidity in HIV Infection (COCOMO) study is a non-interventional cohort study that aims to assess non-AIDS comorbidities in PLWH. Inclusion criteria were age above 18 years and a positive HIV test. Between March 2015 and December 2016, 1099 PLWH living in the greater Copenhagen area were included. Procedures for recruitment and collection of data have previously been described elsewhere (29). A combined thoracic and abdominal contrast-enhanced computed tomography (CT) scan was offered to all COCOMO participants. In this study, we included COCOMO participants who were ≥40 years of age, had a contrast-enhanced CT performed, and had biomarkers measured in plasma.

Written informed consent was obtained from all participants. Ethical approval was obtained by the Regional Ethical Committee of Copenhagen (COCOMO: H-8-2014-004). The study was carried out in accordance with the Declaration of Helsinki.


 2.2. Clinical characteristics and self-reported outcome.

A physical examination including measurement of blood pressure and anthropometrics was performed by trained clinical staff. Venous blood was collected non-fasting. Blood for plasma samples (EDTA anti-coagulated) was stored on ice until centrifugation in a cold centrifuge at 4˚C, and cryovials were transferred to liquid nitrogen within 72 hours (29). Extensive questionnaires included questions regarding medication, medical history, and smoking. From medical records, HIV-specific data such as transmission mode, duration of HIV infection, type of antiretroviral therapy, and hepatitis B and C status were obtained. Hepatitis B virus co-infection was defined as positive hepatitis B virus surface-antigen and hepatitis C virus co-infection as positive hepatitis C virus RNA. Hypertension was defined as systolic blood pressure ≥140 mmHg and/or diastolic blood pressure ≥90 mmHg and/or current use of antihypertensive medication according to Joint National Committee guidelines (30).


 2.3. CT examinations and aortic analyses.

Contrast-enhanced thoracic and abdominal CT examinations including contrast-enhanced CT angiography were performed using a 320-detector CT scanner (Aquilion ONE, ViSION Edition, Canon Medical Systems, Otawara, Japan) at Rigshospitalet University Hospital, Copenhagen, Denmark.

Aortic analyses were performed by two trained examiners on contrast-enhanced CT images. Maximal and minimal inner aortic diameter was measured at seven anatomical points of the aorta, in four of which maximal outer diameter of the aorta was measured as well (5). According to the European Society of Cardiology guidelines, aortic aneurysms were defined as ≥50% increase in aortic diameter compared to the expected normal diameter or an infrarenal diameter of ≥30 mm (7). This resulted in the definition of AA as diameter of ascending aorta ≥45 mm and/or diameter of descending aorta ≥35 mm and/or diameter of suprarenal aorta ≥30 mm and/or diameter of the infrarenal aorta ≥30 mm (31).


 2.4. Markers of platelet activation, hemostasis, and endothelial disruption.

Plasma concentrations of sCD40L, soluble syndecan-1, and thrombomodulin, were analyzed on thawed plasma using Luminex® Human Discovery Assays (R&D Systems, UK, Europe) in a 1:2 dilution, according to the manufacturer’s instructions, at the Department of Clinical Immunology, Copenhagen University Hospital, Rigshospitalet, Copenhagen, Denmark. Plasma concentrations of D-dimer were measured as routine biochemistry on fresh blood samples at Department of Clinical Biochemistry, Copenhagen University Hospital, Herlev, Copenhagen, Denmark (29).


 2.5. Statistics.

Continuous data were reported using means and standard deviations for normal deviates and medians with interquartile ranges for variables not normally distributed, as appropriate. For categorical data, frequency counts and percentages of subjects within each category were reported. Logistic regression analyses were applied where the dependent variable was binary and linear regression where the dependent variable was continuous.

As the primary outcome, we investigated the association between AA and high levels of sCD40L, syndecan-1, and thrombomodulin and detectable level of D-dimer one at a time using simple and multivariable logistic regression. For each biomarker, we created a dichotomous variable defining high level of the biomarker as a concentration in the upper quartile and low level as a concentration below the upper quartile. We used the third quartile as cut-off in the dichotomous variables for sCD40L, syndecan-1 and thrombomodulin to make the effect estimates more easily interpretable. For D-dimer, the cut-off was defined as the lower limit of detection (290 ng/mL (Fibrin Equivalent Units, FEU)), creating a dichotomous variable with detectable versus undetectable as most of the measurements were below the lower limit of detection. We created two predefined models; model 1 adjusted for age (per decade) and sex and model 2 adjusted for traditional risk factors that were significant in previous analyses on AA in PLWH (5) (age, sex, BMI category, hypertension, and smoking (current/previous/never)). Furthermore, in sensitivity analyses, we investigated the associations between AA, sCD40L, and (one at a time) use of aspirin, use of statins, weekly alcohol intake, and hypertension. As a sensitivity analysis, we included all four biomarkers into a single analysis with AA.

Additionally, continuous variables were used in pre-specified, secondary analyses to make sure any linear associations between exposure and outcome would not be overlooked. We adjusted for the same predefined models 1 and 2. Moreover, in sensitivity analyses, we investigated associations between aortic diameter (maximum outer diameter of ascending, descending, suprarenal, and infrarenal aorta) and high versus low levels of the biomarkers. Lastly, in sensitivity analyses, we examined associations between aortic wall thickness (maximal outer minus maximal inner diameter of ascending, descending, suprarenal, and infrarenal aorta) and high versus low levels of the biomarkers.

P-values <0.05 were considered statistically significant, and all P-values were two-sided. R (version 4.1.0 (2021-05-18)) was used for all statistical analyses (32).



 3. Results.

We included 571 participants aged 40 years or older with available contrast-enhanced CT and biomarker measurements. As reported previously, 43 aneurysms were found in 39 PLWH (6.8%). The median (IQR) age of PLWH was 52 years (47-60) and 88% were male ( Table 1 ). The median (IQR) time since HIV diagnosis was 15 years (8-23) and 565 (99%) were currently on antiretroviral therapy ( Table 1 ). Participant characteristics, HIV-specific variables, and biomarkers are listed in  Table 1 .

 Table 1 | Participant characteristics, HIV-specific risk factors, and concentrations of the biomarkers. 



 3.1. Aortic aneurysms and the association with markers of platelet activation, hemostasis, and endothelial disruption.

We found high levels of sCD40L to be associated with lower odds of AA; univariably with OR 0.23 (95% CI 0.07-0.77; P=0.017) and adjusted odds ratio, aOR, 0.23 (95% CI 0.07-0.78; P=0.019) adjusted in model 2 ( Table 2 ). In a sensitivity analysis, further adjustment of model 2 for use of aspirin did not significantly alter the association between high level of sCD40L and AA (aOR 0.25 (95% CI 0.07-0.87); P=0.029). In other sensitivity analyses, use of statins, weekly alcohol intake, and hypertension were not associated with AA and sCD40L.

 Table 2 | Associations between AA and high levels of the biomarkers. 



Detectable level of D-dimer was associated with higher odds of AA, both univariably (OR 2.76 (95% CI 1.34-5.67; P=0.006)) and adjusted in model 1 (aOR 2.22 (95% CI 1.02-4.85; P=0.045)). Adjusting for traditional risk factors in model 2 did not change the parameter estimate, (aOR 2.24 (95% CI 0.99-5.04; P=0.052). There were aortic aneurysms among PLWH with undetectable D-dimer.

Syndecan-1 and thrombomodulin were not associated with AA ( Table 2 ).

Including all four biomarkers into a single analysis did not significantly alter the associations compared to the individual associations between the biomarkers and AA.

In exploratory analyses with the biomarkers as continuous variables, a doubling in sCD40L concentration was associated with lower odds of AA; univariably with OR 0.81 (95% CI 0.66,0.98; P=0.028) and aOR 0.76 (95% CI 0.62-0.95; P=0.014) adjusted in model 2. A twofold increase in D-dimer concentration was associated with higher odds of AA; univariably with OR 1.51 (95% CI 1.22-1.86; P<0.001) and aOR 1.41 (95% CI 1.08-1.84; P=0.010) adjusted in model 2. Syndecan-1 was not significantly associated with AA. A twofold increase in thrombomodulin concentration was univariably associated with higher odds of AA (OR 1.82 (95% CI 1.02-3.26; P=0.043) but not in adjusted models ( Table 3 ). Analyses of high versus low levels and with continuous variables are shown in  Figure 1 .

 Table 3 | Associations between AA and the biomarkers as continuous variables. 



 

Figure 1 | Primary (high vs. low variable) and exploratory (continuous variable, aOR associated with doubling of biomarker) analyses of the association between AA and the biomarkers in PLWH adjusted for age, sex, hypertension, smoking status, and BMI category. 




 3.2. Aortic diameter and the association with markers of platelet activation, hemostasis, and endothelial disruption.

The mean (SD) aortic diameters are presented in  Figure 2  and  Table 4 . Diameter in ascending aorta 34.54 mm (4.30); in descending aorta 26.36 mm (2.70); in suprarenal aorta 24.97 mm (2.82); and in infrarenal aorta 21.65 mm (3.17). In sensitivity analyses, high level of sCD40L was associated with smaller suprarenal aortic diameter (0.46 mm (95% CI 0.01-0.91; P=0.045)) adjusted in model 2 but not univariably (0.40 mm (95% CI 0.14-0.93; P=0.144)). Detectable level of D-dimer was associated with larger infrarenal aortic diameter; univariably 1.11 mm (95% CI 0.38-1.84; P=0.003) and 0.97 mm (95% CI 0.30-1.63; P=0.004) adjusted in model 2. High level of syndecan-1 was univariably associated with larger diameter of the ascending aorta (1.04 mm (95% CI 0.23-1.85; P=0.012)) and with larger infrarenal aortic diameter (0.95 mm (95% CI 0.36-1.55; P=0.002)). High level of thrombomodulin was associated with larger infrarenal aortic diameter; univariably 1.41 mm (95% CI 0.82-2.00; P<0.0001) and 0.89 mm (95% CI 0.38-1.41; P<0.001) adjusted in model 2. Furthermore, high level of thrombomodulin was univariably associated with larger diameter of the ascending aorta (1.12 mm (95% CI 0.30-1.92; P=0.007)) and with larger suprarenal aortic diameter (0.68 mm (95% CI 0.14-1.21; P=0.024)) ( Table 4  and  Figure 2 ).

 

Figure 2 | Aortic diameter measured as maximum outer diameter. Mean diameter and larger or smaller diameter in mm (95% CI) associated with high level of the biomarker. Bold text: significant associations. *Adjusted for age, sex, hypertension, smoking status, and BMI category. (Made with biorender.com). 



 Table 4 | Associations between aortic diameter and the biomarkers. 




 3.3. Aortic wall thickness and the association with markers of platelet activation, hemostasis, and endothelial disruption.

The mean (SD) aortic wall thickness was: in ascending aorta 2.28 mm (0.59); in descending aorta 2.32 mm (0.60); in suprarenal aorta 2.22 mm (0.76); and in infrarenal aorta 2.09 mm (0.81). In sensitivity analyses, high level of sCD40L was not associated with aortic wall thickness. Detectable level of D-dimer was associated with greater infrarenal aortic wall thickness; univariably 0.46 mm (95% CI 0.36-0.56; P<0.001) and 0.41 mm (95% CI 0.30-0.51; P<0.001) adjusted in model 2. High level of syndecan-1 was univariably associated with greater infrarenal aortic wall thickness (0.16 mm (95% CI 0.01-0.31; P<0.040)). High level of thrombomodulin was associated with greater infrarenal aortic wall thickness; univariably 0.27 mm (95% CI 0.12-0.42; P<0.001) and 0.18 mm (95% CI 0.03-0.33; P=0.018) adjusted in model 2.



 4. Discussion.

In a large cohort of well-treated PLWH, we found high level of sCD40L to be associated with lower odds of AA and D-dimer above 290 ng/mL (FEU) to be associated with higher odds of AA. The same associations were found in analyses with biomarkers treated as continuous analyses.

 4.1. sCD40L.

The primary source of sCD40L is activated platelets (33). A study reported decreased platelet counts in HIV-negative AA patients compared to controls (34), and it is possible that lower platelet count in the PLWH with AA may contribute to the inverse association between AA and sCD40L, since platelets are critical for vascular endothelial integrity and health (35). Other studies have reported aspirin to suppress (36) or block (37) the release of sCD40L from platelets. Furthermore, hypertension is associated with higher concentration of sCD40L (26), statins reduce sCD40L in CVD patients (38, 39), and alcohol is proposed to partially activate platelets (40) resulting in decreased sCD40L production. However, our analyses showed no such associations, so this cannot explain the contrast to previous reports of sCD40L being increased in plasma from HIV-negative patients with abdominal AA compared to matched controls (11) and the lacking finding of associations between sCD40L and AA (41).

In line with the emerging focus on the role of endothelial cells in AA pathogenesis (9, 10), we hypothesized that the biomarkers may be involved in the pathogenesis prior to the aortic diameter exceeding the aneurysmal limit. Therefore, we performed sensitivity analyses regarding associations between aortic diameter and the biomarkers. We found sCD40L to be negatively associated with suprarenal aortic diameter, while, at present, studies regarding associations between aortic diameter and sCD40L have not been published. Another measurement of interest is the aortic wall thickness, which studies have suggested the incorporation of into the risk analysis of AA (42, 43). Therefore, we investigated associations between wall thickness and the biomarkers but found no association with sCD40L.


 4.2. D-dimer.

D-dimer, an important marker of hemostasis, has been reported elevated in HIV-negative patients with abdominal AA compared to controls without abdominal AA (13–17). Furthermore, a study reported D-dimer to be 49% higher in PLWH on ART aged 45-76 years than in population controls (adjusted percent difference) (27). In line with these findings, our results highlight D-dimer as a possible biomarker, not only associated with abdominal AA, but all AA in PLWH. However, adjusting for known risk factors resulted in an only borderline significant parameter estimate, perhaps caused by an insufficient sample size, as plasma from 83 patients lacked measurement of D-dimer. The reported association between D-dimer and larger infrarenal aortic diameter is consistent with a previous study (44) and suggests a possible role of D-dimer as an indicator of larger infrarenal aortic diameter. Additionally, the reported associations between D-dimer and greater infrarenal aortic wall thickness may indicate increased fibrinolytic activity in the infrarenal aorta. However, as D-dimer is a general marker of fibrinolysis and not disease-specific, combination with other biomarkers may increase the specificity.


 4.3. Syndecan-1.

A previous study reported concentrations of syndecan-1, a key constituent of the endothelial glycocalyx and a regulator of inflammation, to be elevated in aortic tissue, though not in plasma, from patients with ascending AA compared to matched controls (18). Additionally, a study reported elevated syndecan-1 in PLWH compared to uninfected controls (23). Syndecan-1 is a key constituent of glycocalyx on most endothelial cells in the body, and its soluble form is generated by shedding from the endothelial glycocalyx indicative of damage to endothelial cells (45). As suggested by a previous study (18), it is possible that increased local shedding of syndecan-1 from the aneurysm is masked by the total pool of the biomarker, resulting in non-significant associations with AA in this study. Furthermore, since we only measured syndecan-1 in plasma and not aortic tissue, this may altogether explain why we do not reproduce the previously found association. Syndecan-1 being univariably associated with larger diameter in ascending and infrarenal aorta suggests an association between larger aortic diameter and endothelial disruption.


 4.4. Thrombomodulin.

Another biomarker shed from endothelial cells indicating endothelial cell injury (46), is soluble thrombomodulin, which has been reported elevated in serum from HIV-negative patients with abdominal AA compared to healthy controls (21, 22). Moreover, several studies have reported thrombomodulin to be elevated in PLWH compared to uninfected controls (24, 25). We found thrombomodulin to be univariably associated with AA when kept as a continuous variable, but not when used as a dichotomous variable. However, this finding was not significant when adjusted for known risk factors in our predefined models and we considered it to be an incidental finding. A potential reason why we found no independent association between thrombomodulin and AA in PLWH is the above-mentioned possible masking of shedding from the aneurysm by the shedding from all endothelial cells. The reported association between thrombomodulin and larger infrarenal aortic diameter suggests thrombomodulin as a possible marker of aortic diameter, though at present, no studies regarding this association have been published. Moreover, as with syndecan-1, the association between thrombomodulin and greater infrarenal aortic diameter indicates an association between larger aortic diameter and endothelial disruption. However, further studies into these associations are required.


 4.5. Diameter of aneurysms.

The patients in the majority of the previous studies were undergoing surgery for AA, meaning that the diameters of the aneurysms were larger than those in our study, in which the vast majority of aneurysms had diameters below the surgical threshold. A study reported the size of abdominal AA to be associated with concentration of D-dimer (47), while another study suggested endothelin-1 (ET-1), which is released from endothelial cells in response to among other factors vascular injury, as a marker of aneurysm diameter (48). Though such associations have not presently been reported regarding the other biomarkers, it is possible that the smaller diameters of the aneurysms in our study precluded the use of these biomarker concentrations to identify AA, and may, thus, partly explain the negative inverse association between sCD40L and AA and the lack of associations between AA and high levels of syndecan-1 and thrombomodulin, respectively.


 4.6. Strengths and limitations.

A limitation of this study is its cross-sectional design, making it difficult to investigate causal relationships between the biomarkers and AA. Moreover, the cohort is predominantly male and in fact, all AA were found in men. Strengths include a large cohort of well-treated PLWH and the opportunity to adjust for known risk factors for AA. Lastly, the prevalence of AA is high, making it possible to investigate associations with AA.



 5. Conclusions.

In conclusion, in this large cohort of well-treated PLWH, we found high sCD40L to be associated with lower odds of AA, and we confirmed previous findings of the association between high D-dimer and higher odds of AA. Furthermore, thrombomodulin and D-dimer were associated with larger aortic diameter and sCD40L with smaller aortic diameter. These findings regarding sCD40L and AA call for further investigation into its utilization as a biomarker of AA in PLWH. D-dimer holds promise as a possible marker, though not specific of AA, why further examinations of specific biomarkers remain necessary to aid in the early diagnosis of AA in PLWH.
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Dengue virus (DENV) infection manifests as a febrile illness with three distinct phases: early acute, late acute, and convalescent. Dengue can result in clinical manifestations with different degrees of severity, dengue fever, dengue hemorrhagic fever, and dengue shock syndrome. Interferons (IFNs) are antiviral cytokines central to the anti-DENV immune response. Notably, the distinct global signature of type I, II, and III interferon-regulated genes (the interferome) remains uncharacterized in dengue patients to date. Therefore, we performed an in-depth cross-study for the integrative analysis of transcriptome data related to DENV infection. Our systems biology analysis shows that the anti-dengue immune response is characterized by the modulation of numerous interferon-regulated genes (IRGs) enriching, for instance, cytokine-mediated signaling (e.g., type I and II IFNs) and chemotaxis, which is then followed by a transcriptional wave of genes associated with cell cycle, also regulated by the IFN cascade. The adjunct analysis of disease stratification potential, followed by a transcriptional meta-analysis of the interferome, indicated genes such as IFI27, ISG15, and CYBRD1 as potential suitable biomarkers of disease severity. Thus, this study characterizes the landscape of the interferome signature in DENV infection, indicating that interferome dynamics are a crucial and central part of the anti-dengue immune response.
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1 Introduction

Human arboviruses, such as the dengue, Zika, and chikungunya viruses, have frequently emerged or re-emerged worldwide in recent decades, and they are among the most epidemiologically essential viruses (1). Dengue virus (DENV) is the most prevalent among these (it affects a stunning 390 million individuals annually), and DENV is considered endemic in more than 100 countries (2). Surprisingly, despite its high prevalence and substantial global health impact, it is still characterized as a neglected tropical disease.

Four different DENV serotypes (DENV1-4) are transmitted by the vector Aedes aegypti and Aedes albopictus mosquitoes (3). The course of dengue infection can be divided into phases. The acute phase is characterized by high fever with abrupt onset, lasting between 2 to 7 days, which is characterized by multiple symptoms, such as malaise, myalgia, arthralgia, rash, retro-orbital pain, and headache (3, 4).

The acute phase can be classified into two stages: 1) Early acute (day 0 to 3 from symptom onset) and 2) Late acute or defervescence (day 4 to end of acute phase) (5). The critical stage during defervescence is characterized by increased capillary permeability and plasma leakage. This event may lead to severe shock, organ impairment, and bleeding. If the patient survives, the convalescent phase follows, where leaked fluids are reabsorbed and homeostasis is reestablished (4).

Moreover, dengue can be clinically classified by disease severity: 1) dengue fever (DF), characterized by fever and two or more dengue symptoms; 2) dengue hemorrhagic fever (DHF), marked by increased vascular permeability, plasma leakage, bleeding, and thrombocytopenia (3, 4); and 3) dengue shock syndrome (DSS), when DHF symptoms are aggravated with severe plasma leakage and circulatory compromise (6).

The DENV infection typically presents as a self-limiting febrile disease, indicating a central role of the immune system in controlling disease (7). Antigen-presenting cells can recognize viruses via pattern recognition receptors (PRRs), triggering the production of pro-inflammatory cytokines and phagocytic/microbicidal activity (8). This represents an initial step in controlling the virus spreading, followed by activation of the adaptive immune response (8, 9).

One key mechanism of the anti-viral immune response is the production of interferons (IFNs) by various cell types. IFNs are rapidly induced cytokines that respond strongly to DENV (10, 11). There are three families of IFNs: type I (mainly represented by IFN-α and IFN-β), type II (IFN-γ), and type III (IFN-λ1-4). IFNs are central mediators of innate and adaptive immunity as well as immune homeostasis.

For instance, interferon-alpha/beta (IFN-α/β)-binding to their receptor (IFNAR) triggers the activation of multiple downstream signaling pathways, including the canonical STAT1–STAT2–IFN-regulatory factor 9 (IRF9) signaling complex (12), which then binds to the IFN-stimulated response elements (ISREs) in gene promoters, leading to the induction of a large number of IFN-stimulated genes (ISGs).

Individual transcriptome studies of DENV-infected patients revealed that different IFN-associated genes are elicited in response to DENV infection (5, 6, 13–15) and that several of them are essential to promote a protective anti-viral reaction (5, 6), corroborated by linear and mechanistic approaches (16–18). In turn, DENV proteins antagonize IFN signaling (19, 20), underscoring the importance of these molecules in the response to DENV.

A comprehensive analysis of the IFN signature in the context of dengue infection has not been conducted yet. Here, we performed an integrative analysis of multiple studies of dengue patients’ transcriptomes, considering the disease phases and severities, to characterize the dengue interferome [i.e., types I, II, and III interferon-regulated genes (IRGs)] (Figure 1).




Figure 1 | Workflow summary. Schematic overview of the data collection and analyses performed to characterize the interferome in dengue infection across disease phases and severity degrees. Figure created with Inkscape. IFN, interferon; GO, Gene Ontology.






2 Materials and methods


2.1 Data curation

We systematically searched the GEO database to collect publicly available gene expression data (https://www.ncbi.nlm.nih.gov/gds). Our search query (“dengue virus”[MeSH Terms] OR “dengue virus”[All Fields] OR “DENV”[All Fields] OR “dengue”[MeSH Terms] OR “dengue”[All Fields]) AND “Homo sapiens”[Organism] AND (Expression profiling by high throughput sequencing[DataSet Type] OR Expression profiling by array[DataSet Type]) resulted in 93 series as of 17th of August of 2021 (Figure 2A; All results in Table S1).




Figure 2 | Data curation flow chart and differential expression of total genes and interferon-regulated genes across disease phases and disease severity degrees of dengue infection. (A) Steps of systematic search and assessment of datasets. Details of datasets and applied inclusion/exclusion criteria are available in Table S1. (B) Barplot showing the number of up- and downregulated DEGs and IFN-regulated DEGs for each cohort comparison and dataset as denoted by letters (A, GSE25001; B, GSE28405; C, GSE28988; D, GSE28991; E, GSE43777; F, GSE40628; F, GSE51808) (Table S3). The sample size of each cohort is indicated by a whole number in front of the group name. DF, Dengue fever; DHF, Dengue hemorrhagic fever; DSS, Dengue shock syndrome; DEG, differentially expressed gene; IFN, interferon.



The inclusion criteria included: (1) Homo sapiens microarray or RNAseq expression data, (2) natural dengue infection, (3) blood or PBMC samples, (4) availability of convalescent-phase samples, and (5) at least one group with ten or more samples. The exclusion criteria included (1) in vitro samples, (2) cohorts with only infants and/or children, and (3) results from vaccine or drug trials. We included in our analysis seven datasets: GSE25001 (6, 21), GSE28405 (14, 22), GSE28988 (23), GSE28991 (24), GSE43777 (5, 25), GSE40628 (13, 26), and GSE51808 (15, 27).

The samples were categorized into three groups according to time after symptom onset: 1) Early acute (0-3 days), 2) Late acute (4-8 days), and 3) Convalescent (≥14 days). For dataset GSE43777, the late acute phase comprised days 4-10 from disease onset. When applicable, samples were also classified according to disease severity as: 1) Dengue fever (DF), 2) Dengue hemorrhagic fever (DHF), and 3) Dengue shock syndrome (DSS), as determined by the authors when samples were collected. Information about the included series is provided in Table 1.


Table 1 | Study and sample information of included series.






2.2 Differential expression analysis

The identification of differentially expressed genes (DEGs) was performed with the GEO2R web tool (https://www.ncbi.nlm.nih.gov/geo/geo2r/) (28), applying statistical tests from the limma R package (29). All groups were compared to the convalescent. The DEGs were determined following the cutoffs of log2 fold-change (FC) > 1 (upregulated) or < -1 (downregulated) and adjusted p-value < 0.05, using R 4.0.5. DEGs and respective log2 FC are displayed in Table S2.




2.3 Interferome analysis

To specifically analyze the IFN network, we employed the Interferome database V2.01 (http://www.interferome.org/interferome/home.jspx) (30), which holds information about IFN-regulated genes (IRGs) expression after treatment with IFNs in various experimental systems. The DEGs were submitted to the database to identify IRGs and the specific regulating IFN type. The results summary and IRGs list are in Tables S3, S4.




2.4 Data integration and hierarchical clustering

The overlap of the IFN-regulated DEGs between datasets both by IFN type and disease phase were retrieved and represented with Circos (http://circos.ca/) (31) and UpSet plots generated with the web tool Intervene (https://asntech.shinyapps.io/intervene/) (32). The data used to create the plots are provided in Tables S5, S6. For each combination of IFN type and disease phase or severity, the genes shared by all the datasets considered were selected (Table S7). The heatmaps of the log2 fold-change of these shared genes across disease phases or severities were generated with the web tool Morpheus (https://software.broadinstitute.org/morpheus/) (33). The hierarchical clustering method utilized was Euclidean distance complete linkage. The data used to create the heatmaps are provided in Tables S8, S9.




2.5 Functional enrichment

Functional enrichment analysis based on the clusters of common genes was performed with the web tool EnrichR (https://maayanlab.cloud/Enrichr/) (34). The resulting enriched Gene Ontology (GO) Biological Processes (BPs) were filtered by adjusted p-value < 0.05, as well as combined scores and categories befitting the analyzed cell types. When many results from EnrichR were redundant or closely related terms, these were also filtered with Revigo (http://revigo.irb.hr/) (35). The most relevant BPs were represented with an alluvial plot generated with R package ggalluvial (36). The functional enrichment analysis according to disease phase and IFN type was conducted with R 4.0.5 and the ClusterProfiler (37) R package. The results were filtered by adjusted p-value < 0.05 and presented as dot plots and networks. The results from the functional enrichment analysis by cluster are available in Table S10 and by disease phase and IFN type in Table S11.




2.6 Principal component analysis

Datasets A and E, which had the largest number of samples per phase and severity group (i.e., DSS and DHF, respectively), were selected to analyze the power of the interferome to discriminate the disease severities. The expression values were processed on the ExpressAnalyst web tool (https://www.expressanalyst.ca/) (38), and log2 normalized when applicable. For each disease phase, the IRGs previously identified as commonalities were selected. As of dataset E, four samples (GSM1071100, GSM1071104, GSM1071105, GSM1071108) identified as outliers in the PCA were removed from further analyses. Principal Component Analyses (PCA) by singular value decomposition (39, 40) were performed with the log2-transformed expression values of the intersection genes (Table S12) utilizing R 4.0.5 and packages factoextra (41), ggplot2 (42), and ggExtra (43).




2.7 Ranking of severity-classifying genes

The samples from datasets A and E were grouped by disease severity for each phase. The log2-transformed expression values of the commonalities used in the respective PCAs were applied in the random forest (RF), a machine learning algorithm, which uses the combination of multiple tree classifiers (44) to identify classifiers of dengue severity, using R 4.1.3 and package randomForest (45) (data used in RF available in Table S13). For cross-validation, 75% of the data was set for training and 25% for testing. A heatmap for each dataset depicting the fold change of the top 10 severity-classifying genes across disease phases was plotted using Morpheus (33) (data available in Table S14).




2.8 Transcriptional meta-analysis and gene annotation

The meta-significant genes were obtained by the Fisher p-value combination method using the ExpressAnalyst web tool (https://www.expressanalyst.ca/) (38) (results in Table S15). We used the late acute phase samples from datasets A and E to perform a meta-analysis. Briefly, the log2-transformed expression values were adjusted for batch effect with the combat function from R package sva (46) with R 4.1.3, and the differential expression analyses compared the severe dengue (DSS and DHF) samples with the non-severe dengue (non-DSS and DF) samples. We used Fisher’s method to obtain combined p-values for information integration, as recently described (47). A box plot was generated using the Robust Multi-array Average (RMA)-normalized and mean-summarized expression of the putative biomarkers for predicting severe dengue clinical outcome (IFI27, ISG15, and CYBRD1) genes from dataset G (GSE51808) (data available in Table S16). Wilcoxon’s test was applied to evaluate the statistical significance between acute DF or acute DHF and convalescent groups. The gene functions were retrieved from the NCBI Gene database (https://www.ncbi.nlm.nih.gov/gene/) (48) and UniProt Knowledgebase (https://www.uniprot.org/) (49) (Table S17).





3 Results


3.1 The interferome signature is a hallmark feature of the anti-dengue immune response

We performed a comprehensive multi-study analysis of dengue cohorts to characterize the interferome signature induced by DENV infection according to the disease phase. We obtained seven datasets of dengue fever transcriptomes according to our inclusion criteria of (1) Homo sapiens microarray or RNAseq expression data, (2) natural dengue infection, (3) blood or PBMC samples, (4) availability of convalescent-phase samples, and (5) at least one group with ten or more samples; and exclusion criteria of (1) in vitro samples, (2) cohorts with only infants and/or children, and (3) results from vaccine or drug trials. All these datasets were generated through microarray technology (GSE25001 (6, 21) (A), GSE28405 (14, 22) (B), GSE28988 (23) (C), GSE28991 (24) (D), GSE43777 (5, 25) (E), GSE40628 (13, 26) (F), and GSE51808 (15, 27) (G) (Table 1).

We compared the gene expression profiles of the different disease phases (early or late acute phases in contrast with the convalescent phase; datasets A-E) and severities (DF, DHF, or DSS acute phase in contrast with the convalescent phase; datasets A, E-G) through differential expression analyses (DEAs). Following, we identified the interferon-regulated genes (IRGs), as summarized in Figure 2B and Table S3. These results show that most DEGs induced by DENV are regulated by IFNs (On average 72% [minimum: 55%, maximum: 82%]), including a mix of downregulated and upregulated genes. These data confirm the well-established pivotal role of IFNs and the cascade of IFN-associated genes transcribed during the anti-dengue immune response.




3.2 Consistent IFN type I and II interferome signature during different dengue phases

We next analyzed the overlap between dengue’s early and late acute phases, identifying the transcriptional intersections between studies A to E. The investigation of common IRGs found 173 common DEGs between the datasets during early and late acute phases (Figures 3A, C, respectively, Table S5), thus revealing a substantial overlap between genes regulated by IFN type I and type II. In contrast, only a few IFN type III-regulated genes were identified. Intriguingly, the distinct difference in the number of IFN type III-regulated genes may be attributed to the limited experimental data available for IFN type III, which has been only recently characterized (50), resulting in fewer annotated genes on the database. In contrast, types I and II IFNs have been studied extensively (51).




Figure 3 | Commonalities and uniquenesses of interferon-regulated genes across studies by disease phase and IFN type. (A, C), Circos plots representing IRGs regulated by IFN types I, II, or III that are shared across datasets in the early acute (A) or late acute (C) disease phases (Table S5). Colors represent the dataset [magenta, dataset A (GSE25001); yellow, dataset B (GSE28405); green, dataset C (GSE28988); blue, dataset D (GSE28991); orange, dataset E (GSE43777)], from lighter to darker indicating genes regulated by IFN types I, II or III, respectively. (B, D), UpSet plots of the number of IRGs shared between datasets in the early acute (B) or late acute (D) disease phases. Bars are colored according to the regulating IFN type and indicate the number of genes shared in the dataset intersections denoted by connected black dots. Boxes highlight genes common to all datasets (commonalities), totalizing 173 unique genes after duplicate removal, which are further analyzed. A list of genes and complete intersections is available in Tables S6, S7, respectively. IRG, interferon-regulated gene; IFN, interferon.



We found a distinct interferome signature across the datasets during early and late acute phases (Figures 3B, D). This indicates that several IRGs are consistently modulated during the anti-DENV immune response. In the early acute phase, 92, 94, and 20 genes were found to be regulated by type I, II, and III IFNs, respectively, across the five datasets (commonalities). Likewise, in the late acute phase, 48, 76, and 1 gene(s) were found to be regulated by type I, II, and III IFNs, respectively. These commonalities in interferome signatures across datasets suggest a conserved response to DENV infection. A comprehensive list of these genes is provided in Table S6, and their intersection in Table S7.




3.3 Interferome clusterization at the early and late acute dengue phases

We characterized the interferome expression patterns across the transcriptome datasets from dengue patients at acute phases (datasets A-E) with an unsupervised hierarchical clustering analysis (Figure 4 and Table S8). The IRG expression pattern segregated patients at early acute from those at late acute phases. To further investigate whether the IRG expression pattern could also stratify the patients by disease severity, we analyzed samples from DF, DHF, and DSS patients. However, we found that the differences in the expression pattern of IRGs were not strong enough to segregate by disease severity (Figure S1 and Table S9).




Figure 4 | DENV infection acute phase interferome landscape. Heatmap of log2 FC of the common IRGs across the acute phases in datasets A to E (Table S8). The red color scale denotes up-regulated genes; the blue color scale denotes down-regulated genes, yellow color denotes genes not differentially expressed (FC close to zero or missing). Hierarchical clustering by Euclidean distance complete linkage metric discriminated cohorts (columns) by disease phase (early acute, late acute) and IRGs (rows) into four distinct clusters (1–4). The amplified view and alluvial plot represent the IRGs of each cluster and the main BPs associated with each cluster. The IFN types that regulate the IRGs are indicated by a grayscale column, from lighter to darker, representing IFN types I and II alone or I and II, as well as I, II, and III together. Complete functional enrichment results by cluster are available in Table S10. Heatmap columns legend: First letter indicates dataset (A, GSE25001; B, GSE28405; C, GSE28988; D, GSE28991; E, GSE43777), while second letter indicates disease phase comparisons (E, early acute vs. convalescent; L, late acute vs. convalescent). DENV, dengue virus; FC, fold change; IRG, interferon-regulated gene; BP, biological process; IFN, interferon; IL-1, interleukin-1; RIG-I, retinoic acid-inducible gene I; ISG15, ISG15 ubiquitin-like modifier.



Next, we characterized the clusters through gene ontology (GO) analysis to identify distinct biological processes (BPs) that are enriched by the differential expression signatures found in our gene sets (Figure 4 and Table S10). Namely, cluster 1, composed of strongly upregulated genes CCL8 and CCL2 during the early acute phase; cluster 2, comprising downregulated genes at early and late acute phases; cluster 3, including genes more upregulated in the early acute phase; and cluster 4, consisting of genes more upregulated in the late acute phase. Cluster 1 enriched BPs were related to the migration and chemotaxis of lymphocytes, granulocytes, and mononuclear cells. Cluster 2 included genes involved in phagocytosis, cellular response to catecholamine stimulus, and anion homeostasis. Cluster 3 exhibited genes enriching several processes related to the response to the virus (e.g., positive regulation of RIG-I signaling pathway, regulation of viral genome replication) and IFN-related processes (e.g., ISG15-protein conjugation, regulation of type I IFN production). Cluster 4 comprises genes enriching several cell cycle-associated processes such as phase transition, checkpoint, and DNA replication.

To assess whether GO differences depended on the particular IFN type, we further conducted a functional enrichment analysis of the 173 common IRGs by IFN type and disease phase (Table S11). In the early acute phase (Figure 5), genes regulated by IFN types I and II robustly overlapped (86 in 100 genes). Hence, we joined these genes and carried out the enrichment analysis. For the three IFN types, we found a predominance of BPs related to host regulation and defense against the virus, analogous to the enrichment results of cluster 3. In the late acute phase (Figure 6), considering that only one common gene was regulated by IFN type III, we performed the enrichment analysis only for types I and II. We found several cell cycle-associated BPs during the late acute phase, as seen in cluster 4 (Figure 4). Hence, these findings indicate a phase-specific interferome signature.




Figure 5 | Functional gene enrichment characterization of the early acute phase interferome. (A, C), Dot plots of the top 15 BPs enriched by the early acute IRGs regulated by IFN types I and II (A) or regulated by IFN type III (C). The color scale indicates the adjusted p-value, and the dot size represents the number of input genes associated with the BP. (B, D), Networks of the main enriched BPs (khaki nodes) and respective genes (gray nodes) for the early acute IRGs regulated by IFN types I and II (B) or regulated by IFN type III (D). Node size represents the number of input genes associated with the BP. Complete functional enrichment results available in Table S11. BP, biological process; IRG, interferon-regulated gene; IFN, interferon.






Figure 6 | Functional gene enrichment characterization of the late acute phase interferome. (A, C), dot plots of the top 15 BPs by gene ratio enriched by the late acute IRGs regulated by IFN types I (A) or regulated by IFN type II (C). The dot color indicates the adjusted p-value, dot size represents the number of input genes associated with the BP. (B, D), Networks of the main enriched BPs (khaki nodes) and respective genes (gray nodes) for the early acute IRGs regulated by IFN types I (B) or regulated by IFN type II (D). Node size represents the number of input genes associated with the BP. Complete functional enrichment results available in Table S11. BP, biological process; IRG, interferon-regulated gene; IFN, interferon.






3.4 Anti-DENV interferome stratifies patients according to disease phase and severity

We further examined a possible stratification power of the anti-DENV interferome with principal component analysis (PCA), considering disease phases and severities. The PCA of IRGs indicated that they stratify DF, DHF, non-DSS, and DSS dengue patients at early and late acute phases from their counterparts in convalescence (Figures 7A–D and Table S12). In the late acute phase, the interferome signature could differentiate DF patients from DHF patients and partially distinguish non-DSS from DSS patients. However, for the IRGs identified in the early acute phase, there was only minimal differentiation power based on disease severity. This fact implies that the interferome signature at the later stage of DENV infection may play a distinct role compared to early dengue stages.




Figure 7 | Interferon-regulated genes stratification capacity by disease phase and severity. (A, B), Principal component analysis (PCA) biplots of the log2-transformed gene expression values from dataset E of the early acute phase (A) or late acute phase (B) IRGs common across all studies. (C, D), PCA biplots of the log2-transformed gene expression values from dataset A of the early acute phase (C) or late acute phase (D) IRGs common across all studies. Data is available in Table S12. Ellipses represent the concentration of samples. Vectors represent the loadings, individual contributions of the genes. Histograms represent the distribution of samples across the biplot. Color and shape identify the groups: red color and triangles represent the convalescent more severe samples (DHF or DSS), orange color and dots represent the convalescent less severe samples (DF or nonDSS), blue color and squares represent the acute phase more severe samples (DHF or DSS), purple color and positive signs represent the acute phase less severe samples (DF or nonDSS). IRG, interferon-regulated gene. DSS, Dengue shock syndrome DF; nonDSS, non-Dengue shock syndrome; Dengue fever; DHF: Dengue hemorrhagic fever.



To better understand the interferome’s stratification power for dengue patients according to disease severity, we next applied random forest (RF), a machine learning algorithm, to identify classifiers of dengue severity (Table S13). In agreement with the PCA results, RF analysis of DF versus DHF late acute groups indicated an out-of-bag (OOB) error rate of 27.78% and area under the curve (AUC) of the receiver operating characteristic (ROC) curves of 0.952 (Figures 8A, B). Thus, IRGs are strong classifiers of DHF at the late phase. However, we did not find solid classifiers for DSS or the early acute phase. For dataset A, comparing non-DSS and DSS late acute groups, the OOB error rate was high for the non-DSS group (group 1), and the AUC of the ROC curves was 0.833 (Figures S2). When we performed RF with early acute samples from dataset E and dataset A, the OOB error rate was 31.58% and 33.33%, with AUC of 0.583 and 0.622, respectively (Figure S3).




Figure 8 | Top interferon-regulated genes for severity classification in the late acute phase ranked by random forest (Dataset E). (A), Error rates of random forest models by number of trees. (B), Receiver operating characteristic (ROC) curve of the generated classifying models. The red line corresponds to group 1 (late acute DF), blue line corresponds to group 2 (late acute DHF). (C), Bar plot of the top ten severity classifying genes ranked by the random forest model, number of trees, and distribution of the minimal depth. Blue bars represent the minimum and maximum minimal depth, and black vertical lines represent the mean minimal depth for each classifying gene. Data input of log2-transformed expression values of IRGs common across datasets A to E in the late acute phase are available in Table S13. (D), Bubble heatmap of the log2FC of IRGs resulting from the DHF vs. DF comparison for each disease phase (early acute, late acute, convalescent). The red scale indicates positive FC (up-regulated genes), blue scale indicates negative FC (down-regulated genes). Bubble size represents -log10-transformed adjusted p-value. Data is available in Table S14. IRG, interferon-regulated gene; DHF, dengue hemorrhagic fever; DF, dengue fever; FC, fold change, OOB: out-of-bag.



The top ten IRGs classifying dengue severity (DF and DHF; Figure 8C) were SULF2, ISG15, NME1, CYBRD1, GINS2, GAS6, UBE2T, RNASE1, and MKI67, in decrescent order. We evaluated the expression patterns of these top 10 genes through DEAs within each disease phase, comparing disease severities (Figure 8D and Table S14). Only IFI27 and ISG15 were significantly differentially expressed between DHF and DF samples in the late acute phase. To further investigate whether these ten genes could also classify by disease severity, including DSS, we performed a meta-analysis with the late acute samples of datasets A and E. We found 872 meta-significant genes (Table S15). Of the top ten ranked genes, IFI27, ISG15, and CYBRD1 were also identified among the meta-significant genes. To further validate these genes as putative biomarkers for predicting severe dengue clinical outcome classification across disease phases, we analyzed their expression on an independent cohort (dataset G). The acute and convalescent phases were significantly different, while there was no difference between the convalescent and healthy control samples (Figure S4 and Table S16).





4 Discussion

The interferome is a highly complex ancient molecular system (already present in jawed vertebrates) (52), which plays a crucial and central part in the anti-DENV immune response and many other viral infections. Upon virus recognition by PRRs, the IFN system is rapidly triggered within hours from infection, initiating IFN production and a cascade of signaling pathways (53), and as shown here, the transcription of an array of IRGs. In this context, this study comprehensively characterizes the dengue interferome signature in patients, encompassing different datasets, disease phases, and severities. The IFNs are among the oldest known cytokines (51) and the results presented here indicate that the interferome can still be explored in more detail in DENV-infected patients to provide new contextual information that may benefit these patients and result in improved treatment strategies. Our findings align with previous studies highlighting the significant role of IFN responses in the immune response to DENV infection (54–56). Indeed, we consistently observed a functional enrichment of several IFN-related functions during the acute disease phase. Thus, our integrative systems biology analysis based on seven independent datasets confirms the consistency of prior individual studies, such as those reported by Sun et al. (5), characterized by cytokine-mediated signaling (e.g., type I IFN) and chemotaxis, which is followed by a transcriptional wave of genes associated with the cell cycle.

Our current study emphasizes the predominance of IFN-regulated genes among DEGs, characterizing the interferome signature as an evident hallmark of the acute response to DENV. This finding agrees with the observation of high levels of type I IFN during acute dengue infection with concomitant CD4+ and CD8+ T cell activation at symptom onset (57). It is already well established that the first powerful wave of type I IFNs may be an early attempt of the host to protect itself against the initiation and development of more advanced disease by employing an early acute phase. Meanwhile, the enrichment of cycle-associated BPs at the late acute phase might represent the simultaneous occurrence of leukocyte proliferation to fight against the infection, together with the manipulation of the cell cycle by the DENV (58, 59) through distinct mechanisms that remain to be explored further in future studies. Moreover, our work demonstrates that IRGs are still differentially expressed in the late acute phase. As a result, as IFNs may still be detected, they may also play a regulatory role in this phase of the disease. Genes upregulated at the late acute phase enriched BPs mostly related to mitosis and cell cycle, which was also reported by Sun et al. (5), suggesting this may represent a recovery of the immune cells after viremia has decreased. Thus, indicating a long-lasting cascade effect of the interferome in the anti-DENV immune response.

Clinical investigations of dengue patients have assessed varying timeframes of IFN kinetics and levels during infection, e.g., higher IFN-α levels were identified in the period comprising the early acute phase (0 to 3 days after fever onset) (54, 60), but also throughout the acute phase (57). IFN-γ was also reported to be elevated in the early acute phase (57), although peaking around defervescence (61). Likewise, in the early acute phase, we observed the enrichment of BPs primarily related to antiviral defense mechanisms. These BPs included regulating typical viral processes, replication, life cycle, and signaling pathways of RLRs, as well as inflammatory cytokines. These results are consistent with the well-established functions of IFNs in innate immunity. Therefore, our integrative findings from different patient datasets confirm the consistency of the molecular dynamics of the early acute phase of dengue infection, when the viremia, innate immune responses, and IFN responses peak (52).

The observed cell-cycle-related effects of the distinct anti-DENV interferome signature should be investigated further. They may be explained by the fact that IFNs have been reported to negatively regulate the proliferation and differentiation of cell types, such as innate lymphoid type 2 cells and dendritic cells (53), as means of controlling the infection by hampering the viral replication and enhancing the elimination of infected cells (52). On the other hand, both IFN-α and IFN-γ have also been reported to enhance immune proliferation (62, 63). These apparently contradicting effects illustrate how the IFN system is highly pleiotropic, presenting extensive functions and effects (62, 64).

The stratification and classification analyses (PCA and random forest) results demonstrate effective discrimination between disease severities based on the interferome signature only in the late acute phase, indicating that the interferome has a more prominent role at this stage. The late acute phase is critical, wherein the disease course is defined as severe or non-severe dengue (4). So far, identifying early-stage biomarkers to classify which patients will progress to severe dengue is still an unsolved challenge. The random forest algorithm identified the top ten ranking genes (IFI27, SULF2, ISG15, NME1, CYBRD1, GINS2, GAS6, UBE2T, RNASE1, MKI67) for differentiation of DHF and DF in the late acute phase. Among them, IFI27, ISG15, and CYBRD1 were also meta-significant genes. We confirmed in an independent dataset that these putative biomarkers are differentially expressed during acute infection for both DF and DHF and return to baseline expression upon disease resolution. Further, IFI27 and ISG15 were significantly upregulated in the DHF late acute phase and have previously been associated with dengue severity by Zanini et al. (65).

Mechanistically, IFI27 (interferon alpha inducible protein 27) is involved in type-I interferon-induced apoptosis (49) and was recently identified as a key ISG in DENV infection, using similar approaches (66). In addition, IFI27 was predominantly upregulated across disease phases in DHF and DSS, being a putative late-stage biological indicator for severe dengue. In turn, ISG15 encodes a ubiquitin-like protein with an antiviral activity that can induce NK cell proliferation, act as a chemotactic factor for neutrophils, and induce IFN-γ (49). ISG15 was upregulated in DHF but downregulated in DSS, representing a potential molecule differentiating patients between the two severities in the late acute phase. On the other hand, CYBRD1 encodes a plasma membrane reductase that reduces extracellular Fe3+ into Fe2+, expressed in monocytes and neutrophils (49, 67). It is a meta-significant gene, downregulated in DHF but upregulated in DSS. CYBRD1 can potentially be a classifier between DHF and DSS in the late acute phase, and to the best of our knowledge, it has not been previously associated with dengue. GAS6 encodes a ligand for tyrosine-protein kinase receptors, which has been shown to bind to TAM receptors, inhibiting inflammatory innate immune response. DENV exploits the apoptotic clearance function of TIM and TAM receptors, mediated by Gas6, to gain entry into cells (68). This fact highlights the interplay between GAS6 and DENV infection, emphasizing the involvement of GAS6 in modulating immune responses and facilitating viral entry. As this gene was upregulated in the DHF group, this enhanced viral entry may be related to the increased disease severity.

Our work has some limitations. For instance, the molecular signatures identified in this study must be investigated in longitudinal studies and verified further at the protein level. As with all transcriptomic data, it does not necessarily reflect in expressed proteins or functional effects, and possible biomarkers are only putative, with further clinical studies necessary to evaluate their applicability. Another limitation is that some samples included children and infants, whose immune response differs from that of adults (69). As expected, most severe dengue (DHF and DSS) samples were secondary infection cases (70). However, no information allowed us to consistently identify the samples regarding either reinfection or DENV serotype, which can affect the response to infection (71). Other populational factors affecting the response to DENV that could not be considered in this study are ethnicity, geographic location, nutritional status, and comorbidities (72, 73), as that information were unavailable and/or not comparable. Despite these limitations and the cohort heterogeneity, we found consistent molecular signatures across the studies, indicating our results are robust and characteristic of the overall DENV infection.




5 Conclusions

Our study underscores the significant involvement of IFN-regulated genes in the acute dengue response, as reflected by the distinct interferome signature during different phases of DENV infection. Summarily, our approach focused on the expression patterns of IRGs across disease phases and severities in dengue patients. Of note, most DEGs induced by dengue infection were also regulated by IFN, which corroborates the broad modulation of the immune response by the IFN system. Moreover, this study provides valuable insights into the qualitative and quantitative aspects of the dengue interferome, highlighting the dynamic interplay between IFN signaling and gene expression modulation in the context of dengue infection. Hence, our study indicates consistent molecular signatures of disease severity in the late acute stage that can help the development of better classificatory methods and treatment to reduce morbidity and mortality of dengue patients.
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Introduction

The type I interferon (IFN) response is an innate immune program that mediates anti-viral, anti-cancer, auto-immune, auto-inflammatory, and sterile injury responses. Bone marrow derived macrophages (BMDMs) are commonly used to model macrophage type I IFN responses, but the use of bulk measurement techniques obscures underlying cellular heterogeneity. This is particularly important for the IFN response to immune stimulatory double-stranded DNA (dsDNA) because it elicits overlapping direct and indirect responses, the latter of which depend on type I IFN cytokines signaling via the IFN alpha receptor (IFNAR) to upregulate expression of interferon stimulated genes (ISGs). Single cell transcriptomics has emerged as a powerful tool for revealing functional variability within cell populations.





Methods

Here, we use single cell RNA-Seq to examine BMDM heterogeneity at steady state and after immune-stimulatory DNA stimulation, with or without IFNAR-dependent amplification.





Results

We find that many macrophages express ISGs after DNA stimulation. We also find that a subset of macrophages express ISGs even if IFNAR is inhibited, suggesting that they are direct responders. Analysis of this subset reveals Ccl5 to be an IFNAR-independent marker gene of direct DNA sensing cells.





Discussion

Our studies provide a method for studying direct responders to IFN-inducing stimuli and demonstrate the importance of characterizing BMDM models of innate immune responses with single cell resolution.
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Introduction

The type I interferon (IFN) response is an innate immune program that fuels inflammation during diverse pathologic processes including infections, malignancies, sterile tissue injury, autoimmunity, and autoinflammatory diseases (1–9). In the setting of viral infections, this response is adaptive; however, in the context of sterile injuries and autoimmune diseases, this response is often overly exuberant and maladaptive. IFNs are thought to mediate pathology by signaling via their cell surface IFN alpha receptor (IFNAR) as detailed below. As a result, therapies based on inhibition of type I IFN signaling using neutralizing antibodies against the IFN alpha receptor (INFAR) have been developed and were recently FDA approved for treatment of lupus (10).

The type I IFN response is shown schematically in Figure 1. It begins when molecularly conserved pathogen- and damage- associated molecular patterns (DAMPs and PAMPs) are detected by genome encoded pattern recognition receptors (PRRs), for example, when immune stimulatory double-stranded DNA (dsDNA) is sensed by the cytosolic DNA sensor intracellular cyclic GMP-AMP synthase (cGAS) or Toll Like Receptor 9 (TLR9) (7, 11, 12). Receptor engagement leads to intracellular signaling that culminates in activation of the master transcriptional regulator interferon response factor 3 (IRF3) which, once phosphorylated, dimerizes, and translocates into the nucleus where it induces expression of target genes such as type I IFN secreted cytokines (Ifnα/β) (7, 11, 12). Beyond the cGAS, other cytosolic DNA sensors have been described but they are not known to induce type I IFN responses (13–15).




Figure 1 | Overview of Direct and Secondary Type I IFN response to Immune-stimulatory dsDNA. When double-stranded DNA (dsDNA) is complexed with a polyelectrolyte transfection reagent and added to cells in culture, it activates an innate immune response. Some cells internalize the particulate material, allowing dsDNA to be sensed by the cytosolic pattern recognition receptor cGAS, which catalyzes synthesis of the second messenger, cGAMP that signals via the adaptor STING and the TBK1 kinase to promote phosphorylation, dimerization, and nuclear translocation of the master transcriptional regulator IRF3. Once inside the nucleus, IRF3 binds to the promoters of IRF3-dependent genes such as the type I interferon cytokines, IFNα and IFNβ. Secreted type I IFN cytokines can diffuse to neighboring cells and bind to their cognate surface receptor, interferon alpha receptor (IFNAR), leading to JAK/STAT signaling and assembly of a heterotrimeric transcriptional regulatory complex known as ISGF3, composed of Stat1, Stat2, and Irf9. ISGF3 binds to ISRE consensus sequences and upregulates hundreds of effector genes, which are collectively known as interferon stimulated genes (ISGs). By performing experiments in the presence or absence of an IFNAR neutralizing antibody, one can dissect the “Direct” IFNAR-independent and “Indirect” IFNAR-dependent elements of the type I IFN response.



Type I IFNs are diffusible extracellular cytokines that spread responses from directly-stimulated cells to neighboring cells by binding to cell surface interferon alpha receptors (IFNAR1 and IFNAR2, hereafter IFNAR) (Figure 1). Autocrine signaling is also possible if the directly-stimulated cells express IFNAR. Ligand binding of IFNAR leads to intracellular signaling that activates a heterotrimeric transcriptional regulatory complex composed of STAT1, STAT2, and IRF9, called ISGF3. Within the nucleus, ISGF3 upregulates hundreds of genes that are collectively referred to as interferon stimulated genes (ISGs). Some ISGs are thought to be directly inducible by IRF3, independent of IFNAR, while others are IFNAR-dependent, but it is challenging to separate and quantify direct and indirect effects using bulk measurement techniques (16–18). Most experimental studies of the type I IFN response to immune stimulatory DNA rely on bulk measurement techniques that average responses over large numbers of cells. It is therefore difficult to separate, characterize, and quantify the responses of direct DNA-sensing cells amidst secondary IFNAR-dependent cells. Even when IFNAR Abs are used to block secondary signaling, the primary response is averaged across all cells and is thus severely diluted.

Here, we utilize single cell RNA-Seq to characterize bone marrow derived macrophages (BMDMs), a commonly used in vitro model of tissue macrophages, at steady state and after exposure to immune stimulatory dsDNA with or without simultaneous IFNAR Ab treatment or genetic deficiency of IFNAR (19). This enables dissection of IFNAR-dependent and IFNAR-independent responses with single cell resolution, even when cells derive from the same culture well and thus share a microenvironment. Our results point to Ccl5, a proinflammatory chemokine, as a marker of direct DNA sensing cells which is inducible independent of IFNAR-mediated amplification.





Results




Single cell analysis of bone marrow derived macrophage subsets

To dissect direct and indirect responses to transfected immunogenic DNA stimulation with single cell resolution, we designed the following experiment. We used single cell RNA-Seq to define the heterogeneity of cultured BMDMs (i) at steady state, (ii) in response to dsDNA alone, or (iii) in response to dsDNA + IFNAR Ab inhibition of secondary signaling, or (iv) in dsDNA-treated IFNAR KO (Figure 2A). BMDMs were derived by flushing hematopoietic cells from the femurs of adult C57BL6 mice and differentiating them into macrophages in culture using monocyte colony stimulating factor (m-CSF) as we previously described (20). We then subjected the cultures to 24 hours of stimulation with the conditions above, after which BMDMs were collected, stained with DAPI, purified by flow cytometry, and subjected to droplet-based microfluidic single cell barcoding (Chromium, 10X Genomics), library preparation, and next generation sequencing (NovaSeq, Illumina). After demultiplexing and mapping to a reference murine genome, we performed shared nearest neighbor (SNN) clustering on the integrated data from all three treatment groups to define a universal embedding of shared BMDM subtypes (Figure 2B). Unbiased clustering revealed 6 coarse BMDM clusters, 2 of which were interpreted to be proliferating based on expression of canonical cell replication marker genes and labeled them Repl(G2/G1) and Repl(S/G1) (Supplementary Figure S1). Proliferating BMDMs were stratified by cell cycle phase cell based on their expression of Mcm6 and Mcm5 (S phase), Top2a and Cenpa (G1 phase), Birc5 and Nusap1 (G2 phase) (Figures 2C, D). Non-proliferating BMDMs were also readily stratified into 3 clusters based on their expression of Fabp4 and Fabp5 and MHCII genes such as H2-Aa and H2-Ab1 (Figures 2C, D). We labeled the non-proliferating BMDM subsets (Fabp4-,MHCII-), (Fabp4+, MHCII-), and (Fabp4+, MHCII+). The final cluster was defined as a monocyte-like BMDM Progenitor characterized by expression of S100a4 and S100a6.




Figure 2 | Integrated single cell transcriptomes reveal cell-cycling and non-cycling BMDM subsets. (A) Bone marrow derived macrophages (BMDMs) were isolated from adult male C57BL6 and IFNAR KO mice and differentiated in culture with m-CSF. BMDM were stimulated for 24 hours with one of the following i) vehicle control, ii) dsDNA complexed to LTX transfection reagent, or iii) dsDNA + IFNAR Ab, or iv) dsDNA-transfected IFNAR KO. Cells were then collected, stained with DAPI, FACS sorted to isolate live single cells, and processed for single cell RNA-Seq barcoding and sequencing using established 10X Genomics protocols. Condition 1 was designed to define the transcriptional heterogeneity and BMDM subsets in the unstimulated state. Condition 2 was designed to define the transcriptional response of BMDM subsets to dsDNA, an inducer of primary and secondary type I IFN responses. Condition 3 was designed to block IFN-dependent secondary responses and isolate the direct effects of dsDNA. (B) Data from all three experimental conditions, excluding the IFNAR KO due to strain differences, was integrated and clustered. Unsupervised clustering of integrated data (n= 19,343cells) revealed at least 6 distinct BMDM subsets. Data is dimensionally reduced using UMAP and displayed on a 2D plot to communicate relative similarities in transcriptional profiles between BMDM subsets. (C) Identification of replicating BMDMs from clusters based on cell cycle phase (color-coded legend) using cell cycle sorting. (D) Heatmap of biological replicates averaged, scaled expression defining differentially expressed genes for each BMDM subset. Cell cycling subsets (clusters 1-2, red & orange) and non-cycling subsets (clusters 3-6, yellow, green, and blue) are annotated.







Single cell analysis of cytosolic DNA-induced ISG expression in BMDMs

Having defined the BMDM subtypes at steady state, we turned our attention to the response to dsDNA. Experiments based on bulk measurement techniques (e.g., qPCR) have firmly established that dsDNA complexed with a transfection reagent, when delivered to macrophages in culture, induces expression of type I IFNs and ISGs (21). However, underlying single cell heterogeneity remains incompletely defined. Consistent with results from bulk experiments, single cell RNA-Seq profiling of dsDNA-stimulated BMDMs markedly induced expression of ISGs (Irf7, Ifit2, Oasl2, Rsad2, Isg15) compared to unstimulated controls as well as compared to dsDNA in the context of IFNAR Ab, thus demonstrating successful inhibition of secondary amplification (Figure 3A). Violin plots confirmed dsDNA-dependent and IFNAR-dependent induction of ISGs at the single gene level while broader macrophage marker genes such as Ms4a7 remained highly expressed across all three conditions (Figure 3B). To evaluate dsDNA responses independent of clustering, we created an ISG Score based on the summed expression of a collection of ISGs derived from previously published studies (Table 1). dsDNA-treated BMDMs had the highest ISG Scores, which were almost completely abrogated by IFNAR Ab inhibition (Figure 3C). Interestingly, we did not find that dsDNA induced ISGs preferentially expressed by one or more of the BMDM subtypes. Instead, they were uniformly elevated across all proliferative and non-proliferative subsets compared to control (Figure 3D). Although we included IFNAR KO BMDMs, they were found to have significant ISG expression in scattered cells with or without DNA stimulation, which limited their utility for identifying direct DNA-stimulated cells (Supplementary Figure S2). Taken together, these data demonstrated that dsDNA stimulation induces ISG expression in both proliferating and non-proliferating BMDMs, and that secondary amplification of the response via type I IFN secretion plays a dominant role in the ISG response since it is markedly abrogated by simultaneous blockade with a neutralizing IFNAR Ab.




Figure 3 | Immune stimulatory DNA induces a type I IFN response that can be partially blocked by IFNAR Ab (A) Heatmap of of biological replicates averaged, scaled expression of ISG genes sorted by experimental condition (1: control, 2: dsDNA, 3: dsDNA+IFNAR Ab). (B) Violin plot of Ms4a7, a macrophage marker gene, and several ISGs (Bst2, Oasl2, Irf7, Ifit2, Oas3, Isg15, Rsad2). (C) An ISG Score defined as the summed expression of canonical ISGs was calculated for each cell and displayed as magenta intensity on a UMAP feature plot for each condition. (D) A violin plot of ISG Score was plotted across BMDM subsets and split by experimental condition.




Table 1 | ISGs used in ISG score.







Direct IFNAR-independent responses to immune stimulatory DNA

Since IFNAR Ab treatment markedly inhibited secondary amplification of DNA-induced IFN responses, we reasoned that any residual ISG expression must result from IFNAR-independent responses to DNA. To identify direct DNA-sensing cells, we bioinformatically combined BMDMs from control and IFNAR Ab treated cells and reclustered (Figure 4A, Supplementary Figure S3). This revealed a small group of BMDMs with high ISG scores despite inhibition of IFNAR-dependent amplification (Figure 4B). We interpreted these ISG-expressing BMDMs to be direct responders to dsDNA stimulation. Unbiased clustering of IFNAR Ab-treated Condition 3 cells revealed 8 distinct clusters including one expressing ISGs embedded within the broader Fabp4+MHCII- cluster, as illustrated in a feature plot (Figure 4C) and heatmap of top marker genes expressed by each cluster (Figure 4C). The top marker genes for directly DNA-stimulated BMDMs were Ccl5, Irf7, Ifit1, Isg15, Rsad2, Oasl2, Bst2, and Ifi204 (Figure 4D). To confirm the result independent of clustering, we plotted the ISG Score for each DNA- and IFNAR-Ab-treated BMDM of Condition 3 and identified the same small population of Fabp4+MHCII-ISG+ cells (Figure 4E). Together, these results suggest that direct DNA-sensing BMDMs are preferentially Fabp4+MHCII- macrophages.




Figure 4 | IFNAR-independent BMDM responses to immune stimulatory DNA (A) Feature plot of dsDNA+IFNAR Ab and untreated experimental conditions colored magenta based on ISG Score. (B) Feature plot of integrated and clustered data from dsDNA+IFNAR Ab and Untreated conditions, demonstrating BMDM subsets. (C) Heatmap of biological replicates averaged, scaled expression displaying marker genes for each subset. (D) Feature plot of ISG Score reveals a small cluster expressing ISGs amidst a larger cluster of Fabp4+MHCII- cluster. (E) Violin plot of ISG Score for each BMDM subset from the integration of control and dsDNA+IFNAR Ab conditions.







Gene expression signatures of direct Ifnar-independent DNA-induced macrophages

Bulk measurement techniques do not allow separation of direct DNA-sensing cells from the more abundant secondary IFNAR-dependent cells. This limits separation of cell-specific roles in initiation and amplification of IFN responses in vivo. To identify genes that may discriminate direct and indirect cells, we identified the most highly differentially expressed genes between direct DNA responsive cells and secondary IFNAR-dependent cells. First, we isolated Fabp4+MHCII- macrophages, which contained the majority of directly responding cells. We reclustered them, which revealed an ISG+ and ISG- population. Next, we combined the direct macrophages from condition 3 (dsDNA + IFNAR Ab) with the Fabp4+MHCII- macrophages from condition 2 (dsDNA Alone) and reclustered (Figure 5A, Supplementary Figure S4). We displayed expression of 45 ISGs as a heatmap. This revealed Ccl5 to be the most differentially expressed between the direct cells from condition 3 and combined indirect and direct cells from condition 2 (Figure 5B). Feature plots show the cells colored by ISG Score compared to the more stringent by Direct DNA-sensing Score (Figure 5C). We selected the top 4 genes and created a Direct Score (Ccl5, Cdk8, Cxcl2, and Cd74) (Figure 5D). Based on these results, we propose that the top gene, Ccl5, may represent a useful marker gene for identifying direct DNA sensing cells.




Figure 5 | Gene expression signature of direct dsDNA-sensing IFNAR-independent BMDMs. (A) Reclustering of Direct Stimulated cells from dsDNA + IFNAR Ab condition integrated with Fabp4+MHCII- BMDMs subset from the dsDNA stimulated experimental condition. (B) Heatmap of Fabp4+MHCII- BMDMs reveals ISG+ and ISG- subsets. The ISG+ subset are the putative direct dsDNA-stimulated macrophages. Differentially expressed genes between ISG+ and ISG- subsets include Ccl5,Cdk8, Cxcl2, and Cd74. (C, D) Feature plots comparing (C) ISG Score compared to a (D) DirStim Score (Ccl5, Cdk8, Cxcl2, and Cd74).








Discussion

BMDMs are a widely used experimental tool used across diverse innate immune studies, but they are typically analyzed using bulk measurement techniques that obscure population heterogeneity (19). In this study we applied single cell RNA-seq to reveal functional heterogeneity within cultured BMDMs. Using single cell RNA-Seq, we show that immune stimulatory DNA induces ISG expression across all proliferating and non-proliferating BMDM subsets; however, in the context of anti-IFNAR Ab blockade, DNA was only able to induce a small non-proliferative Fabp4+MHCII- population of macrophages. These cells, which do not benefit from secondary signaling via IFNAR, were interpreted as directly-stimulated cells. Using this population, we identified Ccl5, also known as RANTES, as a transcriptional biomarker that discriminates directly from indirectly DNA-stimulated cells. Ccl5 is a secreted proinflammatory chemokine capable of recruiting diverse immune cell types (17, 22, 23). However, independent of its functional role, we propose that Ccl5 may be useful transcriptional biomarker for identifying direct DNA-stimulated cells in vivo using single cell RNA-Seq.

BMDMs are a ubiquitous part of an innate immunologist’s experimental toolkit, owing to the ease of harvesting and differentiating them in cell culture. However, an often-overlooked assumption of this model is that all cells in the culture are assumed to represent the response of a prototypical macrophage (19). Single cell transcriptomics has emerged as a powerful tool for revealing cellular heterogeneity in vitro and in vivo within population previously assumed to be homogeneous. In vivo, this technology is informing the growing appreciation of macrophage diversity within the bone marrow and at sites of tissue injury (3, 24). Here, we apply single cell transcriptomics to the commonly used BMDM model experimental system. At baseline, transcriptional profiling of BMDMs divides cultured macrophages into proliferative and non-proliferative subsets, each with additional substructure. Our data suggests that when BMDMs are stimulated with immune stimulatory DNA, it is the non-proliferating BMDMs that are directly stimulated, which then broadly recruit both proliferative and non-proliferative cells via secreted type I IFN cytokines signaling via the IFNAR cell surface receptor to express secondary ISGs (25, 26).

Limitations of our study include the small biological sample size; however, this is somewhat mitigated by the large number of total single cell transcriptomes analyzed (20,000+). An alternative explanation for the directly stimulated cells that we observed is that there is a population of cells that are resistant to IFNAR Ab blockade. While this cannot be disproven, it seems unlikely since the resistant population would have to also have to uniquely respond to DNA stimulation with overexpression of Ccl5 compared to other ISGs when compared to all IFN-induced cells.





Conclusion

In summary, we have used single cell RNA-Seq to define the heterogeneity of macrophages in culture, both at steady state and in response to immune stimulatory DNA, with and without blockade of secondary IFNAR-dependent amplification, revealing Ccl5 as an IFNAR-independent marker of direct DNA-sensing cells.





Methods




Animals and tissue processing

Mouse experiments were approved and conducted under the oversight of University of California San Diego Institutional Animal Care and Use Committee (IACUC #17144) using Adult C57BL/6J (3 WT mice, stock 000664, and 2 IFNAR -/- mice, stock 028288). All experiments were performed with 10 to 14-week-old animals and were carried out using age and gender matched groups without randomization. All mice were maintained in a pathogen-free environment of UC San Diego.





Cell culture

Bone marrow derived macrophages (BMDMs) were isolated by flushing femurs of adult mice and culturing the resulting cells in 10% FBS 1% Pen/Strep-containing DMEM supplemented with 10ng/mL recombinant m-CSF (Peprotech) for 7 days. 5μg of immunogenic HT DNA (In vivogen) was complexed with a Lipofectamine transfection agent (ThermoFisher) at a ratio of 1:1.5 in serum free-media and added to 1 million BMDMs in a 6-well multi-well plate with serum- and mCSF-containing media for each experiment. Two independent experiments were performed, yielding n = 5 for each condition. For inhibition of secondary signaling via the IFNAR receptor, cells were treated with 20μg/ml of MAR1-5A3 IFNAR neutralizing antibody or isotype control (BioXCell).





Flow cytometry

Isolated cells were stained at 4°C in FACS buffer (PBS supplemented with 2.5% bovine serum albumin). Cell suspensions were labeled with DAPI just prior to flow cytometric analysis to allow exclusion of dead cells. Doublets and dead cells were excluded by forward scatter and Dapi. Data was acquired by Sony sorter MA900 at UCSD and analyzed with FlowJo software.





Single cell RNA-seq

Single cell RNA-Seq was performed by microfluidic droplet-based encapsulation, barcoding, and library preparation (10X Genomics) as previously described (27). Paired end sequencing was performed on an Illumina NovaSeq instrument. Low level analysis, including demultiplexing, mapping to a reference transcriptome (Ensembl Release 85 - GRCm38.p5), and eliminating redundant UMIs, was performed with the CellRanger pipeline.





Single-cell RNA-seq data quality control, normalization and integration

To account for variations in sequencing depth, total transcript count for each cell was scaled to 10,000 molecules, and raw counts for each gene were normalized to the total transcript count associated with that cell and then natural log transformed. Cells with between 200 and 2,000 uniquely expressed genes and < 1% mitochondrial counts were retained for further analysis. Highly variable genes across individual datasets were identified with the FindVariableFeatures method from the Seurat R package (version 3.0) by selecting 3,000 genes with the highest feature variance after variance-stabilizing transformation. Integration of multiple single-cell RNA-seq datasets was performed in Seurat to enable harmonized clustering and downstream comparative analyses across conditions (28–30). Anchoring cell pairs between datasets were identified by Canonical Correlation Analysis (CCA) and the mutual nearest neighbors (MNN) method using the Seurat FindIntegrationAnchors function.





Dimensional reduction, unsupervised clustering, sub-clustering

After scaling and centering expression values for each variable gene, linear dimensionality reduction was performed on integrated data using principal component analysis (PCA). Clustering was performed using the shared nearest neighbor (SNN) clustering algorithm with the Louvain method for modularity optimization, as implemented in the Seurat FindNeighbors and FindClusters functions. To visualize data in two-dimensional space, Uniform Manifold Approximation and Projection (UMAP) dimensional reduction was performed. Differentially expressed genes (DEGs) between clusters were determined using a Wilcoxon Rank Sum test. Where specified, subsets of cells were isolated and reclustered to identify new DEGs.





Quantification of ISG score and direct score

ISG Scores were measured as the sum of the raw reads for the ISGS: Ifi204, Isg15, Irf7, Ifit1, Rsad2, Oasl2, Oas3, Gpb5, Bst2, Ifit2, Ifit3, Oas2, Isg20, Cxcl10, Oasl1, Gpb2, Ccl5, Ccl3. Direct Scores were measured as the sum of the raw reads for: Ccl5, Cdk8, Cxcl2, and Cd74. ISG and Direct Scores were normalized to reads per cell and scaled by 104.





Statistics

Statistical analysis was performed using GraphPad Prism software. All data are represented as mean values +/- standard error of mean (S.E.M.) unless indicated otherwise. A statistical method was not used to predetermine sample size. All analyses were unpaired. P values are indicated by P values less than 0.05 were considered significant and are indicated by asterisks as follows: *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.
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Supplementary Figure 1 | Integrated single cell transcriptomes reveal cell-cycling and non-cycling BMDM subsets. (A) Data from all experimental conditions was integrated and clustered. Unsupervised clustering of integrated data (n= 24,377 cells) revealed at least 6 distinct BMDM subsets. Data is dimensionally reduced using UMAP and displayed on a 2D plot to communicate relative similarities in transcriptional profiles between BMDM subsets. (B) Identification of replicating BMDMs from clusters based on cell cycle phase (color-coded legend) using cell cycle sorting. (C) Heatmap of biological replicates averaged, scaled expression of defining 1065 differentially expressed genes for each BMDM subset. Cell cycling subsets (clusters 1-2, red & orange) and non-cycling subsets (clusters 3-6, yellow, green, and blue) are annotated.

Supplementary Figure 2 | Immune stimulatory DNA induces a type I IFN response that can be partially blocked by IFNAR Ab. (A) Heatmap of of biological replicates averaged, scaled expression of ISG genes sorted by experimental condition (1: control, 2: IFNAR KO control, 3: dsDNA, 4: dsDNA+IFNAR Ab, 5: dsDNA+IFNAR KO). (B) Violin plot of Ms4a7, a macrophage marker gene, and several ISGs (Bst2, Oasl2, Irf7, Ifit2, Oas3, Isg15, Rsad2). (C) An ISG Score defined as the summed expression of canonical ISGs was calculated for each cell and displayed as magenta intensity on a UMAP feature plot for each condition. (D) A violin plot of ISG Score was plotted across BMDM subsets and split by experimental condition.

Supplementary Figure 3 | IFNAR-independent BMDM responses to immune stimulatory DNA. (A) Feature plot of dsDNA+IFNAR Ab, dsDNA+IFNAR KO, and untreated experimental conditions colored magenta based on ISG Score. (B) Feature plot of integrated and clustered data from dsDNA+IFNAR Ab, dsDNA+IFNAR KO, and Untreated conditions, demonstrating BMDM subsets. (C) Heatmap of biological replicates averaged, scaled expression displaying marker genes for each subset. (D) Feature plot of ISG Score reveals a small cluster expressing ISGs amidst a larger cluster of Fabp4+MHCII- cluster.(E) Violin plot of ISG Score for each BMDM subset from the integration of control and dsDNA+IFNAR Ab conditions.

Supplementary Figure 4 | Gene expression signature of direct dsDNA-sensing IFNAR-independent BMDMs. (A) Reclustering of Direct Stimulated cells from dsDNA + IFNAR Ab and dsDNA+IFNAR KO conditions integrated with Fabp4+MHCII- BMDMs subset from the dsDNA stimulated experimental condition. (B) Heatmap of Fabp4+MHCII- BMDMs reveals ISG+ and ISG- subsets. The ISG+ subset are the putative direct dsDNA-stimulated macrophages. Differentially expressed genes between ISG+ and ISG- subsets include Ccl5, Cdk8, Cxcl2, and Cd74. C-D) Feature plots comparing (C) ISG Score compared to a (D) DirStim Score (Ccl5, Cdk8, Cxcl2, and Cd74).
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Introduction

Host gene and protein expression impact susceptibility to clinical malaria, but the balance of immune cell populations, cytokines and genes that contributes to protection, remains incompletely understood. Little is known about the determinants of host susceptibility to clinical malaria at a time when acquired immunity is developing.





Methods

We analyzed peripheral blood mononuclear cells (PBMCs) collected from children who differed in susceptibility to clinical malaria, all from a small town in Mali. PBMCs were collected from children aged 4-6 years at the start, peak and end of the malaria season. We characterized the immune cell composition and cytokine secretion for a subset of 20 children per timepoint (10 children with no symptomatic malaria age-matched to 10 children with >2 symptomatic malarial illnesses), and gene expression patterns for six children (three per cohort) per timepoint. 





Results

We observed differences between the two groups of children in the expression of genes related to cell death and inflammation; in particular, inflammatory genes such as CXCL10 and STAT1 and apoptotic genes such as XAF1 were upregulated in susceptible children before the transmission season began. We also noted higher frequency of HLA-DR+ CD4 T cells in protected children during the peak of the malaria season and comparable levels cytokine secretion after stimulation with malaria schizonts across all three time points. 





Conclusion

This study highlights the importance of baseline immune signatures in determining disease outcome. Our data suggests that differences in apoptotic and inflammatory gene expression patterns can serve as predictive markers of susceptibility to clinical malaria. 





Keywords: RNA sequencing, mass cytometrý, immunoinformatic analysis, baseline immunity, malaria susceptibility, malaria immunity, human parasite immunology





Introduction

Malaria remains a major global health concern that impacts over 200 million people annually, causing an estimated 619,000 deaths in 2021 (1). Despite its global distribution throughout the tropical and subtropical regions, 95% of malaria cases occur in sub-Saharan Africa, and are caused primarily by Plasmodium falciparum (1). Individuals in malaria-endemic regions with high transmission are repeatedly exposed to diverse P. falciparum strains and their associated antigens; these successive exposures can lead to acquired immunity to clinical malaria (2). However, children with similar levels of malaria exposure can vary in susceptibility to clinical disease. Several host factors, including those related to red blood cell disorders (HbS, HbC, G6PD and alpha-thalassemia), are known to be associated with protection, while some HLA alleles are associated with increased susceptibility to malaria infection (3, 4). Nevertheless, much remains to be understood, particularly regarding differences in the host response to infection (5).

Previous studies have implicated the activation of the type 1 interferon pathway in mitigating severe disease to mild malaria and interferon-gamma (IFNg) secretion with protection from clinical disease (6). However, other studies suggest a role for IFNg in exacerbating severe malaria episodes (cerebral malaria), implying that a delicate balance of inflammatory cytokines is critical to regulate malarial disease and pathogenesis (7). T cell-mediated immune responses play an important role in controlling pro- and anti-inflammatory immune responses during blood stage malaria (8). Type 1 helper CD4 T cells (Th1) produce inflammatory cytokines such as IFNg and TNFa that shape the early adaptive immune response to Plasmodium infection. These inflammatory responses are controlled by regulatory T cells (Tregs) that produce cytokines such as IL-10 and TGFb (9). Later in infection, Type 2 helper CD4 T cells (Th2) dominate and aid in antibody production, which is characteristic of a protective response to blood stage Plasmodium infection (10).

Transcriptomic analysis from whole blood cells has shown that naïve individuals >13 years old have a higher pro-inflammatory cytokine response when compared to their malaria-experienced counterparts upon infection with P. falciparum (11). This may indicate a dampened immune response in individuals with pre-existing immunity to malaria, which could impact the clinical presentation of the disease. Some studies suggest exhausted B and T cells play a role in the lack of robust immune responses in individuals with recurrent exposure to P. falciparum (12). However, it remains to be determined how molecular pathways correlate with malaria exposure history in children with distinct levels of susceptibility to clinical malaria, and which immunoprofiles characterize a protective response. Gene expression studies are increasingly used to decipher molecular mechanisms and pathways associated with malaria infection using either peripheral blood mononuclear cells (PBMCs) or whole blood (11, 13), and to analyze gene expression patterns in immune cells during malaria infection only (11, 14). Here, we compare the longitudinal transcriptional profiles of two cohorts of location and age-matched children, ages 4 to 6 years old, who differ in the degree of malaria susceptibility, to better understand the protective immune response to malaria at a time when acquired immunity is developing. We hypothesize that in an area of high malaria transmission, children who do not manifest clinical disease throughout an entire transmission season can control infection better than those who experience two or more symptomatic malaria episodes during the same period (either by preventing erythrocytic infection or by controlling symptoms), and that this difference is reflected in their PBMC transcriptomic profiles. To address this hypothesis, we compared PBMC gene expression profiles derived from a subset of children categorized as “susceptible” versus “non-susceptible/protected” to malaria, and who were part of the control arm of a malaria vaccine trial in Mali (15). An improved understanding of the host immune response to malaria, and in particular the identification of immune cell subpopulations that may play a role in a protective immune response, may identify those at increased risk and inform preventative treatment.





Methods and sample collection




Ethics

Sample processing was conducted with review and oversight by the University of Maryland, Baltimore’s Human Research Protection Office. The primary study was reviewed and approved by the Institutional Review Boards of the University of Maryland, Baltimore and the University of Bamako, Mali. Village permission to conduct research was obtained from village chiefs, government officials, and traditional healers prior to study initiation. Individual written informed consent was obtained from the parent or legal guardian of each child prior to screening and enrollment in accordance with the Declaration of Helsinki. Child assent was also obtained prior to study conduct.





Study design

After obtaining informed parental consent, PBMCs from children who were part of a randomized, controlled, double-blind Apical Membrane Antigen 1 (AMA1) malaria vaccine trial in Bandiagara, Mali, West Africa, were cryopreserved on site using standardized procedures and transported to the University of Maryland, Baltimore (UMB), utilizing a tightly controlled cold chain. Registration on ClinicalTrials.gov (NCT00460525) and full study details have been previously described (15). Bandiagara, Mali, is a Sahelian town of approximately 14,000 inhabitants with highly prevalent and seasonal malaria transmission (June to December) (16, 17). There is no significant variability in the socio-economic state in this remote community. The prevalence of HIV is extremely low, and previous screening of children aged 3 months to 14 years revealed no concomitant infections with filaria. While S. haematobium is endemic, prevalence is typically low for children aged 2-6 years. At the time of the study conduct, children under 6 years of age routinely acquired 1-4 symptomatic malaria infections per season. All children were provided government-issued, insecticide-treated bed nets with 61% of control participants reporting use (15). Participants were continuously monitored through passive case detection and the rate of loss to follow-up was less than 7%. The Bandiagara research center served as the primary source of western medical care for most children in the village, and few had access to pharmaceuticals for intermittent malarial therapy. A subset of children (n = 25) ages 4-6 was selected from the control arm (three doses of human diploid-cell rabies vaccine (RabAvert, Chiron Vaccines)) based on age, number of clinical malaria episodes, and availability of sample across all three timepoints (15). We examined PBMCs from this cohort (Supplementary Table 1). The original study followed children during a single malaria transmission season (6 months) and PBMCs were collected at day 0 (beginning of transmission season), day 90 (peak transmission season), and day 150 (end of transmission season) (Supplementary Figure 1A). For this analysis, children with at least two clinical malaria episodes throughout the transmission season were classified as “susceptible” and were age-matched to children with no clinical malaria episodes throughout the same transmission season; the latter were classified as “protected” (Supplementary Figure 1B). Malaria episodes were acquired by susceptible participants between day 8 and 146. The timing of illness varied among participants, with the majority experiencing their first episode before the day 90 timepoint, except for one participant (Supplementary Figure 1C). Clinical malaria was defined as a symptomatic infection consistent with malaria (e.g., fever, headache, malaise) and evidence of parasitemia in the absence of an alternative clinical diagnosis. None of the children met the definition of severe malaria. Only children with PBMC available at all three time points were eligible for analysis. Serum samples were collected for each child at the same timepoints and kept at -80°C.





Peripheral blood mononuclear cells stimulation

Cryopreserved PBMCs were thawed with fetal bovine serum (FBS) enriched media (RPMI, Gibco, Grand Island, New York) and incubated at 37°C/5% CO2 overnight. After incubation, PBMCs were washed and partitioned into three 1x106 cell aliquots. One aliquot was stimulated with P. falciparum schizonts (Pfsz; derived from a Malawian source and cultured in vitro at UMB) at a 3:1 ratio (3 schizonts/cell) and incubated at 37°C/5% CO2 for 4 hours. The other two aliquots served as negative (media) and positive (stimulation with 10 mg/ml Staphylococcus enterotoxin B (SEB); Sigma, St. Louis, MO) controls and incubated at 37°C/5% CO2 for 2 hours. Golgi blockade (BD Pharmingen) was added at 0.5 mL/tube and incubated overnight (16 hours) at 37°C/5% CO2. As the addition of Golgi blockade compromised RNA integrity, a finding not previously noted in the literature, samples from 6 unique randomly selected children that met the age and malaria episode criteria were immediately extracted after stimulation for RNA sequencing without the addition of Golgi blockade.





Regulatory T cell (Tregs) depletion

PBMCs were thawed as described above. A portion of the cells were partitioned to serve as negative and positive controls. The remaining PBMCs were split into two aliquots that were either mock depleted or depleted of CD25 cells using Dynabeads Pan Mouse IgG or CD25 magnetic beads, respectively (Invitrogen, Carlsbad, California) at a bead to PBMC ratio of 5:1 as described (18). PBMCS were stimulated with media, schizonts and SEB as described above.





Staining protocol

PBMCs were stained with viability marker, Cisplatin (Pb194/195) (Sigma Aldrich, Indianapolis) at 1.25 mL per 500 mL for a final concentration of 25 mM. After a 1-minute incubation, PBMCs were washed with PBS supplemented with 10% fetal calf serum (FCS) then incubated with one of two optimized (13-21 cell surface markers) panels (Supplementary Tables 2, 3) for 20 minutes. Cells were then fixed using IC fixation buffer (eBioscience) and permeabilized using Caltag Reagent B (Invitrogen, Oregon) along with an intracellular staining cocktail (Supplemental Tables 2, 3), followed by the addition of DNA intercalator Iridium 191 (Ir-191 intercalator, NA). Cells were then washed 2x with cell staining media (0.2 mg/mL sodium azide in low-barium PBS supplemented with 2% FCS) and resuspended in Milli-Q water for assessment by mass cytometry. Before analysis, a viability dye, Cisplatin (19) and the DNA metalointercalator 191/193Ir to identify individual cells, was used to complete the panel.





Generation of RNAseq data

Immediately after PBMC stimulation, Roche Protector RNase inhibitor (3335399001; MilliporeSigma, Burlington, Massachusetts, USA) was added to each sample. RNA was isolated using QIAzol (Qiagen 79306; Hilden, Germany) and the Direct-zol RNA Mini Prep Plus Kit (Zymo Research, Irvine, California, USA) per manufacturer’s instructions. RNA quality was assessed using the Agilent Bioanalyzer 2100, and only samples with RNA integrity numbers (RIN) greater than 7 or total RNA concentration greater than 100 ng were selected for RNA sequencing (Supplementary Table 4). PolyA-enriched, strand-specific RNA libraries were constructed and 100bp paired-end reads were sequenced on an Illumina NovaSeq 6000 platform. Reads were assessed for quality, trimmed if PHRED scores fell below 20, and any remaining adapter sequences were removed. These processed paired-end reads were aligned to human reference genome GRCh38 using HISAT2, and counts were generated using the HTseq analysis package (20–22). Reads that successfully mapped to the reference genome were used for downstream analyses. The data are available under bio-project ID (PRJNA603324).





Differential gene expression analyses

To perform differential gene expression analyses, we used DEseq, EdgeR and Cuffdiff R packages (21, 23). Any genes with counts per million (CPM) values of less than 10 in 86% of the samples (or 45 of all 53 samples analyzed) were excluded from the analyses. Hemoglobin genes (the most expressed genes after those encoding rRNAs) were removed to improve power. This cutoff was selected to account for the low sample size and to ensure that each group had at least two samples present for differential expression analyses. For visualization of differentially expressed genes, normalized read counts generated by DEseq were input for the software gEAR (https://umgear.org/multigene_curator.html) to create volcano plots, implemented using the Dash Bio suite of bioinformatics components (v0.6.1 - https://github.com/plotly/dash-bio). Welch’s t-test was used to determine significance (24), and was computed using the python package diffxpy (v0.7.4 - https://github.com/theislab/diffxpy).





Pathway and functional analysis

Pathway enrichment analysis was conducted with the output from deseq2. Differentially expressed genes with a false discovery rate (FDR) <0.05, and a log fold change (LFC) >1, were used. Genes that passed these cutoffs were submitted to DAVID web-based tool (https://david.ncifcrf.gov/tools.jsp) (25, 26). Bar plots were created with GraphPad Prism v9. Further functional analyses were performed using GSEA (27), using normalized expression values from all genes as the input.





Mass cytometry data processing

FlowJo v.10.8.0 Software (BD Life sciences, Ashland, Oregon, USA) was used to select intact (Ir191+, Ir193+), live (PT195-), singlet, CD14/CD19- and CD3+ cells. Specimens were included in the analysis if (i) the cell viability was >80% after thawing and (ii) cells were shown to be functionally active as determined by the production of IFNg by at least 0.2% CD3+ cells after stimulation with SEB. A response was considered specific if (i) the differential in the number of positive events in the stimulant pool compared to the media control was significantly increased by Chi-square analyses; and (ii) the net percentage of cytokine producing cells was >0.1% in stimulant pool as compared to the media control. A response was considered positive if the production of one or more cytokines, meeting the pre-defined criteria, was measured in response to antigen stimulation of PBMCs. A mean of ~200,000 cells per sample were analyzed by the CyTOF® Mass Cytometer, with 71%-98% of the cells intact. After gating, CD3+ populations were exported via FlowJo to create new FCS files containing only the intact, live, CD3+ cell populations. FCS files were further analyzed in R version 2021.09.2 + 384 using flowCore (28) and CATALYST (29, 30) packages. FlowCore package was used to read the FCS files into R and CATALYST package was used to create a single cell experiment and transform the data with arcsinh cofactor 5. FlowSOM (31) and ConsensusClusterPlus (32) packages were used to perform high dimension clustering and generate 20 clusters using the cell surface marker panel (Supplementary Table 2). UMAP was used to perform high dimension reduction to visualize the clusters generated. Clusters were manually annotated based on cell surface marker expression.





Differential analysis of mass cytometry data

Differential analysis was performed using diffcyt (https://bioconductor.org/packages/3.15/bioc/html/diffcyt.html), an R package that utilizes edgeR, limma and voom methods as part of the workflow (33). We used the diffcyt differential abundance (DA) method to test for differences in cell type abundance between our two study groups and the diffcyt differential states (DS) method to test for differences in intracellular marker expression within each identified cell population between protected and susceptible individuals. We used an FDR cutoff of <0.05 to identify differentially expressed cell types and cytokines.





Differential antibody responses to PfEMP1 microarray

A protein microarray featuring 257 PfEMP1 protein fragments from reference and clinical infections was probed with sera collected before the malaria transmission season (day 0), from 19 children in the same cohort. Samples were randomly selected to include children whose PBMCs were processed via RNA sequencing and mass cytometry. Nine serum samples were from protected children while 10 serum samples were from susceptible children. Sera from a pool of North American malaria-naïve adults was used as a negative control while sera from Malian adults from the same study site collected under a different study protocol were used as positive control (34). Slide preparation and serum probing were performed as described elsewhere (35–37). Fluorescence intensity was defined as the raw signal intensity reduced by the mean for the no-DNA negative controls for each serum sample. For each protein fragment, we compared the distribution of fluorescence intensities between sera of susceptible and protected children with a two-tailed Wilcoxon rank-sum test.






Results




Quality control of data and experimental samples

PBMCs were processed from 26 Malian children. Cells from 6 individuals were processed through RNA sequencing and cells from 20 distinct children were profiled via mass cytometry. Study groups were assigned based on the number of clinical malaria episodes experienced during a single malaria transmission season.

RNAseq data was generated for six children for each of the three timepoints, and for each of the three stimulation conditions (media, schizonts and SEB), for a total of 54 samples. One SEB stimulated sample from day 150 did not pass QC and was not included in the analyses. For each sample, an average of 30 million Illumina reads were generated (Supplementary Table 5).

Mass cytometry data was generated for 20 different children from the same cohort. For each of the three time points, and each of the three conditions, an average of 200,000 cells were processed. Samples were functionally active if SEB stimulated controls had at least a 0.2% increase in IFNg production relative to unstimulated cells.





Gene expression differences exist between susceptible and protected groups at baseline

To assess if gene expression differences are present between malaria-protected and malaria-susceptible children, we performed a pair-wise comparison of bulk RNA sequence data to identify genes that were either significantly up-regulated or down-regulated at day 0 (start of malaria transmission season) before and after PBMC stimulation with malaria antigen. At baseline, we observed 78 genes significantly differentially expressed based on our analysis parameters (Figure 1A). We observed 74 downregulated and 4 upregulated genes in protected relative to susceptible children. Baseline differences in gene expression at the beginning of the malaria season suggest that differences already exist between children who later develop clinical malaria episodes and those who do not. Of interest, genes upregulated in susceptible children compared to protected children included CXCL10, STAT1, STAT2, IRF1, XAF1 and GZMB. CXCL10, STAT1 and STAT2, all genes that are downstream of interferon signaling, and IRF1, XAF1 and GZMB, which participate in apoptotic processes. Next, we evaluated gene expression patterns in Pfsz-stimulated PBMCs and observed 11 differentially expressed genes, of which 9 were downregulated and 2 upregulated in protected children relative to susceptible children. We observed some overlap in upregulated genes in susceptible children before and after antigen stimulation (Figure 1B and Supplementary Figure 2A). One gene, DDX11, was upregulated in protected children before and after Pfsz stimulation (Figures 1A, B and Supplementary Figure 2B). DDX11 encodes a helicase and plays a role in DNA repair (38). However, the direct role of this gene in regulating immune responses is not known.




Figure 1 | Differences in gene expression and immune pathways exist at baseline. (A, B) Depicted is a volcano plot of differential gene expression, with significant differences shown (blue, red), based on Welch’s Test (log10(pval) is plotted against the log2 foldchange; significance: P value <0.05). (A) Unstimulated PBMCs. (B) PBMCs stimulated with malaria antigen (P. falciparum schizont, Pfsz). (C, D) Pathway enrichment analysis on differentially expressed genes (False discovery rate, FDR<0.05; gene expression log-fold change, LFC>1), using pathway enrichment software DAVID (26). (C) Pathways enriched in susceptible children before antigen stimulation. (D) Pathways enriched in susceptible children after Pfsz stimulation. Enrichment analyses were performed on differentially expressed genes that met the FDR and LFC thresholds; no genes overexpressed in protected children met this threshold.



To determine if the expression patterns observed were restricted to individual genes or whether, instead, they reflect broader differences at the pathway level, we searched for enriched biological, functional, and immunological pathways at day 0, with DAVID, using genes upregulated in susceptible children (FDR < 0.05; LFC >1) as input. Relative to protected children, we observed enrichment in “Type I interferon signaling,” “interferon-gamma signaling,” and “apoptotic” pathways in susceptible children (Figures 1C, D). Further analysis using gene set enrichment analysis (GSEA) showed enrichment in IFNg and apoptotic pathways (Supplementary Figure 3).

To determine whether the observed differences in gene and pathway expression were based on different levels of pre-existing immunity to malaria between the susceptible and protected groups, we probed a protein microarray populated with 257 fragments of P. falciparum erythrocyte membrane protein-1s (PfEMP1s) with sera from day 0 timepoint. Increased responses to PfEMP1 have been associated with recent malaria exposure (39–41). We compared the PfEMP1 serologic responses between the two groups and observed no differences in antibody responses to 99.2% of the fragments (255/257 PfEMP1 fragments; Supplementary Figure 4B). Additionally, we compared the proportion of individuals within each group with serorecognition of each protein fragment (defined as a fluorescence intensity greater than the mean plus two standard deviations for a serum panel from 10 malaria-naïve North American adults probed on the microarray). We observed that across extracellular PfEMP1 fragments, there was a trend towards greater proportions of protected children with serorecognition of these fragments than susceptible children [68.1% of extracellular PfEMP1 fragments(65/204)]. Interestingly, for 19 of the 20 intracellular PfEMP1 fragments on the microarray, a higher proportion of the susceptible group had serorecognition of the intracellular PfEMP1 fragment than the protected group (Supplementary Figure 4C). Our group previously found that serologic responses to the intracellular region of PfEMP1s is associated with greater malaria exposure (40), suggesting that the susceptible group may have had more malaria exposure than the protected group. In addition, we analyzed previously published ELISA data for Apical Membrane Antigen 1 (AMA1), another important blood stage P. falciparum antigen, the responses to which decrease over time since a previous clinical malaria episode (42), for individuals in the same study. A comparative analysis of 25 samples for which data was available, twelve of which were from protected and 13 of which were from susceptible children, showed no significant differences in the baseline AMA1 antibodies present in the serum collected from the children in either cohort (Supplementary Figure 5). The lack of differences in antibody responses to PfEMP1 and AMA1, two major blood stage malaria antigens, suggest that the differences in gene and pathway expression between groups are not due to differences in malaria exposure between the two groups. Finally, we investigated the possibility of ongoing subclinical malaria infections in susceptible children at baseline. To this effect, we analyzed previously generated data on a screen to detect the presence of parasites based on PCR amplification of the AMA1 gene from the day 0 timepoint (15). Although 2/12 individuals from the protected group were asymptomatically positive at baseline compared to 0/13 individuals from the susceptible group, we observed no statistically significant differences (Fisher’s exact test) in the percent of individuals testing positive for malaria for each study group (Supplementary Figures 6A, B), consistent with the hypothesis that the observed patterns are not caused by differences in ongoing or recent malaria exposure.





Gene expression at peak malaria transmission

To evaluate how increased natural exposure to malaria impacts the differences observed at baseline, we evaluated gene expression differences between the two groups at day 90 (peak malaria transmission). At this time point, we identified 73 differentially expressed genes in the unstimulated PBMCs; 61 were downregulated while 12 were upregulated in PBMCs from protected children relative to susceptible children (Figures 2A, B). Pathway enrichment analyses revealed significantly enriched “inflammatory response” among biological processes, in susceptible children (Figures 2C, D). We also observed enrichment in other biological processes in this group, including “chemotaxis” and “response to IFNg,” as well as enrichment in molecular functions including “chemokine activity” and “receptor activity” (Figures 2C, D). KEGG pathway analysis revealed multiple enriched pathways in susceptible children, including the “malaria” pathway (Figures 2C, D). Consistent with pre-stimulation observations, the biological process “inflammatory response” was significantly enriched, after Pfsz-stimulation, in susceptible children compared to protected children (Figure 2D).




Figure 2 | Gene expression differences during peak malaria transmission. (A, B) Depicted is a volcano plot of differential gene expression, with significant differences shown (blue, red), based on Welch’s Test (log10(pval) is plotted against the log2 foldchange; significance: P value <0.05). (A) Unstimulated PBMCs. (B) PBMCs stimulated with malaria antigen (P. falciparum schizont, Pfsz). (C, D) Pathway enrichment analysis on differentially expressed genes (False discovery rate, FDR<0.05; gene expression log-fold change, LFC>1), using pathway enrichment software DAVID (26). Bar graphs depict Gene Ontology; Cellular component, molecular function, and biological processes that are enriched and KEGG pathways enriched at day 90. (C) Pathways enriched in susceptible children before antigen stimulation. (D) Pathways enriched in susceptible children after Pfsz stimulation. Enrichment analyses were performed on differentially expressed genes that met the FDR and LFC thresholds.







Reduced gene expression differences at the end of the malaria transmission season

We evaluated gene expression differences between the two groups at day 150 (end of the transmission season). We observed the fewest differences at this time point, with a total of 11 genes differentially expressed between the two groups. Six genes were downregulated compared to five genes upregulated in protected versus susceptible children (Figure 3A). Upregulated genes include the chemokine ligand CCL24 (Figures 3A, B), while downregulated genes included STAT1 and CD163 (Figures 3A). Pathway enrichment analysis revealed increased chemokine activity in susceptible children compared to protected children (Figures 3C, D). Chemokines play an important role during the host immune response to infection, as they recruit immune cells to the site of infection by binding chemokine receptors on the surface of immune cells (43). In malaria, high serum chemokine levels are associated with high parasite density and in some cases, severe malaria (44, 45).




Figure 3 | Reduced gene expression differences at the end of the malaria transmission season. (A, B) Depicted is a volcano plot of differential gene expression, with significant differences shown (blue, red), based on Welch’s Test (log10(pval) is plotted against the log2 foldchange; significance: P value <0.05). (A) Unstimulated PBMCs. (B) PBMCs stimulated with malaria antigen (P. falciparum schizont, Pfsz). (C, D) Pathway enrichment analysis on differentially expressed genes (False discovery rate, FDR<0.05; gene expression log-fold change, LFC>1), using pathway enrichment software DAVID (26). Bar graphs depict Gene Ontology; Cellular component, molecular function, and biological processes that are enriched and KEGG pathways enriched at day 150. (C) Pathways enriched in susceptible children before antigen stimulation. (D) Pathways enriched in susceptible children after Pfsz stimulation. Enrichment analyses were performed on differentially expressed genes that met the FDR and LFC thresholds; no genes overexpressed in protected children met this threshold.







Similar immune cell population clustering patterns between protected and susceptible children

To identify additional distinguishing properties between children with varying malaria susceptibility, we also investigated the phenotypes of immune cell populations. PBMCs were stimulated and analyzed via mass cytometry (see Methods). Using a panel specific for effector function CD4+ T cell profiling (Supplementary Table 2), we performed high dimensional clustering on CD3+ PBMCs collected at each timepoint and identified distinct cell populations (Figures 4A-C). Across all three timepoints, we were able to successfully identify CD8+, gd and naïve and memory CD4+ T cell populations, as well as a cluster annotated as “T cells” for cells that were not positive for either CD4+, CD8+ or gd TCR antibodies. Memory cell populations became more defined as the transmission season progressed. By day 150, we identified distinct memory CD4+ T cell populations, including central memory (TCM) (CD4+CD45RA-CCR7+), effector memory (TEM) (CD4+CD45RA-CCR7-), and CD45RA+ effector memory populations (TEMRA) in both protected and susceptible individuals (Figures 4B, C). For each identified cluster, we performed both differential cell type abundance and differential state analyses using diffcyt package. We observed variable cell type abundances across all individuals regardless of protected or susceptible status (Figures 4D-F and Supplementary Figures 7A-F). Differential state analysis did not detect any significant differences in intracellular marker abundance between protected and susceptible children; however, we observed slightly elevated levels of Programmed Cell Death 1 (PD-1) at day 0 and day 90 (Figures 5A, B), elevated IL-4 across all three timepoints (Figures 5A-C) and elevated IL-6 at day 150 within all PBMCs in susceptible children compared to protected children (Figure 5C). Within this small subset, we did not observe significant differences in cytokine production within CD4+ or CD8+ T cells alone (Supplementary Figure 8).




Figure 4 | Phenotyping of CD3+ immune cell populations to assess effector function and cell type abundance across a single malaria transmission season. (A-C) UMAP plots displaying immune cell populations identified though unsupervised clustering based on cell surface marker expression. (A) Clustering of cells from samples collected at the day 0 timepoint. (B) Cells from sampled collected at day 90. (C) Cells from samples collected at the day 150 timepoint. (D-F) Heatmap showing cell type frequencies of CD3+ T cell populations present in protected (green) and susceptible (purple) children. High frequency populations are displayed in dark red and lowest frequencies are in dark blue. Population frequencies that are significantly different (FDR < 0.05) between protected and susceptible children are marked with a green bar. (D) heatmap of cell type frequencies at day 0. (E) Heatmap of cell type frequencies at day 90. (F) Heatmap of cell frequencies at day 150.






Figure 5 | Characterizing overall expression of intracellular molecules and induced chemokine receptors in CD3+ cells across a single transmission season. (A-C) Box plots displaying overall median expression of intracellular molecules and chemokine receptors from all T cells (CD3+) in each Pfsz stimulated sample. Expression values were subjected to Z-score scaling, transforming the values to have a mean of 0 and a standard deviation of 1 across all cells. Negative expression values indicate that the average expression of a marker is lower relative to the other markers and positive expression values indicate that the average expression of a marker is higher relative to the other markers. Expression levels for protected children are indicated in red and expression levels for susceptible children are indicated in teal. Expression values from each child are indicated by a unique shape (A) Median expression for molecules at day 0. (B) Median expression for molecules at day 90. (C) Median expression for molecules at day 150.



The presence of slightly elevated levels of PD1 in the mass cytometry data along with the enrichment of cell death pathways in susceptible children prompted us to investigate the role of regulatory T cells at baseline and across the transmission season. Previous studies show that the presence of Tregs may promote increased P. falciparum parasitemia due to a reduction in host responses to infection, and that these effects are reversed under CD25 depleted conditions (18, 46). To probe how regulatory T cells from protected and susceptible children behave as exposure to P. falciparum increases, we stained stimulated PBMCs with a regulatory T cell panel (Supplementary Table 3). We assessed cell composition and cytokine secretion patterns of stimulated CD3+ cells in the presence and absence of Tregs (CD4+CD25+). We were able to successfully identify a small subset of Tregs (200-1200 cells) at all three timepoints and, as expected, these cells were absent under the CD25 depleted conditions (Figures 6A-F). Additionally, we identified an HLA-DR+ CD4+ population across all three timepoints in both CD25+ present and depleted conditions (Figures 6A-F). HLA-DR is a human MHC class II molecule that is expressed on a variety of lymphocytes, including activated T cells (47). Differential abundance and state analyses for PBMCs stained with the regulatory panel revealed differences in the frequency of HLA-DR+ CD4+ T cells at day 90, when protected children had a higher frequency of this population relative to susceptible children (Figures 6G-I). We did not observe significant differences in intracellular marker expression between the two groups (Supplementary Figure 9). Comparison of intracellular cytokine production in PBMCs before and after CD25 depletion revealed individual-specific changes, with no significant trend noted within the entire group (Supplementary Figures 10 A-F). Some individuals, patients 4, 6, 9, and 10 experienced slight increase in IFNg and IL-2 levels at day 0 while patients 2, 3, and 13 experienced decrease in these cytokines at the same time point (Supplementary Figures 10A, D). These data demonstrate inter-individual variation present in samples collected from individuals in an endemic setting.




Figure 6 | Phenotyping of CD3+ immune cell populations to assess regulatory functions across a single malaria transmission season. (A-C) UMAP plots displaying immune cell populations identified though unsupervised clustering based of PBMCs stained with the regulatory panel. (A) Day 0, (B) Day 90, and (C) Day 150. (D-F) UMAP plots displaying immune cell populations identified though unsupervised clustering of CD25-depleted PBMC stained with the regulatory panel. (D) Day 0, (E) Day 90, and (F) Day 150. (G-I) Heatmap showing cell type frequencies of CD3+ T cell populations present in children from each of two conditions (protected, teal; susceptible, purple). High frequency populations are displayed in dark red and lowest frequencies are in dark blue. Population frequencies that are significantly different (FDR<0.05) between protected and susceptible children are marked with a green bar (to the right of heat map). (G) Day 0, (H) Day 90, and (I) Day 150.








Discussion

In this study, we used both bulk RNA sequencing and mass cytometry to identify host immune gene and protein expression patterns associated with varying susceptibility to clinical malaria disease. We used samples from a cohort of children who have high exposure to malaria, but who are early in the trajectory of acquiring immunity to malaria. We performed RNA sequencing on PBMCs to characterize gene expression patterns of children with different levels of malaria susceptibility. Through gene expression analyses, we identified higher baseline expression of CXCL10, STAT1, STAT2, GZMB, XAF1 and IRF1 in susceptible children relative to protected children. Our findings suggest that existing differences in gene expression, already in place before a malaria transmission season may impact susceptibility to subsequent infection. However, a new study with a larger cohort is needed to enable a study design with stronger statistical power and establish definitive conclusions. Furthermore, utilizing a regression approach can help determine the association between the number of malaria events and the enrichment of specific pathways.

Interferon gamma-induced protein 10 (CXCL10), a pro-inflammatory chemokine induced by multiple cytokines including IFNg, has been previously identified as a marker of malaria disease severity (48–50). A study of CXCL10 wildtype (WT) and Knockout (KO) mice showed efficient parasite control in KO mice while WT mice progressed to cerebral malaria (48). Additionally, a field study in Ghana found higher CXCL10 levels from postmortem cerebral spinal fluid (CSF) in cerebral malaria patients (51). Another gene downstream of IFNg signaling, STAT1, was also significantly overexpressed in the susceptible group relative to the protected group. STAT1 is a transcription factor activated by multiple interferons, and it regulates various cellular processes including cell proliferation and differentiation (52, 53). Although we did not see differential expression between groups with IFNg cytokine expression, we found evidence of gene expression differences for molecules downstream of IFN signaling, suggesting that gene expression studies may detect changes that are missed by cytokine studies.

Our pathway-level analyses revealed an enrichment of the apoptotic pathway in susceptible children. These observations are consistent with previous studies that have demonstrated increased apoptosis of immune cells (lymphopenia) in individuals with malaria infection (54, 55). Additional studies have found that malaria infection increases apoptotic processes, mediated through FAS, FASL and Tumor Necrosis Factor (TNF) (56–58). Although we did not observe increased expression of these specific genes, we observed higher expression of pro-apoptotic genes XAF1 and IRF1 in susceptible children at baseline. XAF1 is a transcriptional co-activator of IRF1, a protein that negatively regulates anti-apoptotic genes and promotes FASL expression in immune cells (59–62). The RNA-seq data were supported by mass cytometry results of slightly higher levels of PD-1 in susceptible children.

High dimension reduction and differential analysis of mass cytometry data identified higher frequencies of HLA-DR+CD4+ T cells in protected children when compared to susceptible children. HLA-DR is a late activation marker that is upregulated on the surface of either memory or naïve T cells after antigen encounter. Although the function of HLA-DR on the surface of T cells is poorly understood, studies on infectious pathogens including Mycobacterium tuberculosis (the causative agent of tuberculosis, or TB) and Human Immunodeficiency Virus (HIV), show that HLA-DR+CD4+ T cells have the ability to persist longer in the periphery and are more resistant to suppression mechanisms initiated by regulatory T cells (63–65).

Our data shows that inherent differences in inflammatory and apoptotic gene expression already exist at baseline between children who will go on to have two or more malaria episodes throughout a malaria season and those who will not experience clinical malaria. Recent studies report on the importance of baseline immune signatures on the subsequent response to disease progression, vaccine efficacy, and treatment failure or success (66). Tsang et al. showed a correlation between the extent of an immune response to influenza vaccination and the pre-vaccination status of an individual (67). Additionally, the importance of baseline immunity has been noted in cancer, where studies show that the presence of certain immune genes influences the activity of some immunotherapies as well as cancer metastasis (68). These studies also emphasize the importance of a systems approach to understanding overall immune signatures (66, 69).

Our current study corroborates and extends previous findings. We compared children with two or more episodes of clinical malaria (susceptible cohort) to age- and location-matched children without clinical malaria (protected cohort). Although the cohorts had similar risk of malaria exposure, we identified differences in gene expression patterns assessed before the onset of the malaria transmission season between the cohorts. This study emphasizes the importance of understanding the initial gene expression repertoire to accurately interpret clinical and immunological implications of field studies with human subjects. In conclusion, this study identifies potential genes and cell populations associated with, and which may play a causal role in, predicting malaria susceptibility.
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Malaria remains a disease of public health importance globally, especially in sub-Saharan Africa. Malaria deaths reduced globally steadily between 2000-2019, however there was a 10% increase in 2020 due to disruptions in medical service during the COVID-19 pandemic. Globally, about 96% of malaria deaths occurred in 29 countries; out of which, four countries (Nigeria, the Democratic Republic of the Congo, the Niger, and the United Republic of Tanzania) accounted for just over half of the malaria deaths. Nigeria leads the four countries with the highest malaria deaths (accounting for 31% globally). Parallelly, sub-Saharan Africa is faced with a rise in the incidence of Type 2 diabetes (T2D). Until recently, T2D was a disease of adulthood and old age. However, this is changing as T2D in children and adolescents is becoming an increasingly important public health problem. Nigeria has been reported to have the highest burden of diabetes in Africa with a prevalence of 5.77% in the country. Several studies conducted in the last decade investigating the interaction between malaria and T2D in developing countries have led to the emergence of the intra-uterine hypothesis. The hypothesis has arisen as a possible explanation for the rise of T2D in malaria endemic areas; malaria in pregnancy could lead to intra-uterine stress which could contribute to low birth weight and may be a potential cause of T2D later in life. Hence, previous, and continuous exposure to malaria infection leads to a higher risk of T2D. Current and emerging evidence suggests that an inflammation-mediated link exists between malaria and eventual T2D emergence. The inflammatory process thus, is an important link for the co-existence of malaria and T2D because these two diseases are inflammatory-related. A key feature of T2D is systemic inflammation, characterized by the upregulation of inflammatory cytokines such as tumor necrosis factor alpha (TNF-α) which leads to impaired insulin signaling. Malaria infection is an inflammatory disease in which TNF-α also plays a major role. TNF-α plays an important role in the pathogenesis and development of malaria and T2D. We therefore hypothesize that TNF-α is an important link in the increasing co-existence of T2D.
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Introduction: the hypothesis

Type 2 diabetes is a non-communicable disease of serious public health importance globally. It is the most common type of diabetes mellitus, accounting for 90-95% of all diagnosed diabetes cases (1, 2). Worldwide, an estimated 537 million adults aged 20–79 years are currently living with diabetes (3, 4). The development of type 2 diabetes is mainly caused by two factors; impaired insulin secretion by pancreatic β-cells and the inability of insulin-sensitive tissues to respond to insulin (1, 5). Type 2 diabetes develops when the pancreas cannot produce enough insulin or when the insulin-sensitive tissues become resistant to insulin. Symptoms of T2D include excessive thirst and dry mouth, frequent urination, lack of energy, tiredness, slow healing wounds, recurrent infections in the skin, blurred vision, tingling or numbness in hands and feet (6). However, these symptoms can be mild or absent, making it possible for people with type 2 diabetes to live several years with the condition before being diagnosed.

Malaria is one of the most severe diseases of public health importance globally. With 247 million cases reported in 84 malaria endemic countries in 2021 (2), malaria remains a major cause of morbidity and mortality in many developing countries. The causative agent, the protozoan Plasmodium, malaria is transmitted to humans by infected female Anopheles mosquitoes. The human Plasmodium species include Plasmodium vivax, Plasmodium ovale, Plasmodium malaria, Plasmodium falciparum and P. knowlesi (2). The most dangerous of the plasmodia infecting humans is P. falciparum (7), and it is one of the most important causes of child mortality worldwide. The P. falciparum life cycle comprise a non-pathogenic symptomless extraerythrocytic stage, which is followed by the invasion of mature red blood cells by the infective forms (merozoites) and the initiation of pathogenic intraerythrocytic stages. Most of the clinical signs of malaria are caused by the parasite at stages in which it multiplies asexually in red blood cells. The most common clinical symptoms of severe malaria are high fever, progressing anemia, multi-organ dysfunction and unconsciousness or coma, which is one of the causes of death (7). The stages of the P. falciparum life cycle are complex, and this allows for the use of various evasion strategies by the malaria parasite. The immune response triggered against the malaria parasite is also complex and stage specific (8). Both the innate and adaptive immune responses are activated by the malaria parasite during malaria infection. The host immune responses play a key role in determining the efficiency of parasite clearance, resulting in immunological phenotype of individuals that are resistant or susceptible to malaria infection.

Several studies in recent times have reported the co-existence of malaria and type 2 diabetes in developing countries. However, most of the evidence reported in literature have been based on the effect of malaria on the risk of diabetes (9); the effect of diabetes on malaria outcome (10–12); and the effect of malaria on glycemic presentation (6). These findings have resulted in the emergence of hypotheses and pathways that have provided explanations for the co-existence of malaria and type 2 diabetes (13). The most popular of the hypotheses that has emerged to explain the co-existence of malaria and type 2 diabetes is the intra-uterine hypothesis. Summarily, the intra-uterine hypothesis is based on the effect of the malaria-induced inflammation which occurs during exposure to malaria in utero on the development of type 2 diabetes later in life.

The intra-uterine hypothesis arose as a plausible explanation for the increase in the burden of type 2 diabetes in malaria endemic populations. Low birth weight arising from of intra uterine stress has been linked with changes in skeletal muscle and pancreatic morphology function (14), leading to increased skeletal muscle insulin resistance and future risk of type 2 diabetes. Exposure to malaria in utero is associated with increased risk of preterm and low birthweight births (15) and may be a potential cause for later development of type 2 diabetes in life. A recent study reported subtle elevations of plasma glucose levels in young adult offspring of pregnancies affected by malaria which may be an early marker for the risk of later developing type 2 if these individuals are exposed to an obesogenic environment (16). Furthermore, malaria has been positively associated with insulin resistance (17) mediated by inflammation (18); which is an important risk factor for the development of type 2 diabetes (19). These findings give indirect evidence that inflammation is an important link for the co-existence of malaria and diabetes.

Cytokines are important mediators in the pathogenesis of malaria and T2D. Interestingly, the pro-inflammatory cytokines implicated in the pathogenesis of malaria such as IL-1β, IL-6, IL-8 and IL-12 (20, 21) have also been linked with the pathogenesis of T2D (22, 23). However, TNF- α is distinct among the main cytokines involved in the pathogenesis of malaria and T2D. TNF- α is a proinflammatory cytokine with pleiotropic properties (24). It is a multipotent cytokine produced by a wide range of immune cells such as B cells, T cells and macrophages. TNF- α is involved in various steps of immune responses and can initiate host defense, both innate and adaptive immune responses (25). TNF-α plays an important role in the pathogenesis of malaria (18, 26) and has also been implicated in the development of insulin resistance which contributes to the development of type 2 diabetes (27). In malaria infection, TNF- α is also involved in anti-Plasmodium responses that lead to intra-erythrocytic parasite killing and parasitemia reduction and it also plays a central role in the progression of malaria to cerebral malaria (21, 28). TNF-α upregulates the expression of adhesion receptors on endothelial cells, leading to an increase in the sequestration of parasite-infected RBCs on the endothelial cells in the brain. Furthermore, TNF-α is a major adipocyte cytokine; it interferes with insulin signaling after binding to its cognate receptor on muscle cells, thereby impairing insulin action (29–32). TNF-α has also been shown to increase leukocyte adhesion to endothelium, which results in endothelial dysfunction pathogenesis (33). In vitro, TNF-α has been shown to increase the transcriptional activity of TCF7L2 (a gene that has consistently been associated with type 2 diabetes) leading to reduced adipogenesis (34).





Functional studies

TNF-α is an important human cytokine that is implicated in malaria pathogenicity (35). Malaria infected individuals produce varying levels of TNF-α; the level of TNF-α production is directly proportional to malaria severity (36). A high TNF production is associated with accelerated parasite clearance, while excessive TNF levels are associated with complications such as cerebral malaria or severe anemia (37). The pathway to TNF-α production in malaria infection begins at the pre-erythrocytic phase after the entry of Plasmodium falciparum parasite into the human host, sporozoite antigen stimulates the release of TNF-α before sporozoite invasion into the liver (38).

Following the release of merozoites from the liver, the merozoites infect red blood cells. In the red blood cells, molecular interactions occur between the merozoite and the red blood cell surface. Eventually, the merozoites develop into fully matured trophozoites which rupture to release merozoites, hemozoin and toxins such as P. falciparum glycosylphosphatidyl inositol into the bloodstream. This stimulates macrophages to produce TNF- α alongside other pro-inflammatory cytokines such as IFN-γ and IL-12 (39, 40), which coincides with the clinical manifestation of malaria. However, TNF- α is the main cytokine that has been associated with the severe forms of malaria, cerebral malaria (41–43).

Recent report shows that TNF-α plays dual role (which includes protective and pathogenic) in malaria physiopathology; as at higher levels, it promotes pathogenicity in cerebral malaria while it is protective against severe malaria at lower levels (44–46). This corroborates Clark et al. (47) findings, who reported that increased TNF- α production induces the cytoadherence of parasite-infected red blood cells to the endothelial cells lining blood vessels in the brain, a phenomenon known as sequestration which is characteristic of cerebral malaria.

Tumor necrosis factor (TNF)-α was the first proinflammatory cytokine to be implicated in the pathogenesis of insulin resistance and type 2 diabetes (48, 49). Several studies have demonstrated high levels of TNF- α in patients with type 2 diabetes. The major organs involved in the development of type 2 diabetes include the pancreas (β-cells and α-cells), liver, skeletal muscle, kidneys, brain, small intestine, and adipose tissue (50). TNF-α has been shown to reduce the expression of insulin-regulated glucose transporter type 4 (GLUT4), which is located mainly on adipocytes, and skeletal and cardiac muscles (48). The consequence of this is a reduction in insulin receptor substrate-1 (IRS-1) which results in impaired insulin sensitivity. Furthermore, TNF-α can act as an inhibitor of peripheral insulin action by inducing serine phosphorylation of insulin receptor substrate-1 which leads to insulin resistance (48).

Obesity is a major risk factor for type 2 diabetes (51). The level of mRNA of TNF-α and its protein has been shown to increase in the adipose tissues of diabetic individuals (52, 53). TNF-α impairs insulin sensitivity in adipose tissues is via the downregulation of protein level of insulin receptor substrate1 (IRS-1) and glucose transporter 4 (GLUT4) (53). The expression of TNF-α is increased in human adipose tissues with insulin resistance (27). In adipose tissues, TNF-alpha activates enhanced lipolysis leading to increased secretion of free fatty acids from adipose tissue into the circulation (49, 54). TNF-α mediates its biological effect in adipose tissues via the two receptors, TNFR1 and TNFR2. The TNFR1 is widely expressed on all cell types, while TNFR2 is expressed predominantly on leukocytes and endothelial cells. The two TNFRs have been shown to mediate distinct biological effects. The binding of TNF-α to TNFR1 mostly triggers pro-inflammatory pathways (55). The action of TNF-α on adipose tissues can also alter the production of many adipokines. This is relevant to the systemic effects of this TNF-α on insulin sensitivity and whole-body energy homeostasis (56). On the other hand, TNF-alpha upregulates the expression of genes like vascular cell adhesion molecule-1, plasminogen activator inhibitor-1, IL-6, IL-1b, angiotensinogen, resisting and leptin (57).

In obese individuals, TNF-α is over-expressed in adipose and muscle tissue (58). In obese type 2 diabetes patients, the TNF-α plasma level is related to the amount of visceral fat and is not instantly affected in poorly controlled diabetic patients by acute lowering of blood glucose level (59). Moreover, the levels of TNF-α expression strongly correlate with hyperinsulinemia and decreased insulin sensitivity (60). TNF-α also plays a vital role in the pathogenesis and development of obesity-induced insulin resistance as demonstrated by the augmented levels of TNF-α in systemic circulation, liver, and adipocytes (61–63). Impairment of normal functioning of the β-cells of pancreatic islets is one of the major causative factors for the suppression of insulin secretion. TNF-α can also induce the inflammation in pancreatic islets which lead to the induction of apoptosis in β-cells of pancreatic islets (64)





TNF-α in genetic studies

Genetic variations in the promoter region of the TNF-α gene may regulate TNF- α production, transcription and affect susceptibility to or protection from inflammatory-related diseases such as malaria and type 2 diabetes (26, 65, 66). Many studies have been carried out to determine whether the TNF- α polymorphisms are associated with levels of TNF- α production, disease susceptibility and or disease severity (67–69). The polymorphisms at positions -238 (rs361525), -308 (rs1800629), -857 (rs1799724), -863 (rs1800630) and -1031(rs1799964) have been associated with increased transcriptional activity and production of TNF-α in several studies (20, 70). The polymorphism at the -308G/A has been linked with various inflammatory and autoimmune diseases (71–74). The -238 G/A polymorphism has been associated with insulin resistance syndrome and obesity (75). The polymorphisms at positions -857, -863 and -1031 have been associated with both increased luciferase activity and increased concanavalin-A stimulated TNF-α production from peripheral blood mononuclear cells (76). In malaria, the aforementioned SNPs have been associated with control of parasitemia levels and increased anti-P. falciparum IgG levels (77, 78); suggesting that the TNF- α SNPs may play a role in the effectiveness of anti-parasite responses. However, the control of TNF- α gene expression by these polymorphisms seems to be context-dependent based on secreting cell types, cell activation status, and action of other inflammatory mediators such as IL-6 and CRP (79).

A previous study by McGuire et al. (80) associated the A allele of TNF-α -308 with cerebral malaria. Gimenez et al. (36) also reported that TNF-α and TNF-α receptors are involved in the pathogenesis of cerebral malaria. Mohamedahmed and Abakar (81) implicated high TNF-α plasma levels with susceptibility to severe malaria, and this was corroborated with previous reports (26, 82, 83) that showed that TNF - 238G/A, a TNF-α SNP was associated with severe malaria and/or progression from uncomplicated malaria infection to severe malaria.

Single nucleotide variations in the TNF-α gene have also been implicated in increased insulin resistance typical of type 2 diabetes. The most widely studied of the TNF-α promoter variants are the TNF-α −308G/A and −238G/A polymorphisms. These TNF-α variants have been studied in association with the outcome of type 2 diabetes. Although several studies have focused on these associations, their conclusions have been controversial (84–86). An earlier meta-analysis on the association between TNF-α −308G/A and type 2 diabetes did not find any significant association (87). A more recent meta-analysis however, found the TNF-α −308G/A variant to be associated with susceptibility to type 2 diabetes (88). On other hand, the TNF-α −238G/A was not associated with type 2 diabetes in most of the previous meta-analyses carried out on the variant (87, 89). Generally, the association of 308G/A and 238G/A polymorphisms have been associated with insulin resistance, obesity and T2DM has been demonstrated in some ethnic groups (90–93).





Discussion: TNF-α, an important link in the co-existence of malaria and type 2 diabetes

Malaria has long been associated with inflammation (94). Tumor necrosis factor (TNF)-α is an important pro-inflammatory cytokine involved in immune responses to malaria infection. It plays an important role in both the innate and adaptive immune responses to malaria parasites during malaria infection. Although inflammation is a major host defense mechanism against pathogens such as the Plasmodium parasite, inflammation can be harmful to the host with resultant acute or chronic pathology if dysregulated (20). As discussed earlier, TNF-α promotes pathogenicity in cerebral malaria at higher levels, while it is protective against severe malaria at lower levels (44–46).This is evident in malaria infection as increased serum levels of TNF-α is characteristic of malaria episodes and elevated levels correlates with faster parasite clearance with the resolution of malaria episodes (95, 96). On the other hand, increased TNF serum levels were repeatedly found in children with severe malaria (94, 97), establishing the important role that TNF-α plays in malaria pathogenesis. Interestingly, the TNF-α-induced inflammation seen in malaria infection is similar to that observed in type 2 diabetes (98). Studies have demonstrated high levels of TNF-α in patients with type 2 diabetes. TNF-α reduces the expression of insulin-regulated glucose transporter type 4 (48), resulting in impaired insulin sensitivity. Also, increased levels of TNF-α expression is strongly correlated with hyperinsulinemia and decreased insulin sensitivity (60).

The inflammation link between malaria and type 2 diabetes is not direct due to the complex nature of the inflammatory process in the two diseases. Nevertheless, previous studies have associated malaria-induced inflammation with critical risk factors of T2DM. A good example is the malaria-induced inflammation in placental malaria that has been associated with low birth weight, which is an important risk factor for the development of type 2 diabetes later in life (19, 99). Similarly, malaria has been positively associated with insulin resistance mediated by inflammation (17, 18), which is a key risk factor for the development of type 2 diabetes (19). One of the most important inflammatory mediators that has been implicated in the development of insulin resistance (which is central to the development of type 2 diabetes) is TNF-α which is also involved in the pathogenesis of malaria (18, 100). These observations affirm inflammation via TNF-α as a mechanism which contributes to the co-existence of malaria and type 2 diabetes in malaria endemic regions.

The pertinent question then, is, how does TNF-α connect malaria and type 2 diabetes? The answer lies in the well-known type 2 diabetes marker, TCF4 also known as TCF7L2 (transcription factor 7-like 2). The transcription factor 7-like 2 (TCF7L2) is the most potent locus for type 2 diabetes; as the association of TCF7L2 with type 2 diabetes has been consistently replicated in multiple populations with diverse genetic origins (101). TNF-α has been shown to enhance the transcriptional activity of TCF7L2 in vitro, leading to reduced adipogenesis (54). The transcriptional effects of TNF-a promote oxidative stress and mitochondrial dysfunction, lipolysis and altered adipokine expression, thereby compromising insulin signaling and adipocyte lipid metabolism (56). Cawthorn et al. (54), found that TNF- α enhanced TCF4-dependent transcriptional activity during early anti-adipogenesis suggesting that TNF-α and Wnt signaling pathways may converge to inhibit adipocyte development at the level of TCF4-dependent gene transcription. TCF7L2 is a transcription factor that forms a basic part of the Wnt signaling pathway (101). This evidence further strengthens the possibility of a link between TNF-α and TCF7L2 which may play an important role in the co-existence of malaria and type 2 diabetes.

In order to test this hypothesis, we genotyped a TCF7L2 gene variant (rs7903146) in Nigerian children with malaria in a pilot study and found the gene to be present in the population. The study was carried out among under-five children in Ibadan, southwest Nigeria, an area that is holoendemic for malaria. The children were categorized into, asymptomatic, uncomplicated and severe malaria groups as defined by World Health Organization. Genotyping was done using PCR-RFLP, we found the TCF7L2 gene variant, rs7903146 in the population with a minor allelic frequency of 0.139. We also found the TCF7L2 variant, rs7903146 to be associated with susceptibility to developing severe malaria in children from Ibadan southwest Nigeria. These results suggest an association between the type 2 diabetes gene (TCF7L2) and malaria in Ibadan, Nigeria, a population that is malaria endemic.

This evidence suggests a probable pathway that links TNF-α and TCF7L2 in the co-existence of malaria and type 2 diabetes. During malaria infection, infected erythrocytes lead to the activation of macrophages and natural killer cells which lead to the production of TNF-α. However, varying levels of TNF-α determine the outcome of clinical malaria; high levels of TNF-α promote cerebral malaria while reduced levels of TNF-α protects against severe malaria (1-3; Figure 1). In type 2 diabetes, TNF-α can mediate its biological effect in adipose tissues through its receptor, TNFR1. TNF-α binds to its receptor, TNFR1, leading to the production of soluble forms of TNF-α. In preadipocytes, TNF-α can stimulate transcription via the type 2 diabetes gene, TCF7L2, leading to altered adipokine production, thereby compromising insulin signaling and adipocyte lipid metabolism (4-6; Figure 1). However, the effect(s) of varying levels of TNF-α on the transcriptional activity of TCF7L2 remains unknown (7; Figure 1). Studies are needed to investigate the effect of varying levels of TNF-α on the transcription of TCF7L2.




Figure 1 | The inflammation link between malaria and type 2 diabetes. During malaria infection, infected erythrocytes lead to the activation of macrophages and natural killer cells which lead to the production of TNF-α. Varying levels of TNF-α determine the outcome of clinical malaria; the thick red arrow indicates high levels of TNF-α that promote cerebral malaria (1) while the dashed blue arrow indicates reduced levels of TNF-α that protects against severe malaria (2). 3-6: in type 2 diabetes, TNF-α mediates its biological effect in adipose tissues through its receptor, TNFR1. TNF-α binds to TNFR1, leading to the production of soluble forms of TNF-α. In preadipocytes, TNF-α can stimulate transcription via the type 2 diabetes gene, TCF7L2, leading to altered adipokine production, thereby compromising insulin signaling and adipocyte lipid metabolism (4-6; Figure 1). However, the effect(s) of varying levels of TNF-α on the transcriptional activity of TCF7L2 remains unknown (this is indicated by the red question marks).



There are critical knowledge gaps which requires further studies. One of these is the effect of the varying levels of TNF-α on the transcriptional activity of TCF7L2. This is important because TNFα is known to have differential effects depending on its level of production in vivo. However, the effect(s) of its elevated or reduced levels on the transcriptional activity of the type 2 diabetes gene, TCF7L2 remains unknown. Another knowledge gap is the dearth of studies on malaria and type 2 diabetes in children and adolescents. Most of the research that has been carried out on the co-existence of malaria with diabetes has been conducted using the adult population with little or no studies on children. This is important mainly because malaria is most severe in children and the incidence of type 2 diabetes is becoming more common in children and adolescents.
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Introduction

Sickle cell disease (SCD) is the most common genetic disease found in Africa and throughout the world. It is responsible for a high rate of hemolysis, systemic inflammation, and modulation of the immune system with the involvement of immunological molecules, such as cytokines. IL-1β is a major inflammatory cytokine. IL-18  and IL-33, members of IL-1 family, also exhibit characteristics of inflammation-related cytokines. Thus, in order to contribute to the evaluation of the severity and prognosis of SCD in Africa, this study aimed to estimate the cytokine response, in particular the levels of cytokines of the IL-1 family, in sickle cell patients living in a Sub-Saharan country.



Methods

Ninety patients with a diagnosis of SCD were recruited with different hemoglobin types. Samples were assessed for cytokine levels using the Human Inflammation Panel assay from BioLegend. The assay allows the simultaneous quantification of 13 human inflammatory cytokines/chemokines, i.e., IL-1β, IFN-α2, IFN-γ, TNFα, MCP-1 (CCL2), IL-6, IL-8 (CXCL8), IL-10, IL-12p70, IL-17A, IL-18, IL-23, and IL-33. 



Results and discussion

the assessment of plasma cytokines in SCD patients revealed significantly increased levels of IL-1 family cytokines in crisis compared to steady state, suggesting a substantial involvement of these cytokines in clinical exacerbation. This suggests the possibility of a causal effect in the SCD pathology and can open the way to define better care, pointing toward new therapeutic avenues for sickle disease in Sub-Saharan Africa.
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1 Introduction

Sickle cell disease (SCD) is the most common genetic disease in Africa, more than 23 countries in West and central Africa and throughout the world (1). Increasing global migration has introduced SCD into many areas where they were not originally endemic (1, 2), so that the disease has been designated by the World Health Organization (WHO) and United Nations as a global public health problem (1, 3). SCD is characterized by the formation of a particular hemoglobin called hemoglobin S (HbS), generated a single point mutation in the β globin chain of hemoglobin (Hb) that causes the substitution of the glutamate at position 6 with a valine (4). People who inherit the abnormal gene from both parents are homozygotes (SS or SSFA2) and develop SCD (5).

Other types of abnormal hemoglobin are frequently associated with HbS, e.g., hemoglobin C (HbC). Individuals with both HbS and HbC are heterozygotes HbSC (SC). Although the clinical complications of hemoglobin C disease are not severe, inheritance with other abnormal hemoglobin such as hemoglobin S may have significant consequences (6). Another frequent association described (SFA2) is the inheritance a thalassemia defect on one β gene that reduces the production of hemoglobin associated with the β S gene. Despite our understanding of the molecular basis and pathophysiology of these diseases, the burden is still heavy, particularly in countries that have medical settings with limited resources (4, 7).

The sickle cell gene is present in 10-45% of the population in many countries, resulting in an estimated prevalence of at least 2% (1). Clinical manifestations of SCD are of three main categories: chronic hemolytic anemia, vaso-occlusive phenomena and extreme susceptibility to infections that varies greatly from one individual to another. Deaths from SCD complications occur mostly in children under five, adolescents and pregnant women (1). Infant morbidity and mortality associated with SS homozygosity is very high among African children (50-90%) (8) and, under the age of five, it is related to acute, chronic and severe complications (9–11).

Inflammation is a fundamental component in SCD. HbS polymerization under deoxygenation conditions causes the red blood cells to adopt their characteristic sickle shape. This predisposes red cells to numerous intracellular and membrane alterations that make them more adhesive. Therefore, they interact with endothelial cells, activated neutrophils and platelets. Sickled red cells also release heme, which is highly inflammatory, and numerous other molecules with inflammatory potential, such as ATP, Cyclophilin A, and extracellular DNA (12). These molecules act as damage-associated molecular patterns (DAMPs) and participate in the activation of the innate immune system and the coagulation system. All these events participate in the chronic inflammatory processes in the SCD leading to numerous complications.

A very serious and dramatic complication is stroke, which causes severe motor and neurocognitive sequelae. The cerebrovascular accident exists in all forms of SCD (SS, SC, SFA2) ranging from 1.2 to 12% of prevalence according to the age of the patient and the country (13). By the age of 45, about 25% of patients have suffered an apparent stroke even with chronic transfusion therapy or a normal transcranial doppler (TCD) (13–15). In addition, after a first stroke, silent cerebral infarcts can occur despite regular blood transfusions (14). Although in SCD the incidence of first clinical stroke has fallen over the past decades in the USA and Europe, this is still a highly prevalent matter of concern in Africa, where the majority of people with this condition live. Prevention and care of stroke as well as other complications have been largely neglected in Africa. To improve quality of life, prevention and early recognition via cytokines may be a key to decrease morbidity and mortality in SCD. The involvement of immune reactions and their effector molecules, such as the cytokine response in SCD, are of increasing interest, due to cytokines’ capacity to drive acute and chronic inflammatory states, thereby contributing to the pathology of SCD (16–18). Several cytokines and chemokines are involved in the chronic inflammatory state in SCD patients. Increased IL-1α and IL-1β are reported in SCD, which trigger inflammatory reactions leading to primary leukocyte recruitment, endothelial cell activation and production of other many inflammatory mediators, in particular IL-8. IL-8 is a very important chemokine, which facilitates the recruitment of leukocytes, such as neutrophils and eosinophils, to blood vessel walls (19, 20). The increased production of inflammatory cytokines could contribute to the pathophysiology of the disease and can be responsible for the damage to the different organs and the occurrence of common cyclic events in sickle cell patients (17, 21). Insightful understanding of the correlation between inflammatory mediators, such as cytokines, and stroke or other organ damage may provide new biomarkers or therapeutic approaches for SCD management.

Cytokines of the IL-1 family have multiple local and systemic effects, which regulate both innate and adaptive immune responses. Many IL-1 family cytokines have inflammatory activity (IL-1α, IL-1β, IL-18, IL-36α, IL-36β, IL-36γ), while others are mainly anti-inflammatory (IL-1Ra, IL-33, IL-36Ra, IL-37, IL-38) (22). IL-1β is a major inflammatory cytokine that has been associated with exacerbation of injury in stroke, but that was shown to exert both deleterious and protective functions in stroke (19).

Most studies involving cytokines have been conducted in high income countries. Unfortunately, in West Africa, access to such analysis is not possible due to lack of well-equipped infrastructures, absence of standardized management and too few skilled immunologists.

To our knowledge, very few studies have investigated the cytokines association with SCD in our area. This study is the first one done in sickle cells patients in Côte d’Ivoire and will help the evaluation of the significance of cytokines, in particularly those belonging to the IL-1 family, in the management, severity and prognosis of SCD in Sub-Saharan Africa.



2 Material and methods



2.1 Study population

This is a prospective case-control study of a population of 90 patients with SCD, aged 4 to 55 years, and followed at the Therapeutic and Research Unit of the National Blood Transfusion Center in Abidjan, Côte d’Ivoire. It was conducted after approval by the national ethics committee (n°44_2018-SIHIOTS). Informed consents were obtained from the patients’ parents or legal guardians before patients were enrolled in this study.

Patients were divided into two groups: patients admitted for crisis for and steady state patients.

Steady state was defined as a state without pain, illness, or infection during the last three months before the study; this group represents our control group compared with the crisis group.

The profile of homozygous or heterozygous sickle cell patients was determined by hemoglobin electrophoresis on cellulose acetate strips (pH 9.2).

Patients with crisis were admitted to the Unit, while those who were asymptomatic, i.e., at steady stat,e were present to the Unit of Therapeutic Transfusion for routine monitoring. Crisis was defined as an episode of acute diffuse pain with infection or anemia, requiring hospitalization and/or analgesic administration. Clinical investigations were evaluated by a specialist in hematology. Cytokine levels were compared in steady-state and crisis patients according to the type of hemoglobin and the complications. All subjects were from West African countries: Côte d’Ivoire, Ghana, Guinea, Mali, Nigeria and Togo.



2.2 Cytokine analysis

Blood samples were collected by venipuncture in EDTA tubes for basic determination of hematological indices and for cytokine dosage.

The blood count was obtained with an automated hematological cell count machine (Sysmex XN 550). Plasma was extracted by centrifugation at 1000xg at 4°C for 10 min and stored at -30°C for cytokine assays.

Before assay, samples were thawed, mixed and centrifuged, then assessed for cytokine levels using the BioLegend LEGENDplex™ Human Inflammation Panel assay (Cat. N°740118), an immunoassay based on immunofluorescent beads. The assay allows the simultaneous quantification of 13 human inflammatory cytokines/chemokines, i.e., IL-1β, IFN-α2, IFN-γ, TNFα, MCP-1 (CCL2), IL-6, IL-8 (CXCL8), IL-10, IL-12p70, IL-17A, IL-18, IL-23, and IL-33. The assay was performed in the BioLegend laboratory in San Diego, CA, USA.

All samples were processed and analyzed on the same day of thawing. A minimum of cytokine-specific 3000 beads were acquired with a BD FACSCalibur™ cytometer. Controls provided by the manufacturer were used. Data analysis was performed using LEGENDplex™ Data Analysis Software.



2.3 Statistical analysis

All results are expressed as mean ± SD. Data were analyzed using the SPSS version 22.0 program (SPSS Inc., Chicago, IL, USA). Statistical results with a p value ≤ 0.05 were significant.

For the comparison of cytokine means, we first used the Levene test to determine the equality of variances: if the Levene test was not significant (p > 0.05), we had an equality of variances and used the Student t-test for the 2-modality variables and the ANOVA test for the more than 2-modality variables. If the Levene test was significant (p ¾ 0.05), we had a variance inequality and in this case we use nonparametric tests such as the Mann-Whitney U test for the 2-modality variables and the Kruskal-Wallis for variables with more than 2 modalities.




3 Results



3.1 Biometric and epidemiological characteristics of sickle cell patients by clinical status

Ninety (90) patients with a diagnosis of SCD, comprising 48 women (53.3%) and 42 men (42.70%) were recruited.

Among the sickle cell patients, 34 (37.8%) were in steady state phase and represented our stable controls, while 56 (62.2%) were in crisis and represented the cases.

Our SCD patients show in general a low body mass index BMI (Table 1). We find an average BMI of 20.74 kg/m2 ± 2.82 in SCD patients in crisis versus 20.24 kg/m2 ± 5.63 in SCD patients in steady state phase. Few patients were overweight, and none was obese.


Table 1 | Demographic and hematological characteristics of sickle cell patients.



Cerebral stroke was found in 45.95% followed by leg ulcer (27.03%) and osteonecrosis (10.81%). Other complications such as heart disease, splenomegaly and hyperviscosity were found in patients in our study with prevalence of 5.41% (Figure 1). The minimum age for stroke patients was 7 years, with an average of 21 years and a maximum of 37 years.




Figure 1 | Frequency of complications in our SCD patients .





3.2 Biological characteristics



3.2.1 Type and levels of hemoglobin and white blood cells

Regarding hemoglobin type, 46 were homozygous Hb SS (SSFA2) (51.1%), 28 were heterozygous SFA2 (31.1%) and 16 were Hb SC (17.8%) (Table 1).

SCD was associated with a decrease in the hemoglobin level in the 2 groups, steady state and crisis (8.7 ± 2 and 8.5 ± 2.1 g/l, respectively), compared to the normal blood level of hemoglobin but showing a non-significant difference (p = 0.64) (Table 1).

No significant difference was observed for white blood cells and leukocyte subpopulations for SCD in steady state phase or during crisis.



3.2.2 Cytokines in steady state and crisis

Thirteen cytokines were measured in our SCD patients. Three cytokines of the IL-1 family were assessed, i.e., IL-1β, IL-18 and IL-33. We have compared their levels to those of the most studied cytokines in SCD, i.e., TNFα, IL-6, IL-8 and IL-10. They were all increased in the crisis group except IL-10 and IL-33, with TNFα and IL-10 not reaching statistical significance (Table 2). By contrast, anti-inflammatory IL-33 and IL-10 were decreased in the crisis group, with significant difference for IL-33 (Table 2). Other cytokines (IFN-α2, IFN-γ, MCP-1, IL-12p70 and IL-17A, IL-23) were detected, which however did not differ between groups (Supplementary Table 1).


Table 2 | General cytokines profile of the SCD patients.



We also compared the mean levels of circulating cytokines in patients during crisis with those in steady state relative to the type of hemoglobin (Table 3).


Table 3 | Comparison of circulating cytokines for HbSSFA2, HbSFA2 and HbSC steady state and crisis patients.



In SSFA2 patients, a significantly a lower level was measured for IL-33 (p=0.000096) during crisis. In SFA2 patients, a higher level was observed for IL-1β (p=0.02) during crisis. In SC patients, higher level of IL-18 (p=0.01) and lower values for IL-33 (p=0.000029) were observed during crisis.



3.2.3 Cytokines in SCD complications

Complications have been observed in our SCD patients. Stroke was the most important (46%), followed by leg ulcer (27%) and osteonecrosis (10.8%) (Figure 1).

IL 1β and IL-18 were increased in stroke (p<0.001 stroke vs. steady state), while IL-33 was decreased (p<0.05 stroke vs. steady state) (Figure 2). In patients with osteonecrosis there was a tendency towards decreased levels of all three cytokines compared to steady state, which however did not reach statistical significance (Figure 2). In patients with leg ulcers the three cytokine levels did not significantly differ from those in steady state, although there was a tendency towards decrease (Figure 2). For the other cytokines, no significant difference was found (Supplementary Figure 1).




Figure 2 | Comparison of IL-1 cytokine levels according to the 3 most common complications Cytokines levels were assessed in steady state SCD patients (34 patients; yellow columns), in crisis patients with stroke (17 patients; blue columns), in leg ulcers (10 patients; orange columns) and in osteonecrosis (4 patients; grey columns). Data are presented as mean pg/ml ± SD of IL-1β (left panel), IL-18 (center panel) and IL-33 (right panel). Statistical significances for complications vs. steady state were found for IL-1β (stroke vs. steady state, stroke vs. osteonecrosis), IL-18 (steady state vs. stroke, stroke vs. leg ulcer, stroke vs. osteonecrosis) and IL-33 (steady state vs stroke.). * p<0.05; *** p<0.001.



We also compared cytokines by type of crisis (hemolytic anemia, HA; vaso-occlusive crisis, VOC).

Among the crisis, HA accounted for 55%, followed by VOC (45%). A tendency (not statistically significant) towards higher levels of IL-1β, IL-6, IL-8, and TNFα and lower levels of IL-10 were observed in HA, compared to steady state, while IL-18 tended to be higher in VOC (Figure 3).




Figure 3 | Comparison of IL-1 family cytokines according to the type of crisis in SCD patients The levels of IL-1β (left), IL-18 (center) and IL-33 (right) in SCD patients were compared between steady state (34 patients; yellow boxes), vaso-occlusive crisis (VOC; 24 patients; green boxes) and hemolytic anemia (HA; 32patients; brown boxes). Data are presented as median values and interquartile range in pg/ml. Statistical analysis was performed using Kruskal-Wallis. ** p<0.01 VOC, vaso-occlusive crisis; HA, hemolytic anemia.







Discussion

In the present study, assessment of plasma cytokines in SCD patients revealed measurable circulating levels of the IL-1 family cytokines in both clinical presentations, crisis, and steady state (Table 2). We consider the cytokine levels in plasma of SCD patients in steady state as a benchmark, in order to assess the variations during crisis or with complications. How much these values compare to cytokine levels of healthy subjects is currently unknown (study ongoing), although from previously published data steady state SCD patients seem to have increased levels of IL-6, IL-8 and IL-18 (which in normal subjects are ≤ 10 pg/ml for IL-6 and IL-8, and around 200 pg/ml for IL-18), suggesting a partially upregulated inflammatory level in steady state SCD. Variability of conditions in different geographical settings and differences in detection assays makes impossible any quantitative comparison with data from other studies (23).

Patients in crisis showed higher levels of the inflammatory cytokines IL-1β, IL-6, IL-8 and IL-18 compared to those in steady state conditions and decreased levels of the anti-inflammatory factor IL-33 (Table 2). Differences were not statistically significant for IL-10 and TNFα.

IL-1β is a key mediator of the inflammatory response and shows a huge complexity. In addition to being essential for host response and resistance to pathogens, it also exacerbates the damage caused by chronic disease and acute tissue injury, as is the case in SCD (16, 24). Our study shows a significant increase of IL-1β levels in crisis subjects (p=0.03). The values found in sickle cell patients in crisis were 10 times greater compared with the steady state, suggesting an involvement of this cytokine in SCD crisis. Our values are similar to those observed by Pitanga et al., who found low IL-1β levels (below 10 pg/ml) both in normal children and in steady state SCD patients (18). The substantial increase in crisis patients that we have observed is in contrast to the data of Pathare et al., who found no change between steady state and crisis levels (24). It should be noted that the circulating IL-1β levels in healthy subjects reported in that study are exceedingly high and different from the low-undetectable levels commonly observed in healthy people (18, 25, 26), thus posing some questions on the reliability of the detection assay.

Although IL-1β has been well characterized, IL-18 and other members of the IL-1 family are less so (27, 28). In our study, IL-18 was detected at high levels both in steady state and, at even higher levels, during crisis. A study suggested a possible role for IL-18 in the physiopathology of crisis in SCD (29). High levels of IL-18 have been associated with high levels of LDH and uric acid, and patients with these indicators have poor prognosis (29). It should be noted that IL-18 is not an exclusively inflammatory cytokine (28). Its circulating levels are well detectable in healthy subjects and increase in essentially all inflammatory conditions (25, 28). IL-18 is an established biomarker of heart failure, so that it has been proposed that anti-IL-18 treatment may have therapeutic effects in patients with SCD at risk for cardiac arrhythmias and adverse outcomes (30).

Interleukin-33 (IL-33), another member of the IL-1 cytokine family, is widely expressed by various tissues, such as smooth muscle cells, epithelial cells, fibroblasts, and keratinocytes. IL-33 is mainly involved in type 2 inflammation, alternative to classical type 1 inflammation, and has anti-inflammatory protective effects in many diseases (31–33). In our study, IL-33 was significantly higher in steady state (Table 2). IL-33 has been proposed as a novel contributor to anemia in inflammatory disease through its effects on differentiation of erythroid cells and as a therapeutic target for this type of patients (34). This cytokine has been rarely investigated in SCD. A link between hemolysis and IL-33 has been proposed, although results might be biased by the fact that the evaluation was performed on stored red blood cells (35). In our study, IL-33 seems to behave as an anti-inflammatory cytokine. This may be due to the heterogeneity of patient genotypes, treatment, environmental impact, socio-economic status, nutrition, the presence of other associated inflammatory factors such as infections or other inflammatory stress and genetic polymorphism (36, 37).

SCD is characterized by common acute and chronic complications. In our study, five types of complications have been identified: stroke (46%), leg ulcer (27%), osteonecrosis (10.8%), hyperviscosity (5.4%), heart disease (5.4%), and splenomegaly (5.4%) and no patient has no more than one complication.

Stroke was the most important complication in our study and in other regions of the world (13) as it is a devastating complication and an important cause of death in SCD. Between 5 and 17% of SCD patients will suffer a first stroke during childhood or adolescence in the absence of screening and prophylactic treatment (10, 11, 13). The minimum age of stroke of our patients in our study was 7 years, a quite young age, and this could be explained by the precariousness of the management, lack of access to care, and inadequate plans for the management of sickle cell children (1). IL-1β has been associated with exacerbation of injury in stroke and has been implicated in the pathogenic processes associated with a number of central nervous system disorders (38–40), while IL-6 and IL-10 have been found to be neuroprotective (38). The mechanism by which IL-1β affects seizure is unknown. It is known that IL-1β administered with the excitatory neurotransmitter AMPA (α-amino-3-hydroxy-5-methyl- 4-isoxazole propionic acid) produces a widespread cortical cell death (38). Also, recent work in a murine model with SCD has shown that Interleukin-1 receptor inhibition reduced the size of stroke (41). Although there are indications of a detrimental role of IL-1β, a study showed that an increased IL-1β concentration was linked with protection from stroke development in HbSS children with abnormal transcranial doppler (TCD) (19). IL-1β has been therefore qualified as both beneficial and deleterious in cerebral ischemia depending on its plasma levels. Protective concentration ranges should be well identified to benefit from this predictive biomarker in the management of cerebrovascular events in SCD (19). This suggests that plasma IL-1β levels in combination with TCD measurements may be used to improve evaluation of stroke risk in HbSS patients, by early identification of those needing intensive prophylactic interventions, especially as these strokes can be asymptomatic or silent.

Sickle cell leg ulcers came in second position in our study (27.03%). It is the most important common cutaneous complication in SCD, severe, chronic, and disabling with intense and continuing pain (42). There is no official recommendations for treatment and a high rate of relapse (42). No significant differences was found for IL-1β or for any other cytokine, suggesting that these cytokines are not useful predictors for poor outcomes (Supplementary Figure 1) (43).

Osteonecrosis was the third most frequent complications in our study, with a prevalence of 10.81%. It is a form of ischemic bone injury that leads to degenerative joint disease, and SCD is an important cause of its occurrence (44). An estimated 50% of adults will develop an osteonecrosis by age 35 years old (45). The circulating IL-33 concentration is considered a biomarker of avascular necrosis of the femoral head in patients without SCD, since increased IL-33 levels correlate with osteonecrosis of the femoral head (46, 47). In our study, the IL-33 values in patients with osteonecrosis were very low, thus discounting this marker as an element of early diagnosis and progression of osteonecrosis. Our findings are consistent with those of Agrawal et al. in India (46), in which IL-33 plasma levels did not correlate with osteonecrosis of the femoral head in patients with SCD.

We also presented the results according to the hemoglobin type and the clinical status at the time of the blood sampling, to find a correlation between the hemoglobin type, the level of cytokines and the crisis (Table 3). Relative to the cytokines of the IL-1 family, significant differences between crisis and non-crisis states were found for phenotypes SFA2 (IL-1β), SSFA2 (IL-33) and SC (IL-18, IL-33). It is however difficult to determine an influence or a cause-effect correlation.

The clinical manifestations of SCD are multifaceted but we investigated the major features: vaso-occlusive (VOC) and hemolytic anemia (HA). In our study, HA was the most common with 55% followed by the VOC (45%). The lower frequency of VOC compared to other studies (48, 49) may be explained by the fact that VOC are mostly managed at home by patients and often not reported (50). We noted a tendency towards higher levels of IL-1β, IL-6, IL-8 and TNFα in HA compared to VOC, which however did not reach statistical significance, while IL-18 and IL-10 are significantly higher in VOC. None of them was however statistically different from the steady state levels. Since hemolysis triggers inflammation and participates in numerous multisystemic complications of SCD (51), and red blood cells could play a role in cytokine signaling (52), this could explain why inflammation-related cytokines are higher in HA. Conversely, the anti-inflammatory cytokine IL-10 was significantly increased in VOC compared to HA, in agreement with other studies (53, 54). The fact that IL-18 was also higher in VOC underlines the notion that this is not a classically inflammatory cytokine and supports previous indirect data hypothesizing the involvement of IL-18 in vascular occlusion in SCD (28). Furthermore, data in SCD mice showed that IL-18 is strongly involved in the entire process of leucocyte recruitment in VOC, while IL-1β is only involved in the late steps of the process (55).

Therapeutic options for SCD are limited to hematopoietic stem cell transplantation, which is a curative option but not available for our countries due to its high cost and the lack of resources. Therefore, anti-inflammatory drugs are important for us because they can neutralize key players in the SCD inflammatory scenario. Many are currently under investigation as potential therapeutics, and agents such as antibodies to anti-IL-1β, the IL-1 receptor antagonist or the IL-18 binding protein are expected to provide benefits for these patients (12).

In conclusion, few studies in Sub-Saharan countries describe the cytokine levels in SCD patients. Our data emphasize the role of inflammation in SCD in crisis, suggesting an important involvement of inflammation-related cytokines in the dynamics of SCD.

IL-1 family members are poorly studied in SCD, even though these cytokines are key mediators of the inflammatory response that enhances the damage caused by SCD. IL-1 family cytokines deserve further consideration with larger cohorts, as they can be useful predictors of poor or favourable outcome, depending on the circumstances. A better knowledge of these cytokines in the evolution of SCD in African countries, considering the specific aspects of patients’ management due to extrinsic factors (such as the environment, access to care, socio-economic status), will improve survival and increase the quality of life of these patients in low-income countries.
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Cutaneous leishmaniasis (CL) caused by infection with the parasite Leishmania exhibits a large spectrum of clinical manifestations ranging from single healing to severe chronic lesions with the manifestation of resistance or not to treatment. Depending on the specie and multiple environmental parameters, the evolution of lesions is determined by a complex interaction between parasite factors and the early immune responses triggered, including innate and adaptive mechanisms. Moreover, lesion resolution requires parasite control as well as modulation of the pathologic local inflammation responses and the initiation of wound healing responses. Here, we have summarized recent advances in understanding the in situ immune response to cutaneous leishmaniasis: i) in North Africa caused by Leishmania (L.) major, L. tropica, and L. infantum, which caused in most cases localized autoresolutives forms, and ii) in French Guiana resulting from L. guyanensis and L. braziliensis, two of the most prevalent strains that may induce potentially mucosal forms of the disease. This review will allow a better understanding of local immune parameters, including cellular and cytokines release in the lesion, that controls infection and/or protect against the pathogenesis in new world compared to old world CL.
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Introduction

Leishmaniasis is a parasitic disease caused by a vector-borne protozoan parasite belonging to the Leishmania genus. It is transmitted as a flagellated promastigote via the bite of an infected sandfly (1, 2). Following its inoculation, promastigotes are ingested by innate cells mainly macrophages, neutrophils, and dendritic cells, where they evolve into amastigotes. Leishmania parasite are distributed in more than 98 countries, with 350 million people exposed and 12 million infected (3, 4). The cutaneous form is the most frequent, with an estimation of 600 000 to 1 million new cutaneous leishmaniasis (CL) cases per year. This disease is also responsible for significant psychosocial impacts due to the scars that persist after recovery and the associated social stigma (5). In the Old World, specifically in North Africa (NA), CL is caused by three species: L. major, L. tropica, and L. infantum. Cutaneous leishmaniasis is highly prevalent in Morocco, Algeria, and Tunisia. In the New World (NW), CL is widely distributed in South and Central America. It is mainly caused by L. amazonensis, L. guyanensis, L. panamensis, L. peruviana, L. mexicana, and L. braziliensis (6). These species can cause cutaneous and sometimes mucosal leishmaniasis (ML), with only a small potential for self-healing. French Guiana (FG) is a good example of an endemic South American country, where numerous works have been published on CL. The disease is basically divided into four clinical phenotypes (1): Localized CL (LCL) (2), mucocutaneous leishmaniasis, and (3) diffuse and (4) disseminated CL (7–9). Skin lesions result from a deregulated immune response which is unable to eliminate the intracellular parasites. This could explain the high number of parasites in the inflammatory infected zone for some forms of CL (10). Unbalanced T helper (Th)1/Th2 responses has been associated with an increased tissue destruction and a worsening of skin lesions. Moreover, in a susceptible murine model of L. major infection, improved resistance to infection was linked to the production of cytokines in lymph nodes. In most mouse strains, Th1 cells bring resistance through the secretion of IFN-γ. In contrast, susceptible mice generate a Th2 cell response characterized by the production of IL-4 and IL-13, which hampers the ability of IFN-γ to trigger toxic metabolites (11). The evolution of lesions is determined by a complex interaction between many factors triggered by the early immune responses, including innate and acquired immune mechanisms (10). However, there is a significant lack of information on the cutaneous immune response within CL lesions determining the evolution of the disease both in NA and FG. A better knowledge of the pattern of immune mechanisms and related factors involved in lesion progression or healing might provide helpful information for identifying new immunotherapeutic targets and new drugs.

In this review, we will sum up the current knowledge on clinical manifestations, lesion evolution and local immune response associated with L. infantum, L. major and L. tropica in NA and L. guyanensis and L. braziliensis CL in FG. We will also discuss similarities and divergences in immune mechanisms induced in NA and FG.





Comparison of clinical manifestations and disease outcome between North Africa and French Guiana

The clinical presentation and the outcome of CL depend on multiple factors, including species involved, lesion location, sandfly infectivity, comorbidities, treatment modalities, skin microbiota and host immune responses against Leishmania (Figure 1) (23–25). The clinical appearance of CL is initially characterized by an erythematous, non-specific papule or patch following an incubation period after the bite of the Leishmania infected sandfly. This sub-clinical or early CL has the potential for self-healing; it then evolves into ulcerated (85%) or non-ulcerated (nodules, papules, plaques 15%) specific lesions. Some lesions have a very small potential for self-healing, especially those in the New World, and almost always require a treatment; the median incubation of CL in French Guiana is 25 days. Hypopigmented, hyperpigmented or atrophic scars can persist after treatment, depending on the skin phototype (26–31). In some cases, the lesions can persist for more than one year and become a chronic non-healing form (32, 33). Therefore, some infected patients leading to disfigured (34–36). However, the disease outcome also depends on the parasite species (Table 1).




Figure 1 | The pathogenesis of CL and the evolution of lesions are multifactorial; it depends on the complex interactions between the Leishmania parasite, the immune system, and the skin environment, including the vector-injected particles and the microbial skin communities. Sandfly saliva contains potent vasodilators, maxadilan, and adenosine, described respectively in Lutzomyia longipalpis and P. papatasi, that prevent clotting at the biting site (12), in addition of proteins that trigger a host immune response (13–15). As clearly demonstrated by several investigators, sandfly saliva contains immunomodulatory molecules that have been shown to enhance disease progression (16–18). Some of them, such as the parasite secretory gel (PSG), afford Leishmania protection from a hostile pro-inflammatory environment. They may directly regulate macrophages activation in dampening the early pro-inflammatory response and orchestrating wound repair and re-epithelialization (19). In fresh wounds, a robust pro-inflammatory response is required to sterilize the damaged tissue of potentially pathogenic bacteria. The skin microbiota plays a fundamental role in the host immune system’s induction, education, and function. In turn, the host immune system has evolved multiple means to maintain its homeostatic relationship with the microbiota. It has been shown that Staphylococcus spp., Streptococcus spp., Enterococcus spp, Pseudomonas spp, and other opportunistic bacteria are present in CL lesions (20–22). It was proven using a Leishmania-infected mouse with dysbiotic skin microbiota that naturally acquired dysbiosis can cause a change in inflammatory responses and disease progression. It has been demonstrated that the skin microbiome could modulate the skin’s immune response by enhancing IL17 production, which is essential in mediating inflammation in CL. While Th17 cells are a source of IL-17, it is possible that IL-17 produced by innate lymphoid cells present in the skin could contribute to disease progression. In effect, Scoot’s team has suggested that following infection by L. major, RORγt+ILCs produced IL-17 in the skin may contribute to disease progression.




Table 1 | Summary of the different Leishmania species, clinical presentations, vector and transmission cycles in North African countries (Old World) and French Guiana (New World).



Concerning L. major, this species is the most frequent in NA countries, where it remains a major public health problem, with more than 1000 to 8 000 cases yearly in Tunisia and 10,000 to 25,000 in Algeria (9, 40, 51, 52). Lesion can be single or multiple, usually with ulcerative nodules. These primary lesions can give birth to secondary peripheral lesions “satellite” (Figure 2) (9, 58). The most common type of ulcer is the ulcero-crusted form (59), also known as the “wet” or “rural” type. It is characterized by a painless ulcer with a clear raised border and a brownish scab covering it, commonly affecting the upper and lower limbs. CL caused by L. major has a wide range of clinical presentations, so it should be considered as a possibility in many skin diseases, including actinomycetoma, pyoderma gangrenosum, and various types of skin cancer. In Tunisia, about 11 uncommon clinical forms of CL due to L. major have been reported in zoonotic foci in Central and South regions of the country (60–62). This diversity may be due to the combination of the parasite’s genetics and the host’s immune response.




Figure 2 | Clinical features of cutaneous leishmaniasis caused by L. major, L. tropica and L. infantum (Old world) (A) compared to L. braziliensis and L. guyanensis (New World) (B). Case photos were provided by the laboratory of Medical Parasitology and Mycology. Institute Pasteur of Tunis. and Dermatology Department, Centre Hospitalier de Cayenne, French Guiana. *Risk for mucosal involvement is about 6% for L. braziliensis and 1% for L. guyanensis. Reference: North Africa; French Guiana (9, 53–57).



L. tropica, is responsible for chronic CL (CCL). Among the different countries of NA, Morocco presents the widest endemic areas and the highest incidence for this species (9). Compared with L. major, cutaneous lesions are distinguished by their chronicity; their appearance is dry and slightly inflamed. Therefore, this makes L. tropica CL more difficult to diagnose, which causes a delay in patient care (9, 63–66). Lesions in CCL are drier than in L. major, with papules, nodules, or crusty ulcers. Also, they are different in location and size compared to other species, as it mainly appears on the face and are typically smaller, with a diameter of less than 2 cm (41, 51, 67, 68).

The third CL causative species in NA is L. infantum, the primary responsible agent of visceral leishmaniasis (VL) (69). Between 50 and 150 cases are reported annually in Tunisia; few data are available for other countries (9). Compared to the previous two, the clinical appearance of wounds is more significant (58, 70). The duration between the bite of the infective sandfly and the onset of symptoms may vary between several weeks to 1 year (average 3-6 months) (51, 71). Another characteristic is that lesions may last longer than those with L. major, persisting for several months or years; such lesions are often slow to heal and may leave large, disfiguring, or disabling scars. Clinically, L. infantum lesions may present as papules or nodules, typically on the extremities and bordered by a large zone of infiltration (9, 37). Plaque is the most frequent clinical manifestation of cutaneous L. infantum involvement, followed by ulcers, nodules, and papules (72). The clinical presentation is a single small plaque on the face (9). Cases of mucosal involvement have recently been reported in travelers returning to Europe but are seldom described by North African teams (73).

In French Guiana, CL is caused by certain species belonging to the Leishmania Viannia subgenus, which is endemic to Central and South America (74). L. guyanensis represents more than 80% of cases in FG, while L. braziliensis has emerged in the 2000s and represents about 10-15% of cases (75). Other species, such as L. lainsoni, L. naiffi, and L. amazonensis can also be found but remain rare and are not part of this review (76). Though a complex clinical classification has not been proposed in FG, a very wide spectrum of clinical lesions can be observed, including impetigo-like, lupoid-like, sporotrichoid, crusted ulcers, patches, plaques, nodules, papules, or even extensive sores (Figure 2). These atypical forms have also been described in other countries of South America, notably Brazil (77, 78). However, the typical form of CL in French Guiana and the rest of the Amazon basin consists of a wet, acute ulcer which is slightly painful and usually without secondary bacterial infection (44). Several lesions can be found, particularly when L. guyanensis is involved. The skin between the lesions is normal, without erythema. A lymphangitis with or without parasitic nodules can be observed. Compared to Old World (OW) leishmaniasis, New World (NW) forms are known for a greater tendency to disseminate systemically in the skin (6, 79).

In addition, a great number of lesions with lymphatic involvement are observed for L. guyanensis CL in FG (42, 43) (Figure 2). This species is known to occasionally cause mucosal issues, but it is less common than mucosal disease caused by L. braziliensis (44, 80–82). Indeed, less than 1% of L. guyanensis cases in FG display a mucosal involvement (81, 83). L. braziliensis CL can manifest in different ways, from a single ulcer on the skin, which is often associated with satellite adenomegaly, to the less frequently disseminated form (82, 84). Potentially severe mucosal involvement of the upper airways are typically described with this species (47, 82, 85–87). Single lesions are more frequent than with L. guyanensis (44, 83).





Cell-mediated immune responses associated with protection in the skin of CL patients

CL in NA and FG is characterized by various immunological features (Figure 3) (44, 47, 58, 74, 88–90). Once the Leishmania infected sandfly bites, the infection starts with an asymptomatic “silent phase” of variable duration, characterized by an inflammatory wave of poly morpho nuclear (PMN), dendritic cells (DC), and monocyte-derived macrophages which harbour a proliferation of amastigotes intracellular parasites (10, 91, 92). Then, a massive recruitment of CD4+ and CD8+ T lymphocytes, with enhanced pro-inflammatory responses participate in granuloma formation and parasite control. As a result, few parasites remain in the lesions and promote a delayed-type hypersensitivity (DTH) (Figure 4) (10, 93, 94). However, differences in intralesional immune profiles between the different CL forms are not well documented. Still, the infection outcome is clearly the consequence of a balance between pro and anti-inflammatory responses.




Figure 3 | The T helper 1 (Th1)-type T helper 2 (Th2)-type balance across the cutaneous leishmaniasis severity. Mucosal and disseminated CL caused by L. guyanensis and L. braziliensis are the most severe form of the disease. They are on opposite sides of the Th1 and Th2 response, which enhances disease severity in an exaggerated response. An uncontrolled Th1 response in mucocutaneous leishmaniasis can cause an exaggerated cellular response, in which Leishmania amastigotes spread to the nasopharyngeal mucosa and cause tissue damage resulting in disfiguring lesions. For localized cutaneous leishmaniasis, mixed TH1 and TH2 responses have been observed during the active stage of infection; the Th1 profile is mainly associated with the healing of lesions.






Figure 4 | Immune responses and skin cytokine profile during cutaneous leishmaniasis infection. Pro-inflammatory cytokines are produced primarily to amplify the immune response to Leishmania infection. The major proinflammatory cytokines include TNF-α, IFN-γ, IL-1, IL-8, IL-12, IL-17 and Granzyme β. In contrast, anti-inflammatory cytokines are immunoregulatory molecules that counteract the effects of pro-inflammatory cytokines to limit the inflammation. These major anti-inflammatory cytokines include IL-5, IL-6, IL-4, IL-10, IL-13, and TGF-β. It has been proposed that the existence of Tregs in infected tissues could be an immune response from the host to maintain the balance to control Leishmania infection and reduce excessive inflammation that supports parasite survival. This is achieved by Tregs inhibiting Th17 cells through the production of IL-10. The role of the local humoral response to amastigote spreading and tissue destruction is still uncompletely understood.






In L. major infection

During L. major infection, promastigotes deposition in the skin promotes neutrophils and dendritic cells (DCs) recruitment during the earliest stage of infection (95). In this stage, Chaves et al. demonstrated the anti-inflammatory functions of dermal tissue-resident macrophages, which was supported by the reduced parasite burdens observed in mice (96). The clearance and control of L. major multiplication involved mainly cytotoxic CD8+ T cells and CD4+ helper T cells and the production of IFN-γ (90, 97); in fact, non-healing lesions in mice are associated with a small number of TCD4+ (98, 99). However, PWK mice strain develops prolonged but self-healing lesions, with an immune response characterized by a mixed Th1-plus-Th2 pattern acquiring resistance to a secondary challenge (100). Formaglio et al. recently showed the implication of the resident memory CD4+ T cells in delayed-hypersensitivity response, without the involvement of circulating T cells but with the recruitment of activated inflammatory monocytes. These monocytes produce reactive oxygen species (ROS) and nitric oxide (NO) that play a role in the inhibition of L. major development in the mice (101). These findings underscore the central role of skin-resident CD4+ T cells’ in enhancing the protective immune response against L. major (102). Independently of the T resident memory cells, the acute availability of circulating CD4+ T helper 1 effector cells (Th1EFF) at the time of secondary infection is critical for the Th1 immune response. Th1EFF cell-phagocyte interactions proved crucial in preventing the establishment of a permissive L. major niche in lesions (103). However, if NK cells may play several roles in developing an effective T cell response against Leishmania, their contributions to the response to CL in humans are less clear. For instance, it has been shown that NK-cell-derived IFN-γ, in mice, is essential for activating the dendritic cells that mediate the T-cell-dependent protection against L. major infection (104). Another mechanism associated with Human skin lesions protection is granzyme B−dependent CD8 T-cell cytotoxicity, as it participates in controlling parasite multiplication through a cytotoxic process (88, 105). On the other hand, in mice, a negative regulatory role for IL-4 was identified in limiting the recruitment of Th1 cells to L. major infected tissues, which alters the Leishmania clearance (89, 106). Therefore, the study of the impact of IL-4 on lesion evolution could provide hints for a therapeutic trial (107–109). In addition, the cytokine balance IL-4/IFN-γ has also been demonstrated to participate in the commitment of local immune response. Indeed, IL-4 secretion at the site of L. major infection rather than low IFN-γ production may play a role in the prolongation of disease during acute and chronic CL lesions. A moderate increase of CD4 Tregs would be observed in chronic lesions. However, few studies have suggested the role of Tregs during human CL; Belkaid et al. demonstrated that Tregs are rapidly accumulated at sites of L. major infection, favoring the early parasite expansion, contributing to the maintenance of immunological self-tolerance, and coinciding with the expression of effective immune responses (98, 110). In a group of L.major infected patients, Hoseini et al. observed a significantly higher expression of Foxp3 in chronic lesions compared to acute lesions; The moderate increase of T reg in chronic lesions and their function in persistent infection is still not apparent (111).





In L. infantum infection

L. infantum is mostly responsible for visceral leishmaniasis (LV) but can also cause CL; little is known about the pathogenesis of this form. Recently, the level of INF-γ was evaluated for sporadic CL and zoonotic CL and was found to be significantly higher in L. infantum lesions than due to L. major (90). As mentioned above, for CL caused by L. major, CD8+ T cells are an essential part of the defense mechanisms against the parasite; however, for L. infantum infection, IFN-γ has a long-range effect inducing skin tissue destruction and keratinocyte apoptosis (10, 112, 113). In addition, it has been shown that increased IL4 production in skin lesions of L. infantum- infected dogs is associated with severe clinical signs and a high parasite burden (114). Although the role of IL4 was little described for L. major infection, no data was found for L. infantum human cutaneous Leishmaniasis. Furthermore, there is still much to be learned regarding the role of T reg cells on skin lesions in human CL caused by L. infantum; authors have suggested that T reg cells and the regulatory cytokines, especially TGF-β, play an essential role in the immunopathogenesis of non-typical ulcerated leishmaniasis (NUCL), modulating the cellular immune response in the skin, avoiding tissue damage, and leading to low parasitic persistence in the skin (115, 116). These factors could play a role in regulating the cellular immune response balance, resulting in the maintenance of a low tissue parasitism that avoids lesion growth.





In L. tropica infection

Although little is known about the in situ immune status of L. tropica-infected patients, cases develop a chronic CL with a strong delayed-type hypersensitivity (117). It has been recently, shown that L. tropica has an enhanced capacity to reduce NO production by macrophages in vitro, which could help to understand why L. tropica infection could induce chronic lesions (118). In a study by Ajdary et al., evaluating T-cell responses to Leishmania antigen in vitro, Th2 cell response was dominant in active CL cases, and Th1 characterized the group of healed patients (119). The level of specific cytokine was evaluated in vitro in the PBMC but not in the skin, and high levels of IFN-γ, IL-5, and IL-13 in non-healing patients were observed, suggesting a mixed Th1/Th2 response with chronic lesions. In contrast, patients with acute lesions respond to infection via a Th1-type response (119). However, such a result must be confirmed locally in skin lesions or animal models. It has been discovered that in the early stages of L. tropica infection, the amount of IL-4 is upregulated and linked to a higher parasite burden. This may play a role in the development of CL by inhibiting the protective immune response. These findings indicate that the parasites may rapidly multiply at the beginning of the infection, leading to a Th2-type immune response (120). Information on regulatory immune responses is lacking for L. tropica CL. However, L. tropica-infected lesions from Indian patients, the analysis of localized immune response reveals the presence of Th17 and T reg cells (121). Because of the difficulties in establishing infection in vivo, published data using animal models for leishmaniasis caused by L. tropica is limited (122). Nevertheless, it was suggested that the presence of Tregs in infected tissues may be a possible host immune response or homeostatic mechanism to control L. tropica infection and to reduce the excessive inflammation supporting parasite survival through IL-10. Still, additional investigations are needed to clarify this response.





In L. braziliensis infection

The severity of lesions that develop in patients infected by L. braziliensis is mainly associated with a highly inflammatory cutaneous environment. In fact, patients with L. braziliensis infection exhibit a strong T-helper 1 (Th1) immune response, which leads to excessive inflammation and tissue damage (123). High levels of both IFN-γ and TNF-α are observed in CL caused by this species. Still, while IFN-γ may have a protective function (124), there is strong evidence to support the role of TNF-α in the pathology of cutaneous and mucosal lesions (125–130). Thiago Cardoso and colleagues (2014) studied the protective and pathological functions of CD8+ T Cells in L. braziliensis infection. The frequency of CD8+ T cells expressing granzyme in the lesions of severe CL patients is more significant than that in patients during early stage of CL (131). However, cytotoxic CD8 T cells are harmful to both L. braziliensis and infected host cells because cytotoxicity is higher in mucocutaneous leishmaniasis than in the localized form (132, 133). Recently, it has been observed a high proportion of senescent T cells (Tsen) with high inflammatory profiles in L. braziliensis lesions with mucosal involvement (134, 135), which is linked to the severity and tissue damage (136). Therefore, in vivo, senescent CD8+ T cells appear to be the most important cell populations mediating skin pathology (137). Other cells, particularly Treg cells, accumulate in lesions caused by L. braziliensis, and contribute to the local control of effector T-cell functions (138). Campanelli et al. research suggests that Treg accumulated at the sites of L. braziliensis infection may contribute to the local control of effector T cell functions. Still, a direct correlation with the pathogenesis is yet to be detected (138).





In L. guyanensis infection

Little is known about the immune responses induced during human infection with L. guyanensis, which generally generates a mixed Th1/Th2/Th17 immune response. IL-13 is the main Th2 cytokine found in L. guyanensis LCL lesions, according to research by Bourreau and colleagues. As IL-13 has many similar effects with IL-4 (139), patients with L. guyanensis LCL are likely to have a Th2 response that includes the production of either IL-4 or IL-13. However, IL-13 plays a key role in maintaining the Th2 response in Human leishmaniasis by making certain cells resistant to IL-12 (140). In L. guyanensis infection, the levels of Foxp3 in the lesions were superior in chronic patients than in acute ones demonstrating the regulatory role of T reg. Furthermore, Tregs isolated from skin biopsy of L. guyanensis patients with acute CL had a suppressive effect on CD4+T effector (eff) cells. Also, Foxp3 expressions were higher in skin biopsies than in peripheral blood mononuclear cells (PBMC), confirming the recruitment of Tregs to the infection site (141, 142). L. guyanensis shows unique characteristics with a mixed immune response (Figures 5, 6), which warrants further investigation to uncover the mechanisms that regulate immune responses and control inflammation caused by this parasite. Recently, a proposed relationship between Leishmania RNA Virus (LRV) and the severity of leishmaniasis has been suggested, as various factors are linked to the pathogenicity of the disease (146). Zabala-Peñafiel and colleagues demonstrated that L. guyanensis metastatic strains had a higher rate of LRV1 positivity than non-metastatic strains (147). During macrophage infection, it caused over-expression of pro-inflammatory mediators such as TNF-α and IL-6. Ginouvès and colleagues found that 74% of the Leishmania (Viannia) subgenus clinical isolates in French Guiana contain LRV1, with the majority being L. braziliensis and L. guyanensis. Patients infected with LRV1-positive L. guyanensis have a high ratio of IL-17A and IFNγ in their skin lesions (146) (Figure 5). This is accompanied by higher levels of IL-17A in blood cell cultures after stimulation with live parasites, compared to those infected with LRV1-free L. guyanensis (148). This demonstrates that virus infection can exacerbate atypical tegumentary leishmaniasis caused by L. guyanensis. These findings suggest that the presence of LRV1 in the parasites not only increases the risk of developing ML but also causes complications in CL. Contradictorily, in a study conducted by Ginouvès et al., no correlation was found between the presence of LRV1 or its genotypes in L. guyanensis parasites and treatment failure, either after the first or second course of treatment of pentamidine (149). Additional research is required to assess a possible link between LRV1-infected parasites and their clinical symptoms.




Figure 5 | The in situ immune response against L. guyanensis contains a dsRNA virus called (LRV-1). The response to the virus is mediated by TLR 3 in the endosomal macrophage compartment, where the parasite lives and divides. A hypothesis is that after the infection, the viral RNA is released after parasite death and binds to TLR-3 (143), promoting pro-inflammatory cytokines and chemokines production such as IL-6, TNF-α, CXCL-10, and CCL-5 and controlling the severity of the disease (144). Generally, L. guyanensis infection induces a mixed Th1/Th2/Th17 immune response. Th-17 cells appear to predominate in lesions in the presence of Leishmania RNA with high production of IL17-A. TGF-β is essential for establishing infection and, together with IL-10, leads to therapeutic failures and increased disease severity. The stimulation of TLR3 results in the downregulating of IFN-γ receptor expression, reducing macrophage activation, which explains the high level of IFN-γ observed in lesions produced by Th-1. Indeed, via Akt (Protein kinase B) signaling, TLR3 activation by LRV1 promoted parasite persistence (145). Altogether, it enhances inflammation and thus exacerbates disease.






Figure 6 | Comparison between the in situ immune profiles in lesions of patients infected with the five Leishmania species (L. major, L. infantum, L. tropica, L. guyanensis, L. braziliensis) and the implication for pathogenesis and the control of the diseases.








Conclusion

The outcome of Leishmania infection relies on the intricate equilibrium of pro- and anti-inflammatory immune responses generated by the host. Both innate and adaptive immunity are inextricably linked to each other as the cytokines produced by cells of the innate system determine the outcome and magnitude of the adaptive immune response. Therefore, the immune responses need to be tightly regulated to avoid immune-mediated pathology to host tissue. Here, we have highlighted recent progress made in understanding the immune response to cutaneous leishmaniasis caused by Leishmania major, L. tropica, and L. infantum in North Africa on the one hand, and by L. guyanensis and L. braziliensis in French Guiana on the other hand. If cellular and cytokines are released in the lesion during OW-CL, much remains to be known in NW-CL. Indeed, this review could significantly contribute to understanding local immune parameters that control and protect the pathogenesis during Leishmania infection. However, a better knowledge of the local immune response in Human CL may help to identify new mechanisms and targets to develop new and more adapted treatments. New local therapies for cutaneous leishmaniasis in NA, French Guiana, and all endemic countries are urgently needed. Drug development is considered a priority, as most current treatments are based on expensive drugs or potential side effects. The cost of anti-Leishmanial drugs is a crucial issue in low-income countries. Besides, therapeutic failures remain frequent, and cases of unresolved CL are often reported, possibly because all current drugs only target the parasite, not the host responses. This review demonstrates how these responses can shape the clinical lesions and lead to different forms. Research efforts should focus on testing immunotherapies that could reduce the severity of pathology seen in some cases of cutaneous leishmaniasis, which could consecutively lessen the duration of antiparasitic courses and their toxicity. In the last decade, several drugs have been developed for other skin inflammatory diseases or as immunotherapy for skin cancers. Some of these drugs inhibit IL-4 or cytotoxicity and might be helpful in combination with existing anti-parasitic drugs. Anti-IL 4 drugs could be useful for all species of Leishmania, while specific inhibitors of IL-13 and IL-17 could be used to dampen tissue damage in L. guyanensis infections (Figure 6). Dupilumab is currently used in atopic dermatitis both for its IL-4 and IL-13 effects and could be tested in association with antiparasitic drugs. Other candidates could include anti-IL17 used for inflammatory skin diseases, such as secukinumab, brodalimumab or ixekizumab. Furthermore, skin dysbiosis has been shown to drive the inflammatory response in L. major infected germ-free mice model (150). These observations emphasize the need to explore mechanisms by which skin microbiota is involved in the physiopathology of CL. In our opinion, it is essential that these advances in the role of microbiota should be included in the research for the development of new drugs and vaccines against CL.
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Introduction

The risk of progression to tuberculosis disease is highest within the first year after M. tuberculosis infection (TBI). We hypothesize that people with newly acquired TBI have a unique cytokine/chemokine profile that could be used as a potential biomarker.





Methods

We evaluated socio-demographic variables and 18 cytokines/chemokines in plasma samples from a cohort of people deprived of liberty (PDL) in two Colombian prisons: 47 people diagnosed with pulmonary TB, 24 with new TBI, and 47 non-infected individuals. We performed a multinomial regression to identify the immune parameters that differentiate the groups.





Results

The concentration of immune parameters changed over time and was affected by the time of incarceration. The concentration of sCD14, IL-18 and IP-10 differed between individuals with new TBI and short and long times of incarceration. Among people with short incarceration, high concentrations of MIP-3α were associated with a higher risk of a new TBI, and higher concentrations of Eotaxin were associated with a lower risk of a new TBI. Higher concentrations of sCD14 and TNF-α were associated with a higher risk of TB disease, and higher concentrations of IL-18 and MCP-1 were associated with a lower risk of TB disease.





Conclusions

There were cytokines/chemokines associated with new TBI and TB disease. However, the concentration of immune mediators varies by the time of incarceration among people with new TBI. Further studies should evaluate the changes of these and other cytokines/chemokines over time to understand the immune mechanisms across the spectrum of TB.
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1 Introduction

To reduce the burden of Tuberculosis (TB) worldwide, two key components will be necessary: 1) prevention of new TB infection (TBI) and 2) prevention of the progression from TBI to TB disease (1). The global prevalence of TBI is 24.8% (95% CI: 19.7-30.0%) and 21.2% (95% CI: 17.9-24.4%) based on the results of the interferon-gamma release assays (IGRAs) and tuberculin skin test (TST), respectively (2). Prevalence among people who are at higher risk for TBI, including people deprived of liberty (PDL), is generally higher than the community at large in the same geographic location and can be as high as 88.8% (3).

Control of the progression to TB disease relies on accurate TBI diagnosis. However, this is one of the significant challenges in the path toward TB elimination. The main limitations of current tests (TST and IGRAs) are their inability to distinguish between TBI and TB disease or to predict TB progression to active disease (4–8). Despite numerous articles reporting immune markers associated with TBI and TB disease, there is high heterogeneity in the design, participant selection, sample processing (including the stimulation protocols), measured markers and analysis that limits comparing study results (9).

TB disease occurs most frequently among people newly infected with TB, mainly within the first year of acquiring mycobacterial infection (10). Identifying and prioritizing those with new TBI within the first year of mycobacterial infection to offer TBI treatment could be an effective measure to decrease TB transmission.

This study focused on incarcerated population because of the high risk of exposure to TB and progress to TB disease (11). We analyzed data and samples collected from two prisons where we have previously shown high rates of TB infection and disease (12, 13). This study aimed to determine the plasma concentration of 18 cytokines/chemokines associated with the presence of new Mycobacterium tuberculosis (MTB) infection and compare it with the concentration among people with pulmonary TB diagnosis and exposed but uninfected people.




2 Methods



2.1 Ethics statement

Approval for the study was obtained from the Ethics Committees of the Universidad Pontificia Bolivariana and the University of Manitoba. The Instituto Nacional Penitenciario y Carcelario (INPEC) and the director of each prison approved the project. In all cases, written consent forms were explained and signed in the presence of two witnesses (always people deprived of liberty -PDL).




2.2 Study design, settings, and population

This cohort study was conducted in Colombia between September 2016 and December 2018 in two medium and high-security men’s prisons. According to the inclusion criteria, the cohort included 124 PDL with a negative two-step TST at enrolment (Supplementary Material 1). Complete information related to the protocol, procedures, eligibility, recruitment, follow-up and epidemiological data for this cohort study has been published elsewhere (13).

During the cohort study, the TBI incidence rates varied between 2,402.88 cases per 100,000 person-months (95% CI 1,364.62 - 4,231.10) in PDL with short time of incarceration to 419.66 issues per 100,000 person-months (95% CI 225.80 - 779.95) in individuals with a long time of incarceration (13). For this reason, the cohort was divided into two subgroups: 64 “PDL with short incarceration” for those who were enrolled in follow-up upon incarceration or within the first three months of incarceration, and 60 “PDL with long incarceration” for people who started their follow-up after one year or more of imprisonment.

The primary outcome in the cohort was a new TBI (documented TST conversion). In the end, there were 25 new TBIs among 124 people with a negative two-step TST at enrolment. Thirteen out of 25 were people with short incarceration, and 12/25 new TBIs were people with long incarceration. Ninety-nine individuals remained TST negative after the follow-up. Supplementary Material 1 has information about the new TBI diagnosis criteria.

In addition, we included 51 of 88 (57.95%) people with a new pulmonary TB diagnosis during the study period. The prison healthcare system performed the microbiological diagnoses, and we also collected sputum samples to confirm Mycobacterium tuberculosis. People were invited to participate in the study after the TB diagnosis. Supplementary Material 1 describes the eligibility criteria and the TB diagnosis.




2.3 Procedures



2.3.1 Data collection

The socio-demographic data were collected from all individuals at baseline: age; history and time of prior incarceration; use of drugs (inhaled, injected, or smoked), smoking, and alcohol consumption; comorbidities (chronic obstructive pulmonary disease, diabetes, chronic kidney disease, HIV, and any other immunosuppressive condition); contact with a person diagnosed with TB disease (outside and inside the prison); history of prior TB, including date of the last episode, and outcome; weight and height. To determine previous exposure to the BCG vaccine, the field team sought the presence of the BCG scar.




2.3.2 Blood sample collection

All PDL included in the study provided blood samples at baseline and every three months during their follow-up. The samples were collected in sodium heparin tubes, and plasma was separated and stored at -80°C until processing.

We processed 148 samples as follows: a) 58 samples of PDL with a new TBI (21 samples at baseline, 18 at pre-conversion [3 months before TST conversion], and 19 at the time of TST conversion); b) 43 samples of PDL of the last follow–up available among people that remain TST negative and had the longest follow-ups; c) and 47 samples at baseline of people diagnosed with TB disease (Figure 1). We excluded 4/51 participants diagnosed with TB because 3 had HIV co-infection, and one did not have a plasma sample at baseline.




Figure 1 | Flow chart of people included in the study. TB: tuberculosis; TST: tuberculin skin test. New TBI [people with negative two-step TST that became positive during follow-up were divided into TBI with short incarceration (they had ≤3 months of incarceration at enrolment) and TBI with long incarceration (they had ≥1 year of incarceration at enrolment)].






2.3.3 Cytokines and chemokine selection and detection

The cytokines/chemokines quantified in the study were selected based on: 1) a systematic review we conducted to identify the relevant cytokines/chemokines associated with TBI (14), 2) published reviews about the pathophysiology of M. tuberculosis infection (15–17), 3) results from animal models (guinea pig, macaques and mice) (15, 16, 18–20), 4) immune response to intracellular bacteria (21, 22), 5) M. tuberculosis pathway (23) (available at: http://www.genome.jp/kegg/pathway.html) and 6) our previous results among people diagnosed with TB disease (24).

Commercial multiplex and single bead-based fluorescent assay kits were used to quantify 18 cytokines/chemokines of interest from plasma samples as follows: Macrophage Inflammatory Protein 3α (MIP-3α/CCL20), Human Cytokine/Chemokine magnetic Panel III, Milliplex® Map kit); Interleukin 18 (IL-18), Human IL-18 Singleplex Magnetic Bead kit, Milliplex® Map kit; soluble CD14 (sCD14), Human Cardiovascular Disease (CVD) Panel 6 Magnetic Bead kit, Milliplex® Map kit; Eotaxin 1 (CCL11), Interferon gamma (INF-γ), Interleukin 5 (IL-5), Interleukin 6 (IL-6), Interleukin 10 (IL-10), Interleukin IL-12 p40 homodimer (IL-12[p40]), Interleukin 13 (IL-13), Interleukin 15 (IL-15), Interleukin (IL-17), Interleukin-1 receptor antagonist (IL-1RA), human interferon-inducible protein 10 (CXCL10/IP-10), monocyte chemoattractant protein-1 (CCL2/MCP-1), macrophage inflammatory protein 1α (CCL3/MIP-1α), macrophage inflammatory protein 1β (CCL4/MIP-1β), Tumor necrosis factor alpha (TNF-α), Human Cytokine/Chemokine magnetic Bead Panel, Milliplex® Map kit, Millipore Corporation, Billeria, MA, USA.

The assays were performed according to the manufacturer’s instructions, using 25 µl of plasma per sample (5 µl to run the sCD14 assay) and overnight incubation. Standards were reconstituted and serially diluted to generate standard curves. Two controls with low and high concentrations, provided by the commercial kit, were included in each assay and considered positive controls for the experiment. Results were analyzed in the BioPlex-200 instrument (Bio-Rad, Mississauga, Canada), reported as mean fluorescence intensity, and converted to pg/ml or ng/ml using the BioPlex® Manager version 6.0 (Bio-Rad, Mississauga, ON).

To control for potential biases, all specimens were analyzed, blinded to the clinical status, and longitudinal samples were performed by the same person and analyzed on the same plate. Samples with values outside the standard curve range were assigned a value of one-half of the lower limit of detection (LOD divided by 2) in pg/mL.





2.4 Analysis

We used descriptive statistics (median [IQR] and n [%]) to report cytokines/chemokines and socio-demographic variables, and chi-squared and Kruskal Wallis tests to evaluate differences between groups. The primary outcome of this study was a new TBI stratified by short and long incarceration.

In individuals with new TBI, we compared the concentration of the immune mediators at baseline, three months before the TST conversion (pre-conversion point) and TST conversion. Wilcoxon test was used to compare the changes in cytokines/chemokines over time. In addition, we used the Mann-Whitney test to compare each follow-up between individuals with a new TBI with short and long times of incarceration.

Then, we compared plasma concentration of cytokines/chemokines in people with new TBI with short and long incarceration to non-infected individuals and people diagnosed with pulmonary TB using the Kruskal-Wallis test. We used multinomial logistic regression to determine the association between each cytokine/chemokine and new TBI with short or long incarceration compared to TB disease and non-infected groups. All cytokines/chemokines were log-transformed to adjust for skewness before the multivariable analysis. Variables included in the final regression model were selected using the biological plausibility criteria, a manual backward elimination method. We adjusted the model by age, BCG scar, contact with a person diagnosed with TB and drug use. All models were adjusted by cluster effect (15 different courtyards in the two prisons).

All analyses were done using STATA® version 14. A two-tailed p-value <0.05 was considered significant. Considering the multiple comparisons were made when we evaluated the cytokine concentration between the groups, a p-value <0.01 was considered significant, applying the Bonferroni correction.





3 Results



3.1 Study participants

The median time of TST conversion (new TBI) among the short incarceration group was 12.3 months, and in the new TBI with long incarceration group was 40.5 months (Figure 1). The majority of new TBIs occurred in one prison (75%).

There was no significant difference between groups regarding the mean age (Table 1). Ten individuals in the study had a body mass index ≤18.5 kg/m2, and 9 of them had a TB diagnosis. Individuals diagnosed with TB reported higher consumption of smoked drugs (61.7%) and inhaled drugs (34%) compared to the other groups (p ≤ 0.001). There was no difference in the frequency of alcohol consumption and tobacco use (p>0.051) (Table 1). Having contact with a person diagnosed with TB was reported in 8.3% of the new TBI group, 34% of people diagnosed with TB, and 19.2% in the non-infected group. Table 1 reports socio-demographic information at baseline.


Table 1 | Baseline characteristics of study participants diagnosed with a new TBI (with short and long incarceration), TB disease, and non-infected people.



IL-10, IL-12, IL-13, IL-15, IL-17A, IL-1RA, IL-5, IL-6 and MIP-1α had more than 40% of the results below the lower detection limit. We did not see consistent trends of these results within and between groups or by the follow-up time. Therefore, these cytokines/chemokines were excluded from the analysis and results.




3.2 The concentration of cytokines/chemokines among the new TBI group is affected by the time of incarceration

Supplementary Material S2 reports the median concentrations of all immune parameters at baseline, pre-conversion and TST conversion by short and long incarceration among the new TBI group.

Our results showed that there were no differences in the concentrations of MIP-3α (Figure 2A), Eotaxin (Figure 2B), INF-γ (Figure 2D) and MIP-1β (Figure 2F). We found higher concentrations of sCD14 at baseline compared to pre-conversion and TST conversion points; the change was more evident in PDL with long incarceration (Figure 2C). PDL with short incarceration showed increased plasma levels of IL-18 at baseline and pre-conversion, compared to the time of TST conversion (Figure 2E). MCP-1 showed an increased concentration over time, with a higher concentration at the time of TST conversion (Figure 2G). We also found that in PDL with short incarceration, IP-10 decreased three months before TST conversion (Figure 2H).




Figure 2 | Cytokines/chemokines concentrations among people with new latent tuberculosis infection at baseline, pre-conversion, and TST conversion, by the time of incarceration. New TBI [people with negative two-step TST that became positive during follow-up were divided into new TBI with short incarceration (they had ≤3 months of incarceration at enrolment) and new TBI with long incarceration (they had ≥1 year of incarceration at enrolment)]. Values are reported in pg/ml for all cytokines/chemokines, except for sCD14 where results are reported in ng/ml. Boxplots are median and interquartile range. (A) MIP-3α; (B) Eotaxin; (C) sCD14; (ng/ml) (D) INF-γ; (E) IL-18; (F) MIP-1β; (G) MCP-1; (H) IP-10; (I) TNF-α.



The concentrations of sCD14 (Figure 2C) and IL-18 (Figure 2E) were higher among people with new TBI and short incarceration compared to those with long incarceration (p< 0.05). The concentration of IP-10 (Figure 2H) was higher in people with long incarceration.




3.3 Cytokines/chemokines concentrations are different between groups

We found higher concentrations of sCD14 and TNF-α among people diagnosed with TB, MIP-3α among people with new TBI and short incarceration, and IL-18 and MCP-1 among people with new TBI and long incarceration (Table 2). We did not find differences in the concentration of Eotaxin, INF-γ, MIP-1β, and IP-10 among the groups (Figures  3B, 3D, 3F, 3H).


Table 2 | The concentration cytokine/chemokine and differences between the groups (new TBI [with short and long incarceration], TB disease, and non-infected).



The concentration of sCD14 was higher in the TB disease group compared to non-infected individuals and new TBI with long incarceration group (Figure 3C). TNF-α was higher in the TB disease group compared to non-infected individuals (Figure 3I). MIP-3α was higher in the new TBI with short incarceration compared to the TB disease group (Figure 3A). MCP-1 was higher in the new TBI with long incarceration compared to the TB disease group (Figure 3G). IL-18 (Figure 3E) and MCP-1 (Figure 3G) concentrations were lower in the TB disease group compared to non-infected individuals.




Figure 3 | Immune parameters concentrations among people who converted the TST (new TBI with short incarceration [n= 11] and TBI with long incarceration [n= 13]), people diagnosed with TB disease (n=47), and non-infected people (n=47). New TBI [people with negative two-step TST that became positive during follow-up were divided into new TBI with short incarceration (they had ≤3 months of incarceration at enrolment) and new TBI with long incarceration (they had ≥1 year of incarceration at enrolment)]. (A) MIP-3α; (B) Eotaxin; (C) sCD14 (ng/ml); (D) INF-γ; (E) IL-18; (F) MIP-1β; (G) MCP-1; (H) IP-10; (I) TNF-α. Values reported in pg/ml for all cytokines, except for sCD14 reported in ng/ml. Boxplots are median and interquartile range. p-value using the Mann-Whitney U test and adjusted by multiple comparisons.






3.4 There are cytokines/chemokines associated with a new TBI and TB disease

In the multivariable analysis, only having a BCG scar was associated with decreased risk of a new TBI in people with short incarceration. The other socio-demographic variables (age, history of having contact with a person diagnosed with TB, and drug use) were not associated with new TBI or TB disease. Although having a BMI of less than 18 kg/m2 and alcohol consumption were significant factors, the multinomial model did not converge when we included those variables due to the low number of outcomes in the ‘yes’ category.

In the final multinomial model (Table 3), we identified that higher concentrations of MIP-3α were associated with a higher risk of a new TBI. The presence of a BCG scar and higher concentrations of Eotaxin were associated with a lower risk of a new TBI among people with short incarceration compared to non-infected individuals.


Table 3 | Cytokines/chemokines associated with new TBI with short or long incarceration, TB disease compared to non-infected people in a multinomial regression model.



Higher plasma concentrations of sCD14 and TNF-α were associated with an increased risk of TB disease. Finally, we found that higher concentrations of IL-18 and MCP-1 were associated with a lower risk of TB disease compared to non-infected individuals (Table 3).





4 Discussion

The main results of our study were: 1) the concentration of immune mediators in persons with a new TBI varies according to the time of incarceration (short or long incarceration); and 2) Among people with short incarceration, high concentrations of MIP-3α were associated with a higher risk of a new TBI, and higher concentrations of Eotaxin was associated with a lower risk of a new TBI. Higher concentrations of sCD14 and TNF-α were associated with a higher risk of TB disease, and higher concentrations of IL-18 and MCP-1 were associated with a lower risk of TB disease.

In this study, immune mediators’ concentration varied among people newly infected by the time of incarceration. Levels of sCD14 and IL-18 were increased in individuals with short incarceration and IP-10 in those with long incarceration. These variations between people could occur for several reasons: 1) early exposure to M. tuberculosis can induce increased macrophage activation, leading to elevated sCD14 concentration. 2) Continuously exposed individuals (≥1 year in prison) could eliminate the bacteria repeatedly, owing to an effective immune response. 3) Other factors associated with prison entry include stress, physical activity, or dietary patterns. Several studies have documented changes in the production of pro-inflammatory cytokines when people are under a chronic stressful situation (25), variable levels of physical activity/exercise (26), or when a stress-generating situation is compounded by an infectious process, such as influenza vaccination (27). People deprived of liberty are exposed to acute and chronic stressors, given the social and safety conditions that prevail in prisons in which they live or the changes associated with freedom deprivation (28). In other words- the inflammatory milieu induced by environmental factors related to imprisonment may alter the immune response, thereby increasing the risk of MTB infection (29).

We found that increased circulating levels of MIP-3α were associated with a higher risk of having new TBI after short incarceration. The MIP-3α/CCL20 is a dendritic cell, T cell, B cell and monocyte chemoattractant involved in lymphocyte homeostasis and trafficking, cell proliferation and activation (21, 30, 31). Rivero-Lezcano et al. reported that the expression of MIP-3α increased up to 39-fold when monocytes from healthy donors were infected with M. tuberculosis (32), and Lee et al. showed that MIP-3α was up-regulated in PBMC and bronchoalveolar lavage fluids from people diagnosed with TB compared to healthy controls after in vitro stimulation with the 30 kDa antigen (Ag) of M. tuberculosis (33). MIP-3α concentration in serum/plasma samples is an attractive target for further evaluation in newly acquired MTB infection studies among people with documented recent exposure. In our research, PDL with a new TBI and with short incarceration had lower circulating levels of Eotaxin. Eotaxin has been reported as inhibited after in vitro infection by M. tuberculosis (34), decreased in people diagnosed with TB disease, and with increasing levels after anti-TB treatment (35).

After adjusting for the other co-variables, individuals with elevated concentrations of MCP-1, a potent chemotactic factor for monocytes (36), had a lower risk of TB disease. In a model of macaques previously vaccinated with BCG, the production of β-chemokine MCP-1 increased in lung lesions of animals after five weeks of infection with MTB (37). These immune molecules are mainly associated with the recruitment of monocytes/macrophages, in keeping with the observation that animals had a higher frequency of macrophages (CD14+ CD68+) in peripheral blood three weeks post-infection with MTB (37). In this case, the increase in cells and β-chemokines may be a sign of the recruitment of these cells from peripheral blood to the site of infection in the lung. Our results show that the concentrations of MCP-1 were lower among the TB disease group compared to non-infected individuals; however, most reports about this chemokine have shown increased concentration among people diagnosed with TB (38, 39). Results may be different because of stimulation with mycobacterial antigens or the absence of stimulation in whole blood samples. Increased concentrations of MCP-1 have been reported in stimulated samples from individuals diagnosed with active TB, but higher concentrations in un-stimulated samples among non-infected individuals compared to individuals diagnosed with TB (40). Some additional explanations for those differences between the studies are the ancestry of the population, the specimen (serum, whole blood, or supernatants of cultured PBMC), and the presence of genetic polymorphisms regulating IL-18 or MCP-1 production (41) in the populations, which could alter the final structure, concentration, or function of the protein.

We also found that higher concentrations of sCD14 and TNF-α were associated with a higher risk of TB disease. These immune mediators are highly involved in monocyte/macrophage activation and trafficking pathways (42, 43). Macrophages are the main niche for the growth and survival of M. tuberculosis (44); likewise, macrophages are the most important cells for infection control in animal and human models and critical cells in the host response during active disease (44–46) trying to limit the systemic spread of mycobacteria (47). Soluble CD14, whose membrane-bound portion is highly expressed in these cells, is a mediator of macrophage activation and serves as a receptor for mycobacterial lipoarabinomannan (43). It has been reported among people diagnosed with TB disease (48, 49), with or without concurrent HIV infection (47, 50), and individuals with diabetes mellitus (51). A published article by Lawn SD et al. suggests that sCD14 might increase the concentration of TNF-α due to the high load of mycobacterial antigens among people living with HIV and co-infected with TB disease (47). In our study, people diagnosed with TB had higher plasma concentrations of TNF-α, presumably contributing to cell recruitment, the production of other pro-inflammatory cytokines, and apoptosis of MTB-infected cells (52). Similar to our study, TNF-α has been reported to be increased in adults (49, 53–56) and children (57) diagnosed with TB disease.

Our findings show lower concentrations of IL-18 and MCP-1 among the TB group compared to non-infected individuals. Other researchers have shown that M. tuberculosis-stimulated culture supernatants from people diagnosed with TB have lower concentrations of IL-18 compared to those from healthy TST converters (58). IL-18 has an important function in TB as a pro-inflammatory cytokine (59); it plays an important role in the T-cell-helper type 1 (Th1) response, primarily by its ability to induce IFN-γ production in T cells and natural killer (NK) cells (60) and in combination with IL-12 triggers the antimicrobial protein cathelicidin and autophagy, resulting in inhibition of intracellular mycobacteria in macrophages and lung epithelial cells (61). Still, studies in humans are not conclusive. For example, Yamada G et al. (62) showed that increased serum IL-18 concentrations were associated with TB disease compared to healthy individuals (including TST converters).

Future studies are needed to validate and complement our cytokine and chemokine findings.

We did not find associations between IP-10, IL-17, IL-10, and a new TBI (the first one was not different between groups, and the latter two had concentrations below the lower detection limit), contrary to other publications (63, 64). This discrepancy may be attributed to the measurement of immune mediators after mycobacterial antigen and mitogen stimulation in prior studies (53, 56, 65–75), in contrast to the unstimulated measurements in our study. In the case of IL-17, there are six members in the IL-17 family, including IL-17A. IL-17B, IL-17C, IL-17D, IL-17E, and IL-17F (76, 77). Our study only measured Il-17A. Therefore, it is possible that other not measured subunits, such as IL-17F, were increased in plasma samples. In the same way, IL-17 is described as essential in the lung during recent infection (60). Still, perhaps blood sampling in the context of recent infection may have contributed to the reduced systemic level of IL-17.

Another reason for discrepant results may be that individuals included in other longitudinal studies were evaluated with only one TST administration, and those with a negative TST may represent a false negative result (61). In our previous studies, a second administration of TST identified an additional 11.6% positive TST individuals (78).

Our study’s most crucial distinguishing feature is the study design (cohort). In cross-sectional studies, the duration an individual has had TBI cannot be quantified. The main limitation of a cross-sectional approach is that human and primate studies have demonstrated there is a spectrum of TB stages (5, 6, 79, 80), on which there is little published work (4, 6), and that potentially could alter the concentration of the immune parameters according to the stage of the infection. The cohort design allowed us to quantify the concentration of cytokines at a temporal point close to the time of infection (new infection) and identify individuals in whom infection occurred recently. Borgstrom WE et al., using mathematical models and CD4+ T-cell flow-cytometry data, showed that the most specific prediction of recent TBI was a high proliferative CD4+ response to CFP-10 and PPD, and a low response to ESAT-6 at ≤1 month after exposure (81).

Our study has other strengths: rigorous selection criteria among people diagnosed with TB, including only those with microbiological confirmation and with less than 15 days of treatment, rule out of booster effect, and rigorous monitoring and follow-up every three months to all uninfected participants.

The main limitation of this study is that some bacterial factors may modify the response to cytokines, such as the virulence of some strains; however, in people with TBI, it is not feasible to isolate the mycobacterium, and therefore the role of MTB strain cannot be assessed yet.




5 Conclusion

Our study found that immune markers vary according to the time of incarceration. Among people with short incarceration, high concentrations of MIP-3α were associated with a higher risk of a new TBI, and higher concentrations of Eotaxin were associated with a lower risk of a new TBI. Higher concentrations of sCD14 and TNF-α were associated with a higher risk of TB disease, and higher concentrations of IL-18 and MCP-1 were associated with a lower risk of TB disease. It is necessary to have more cohort studies that evaluate the changes over time of these and other cytokines/chemokines to understand the immune mechanisms across the spectrum of TB.
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Francisella tularensis is the etiological agent of the potentially severe infection tularemia. An existing F: tularensis vaccine, the live vaccine strain (LVS), has been used to protect at-risk personnel, but it is not licensed in any country and it has limited efficacy. Therefore, there is a need of a new, efficacious vaccine. The aim of the study was to perform a detailed analysis of the characteristics of the human immune response to F. tularensis, since this will generate crucial knowledge required to develop new vaccine candidates. Nine individuals were administered the LVS vaccine and peripheral blood mononuclear cells (PBMC) were collected before and at four time points up to one year after vaccination. The properties of the PBMC were characterized by flow cytometry analysis of surface markers and intracellular cytokine staining. In addition, the cytokine content of supernatants from F. tularensis-infected PBMC cultures was determined and the protective properties of the supernatants investigated by adding them to cultures with infected monocyte-derived macrophages (MDM). Unlike before vaccination, PBMC collected at all four time points after vaccination demonstrated F. tularensis-specific cell proliferation, cytokine secretion and cytokine-expressing memory cells. A majority of 17 cytokines were secreted at higher levels by PBMC collected at all time points after vaccination than before vaccination. A discriminative analysis based on IFN-γ and IL-13 secretion correctly classified samples obtained before and after vaccination. Increased expression of IFN-γ, IL-2, and MIP-1β were observed at all time points after vaccination vs. before vaccination and the most significant changes occurred among the CD4 transient memory, CD8 effector memory, and CD8 transient memory T-cell populations. Growth restriction of the highly virulent F. tularensis strain SCHU S4 in MDM was conferred by supernatants and protection correlated to levels of IFN-γ, IL-2, TNF, and IL-17. The findings demonstrate that F. tularensis vaccination induces long-term T-cell reactivity, including TEM and TTM cell populations. Individual cytokine levels correlated with the degree of protection conferred by the supernatants. Identification of such memory T cells and effector mechanisms provide an improved understanding of the protective mechanisms against F. tularensis. mechanisms against F. tularensis.
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Introduction

Tularemia is a disease caused by Francisella tularensis that affects many animal species as well as humans. The most severe form of tularemia in humans, with high mortality if untreated, is due to inhalation of F. tularensis subspecies tularensis (type A) (1). The vaccine against F. tularensis, a live vaccine of the less virulent subspecies holarctica (LVS), offers limited protection against this form of tularemia (2). Moreover, since the knowledge regarding the attenuation of LVS is incomplete, the vaccine is not licensed in any country. Tularemia is widespread over the Northern Hemisphere with local, unpredictable outbreaks, although rather uncommon in many countries (1). The highest total number of cases has been reported in Sweden, Finland, Turkey, Hungary, and Czech Republic. In these countries, as well as in other European countries, there are very marked annual and seasonal variations (3, 4). Although not a threat to the public health in most countries, there are endemic areas in, for example, Sweden and Finland with persistent high incidences, and in these areas, an efficacious vaccine would be of much value. In addition, there are at-risk groups that would benefit from vaccination, for example, clinical laboratory personnel and individuals regularly working outdoors, such as farmers.

F. tularensis is classified as a Category A Select Agent, due to its ease of spread by aerosol, extremely low infectious dose, and potential to cause severe morbidity and mortality, therefore considered to have the potential to pose a severe threat to public health and safety (1). The high virulence of F. tularensis relies on its ability to proliferate in many different cell types, including macrophages (5). As a consequence, a Th1-dependent cellular immune response is evoked to protect against the bacterium (6, 7). Detailed analysis of the characteristics of the immune response to F. tularensis has been performed by in vivo and in vitro studies, mostly using mice and rats, but also ex vivo studies using human cells (8–14). The efficacy of new vaccine candidates has been tested in mice, rats, and non-human primates, but human clinical trials are unlikely due to the low incidence and unpredictability of tularemia (7, 15). Thus, our knowledge regarding the human immune response to F. tularensis is based mostly on ex vivo studies of peripheral blood mononuclear cells (PBMCs) derived from immune individuals.

Studies of vaccine-mediated immune responses have demonstrated that there is an initial phase of rapid proliferation and expansion of antigen-specific T-cell clones and a majority of circulating T cells are antigen-specific. Subsequently, the responding cells contract and form a much smaller memory immune population (16). Experimental models have also demonstrated that the specificities of the T-cell responses are complex and composed of distinct epitope specificities with hierarchies of dominant, subdominant, and cryptic responses (17). The immunospecific T cells are characterized by their expression of surface receptors and markers, which are believed to identify the T-cell differentiation stage. However, the division of T-cell subpopulations into naïve, memory effector, and memory immunity T cells may not be unequivocal, since there is evidence that the expression of surface receptors and markers and their correlation to effector properties may vary between different infections and vaccinations (18, 19). This indicates that studies of specific infection models are necessary to identify the pathogen-specific T cells that constitute the long-term memory as well as those that effectuate the anti-microbial responses. By combining data on the specificities of responding T cells with characterization of their phenotypes, it will be possible to delineate the responsible subpopulations and to determine their reactivity.

In addition to vaccine-specific variations in the memory immune responses, there is always heterogeneity due to individual variation and some individuals may not mount an effective immune response to certain vaccines (18). Such differences can be utilized to understand what best protects against a given pathogen. The present study analyzed development of memory T cells and cytokine responses before and after F. tularensis vaccination. Furthermore, it was assessed how such variation affected the protective efficacy by analyzing the ability of supernatants collected from recall-stimulated PBMC to provide control of F. tularensis in monocyte cultures. Thereby, it was possible to identify cytokines and memory cells of importance for protection against highly virulent strains of F. tularensis.





Materials and methods




Vaccination

All individuals were vaccinated the same day with a variant of LVS designated NDBR 101, lot no. 11 (National Drug Company, Philadelphia, PA). The lyophilized material was dissolved in 2.0 ml of sterile H2O to a concentration of 2.4 × 109 CFU/ml and 20 µl was inoculated by scarification in the skin of the upper arm. Ethical approvals for the study were received from the Swedish Ethical Review Authority, 2019-01567 and 2020-01860.





Preparation of PBMCs from blood

Venous blood was drawn from healthy individuals, five women and four men (22–53 years old at time of vaccination, mean age 36.3 ± 12.2 years) before vaccination and 2, 4, 12, 52, and 104 weeks after vaccination. The blood, approximately 100 ml, was collected in CPT-tubes (BD Biosciences NJ USA) and PBMCs were prepared according to the manufacturer’s protocol. Purified PBMC was suspended in human serum (HS) (Innovative research, MI, USA) containing 10% DMSO (Sigma Aldrich, MO, USA) and aliquoted into cryovials, which was placed in a Cryo 1°C Freezing Container (NALGENE, NY, USA) at −80°C overnight before transferred into liquid nitrogen.





Recall stimulation PBMC

Cryovials with PBMC were thawed in a 37°C water bath and transferred to 20 ml of RPMI medium 1640 + GlutaMAX (RPMI), (Gibco, MA USA). The PBMC was collected by centrifugation at 200 × g for 10 min, washed with 40 ml of RPMI, and suspended in 1 ml of RPMI + 10% HS + 10 µg/ml Gentamicin (complete RPMI). After resting at 37°C in 5% CO2 for 2 h, the PBMCs were counted and diluted in complete RPMI. For FACS analysis, 8 × 105 cells were seeded per well in a round-bottom 96-well plate (Sarstedt, Nümbrecht, Germany). For the Lymphocyte proliferation assay (LPA), 2 × 105 cells were seeded per well. To some wells, Ft antigen (2.5 µg/ml), prepared from F. tularensis LVS as described previously (20) or Concavalin A (ConA) (2.5 µg/ml), was added (stimulated cells) whereas other wells contained complete RPMI only (resting cells). After 3 days of incubation, 300,000–500,000 cells per sample were collected and analyzed by FACS. From separate wells, supernatants were transferred to a 96-well plate and stored at −80°C until analyzed for cytokine content by multiplex cytokine analysis. For LPA, tritium-thymidine (0.003 mCi/ml) (Perkin Elmer MA USA) was added to the cells, and after 6 h, incorporated thymidine was measured using a 1450 microbeta liquid scintillation & luminescence counter (Trilux Chelmsford UK). All time points from two to three individuals were included in each experiment.





Flow cytometry analysis of surface markers and intracellular cytokine staining

Cells were collected after 72 h of recall stimulation and treated with 5 µg/ml of Brefeldin A and 5 µg/ml of Monensin for 4 h. Then, cells were centrifuged for 3 min at 500 × g and supernatants were removed. Cells were stained with Aqua Viability Dye (Molecular Probes/Invitrogen) for 20 min in RT and thereafter labeled with conjugated monoclonal antibodies (mAbs) against cell surface markers for 30 min at 4°C. After wash and treatment with perm/wash buffer (BD Biosciences) for 20 min at 4°C, the cells were stained for intracellular cytokines for 30 min at 4°C. The following mAb conjugates were used (BD Biosciences): CD3-APCH7 (clone SK7), CD4-FITC (clone RPA-T4), CD8-PerCPCy5.5 (clone SK1), CD45RO-APC (clone UCHL-1), CCR7-PECF594 (clone 2-L1-A), CD28-PE (clone CD28.2), CD95-BUV395 (clone DX2), IFNγ-PeCY7 (clone B27), MIP-1β-AF700 (clone D21-1351), IL2-BV711 (clone 5344.111), and TNF-BV421 (clone MAb11). CD14-V500 (clone M5E2) and CD19-V500 (clone H1B19) were included in the dump channel. PBMCs were acquired using a ZE5 flow cytometer (Bio-Rad) with Everest software (Bio-Rad). Results were analyzed using FlowJo software (BD Biosciences).





Multiplex cytokine analysis

Supernatants, 50 μl/well, were collected from cultures after 72 h of incubation. The supernatants were stored at −80°C until analyzed using a 17-plex kit (Bio-Rad Laboratories Inc., Hercules, CA, USA, M5000031YV) according to the manufacturer’s instructions using a Bio-Plex 200 system (Bio-Rad Laboratories Inc., Hercules, CA, USA).





Isolation of monocytes and generation of monocyte-derived macrophages

PBMCs, 15 × 106 cells, prepared from buffy coat, were seeded in a 9-cm petri dish in 15 ml of complete RPMI. After 2 h, medium containing non-adherent cells was removed and the adherent cells were washed with 20 ml of 37°C RPMI. The adherent cells were detached by scraping and thereafter transferred to a 50-ml tube, which was centrifuged at 200 × g for 10 min. The cells were suspended in complete RPMI, viable cells were determined using trypan blue exclusion in a TC20 cell counter (Bio-Rad Laboratories Inc, Hercules, CA, USA), and 1 × 105 cells were seeded per well in a flat-bottom 96-well culture plate. After overnight incubation at 37°C in 5% of CO2, cells were washed and thereafter complete RPMI with 40 ng/ml of GM-CSF was added. After 48 h incubation at 37°C in 5% CO2, cells were washed and complete RPMI with 40 ng/ml of GM-CSF was added. Complete RPMI (100 µl) was added to each well after an additional 48 h of incubation.





Infection of MDMs

SCHU S4, grown overnight on Gc-agar plates, were resuspended in complete RPMI and added to the MDM monolayer at an MOI of 50. After 1 h, cells were washed and complete RPMI with 10 µg/ml of gentamicin was added for 30 min. To some wells, 20-fold diluted supernatant, collected from Ft-stimulated PBMCs from respective donor, was added to separate cultures. Complete RPMI was used as diluent. The number of intracellular bacteria was determined after 24 h lysis of the monolayers with 0.1% deoxycholate and spreading of 10-fold serial dilutions of the lysate in PBS on agar plates. Colonies were counted after 3 days of incubation of the plates at 37°C in 5% CO2.





Data analysis and statistical methods

Two-tailed Student’s t-test was used to identify significant differences (p < 0.05) between data sets. To analyze correlations between data sets, Spearman’s rank correlation test was used. Cytokine data were used to derive a classifier that enables prediction of vaccination status, i.e., to predict if PBMCs were derived from individuals before vaccination with LVS or derived at 2, 4, 12, or 52 weeks after vaccination. Linear discriminant analysis (LDA), assuming homoscedasticity and no prior, was used to build the classifiers and cross-validation was used to predict the posterior probabilities (21). The LDA analyses were performed using the settings discriminant analysis and stepwise method (Wilks´ Lambda) with the criteria of F to enter 3.84 and F to remove 2.71 in the program SPSS version 28. SPSS was also used to perform two-tailed Student’s t-test and Spearman’s rank correlation test.






Results




Proliferative responses of PBMCs

PBMCs isolated from nine individuals before vaccination with LVS and 2, 4, 12, and 52 weeks after vaccination were stimulated with Ft antigen, ConA, or sham for 3 days. As expected, PBMCs responded to ConA with robust proliferation, whereas non-stimulated PBMCs showed minor proliferation (Figure 1). The average Ft-specific proliferative responses of PBMCs isolated from the nine individuals after vaccination, regardless of time point, were significantly higher than that of PBMCs isolated prior to vaccination (p < 0.05–p < 0.001, Figure 1) The magnitude of the Ft-specific proliferative responses varied among individuals (Figure S1).




Figure 1 | Proliferative responses of PBMCs after recall stimulation with Ft antigen. PBMCs collected from nine individuals before vaccination (0) and 2, 4, 12, and 52 weeks after vaccination were cultured in the presence or absence of Ft antigen for 3 days. Six hours after addition of tritium-thymidine, incorporation was measured. The proliferative responses of the sham, ConA-stimulated, or Ft-stimulated cells are expressed as CPM for each time point. The mean ± SEM of triplicate samples from nine individuals are shown for each time point. Asterisks indicate significant differences of the Ft-stimulated groups compared to Ft-stimulated cells obtained before vaccination, denoted week 0 (*P < 0.05; ***P < 0.001). There were no significant differences between the time points after vaccination for each of the stimuli.



In summary, the PBMCs showed robust proliferation to ConA, whereas only PBMCs collected after vaccination proliferated in response to the Ft antigen.





Detection of intracellular cytokines

PBMCs stimulated with the Ft antigen for 3 days, or sham-stimulated PBMCs, were analyzed by FACS for intracellular expression of IFN-γ, IL-2, MIP-1β, or TNF. In previous studies, these cytokines have been identified to discriminate responses of immune vs. naïve individuals (12, 22). The cells were also stained for cell surface markers, which enabled identification of CD4 and CD8 lymphocytes and of various memory populations thereof (Figures 2, S2, S3 illustrate the gating strategies).




Figure 2 | Gating strategy used for FACS analysis of memory populations. Lymphocytes were gated based on morphology detected with forward and side scatter, FSC and SSC. After gating for singlets, a gate for CD14− and CD19− live cells was created. CD4+ and CD8+ T cells were gated from CD3+ T cells. The CD45RO-CCR7+ population were gated into naïve (TNV) and stem cell-like memory T cells (TSCM) by the expression of CD95. Memory populations [central memory (TCM), transitional memory (TTM), effector memory (TEM), and effector memory RA+ (TEMRA) cells] were further gated according to the positive or negative expression of CD45RO, CCR7, and CD28. Finally, IFN-γ-, TNF-, MIP-1β-, and IL-2-expressing cells were gated from the naïve and memory populations, respectively.



The number of CD4 T cells expressing IFN-γ was higher among PBMCs collected 2, 4, 12, and 52 weeks after vaccination, compared to PBMCs collected prior to vaccination (p < 0.05–p < 0.01, Figure 3A). For the other cytokines, there were no significant differences among the CD4 T cells at any of the time points (Figure 3A). The number of CD8 T cells expressing IFN-γ, IL-2, or MIP-1β was higher among PBMCs collected 2, 4, 12, and 52 weeks after vaccination, compared to PBMCs collected prior to vaccination (p < 0.01 or p < 0.001, Figure 3B). The number of CD4 or CD8 T cells expressing TNF was unchanged before and after vaccination (Figures 3A, B). When comparing various time points after vaccination, the sole difference identified was a lower number of IFN-γ-expressing CD8 T cells at the 52-week time point compared to the 4- and 12-week time points (p < 0.01, Figure 3B).




Figure 3 | FACS analysis of intracellular cytokine expression of the CD4 and CD8 memory populations. PBMCs collected from nine individuals before vaccination (0) and 2, 4, 12, and 52 weeks after vaccination were recall-stimulated with Ft antigen for 3 days. The cells were analyzed to identify (A) CD4 and (B) CD8 memory populations for expression of IFN-γ, IL-2, MIP-1β, or TNF. The mean ± SEM of triplicate samples from nine individuals are shown for each time point and cytokine. Asterisks indicate significant differences of intracellular cytokine expression compared to time point 0. (*P < 0.05; **P < 0.01; ***P < 0.001).



Cytokine expression by various T cell memory subpopulations was also analyzed. The most significantly increased expression of cytokines among CD4 T cells was identified in the transient memory (TTM) population; IFN-γ-, IL-2-, and MIP-1β-expressing cells were increased at all time points after vaccination compared to prior to vaccination (p < 0.05–p < 0.001, Figure 4D). In the CD4 T-cell effector memory (TEM) population, cells expressing MIP-1β were increased at all time points after vaccination and cells expressing IFN-γ were increased at the 52-week time point after vaccination (p < 0.05, Figure 4B). The number of CD4 central memory (TCM) cells expressing IFN-γ or MIP-1β was higher in PBMCs collected 52 weeks after vaccination, but not at the other time points, compared to PBMCs collected prior to vaccination (p < 0.05, Figure 4A). The number of TNF-positive CD4 T cells was similar before and after vaccination, regardless of memory population (Figures 4A–E). Among the naïve and TSCM CD4 T cells, the number of cytokine-expressing cells was similar before and after vaccination (p > 0.05, Figures 4A, E).




Figure 4 | FACS analysis of intracellular cytokine expression of CD4 memory subpopulations. PBMCs collected from nine individuals before vaccination (0) and 2, 4, 12, and 52 weeks after vaccination were recall stimulated with Ft antigen for 3 days. The cells were stained to detect the following CD4 memory populations: (A) TNaive, (B) TEM, (C) TCM, (D) TTM, and (E) TSCM and their expression of IFN-γ, IL-2, MIP-1β, or TNF. The mean ± SEM of triplicate samples from nine individuals are shown for each time point and cytokine. Asterisks indicate significant differences of intracellular cytokine expression compared to time point 0 (*P < 0.05; **P < 0.01; ***P < 0.001). The TEMRA subpopulation was not detected in the CD4+ population.



In the CD8 T-cell populations, the most significant expression of cytokines was identified in the TTM and TEM population; IFN-γ-, IL-2-, and MIP-1β-expressing cells were increased at all time points after vaccination compared to prior to vaccination (p < 0.05–p < 0.001, Figures 5B, D). In addition, the number of MIP-1β expressing cells was increased at all time points after vaccination in the TCM and TEMRA population, and IFN-γ- and IL-2-expressing cells were increased at various time points after vaccination in the TCM population (p < 0.05–p < 0.01, Figures 5C, F). The number of TNF-positive CD8 T cells was similar before and after vaccination, regardless of memory population (Figures 5A–F). Among the naïve and TSCM CD8 T cells, the number of cytokine-expressing cells was similar before and after vaccination (p > 0.05, Figures 5A, E).




Figure 5 | FACS analysis of the intracellular cytokine expression of CD8 memory subpopulations. PBMCs collected from nine individuals before vaccination (0) and 2, 4, 12, and 52 weeks after vaccination were recall-stimulated with Ft antigen for 3 days. The cells were stained to detect the following CD8 memory populations: (A) TNaive, (B) TEM, (C) TCM, (D) TTM, and (E) TSCM and (F) TTEMRA for their expression of IFN-γ, IL-2, MIP-1β, or TNF. The mean ± SEM of triplicate samples from nine individuals are shown for each time point and cytokine. Asterisks indicate significant differences of intracellular cytokine expression compared to time point 0. (*P < 0.05; **P < 0.01; ***P < 0.001).



To verify the longevity of the memory cell populations, PBMCs from six individuals were collected 2 years after vaccination and cytokine expression by the T-cell subpopulations was analyzed. As observed at the other four time points after vaccination, CD4 TTM, CD8 TTM, and CD8 TEM cell populations showed increased expression of IFN-γ, IL-2, and MIP-1β (p < 0.05–p < 0.001, Figures S4, S5).

In summary, the CD4 TTM, CD8 TTM, and CD8 TEM populations showed prominently increased expression of IFN-γ, IL-2, and MIP-1β in response to vaccination for a period of at least 2 years. Increased TNF expression was not detected in any of the memory populations.





Analysis of multifunctional cells

The FACS data were subjected to further analysis for the presence of multifunctional cells, i.e., cells simultaneously expressing more than one of the investigated cytokines IL-2, IFN-γ, MIP-1β, or TNF. Since their individual expression was significantly increased in the CD8 TTM and CD8 TEM populations, these were the focus of the analysis. Samples collected before vaccination and 2, 4, 12, and 52 weeks after vaccination were analyzed. There were significant differences for several of the groups with the highest significances (p ≤ 0.001) among cells expressing IFN-γ and MIP-1β, or IFN-γ, MIP-1β, and IL-2 (Table S1). These groups were subjected to a post-hoc analysis using the Bonferroni post-hoc test to identify differences between each of the time points (Table S2). The numbers of CD8 TTM and CD8 TEM cells expressing IFN-γ and MIP-1β were increased at all time points after vaccination compared to before vaccination (p < 0.05–p < 0.001, Figures 6A, B). CD8 TEM cells expressing IFN-γ, MIP-1β, and IL-2 were increased up to 12 weeks (p < 0.05–0.001, Figure 6A). CD8 TTM cells expressing IFN-γ, MIP-1β, and IL-2 were increased at some of the time points after vaccination (p < 0.05–p < 0.001, Figure 6B). At the 2-year time point, CD8 TEM cells expressing IFN-γ and MIP-1β, IL-2 and MIP-1β, or IL-2, IFN-γ, and IL-2 were present in higher numbers than in samples collected before vaccination (p < 0.001, Figure S6).




Figure 6 | Multifunctional memory cell populations. Data were subjected to Boolean gating in order to detect multifunctional memory cell populations. The mean ± SEM of triplicate samples from nine individuals are shown for each time point and cytokine combination. Asterisks indicate significant differences of number of cells positive for intracellular cytokine expression compared to time point 0. (*P < 0.05; **P < 0.01; ***P < 0.001).



In summary, CD8 TTM and CD8 TEM cells co-expressing various combinations of cytokines were increased post vaccination. CD8 TTM and CD8 TEM cells expressing IFN-γ and MIP-1B showed the most consistent increases of cytokine expression. Multifunctional CD8 TEM cells were detected up to 2 years after vaccination.





Detection of secreted cytokines and chemokines by LUMINEX

Supernatants from the Ft antigen-stimulated PBMCs collected prior to and after vaccination were analyzed for 17 cytokines, IL-1β, IL-2, IL-4, IL-5, IL-6, IL-7, IL-8, IL-10, IL-12p70, IL-13, IL-17, G-CSF, GM-CSF, IFN-γ, MCP-1, MIP-1β, and TNF. As aforementioned, the TEM and TTM cell populations demonstrated high intracellular expression of IFN-γ, IL-2, and MIP-1β, and levels of these cytokines were also high in supernatants from cultures with PBMCs collected at any of the four time points after vaccination (p < 0.01 or < 0.001, Table 1). In addition, TNF was secreted at high levels in the same cultures (p < 0.01). All other cytokines measured, except for IL-10, were secreted at higher levels from PBMCs collected at 52 weeks after vaccination compared to PBMCs collected before vaccination (p < 0.05 or p < 0.01, Table 1). Most of these cytokines were also secreted at higher levels in cultures with PBMCs collected 2, 4, and 12 weeks after vaccination (p < 0.05 or p < 0.01, Table 1).


Table 1 | Cytokine levels in supernatants collected from recall-stimulated PBMCs.







Determination of vaccination status based on cytokine patterns

Linear discriminant analysis was used to determine whether individual cytokines, or sets of cytokines, could differentiate between each of the five groups: PBMCs collected before vaccination, or collected 2, 4, 12, or 52 weeks after vaccination. Two canonical discriminant functions, based on IL-13 and IFN-γ, were used in the analysis (Wilks´ Lambda 0.222, p < 0.001) and 99.9% of the variance was explained by function 1 (F1). The standardized canonical discriminant function coefficients for IFN-γ and IL-13 were 0.804 and 0.787 in F1, respectively, indicating that the two variables contributed similarly to the model. To further illustrate the discriminative ability of the model, the data were plotted by discriminant loading using functions 1 and 2 (Figure 7). The results demonstrate that non-vaccinated individuals were correctly classified in 100% of the cases and therefore visualized as a distinct group in the plot. Importantly, none of the vaccinated individuals was classified as non-vaccinated (Table 2). However, the resolution among the post-vaccination groups was poor (Table 2 and Figure 7). As an example, the profiles of 64.3% of individuals sampled at 52 weeks overlapped with the profiles of individuals sampled at 2 weeks and there was no distinction between individuals sampled at 4 or 12 weeks (Table 2).




Figure 7 | Discriminant analysis of individuals with regard to vaccination status. Seventeen cytokines measured in supernatants from recall-stimulated cell cultures were included in a stepwise discriminant function analysis to identify predictors of vaccination status. Functions 1 and 2 are depicted on the x- and y-axis, respectively. Each data point corresponds to each individual replicate of each group and the asterisks represent the group centroid. The percentage values of group classification correctness are presented in the brackets.




Table 2 | Prediction of individuals according to vaccination using LDA1.



In summary, using linear discriminant analysis, a model based on IL-13 and IFN-γ correctly predicted if an individual had been vaccinated or not, but failed to separate groups sampled at various time points after vaccination.





Capacity of supernatants collected from Ft-stimulated cells to confer protection

It was tested if the supernatants of stimulated cell cultures could activate monocyte-derived macrophages (MDMs) to control intracellular SCHU S4. Supernatants collected from Ft-stimulated cells from individual donors were added at a 20-fold dilution to cultures at the time of infection with SCHU S4. Concentration of the 17 cytokines in the 20-fold diluted supernatants varied among the individuals (Table S3). After 24 h, growth of SCHU S4 was reduced in all cultures supplemented with supernatants from Ft antigen-stimulated PBMCs compared to cultures with supernatants from sham-stimulated PBMCs (Figure 8A). The weakest growth inhibition of SCHU S4, 5-fold, was observed in cultures supplemented with supernatants from donor D129 (p < 0.05), and the strongest inhibition, 230-fold, was observed in cultures supplemented with supernatants from donor D135 (p < 0.001) (Figure 8A). Supernatants from all donors elicited a significantly better control of SCHU S4 in MDMs compared to recombinant IFN-γ (p < 0.05 for 136, p < 0.01 for 129, and p < 0.001 for all other donors, Figure 8A). The concentration of recombinant IFN-γ, 15 ng/ml, was at least 5-fold higher than the concentration of IFN-γ in any of the 20-fold diluted supernatants (Figure 8B). This suggested that the anti-F. tularensis effect elicited by IFN-γ was potentiated by other cytokines present in the supernatant. Potential candidates were IL-2, IL-7, MIP-1B, and TNF, the levels of which, as of IFN-γ, displayed a negative correlation to the number of bacteria in the cultures, i.e., higher concentrations correlated to lower bacterial numbers (p < 0.05, Table 3). Levels of IL-13 and G-CSF showed a positive correlation to the number of bacteria in the cultures (p < 0.05, Table 3).




Figure 8 | Capacity of supernatants from Ft-stimulated cells to induce protection against SCHU S4 in MDM. (A) Number of intracellular SCHU S4 after 24 h of infection. MDMs were infected with SCHU S4 and supernatants collected from Ft-stimulated cells from respective donor were added to separate cultures. Number of phagocytosed bacteria after 2 h of incubation with an MOI of 50 were 3.4 ± 0.02. (B) Concentration of IFN-γ in SCHU S4-infected cultures supplemented with supernatants collected from Ft-stimulated cells or with recombinant IFN-γ. The bars show the mean ± SEM of three observations. Statistical evaluation of differences between groups were analyzed using two-sided Student’s t-test. In diagram A, asterisksindicate significant differences vs. sham. In diagram B, asterisks indicate significant differences vs. cultures with recombinant IFN-γ (*p < 0.05, **p < 0.01, ***p < 0.001).




Table 3 | Correlation of intracellular bacteria to concentration of cytokines in supernatants.



Collectively, cells from vaccinated donors produced a mixture of cytokines in response to stimulation with Ft antigen that activated MDMs to control intracellular SCHU S4. The control elicited was significantly better than that conferred by recombinant IFN-γ.






Discussion

T-cell-mediated memory immunity is dependent on a pool of memory cells. The half-life of vaccine-induced immunity is one or several decades; however, most evidence indicates that individual memory cells may be comparatively short-lived, in the order of months, and therefore the only logical explanation for the persistence of cell-mediated immunity for decades is the sustainability of clonal populations of memory cells (23). This is achieved by balancing proliferation, death, and differentiation rates of the populations. Thus, the cells within the populations confer long-lived memory rather than being long-lived memory cells. The longevity of these clonal populations is generally ill-defined and possibly distinct for a given T-cell population. An improved understanding of how long-term memory immunity is sustained is critical to improve efficacy of vaccines that rely on cell-mediated immunity.

Previously, we demonstrated that T-cell-mediated immune responses to F. tularensis may persist many decades after natural infection or vaccination (24). Herein, we elaborate on this finding and describe the cell-mediated immune responses quantitatively and qualitatively during a 1-year period after vaccination with the live vaccine strain of F. tularensis. Importantly, the experimental system used is devoid of antibodies; thus, any influence of humoral immunity can be excluded. Proliferative responses, cytokine secretion, and the intracellular cytokine profiles of CD4 and CD8 cells and memory cell populations were mostly indistinguishable when PBMCs were analyzed at the three early time points after vaccination. However, absolute levels somewhat decreased thereafter, although still significantly increased compared to the responses of the PBMC obtained before vaccination. Antigenic cross-reactivity is unlikely to sustain the longevity since F. tularensis is not closely related to other human pathogens (25). Moreover, since tularemia is a rare disease in most regions of the world (26), reexposure is an unlikely reason for the extremely long-lived cell-mediated immunity and, therefore, the data support the notion that natural infection, or vaccination, may result in very long-lasting, persisting for many decades. The narrow immunoreactivity to F. tularensis is distinct from that to many other infections due to its antigenic uniqueness and rare occurrence of tularemia. In the case of F. tularensis, there is no direct evidence that the long-lasting cell-mediated immunity confers protection against subsequent challenge; however, indirect evidence strongly indicates that this may be the case, since tularemia has been very rarely recorded in vaccinated individuals and only a handful of cases of reinfection have been reported during the last century (27, 28).

Beyond the characterization of the longevity of the cell-mediated immune responses, we also identified the cytokine profiles indicative of the vaccine-induced immune responses by intracellular staining of the PBMC T-cell populations. A more detailed analysis of subpopulations revealed that CD4 cell expression of intracellular IFN-γ was increased after vaccination and sustained for the whole period of 1 year. CD8 cells expressed increased levels of IFN-γ, IL-2, and MIP-1β after vaccination. All three cytokines have been identified in our previous studies of human vaccine-mediated immune responses (12, 22). When memory T-cell subpopulations were analyzed, the most nuanced cytokine expression was detected in the CD4 TEM subpopulation with regard to MIP-1β and in the CD4 TTM subpopulation with regard to IFN-γ, IL-2, and MIP-1β, since the expression of each of the cytokines was increased at all time points after vaccination. Also, the CD8 TEM and TTM subpopulations showed increased expression of IFN-γ, IL-2, and MIP-1β at all time points. Thus, the findings corroborate previously published data regarding the relevance of these cytokines in the memory immune response against F. tularensis after vaccination and demonstrate that the TEM and TTM populations exhibit the most diversified cytokine expression.

The identification of the CD4 TTM and CD8 TEM and TTM subpopulations as the predominant reservoirs for cytokine secretion was not entirely surprising. The TEM subpopulation is known to rapidly upregulate effector functions and to also express homing receptors for migration to nonlymphoid sites of inflammation and to possess high levels of gut-homing molecules and chemokine receptors (29). TTM cells display an intermediate phenotype between TEM and TCM subpopulations, since some transcript expression levels closely align with those of TEM cells, e.g., CD62L and PIM2, whereas others with those of TCM cells, e.g., FasL and IFN-γ (30). Thus, the TEM and TTM subpopulations represent potential effector populations and the identification of their potent upregulation of multiple cytokines is therefore logical and identify them as important for the effective protective responses present after tularemia vaccination. In contrast, we did not detect the same broadly increased cytokine secretion by the TCM and TEMRA subpopulations. This reinforces the general concept that the TCM subpopulation constitutes quiescent cells that require very strong stimulation and costimulation to respond to the cognate antigens (31). Their most important role with regard to protection against tularemia may be to serve as a reservoir that can be clonally expanded and differentiated into the TEM and TTM subpopulations. In fact, it cannot be ruled out that the in vitro antigen stimulation utilized in the present study led to differentiation of some TCM cells to TEM or TTM cells. As for the TCM subpopulation, the TSCM subpopulation may also serve as a reservoir of cells for subsequent differentiation to effector memory cells. This would be in line with previous observations regarding the TSCM subpopulation (32). The relevance of the TEMRA subpopulation appears to be infection-dependent; e.g., HIV-specific T cells predominantly belong to the TEM subpopulation, while CMV-specific T cells are mainly of the TEMRA phenotype (33). Our findings indicate a rather modest role for the TEMRA subpopulation after tularemia vaccination.

Linear discriminant analysis of patterns of secreted cytokines was utilized and a model was created based on the levels of IFN-γ and IL-13. This analysis revealed that discrimination between non-vaccination and vaccination was 100%, but that resolution between the groups after vaccination was low. This indicates that the qualitative and quantitative responses observed after vaccination did not change during the observation period of 1 year. This finding agrees with our previous studies demonstrating that recall responses are sustained for three decades without evidence of decline (22). Various types of logistical modeling, similar to the linear discriminant analysis used herein, have been used in previous studies on tularemia secreted cytokines, cytokine gene expression, and lymphocyte stimulation indices, and these have been linked to protective capacity or immune status (12, 13, 22, 24, 34). Also in the mouse model, similar modeling has been utilized and combined results from in vivo gene expression and a co-culture method (35). Such results from animal and human models of tularemia are highly relevant with regard to the FDA Animal Rule (36). The rule stipulates that vaccine efficacy and approval can be assessed based on data from animal models only, provided that protective mechanisms are well characterized and the animal data therefore can be extrapolated to the human situation. Thus, the aforementioned data fulfill the criteria and will form an important basis for the approval of new tularemia vaccines. The identification of IL-13 in the context is intriguing since it was long ago demonstrated that the cytokine inhibits nitric oxide production by activated macrophages and thereby most likely will also mitigate the protective responses to F. tularensis (37).

Our findings identified IFN-γ as a key cytokine being expressed at high levels after vaccination by both CD4 and CD8 T cells. This finding was not unexpected, since the crucial role of the cytokine for protection against tularemia was first identified more than 30 years ago using various animal models (38–45). Moreover, we have previously used a human co-culture model and demonstrated the protective ability of IFN-γ (12). In animal models, mechanisms dependent on guanylate-binding proteins GBP2 and GBP5 are crucial to effectuate the IFN-γ-mediated control (46, 47). This was first demonstrated for the closely related bacterium F. novicida and subsequently also for the LVS strain using infection of mononuclear cells; however, control of the highly virulent SCHU S4 strain was not observed in the model (48). Later, it was demonstrated that control of infection with each of the three F. tularensis strains occurred in a mouse co-culture model, but, again, control was critically dependent on GBPs (49). Thus, the evidence from animal models indicate that the control of highly virulent strains is distinct from that of attenuated F. tularensis strains and demonstrates that the use of such strains in the models is necessary to identify relevant correlates of immunity and protection.

The strategy used in the present study, to directly assess the protective ability of supernatants elicited during F. tularensis-specific immune responses allowed identification of cytokines that correlated to protection in the model. The supernatants demonstrated protective capability even at a 20-fold dilution. However, there were distinct individual differences and the inhibitory effects varied from 5-fold to 230-fold, but this was still as efficacious, or superior to the effect mediated by high levels of recombinant IFN-γ, despite the fact that this concentration of IFN-γ was at least 5-fold higher than the concentrations in the supernatants. Thus, the supernatants provided additional, strongly protective effects besides that of IFN-γ. Of relevance, the levels of several other cytokines were found to correlate to the degree of protection observed. Specifically, IL-2, MIP-1β, TNF, and IL-7 all fulfilled the criterion and the former three of these cytokines have previously been observed to correlate the control of infection in a human co-culture model and also in an animal models of tularemia (12, 34, 50, 51). The strategy was found to be useful and can later be combined with direct assessment of the contribution of individual cytokines, e.g., by depletion of one or several together with the assessment of the protective ability or by supplementation of combinations of recombinant cytokines.

The findings herein serve to identify both correlates of immunity and protection. In fact, even correlates of immunity are very challenging to identify with regard to cell-mediated immune responses. In the case of the most common global infection, tuberculosis, the identification of potential immune correlates is challenging, e.g., the relevance of multifunctional cytokine-producing T cells as correlates has been questioned (52), although there are still considerable efforts trying to identify such correlates (53). With regard to tularemia, most work to identify correlates has been based on animal models, particularly the mouse model. A general finding has been the identification of Th1-related cytokines in these models; e.g., the demonstration of increased levels of IFN-γ, TNF, and MCP-1 has been consistent. Moreover, the levels of these cytokines correlated to protection after vaccination with attenuated F. tularensis mutants (34, 35). Studies on immunity after tularemia vaccination, or natural infection of humans, have identified multifunctional T cells similar to findings described for tuberculosis patients (22, 52, 54). When a human co-culture system was used, correlations between levels of IFN-γ, TNF, and MIP-1β and protection were observed (12). Thus, there is substantial indirect evidence that levels of Th1 cytokines, such as IFN-γ, TNF, and MIP-1β, are correlates of protection in various animal and human tularemia models, thereby in much agreement with the present findings (12, 22, 34, 35, 54). Of note, none of the studies on F. tularensis has included neutralization of cytokines as a direct demonstration of their contribution to protection.

The present study exclusively utilized PBMCs, and this may affect the results, since memory immunity expressed by this cell type is sometimes distinct compared to that of tissue-resident immune cells. For example, it has been demonstrated that mouse lung T cells require repeated antigen stimulation to sustain memory immunity for 1 year, whereas memory immunity among circulating T cells was preserved during the same time without restimulation (55). Also, with regard to tularemia, evidence indicates that systemic and organ-specific cell-mediated immunity is distinct, e.g., an attenuated mutant of F. tularensis conferred superior protection after intranasal vs. intradermal vaccination (35). It was hypothesized that there are organ-specific differences between immune cells and therefore certain routes of immunization confer optimal protection. If memory immunity to some extent will be cell-specific, this may be a caveat when characterizing human protective immunity since cell sources other than peripheral blood will be severely limited. It should be noted that although intranasal vaccination can confer immunological benefits, there may be an increased risk of adverse events with this route as shown for certain vaccines (56).

Collectively, the findings herein identify characteristics of long-term immunospecific T cells, including TEM and TTM subpopulations secreting an array of cytokines, following vaccination against F. tularensis. Moreover, individual cytokines were identified, the levels of which correlated with the degree of protection. Thus, the data provide important information about memory T cells and effector mechanisms that form the basis for the protective mechanisms operative against F. tularensis.
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Osteomyelitis (OM) is an infectious disease of the bone predominantly caused by the opportunistic bacterium Staphylococcus aureus (S. aureus). Typically established upon hematogenous spread of the pathogen to the musculoskeletal system or contamination of the bone after fracture or surgery, osteomyelitis has a complex pathogenesis with a critical involvement of both osteal and immune components. Colonization of the bone by S. aureus is traditionally proposed to induce functional inhibition and/or apoptosis of osteoblasts, alteration of the RANKL/OPG ratio in the bone microenvironment and activation of osteoclasts; all together, these events locally subvert tissue homeostasis causing pathological bone loss. However, this paradigm has been challenged in recent years, in fact osteoblasts are emerging as active players in the induction and orientation of the immune reaction that mounts in the bone during an infection. The interaction with immune cells has been mostly ascribed to osteoblast-derived soluble mediators that add on and synergize with those contributed by professional immune cells. In this respect, several preclinical and clinical observations indicate that osteomyelitis is accompanied by alterations in the local and (sometimes) systemic levels of both pro-inflammatory (e.g., IL-6, IL-1α, TNF-α, IL-1β) and anti-inflammatory (e.g., TGF-β1) cytokines. Here we revisit the role of osteoblasts in bacterial OM, with a focus on their secretome and its crosstalk with cellular and molecular components of the bone microenvironment and immune system.




Keywords: osteomyelitis, infection, bone, osteoblast, staphylococcus aureus, cytokines, chemokines



Introduction

Osteomyelitis is a severe bone infection arising from hematogenous spread of pathogens, mainly in pediatric patients (1), or direct contamination of the bone after fracture or surgery, more commonly in adults (2). Typically associated with comorbidities, osteomyelitis has a relatively high incidence amongst diabetics, where it develops secondary to vascular and neuropathic complications of hyperglycemia, and may require extreme clinical measures (i.e., limb amputation) (3). Osteomyelitis occurs also in in the absence of known risk factors for invasive infections, which underlines the complexity of its etiopathogenesis. Several pathogens, including bacteria, fungi, and viruses, can cause bone infections, but the most common etiologic agent of the disease is the Gram-positive bacterium Staphylococcus aureus (S. aureus), which is responsible for up to 60% of the cases (4). Different classification schemes have been proposed for osteomyelitis, based on a range of clinical and microbiological characteristics (5). Most commonly, the disease is classified as either acute or chronic, according to its duration, and either hematogenous or contiguous, according to the origin of infection. During a bone infection, the serum levels of several cytokines [e.g., IL-6, IL-8, IL-1β, IL-12(p70)], angiogenic factors (e.g., VEGF), and acute phase proteins (e.g., C reactive protein, CRP) increase, which is of diagnostic value in the clinical handling of the disease; nevertheless, specific infection markers with diagnostic value are still sought for (6, 7).

The first line of defense against invading pathogens, including S. aureus, is represented by cells of the innate immune system (neutrophils, monocytes, macrophages), which detect the pathogens through germline-encoded pattern-recognition receptors (PRRs), including Toll-like receptors (TLRs) and cytoplasmic receptors. PRRs recognize specific microbial components known as pathogen-associated molecular patterns (PAMPs), such as LPS, lipoteichoic acid, lipoproteins, and peptidoglycans, and convey the biochemical signals that are ultimately responsible for activation of the immune cells (8). PRRs are also made by non-immune cells, including cells of the osteoclast and osteoblast lineage in the bone. All TLRs but TLR2 and TLR4 are downregulated during osteoclast differentiation, and relative timing of TLR and RANKL/MCSF stimulation of osteoclast precursors elicit opposite effect on osteoclast formation (9). Very recently it has been reported that TLR2 and TLR9 signaling contributes marginally to the inflammatory bone loss and enhanced osteoclast formation that accompany S. aureus-dependent osteomyelitis (see Osteoclasts and their progenitors) (10). However, it is generally accepted that osteoblasts use TLRs and NODs to recognize and respond to S. aureus, which leads to secretion of the master osteoclastogenic cytokine RANKL as well as other factors (11), as discussed below.

In line with the general paradigm of immunological activation upon PRR engagement, in the context of a bone infection, polymorphonuclear leukocytes (PMNs) and macrophages migrate into the bone microenvironment and therein release several diverse inflammatory mediators, including cytokines, chemokines (e.g., IL-1β, IL-6, and TNF-α, CCL3 and CXCL2), and other factors. The immune reaction that mounts in the bone alters the local homeostasis profoundly, which adds on the direct effects of S. aureus on skeletal cells (8). Proinflammatory mediators promote formation and activation of osteoclasts, thus enhancing bone resorption; in parallel, new, poorly structured bone is deposited at the periosteum (periosteal bone reaction) by osteoblasts to confine the infection. These opposing processes collectively result into progressive disruption of the bone microarchitecture. The crosstalk between immune and skeletal cells in the context of bone infections sustained by S. aureus (a paradigmatic example of osteoimmunology) is schematically depicted in Figure 1.




Figure 1 | Schematic representation of bone cell regulation by the main soluble factors produced by immune cells during S. aureus-induced osteomyelitis. Upon infection, immune cells migrate into the bone microenvironment and release cytokines (IL-17, IL-10, IL-1, IL-1β, IL-6, IL-7, IL-18, IL-4, IL-8), chemokines (CCL3), growth factors (M-CSF, G-CSF) and other several inflammatory mediators (TNF-α, PGE2, TGFβ, INF-γ, OSM) that influence osteoblast and osteoclast activity. The result is massive disruption of the normal bone architecture. The Figure was created with BioRender.com.



Besides their function in bone homeostasis, both osteoclasts and osteoblasts exert immune regulatory functions by orchestrating synthesis and release of various inflammatory molecules (12). In the present review, we present and discuss the roles of osteoblasts in the pathogenesis of osteomyelitis, with a focus on osteoblast-derived soluble factors and their contribution to the long-term fate of bone infections (Figure 2).




Figure 2 | Schematic representation of osteoblast response to S. aureus infection. After osteoblast infection (1), S. aureus can grow and spread further in the bone (2) and induce synthesis and release of different inflammatory mediators (IL-12, IL-27, IL-6, CCL3, CCL5, CXCL2, CXCL10, CXCL9, CXCL12, TGFβ, G-CSF, M-CSF, GM-CSF, PTX3, RANKL, PGE2) (3) that act both on skeletal and immune cells. This leads to enhanced bone remodeling and immune response. See the main text for more details. The Figure was created with BioRender.com.





Mainstays in bone biology and basic microbiology of S. aureus osteomyelitis

Bone is a dynamic tissue that undergoes constant remodeling throughout life (13). Osteoclasts and osteoblasts are the two cell types primarily involved in bone remodeling, responsible for bone resorption and bone formation, respectively. Osteoclasts are of hematopoietic origin, and unique in their ability to degrade the inorganic (hydroxyapatite) and organic (mostly collagen) matrix of the bone (14) through acidification of the resorption lacuna and release of hydrolytic enzymes (e.g., cathepsin K). Conversely, osteoblasts arise from cells of the mesenchymal lineage, and produce the whole set of components of the mineralized extracellular matrix of the bone, which comprises collagen, proteoglycans and several non-collagenous proteins, and an extremely dense hydroxyapatite-based mineral (15). As the matrix grows, some osteoblasts are enclosed in it and become osteocytes. These are terminally differentiated cells that communicate with each other and other cell types by means of cellular processes that penetrate the canaliculi in the bone extracellular matrix.

The crosstalk between osteoclasts and osteoblasts shapes the extracellular matrix. Their mutual interaction relies on a series of membrane-bound molecules and soluble factors (e.g., EFNB2-EPHB4, FASL-FAS and SEMA3A-NRP1). Among the latter, M-CSF and RANKL, produced by osteoblasts and acting on their specific receptors on the osteoclast surface (C-FMS and RANK, respectively), have a pivotal role in bone homeostasis (14). In addition, osteoblasts release OPG, the decoy receptor for RANKL that hinders RANK-RANKL interaction, reducing osteoclast formation and bone resorption. In fact, RANKL/OPG ratio is commonly used as an indicator of the balance between bone formation and resorption (16).

S. aureus can invade, colonize, and thrive in the bone. Microbial surface components recognizing adhesive matrix molecules (MSCRAMMs), such as fibronectin-binding protein A and B (FnBPA and B), collagen adhesin (Cna) and Staphylococcus protein A (SpA) (17), initiate adhesion to the bone extracellular matrix. Once bound to the matrix, S. aureus can activate diverse mechanisms to escape the host immune response, survive in the bone microenvironment, and establish chronic infection. A primary strategy of immune evasion is biofilm formation, a complex process that involves synthesis and release of extracellular polymeric substances (i.e., polysaccharides and extracellular DNA) and is controlled both by microbial (i.e., the Agr quorum-sensing system) (18) and host factors (i.e., mineral components of the bone matrix, such as Mg2+ and Ca2+, oxygen and nutrient availability) (18). Biofilms reduce osteoblast viability and increase RANKL production, thus promoting bone resorption (19). Moreover, in an in vitro dynamic model of biofilm deposition, the supernatant of TNFα-treated osteoblasts was found to affect S. aureus adhesion and biofilm formation (20). Abscess formation is another survival strategy for S. aureus, whereby following upon the engagement of fibrinogen by the bacterial clamping factors A and B (ClfA and B) and its conversion to fibrin (by coagulase, CoA, and von Willebrand factor-binding protein, vWbp), a fibrous pseudocapsule is formed that encases a core of staphylococcal abscess communities (SACs) and is surrounded by a layer of necrotic leukocytes (mostly, neutrophils) (2). Furthermore, S. aureus is able to invade the osteocyte lacunocanalicular network through bacteria deformation (whereby a key role has been proposed for the transpeptidases penicillin-binding proteins 3 and 4), entry and migration into the canaliculi via asymmetric binary fission at the leading edge (21, 22); these mechanisms are particularly relevant to long term bacterial persistence and eradication. Finally, intracellular infection and survival is a bacterial strategy to evade immune surveillance; of note, all skeletal cells are potential targets, as discussed in the following section.



Skeletal cell infection in the context of S. aureus osteomyelitis


Osteoclasts and their progenitors

A growing body of evidence supports the concept of osteoclasts working as the innate immune cells of the bone (23, 24); accordingly, it is expected that they play a role in the framework of osteomyelitis. Bacterial infection has the potential to influence osteoclast formation directly, through receptor ligation on progenitor cells (9), and indirectly, through enhanced cytokine release from neighboring cells (8). In particular, in vitro S. aureus infection of murine bone marrow-derived osteoclast precursors has been shown to induce their differentiation into activated macrophages that actively secrete proinflammatory cytokines, such as CCL5, MIP-1α, MIP-1β, G-CSF, IL-12p40, and MCP-1 (25). These cytokines enhance the bone resorption capacity of uninfected mature osteoclasts and differentiation of uninfected precursors. Moreover, infection of mature osteoclasts directly promotes cell fusion, which contributes to enhance their ability to resorb bone (25). A similar effect has been also demonstrated upon exposure of human monocyte-derived osteoclasts to Staphylococcal superantigen TSST-1, while the Panton-Valentine leukocidin, known as one of the most powerful pore-forming toxins, and hemolysin-α induced osteoclast death, indicating that the clinical presentation and outcome of bone and joint infection could be related, at least partly, to the toxin profile of the S. aureus isolate involved (26). The osteoclast intracellular infection, which has been demonstrated also in vivo (27), has been recently studied exploiting fluorescently labelled bacterial strains visualized by confocal and time-lapse microscopy (28). Intracellular penetration of bacteria occurred in vitro in a short timeframe; bacterial proliferation started two-four hours post-infection, but the bacterial load in the intracellular compartment of infected osteoclasts did not change over time (28). Osteoclast colonization was accompanied by reduced bactericidal potential compared to non-infected osteoclast precursors (29). Moreover, the proliferative capacity of S. aureus within osteoclasts was dependent on the signaling cascade activated by the osteoclastogenic master transcription factor NFATc1, and varied to some extent amongst individual osteoclasts (29).



Osteoblasts and their progeny

S. aureus has been shown to infect osteoblasts and downstream mature cells (osteocytes) both in in vitro and in vivo animal models and clinical biopsies (21, 30–33). The interaction of osteoblasts with S. aureus involves several pathogen-derived factors and components of the osteoblast plasma membrane. For example, a major virulence factor of S. aureus, SpA, interacts directly with osteoblasts via TNFR1, and activates intracellular signaling cascades that result into reduced proliferation, enhanced apoptosis, and impaired mineralizing potential of cultured osteoblasts (34). The binding of S. aureus FnBPA and FnBPB to the extracellular matrix protein fibronectin is recognized as another important process in osteoblast infection. Indeed, fibronectin is believed to act as a “molecular bridge” in linking osteoblasts to the pathogen through α5β1 integrin (35). In this respect, the supramolecular structure of fibronectin in the bone extracellular matrix has been recently shown to play an essential role in bacterial uptake by osteoblasts (36).

Whether bacteria internalization in osteoblasts is achieved passively or through an active process has been debated. It is likely that in fact both mechanisms are in place (37, 38). Intracellular infection has been proposed to occur very rapidly upon exposure to S. aureus. Indeed, bacteria have been detected by immunofluorescence microscopy inside murine calvaria osteoblast-like MC3T3-E1 cells as early as 15 minutes after infection, and the rate of bacteria internalization was found to increase over time (39). Invasion likely requires actin rearrangement at the cell surface; in fact, treatment with the actin depolymerization agent Cytochalasin D significantly reduced S. aureus invasion (40).

Mouton and colleagues recently demonstrated that S. aureus internalization (assessed in vitro through a gentamycin/lysostaphin protection assay that allows eliminating adherent and non-adherent bacteria, while sparing intracellular pathogen) induced an impairment in early osteoblast differentiation by interfering with β1 integrin signaling, leading to decreased expression of RUNX2 and COL1α1 and ALP activity. Accordingly, an internalization defective S. aureus strain lacking fnbpA expression did not elicit this effect (41). Consistent with this, in vivo infection with the S. aureus strain capable of cell internalization altered some bone histomorphometric parameters, supporting the hypothesis that osteoblast functions are impaired upon intracellular bacterial infection (41).

Osteoblast colonization by S. aureus stimulates the focal adhesion kinase (FAK)/epidermal growth factor receptor (EGFR) and c-Src signaling pathways by enhancing their phosphorylation in a time-dependent fashion; on the contrary, inhibition of the EGFR/FAK or c-Src signaling pathways significantly reduces the rate of pathogen internalization (39). Consequently, these pathways could be targeted in parallel to standard antibiotic therapy of chronic S. aureus osteomyelitis.

Osteoblast infection by S. aureus has been confirmed also in the presence of invasive MRSA infection of the human MG-63 osteosarcoma cell line, using imaging flow cytometry (IFC) which is more sensitive and reproducible than conventional cell culture methods (42). Pathogen uptake is known to vary depending on the strain irrespectively of antibiotic resistance (43). Statistical analysis of results obtained by IFC assays demonstrated that intracellular persistence capacity of several different MRSA strains over a 24 hour-timeframe was correlated with the total number of infected cells at 24 hour-post-infection and not with the number of bacteria that managed to enter/replicate in each single cell, defined by spot counting after cell transient permeabilization and pathogen staining with a membrane-impermeable green-fluorochrome vancomycin analogue (42). This would suggest that other factors besides the specific clone define the bacteria ability to internalize and persist inside osteoblasts. Future research is needed on this point that is relevant to chronicization of infection.

The encounter of the pathogen with osteoblasts results into release of cytokines and chemokines (as discussed later on) that recruit and activate immune cells; increased RANKL production that sustains osteoclast activity; impaired bone matrix production and mineralization; and ultimately osteoblast death through upregulation of the cell death signal transducer TRAIL and its cell surface death receptors, and concomitant decrease of the decoy receptor OPG (44, 45). All these events contribute to bone loss. Progression from acute to chronic bone and joint infections is accompanied by phenotypic adaptation of the pathogen to a less virulent form, called “small colony variant”. This is characterized by increased intracellular persistence and antibiotics resistance, and reduced cytokine release induction and immune system stimulation (46, 47). In particular, osteocytes have been recently demonstrated to constitute a reservoir for silent or persistent infection owing to reduced antimicrobial capacity to eliminate intracellular bacteria, and higher pathogen survival in the form of small colony variants (11, 48). Moreover, infected osteocytes can also elicit an inflammatory response that contributes to communication with other skeletal cells, immune cell recruitment and bone disruption (11).

The mechanisms described above are specific for S. aureus and not shared by other opportunistic bacteria involved in orthopedic infections, which points to the evolution of bacterial species-specific ways of interaction with eukaryotic cells that need to be further elucidated.




Osteoblasts as inflammatory cells


The osteoblast secretome in a non-infected setting

The secretory function is highly relevant in the framework of osteoblast activities. It comprises the release of the diverse components of the extracellular matrix, essentially calcium-deficient apatite and trace elements, for the inorganic part; type I collagen and other types of collagens, and non-collagenous proteins (γ-carboxyglutamate-containing proteins, proteoglycans, glycoproteins, and small integrin-binding ligands N-linked glycoproteins), for the organic part (49). Osteoblasts also release a variety of cytokines, chemokines, and growth factors (i.e., the osteoblast secretome) that regulate osteoclast formation and resorptive activity (e.g., M-CSF, RANKL, OPG, WNT5A, WNT16, IL-6, GM-CSF) (14), enhance the osteoblast anabolic function (e.g., IGFs and IGFBPs) (50), support hematopoiesis (e.g., G-CSF, osteopontin, thrombopoietin, angiopoietin 1, CXCL12, SCF and IL-7) (51) and act as immune modulators (e.g., IL-6, GM-CSF, CCL5) (52). In this respect, an intimate crosstalk takes place in the bone between skeletal cells and the immune system, which also involves the release of cytokines and chemokines in diverse pathophysiological contexts (53). Systemic and local factors such as inflammation and infection elicit marked changes in bone cell functions, as further described in the following sections.



The osteoblast secretome in S. aureus osteomyelitis: Cytokines and growth factors

At sites of infection, soluble factors deriving from activated immune and skeletal cells make up an inflammatory milieu that mediates reciprocal regulation of the osteal and immune components and provides host defense against pathogens. In this regard, osteoblasts play an active role, and cannot be regarded as inert niches for bacterial colonization. In fact, not only do they strive to kill intracellular bacteria by increasing the production of reactive oxygen species and oxidative stress, but they also take part in the immune response orchestrated by professional innate immune cells through production of antimicrobial peptides (beta-defensins), as shown in in vitro and in vivo models and ex vivo in human specimens (54, 55). In addition, the osteoblast secretome further boosts the inflammatory response and affect the behavior of skeletal cells (see Figure 2).

Cytokine synthesis and release involve several intracellular signaling pathways including the NF-kB pathway, which regulates the secretion of IL-6 and MCP1 (CCL2; see below) (56), and the JNK pathway, which is activated downstream of S. aureus SpA binding to TNFR1 on the osteoblast plasma membrane and leads to increased TLR2 and RANKL protein levels and TNF-α and IL-6 secretion (56).

The transcriptomic profile of infected osteoblasts has been recently comprehensively investigated by RNAseq analysis of FACS-sorted S. aureus-bearing MG-63 cells, and compared to that of non-infected cells and of a mixed cell population comprising both infected and not-infected MG-63 cells (57). Specifically, this work indicated enhanced immune and inflammatory responses in a model of long-term infection, taking advantage of engineered bacterial strains expressing a fluorescent reporter gene that allowed isolation of infected cells 6 days after infection. Top up-regulated genes included several cytokines such as IL-33, IL-32, IL-6, IL-1β, IL-1α, IL-24, G-CSF, TRAIL and TNFSF14, with higher protein levels in culture supernatants. Accordingly, in the Gene Set Enrichment Analysis, several pathways enriched in FACS-sorted infected MG-63 were related to the immune response, including functional categories such as antigen processing and presentation (of note, CD44 and HLA-DR expression has been reported in cultured human osteoblasts) (58) complement and coagulation cascade, platelet activation, Th17 cell differentiation, IL-17 pathway, NOD-like and TLR signal cascades (known to be involved in bacteria recognition), and cytokine signaling (57).

At the protein level, IL-6 has been found to be upregulated in infected murine osteoblasts (in various experimental settings) and human bone tissues (59, 60). Increased IL-6 induces COX-2 and thereby PGE2 and RANKL, which modulate osteoclast recruitment and differentiation, contributing to progressive inflammatory damage and bone loss (61). Enhanced RANKL production by osteoblasts, without concomitant significant change in OPG expression, occurs also downstream of TLR2 recognition of S. aureus; accordingly, RANKL increase is abrogated in osteoblasts from Tlr2 knockout mice. This mechanism would support pronounced bone resorption and periosteal osteoclast formation in S. aureus-infected bones (62).

IL-12 also is secreted by osteoblasts in S. aureus-induced osteomyelitis (59). It has been proposed to strengthen Th1 immune responses and favor elimination of intracellular bacteria (63), a mechanism that could be potentially used to develop novel strategies for infection prevention (64, 65). Since IL-12 in the bone microenvironment promotes myeloid-derived suppressor cell recruitment, it is plausible that osteoblasts contribute to this mechanism (66).

Expression of the highly conserved anti-inflammatory cytokine TGFβ1 has been reported to change in MG-63 cells infected with four different clinically isolated S. aureus strains (43), with 2 of them causing downregulation in the short and one upregulation in the long timeframe (3 and 24 hours post infection, respectively). Among other functions, TGFβ1 stimulates type I collagen production (67), therefore an increase of this factor might explain the abnormal matrix deposition that occurs in the periosteum during an infection.

IL-1β and TNF-α increased in the bone of animals with S. aureus-induced OM (43, 68, 69), and both cytokines stimulated osteoclast maturation and function. However, some findings regarding to IL-1β are contradictory: in vitro infection of murine primary osteoblasts with S. aureus resulted in increased transcription, but not in increased protein synthesis or secretion. Of note, the same was observed for IL-18 (70), a potent inflammatory molecule, structurally and functionally closely related to IL-1β: in fact, it favors osteoclast differentiation by expanding the inflammatory response and inhibits the osteogenic function (71). Owing to the fine line between intense or exaggerated immune response, it is reasonable that IL-1β and IL-18 production is strictly controlled (70), however their regulation deserves further investigation. In parallel, the specific IL-18 inhibitor IL-18BP was upregulated in vitro in human primary osteoblasts 2 hours after S. aureus infection (https://www.ebi.ac.uk/arrayexpress/E-MTAB-6700), while no data are available regarding IL18-BP protein production by osteoblasts in this specific context, to the best of our knowledge. Therefore, at present, activated immune cells, not osteoblasts, are the most likely source of these ILs in the bone microenvironment during bone infections.

Also, while low levels of TNF-α were detected in in vitro differentiated human osteoblasts and in the MG-63 cell line in basal conditions (72), a marked increase was observed in MG-63 upon infection (43, 73). A recent study described a novel signaling cascade comprising TNF-α/miR-129-5p/endothelial nitric oxide synthase (eNOS) in the pathogenesis of osteomyelitis (74). Briefly, TNF-α and miR-129-5p were upregulated while eNOS was downregulated in S. aureus-infected MC3T3-E1 cells and in osteomyelitis patients’ blood. Accordingly, a TNF-α blocker inhibited miR-129-5p and elevated eNOS expression, likely contributing to rescue the mineralization defect caused by S. aureus infection in MC3T3-E1 cells (74).

IL-27 expression has been recently demonstrated to be induced early (on day 1) in the infected bone in a transtibial model of S. aureus-induced osteomyelitis and upon in vitro infection of MC3T3-E1 cells and primary osteoblasts (75). This cytokine likely contributes to host innate immune response in the early phases of the infection by stimulating local neutrophil recruitment and activation.

Finally, there is preliminary evidence of IFN-β secretion by mature murine osteoblasts in response to S. aureus infection (76). This type I interferon has been reported to be a negative regulator of RANKL-mediated osteoclastogenesis by inhibiting the translation of the critical signaling component c-Fos (77). Based on these data, S. aureus would stimulate osteoblasts to release factors with opposing effects on osteoclastogenesis (78); it can be speculated that the production of IFN-β represents a compensatory response to restore bone homeostasis.

Cytokine production from infected osteoblasts has been shown also in the framework of three-dimensional (3D) models of S. aureus-induced osteomyelitis, which more closely reproduce composition and structure of the natural bone compared to conventional 2D culture systems. For example, in a 3D model of osteomyelitis based on the coculture of MC3T3-E1 cells and S. aureus on magnesium-doped hydroxyapatite/collagen I scaffolds, Tnf-α expression increased over time during infection. The same was observed for the long pentraxin Ptx3, a key pattern recognition molecule with emerging roles in bone pathophysiology, known to be induced by TNF-α. On the contrary, Tgf-β(a reported repressor of Ptx3 transcription) decreased over time. In the conditioned medium of the 3D cocultures, TNF-α was not detected, while PTX3 and OPG levels were stable over time (79). Importantly, the expression of selected osteogenic (Bmp2, Alp, Spp1), and antioxidant (Nrf-2, Ho-1) genes were substantially affected by the applied 3D setting, indicating matrix-dependent effects on osteoblasts during an S. aureus infection (79).

In S. aureus osteomyelitis, mRNA and serum protein levels of G-CSF significantly increase in infected patients, contributing to bone loss through suppression of osteoblast function in favor of osteoclast formation (80), and to enhanced phagocytic activity of immune cells. G-CSF is also released directly by osteoblasts upon S. aureus infection, as well as GM-CSF and M-CSF. In fact, GM-CSF and G-CSF mRNA expression and protein secretion were substantially upregulated in cultured mouse and human osteoblasts following interaction with S. aureus (81). Furthermore, these cytokines were induced in unexposed osteoblasts separated from infected osteoblasts by means of a transwell system, thus pointing to a paracrine-autocrine regulatory mechanism. On the contrary, M-CSF secretion increased only in cultures of infected human osteoblasts (81). These CSFs allow osteoblasts to modulate the cellular composition of the bone microenvironment, favoring differentiation of myeloid progenitors towards osteoclasts and various innate immune cell fates (66).



The osteoblast secretome: Chemokines

In response to S. aureus infection, osteoblasts also produce chemokines, members of the C-X-C-motif chemokine ligand (CXCL) and CC-motif (CCL) families, such as CCL2, CCL5, CCL7, CCL8, CCL10, CCL11, CCL13, CCL20, CCL26, and CXCL1, CXCL2, CXCL3, CXCL5, CXCL6 and CX3CL1 (57). Chemokines are traditionally known to act as immune cell chemoattractants, recruiting and activating components of the innate and adaptive immunity, however skeletal cells also are endowed with autocrine and paracrine chemokine signaling, which modulates bone turnover (82).

CCL3 and CXCL2 are known inflammatory mediators enhancing osteoclast formation and osteolysis (83). Their expression was documented in samples from osteolytic sites of patients with implant-associated infection (83). In vitro experiments showed that human primary osteoblasts released CCL3 and CXCL2 upon S. aureus infection (83). This indicates that, besides monocytes, also osteoblasts contribute to the sustained local production of these factors and the related enhanced RANKL-dependent bone resorption (82), in line with previous evidence in a mouse model (84) of S. aureus-induced osteomyelitis. Overexpression of CXCL2 would also result into inhibition of osteoblast formation through downmodulation of the ERK1/2 signaling upstream of RUNX2 (85). In accordance with a role of the CCL2-CCR2 axis in S. aureus-induced osteomyelitis, Ccr2-deficient mice had a higher bacterial load than wild type mice in a model of implant-associated S. aureus infection in which a bioluminescent bacterial strain was inoculated directly into the knee joint after implantation of an orthopedic-grade titanium pin. The infection was monitored in vivo by means of bioluminescence and ex vivo by colony-forming unit counting in the infected joint tissue (86). While the specific contribution of osteoblast-derived CCR2 could not be established in this model, the higher bacterial burden in Ccr2-deficient mice was ascribed to lower T cell and myeloid cell infiltration and overall reduced host defense against the pathogen in the absence of a functional CCR2/CCL2 axis.

In vitro S. aureus infection of human primary osteoblasts also causes a strong upregulation and release of CCL5 (also known as RANTES) compared to other cell types, such as endothelial and epithelial cells (87). The levels of this chemokine influence osteoclast and osteoblast formation and function, as highlighted in the CCL5-deficient mouse (88), besides acting as chemoattractant for monocytes/macrophages and T lymphocytes (89).

Additionally, in a mouse model of implant-associated osteomyelitis, CXCL10 and CXCL9 were up-regulated in the infected femurs versus controls at 3- and 14-days post-infection (90), suggesting a possible role of these chemokines (produced also by osteoblasts through TLR4 activation (91, 92)) in the pathological bone turnover occurring during Osteomyelitis. Of note, in clinical samples from S. aureus-infected patients and from a mouse model of MRSA skin infection, CXCL10 and CXCL9 have also been found to enhance the spontaneous release of the virulence factor SpA, however the underlying mechanism and the biological significance of this process are yet to be defined (93). In this regard, there is evidence that extracellular SpA contributes to biofilm formation by S. aureus (39), therefore the ability of certain chemokines to induce its release could paradoxically help the pathogen skip immune recognition via encasing in a protective layer of biofilm (94). A similar process could occur in principle in bone infections, further increasing the complexity of molecular interactions that underpin osteomyelitis.

Moreover, in a mouse model of endodontic infection-induced inflammation that mimics osteomyelitis of the jaw, the chemokines Cxcl5, Cxcl2, and Cxcl13 were among the top upregulated genes in bone lesions (95).

Furthermore, osteoblasts express both CXCL12 (also known as SDF-1) and its receptor CXCR4. This signaling axis has been extensively studied in relation to the bone marrow niche (96) and implicated in skeletal homeostasis (97). Its involvement in bone remodeling during Osteomyelitis is quite likely, though not specifically investigated thus far, to the best of our knowledge.

Finally, the neutrophil chemoattractants CCL5, CXCL1, and CXCL8 and the chemokines related to T cell activation CXCL9, CXCL10, and CXCL11, were strongly upregulated in human-osteocyte-like cells in response to S. aureus invasion, in ex vivo infected human bone and in bone specimens from the infected acetabulum site of patients suffering from periprosthetic joint infection (48). CCL5 and CXCL10 proteins, but not CXCL8 were also confirmed to be secreted by infected osteocyte-like cells.




Limitations of in vitro and in vivo models

Dissection of the mechanisms underlying bone infection is hindered by the involvement of a variety of cells within a complex, not easily accessible microenvironment. In vivo models have contributed significantly to our understanding of osteomyelitis and remain a valuable tool, even though they have inherent limitations (e.g., difficulties related to joint dimension and surgery procedures in small animals; different cortical bone composition and structure), as recently reviewed (98, 99).

Conventional in vitro 2D models and advanced microfluidics systems allow addressing specific hypotheses in a simplified environment (2, 100, 101), however, they also present some drawbacks: for instance, the effort to simplify the model may overlook molecules and/or cellular populations that are of pathogenetic relevance. Moreover, results achieved using cell lines may present inconsistencies with respect data obtained using primary cells. For example, S. aureus internalization has been shown to be 30-fold lower in human primary osteoblasts than in the human osteoblast cell line hFOB. On the other hand, human primary osteoblasts displayed significantly lower cell death and higher cytokine and chemokine production (87). These findings indicate that immortalized cell lines, though widely used, do not (always) faithfully reflect post-invasion and post-infection events occurring in primary cells and raise some doubts on the physiological relevance of cell line-based in vitro infection models. Conversely, the use of primary cells has drawbacks due to limited availability of material and inter-donor variability.

3D models that closely resemble the in vivo conditions have been implemented (79, 102, 103). In this regard, manufacturing of bioactive bone mimetic scaffolds that recapitulate texture and chemistry of the natural bone matrix provide unique experimental tools to study the interface between pathogens (including S. aureus) and both skeletal and immune cells in a tightly controlled setting. Yet, it is problematic to reproduce in 3D models the cellular and molecular complexity of the bone microenvironment.

Overall, consistency and translation of findings from both in vivo and in vitro settings is often problematic, and integration of different models and expertise is warranted.



Conclusions and perspectives

In conclusion, our concise overview shows that osteoblasts are actively involved in the response to infection in S. aureus osteomyelitis. In this framework, they are engaged in complex osteoimmunological interactions. This implies the release of a variety of factors collectively described as the osteoblasts secretome, which, on one hand, recruit and activate immune cells, on the other modulate skeletal cell function. The major source of most inflammatory mediators in the bone marrow are professional innate and adaptive immune cells enrolled from the periphery or differentiated locally in the infected bone (8) (see Figure 1), as cell subsets specifically endowed with this function. Nevertheless, osteoblasts have turned out to be partners in defense (and crime) in S. aureus osteomyelitis through an arsenal of diverse factors (see Figure 2). Based on the established osteoblast-osteoclast bidirectional communication occurring in pathophysiological conditions (14), we would expect bone resorbing cells in turn impact on osteoblast function during infection. This aspect would be worth investigating, also considering the increasing heterogeneity recognized within the osteoclast lineage and its possible translational implications (24, 104).

The osteoblast secretome appears to be specific to the infectious agent, but whether any of its components or combinations of them can be used as specific biomarkers of the bone infection in the clinic remains to be evaluated. The possibility to manipulate the arsenal represented by the OB secretome for therapeutic purposes in addition to standard antibiotics treatments should also be considered. The double-faced nature of several cytokines and chemokines, which foster professional immune cells but sustain bone metabolism overbalance, makes this putative strategy challenging, though worth investigating, as prompted by an unmet medical need.
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Background

Early prognostic stratification of patients with sepsis is a difficult clinical challenge. Aim of this study was to evaluate novel molecules in association with clinical parameters as predictors of 90-days mortality in patients admitted with sepsis at Humanitas Research Hospital.



Methods

Plasma samples were collected from 178 patients, diagnosed based on Sepsis-3 criteria, at admission to the Emergency Department and after 5 days of hospitalization. Levels of pentraxin 3 (PTX3), soluble IL-1 type 2 receptor (sIL-1R2), and of a panel of pro- and anti-inflammatory cytokines were measured by ELISA. Cox proportional-hazard models were used to evaluate predictors of 90-days mortality.



Results

Circulating levels of PTX3, sIL-1R2, IL-1β, IL-6, IL-8, IL-10, IL-18, IL-1ra, TNF-α increased significantly in sepsis patients on admission, with the highest levels measured in shock patients, and correlated with SOFA score (PTX3: r=0.44, p<0.0001; sIL-1R2: r=0.35, p<0.0001), as well as with 90-days mortality. After 5 days of hospitalization, PTX3 and cytokines, but not sIL-1R2 levels, decreased significantly, in parallel with a general improvement of clinical parameters. The combination of age, blood urea nitrogen, PTX3, IL-6 and IL-18, defined a prognostic index predicting 90-days mortality in Sepsis-3 patients and showing better apparent discrimination capacity than the SOFA score (AUC=0.863, 95% CI: 0.780−0.945 vs. AUC=0.727, 95% CI: 0.613-0.840; p=0.021 respectively).



Conclusion

These data suggest that a prognostic index based on selected cytokines, PTX3 and clinical parameters, and hence easily adoptable in clinical practice, performs in predicting 90-days mortality better than SOFA. An independent validation is required.





Keywords: sepsis, biomarkers, cytokines, PTX3, disease severity



Introduction

Sepsis is a life-threatening condition due to a dysregulated response to infection which can lead to shock, multiple organ failure, and death. The estimated number of incident cases of sepsis increased to almost 50 million worldwide (1–4) and, despite massive efforts, the mortality rate has not improved over time. Early diagnosis of sepsis and prognostic assessment are crucial to prevent progression to severe disease and to make use of timely and appropriate treatments to reduce mortality (1–4).

Despite the recent revision of the definition of sepsis, diagnosis is still challenging for clinicians, in particular in the identification of patients at early stages (5). Alongside the diagnostic question, also important is the need to have early prognostic indications allowing clinicians to activate the most appropriate therapies based on the mortality risk of each individual patient (2, 6–10). A recent review collected 5367 studies identifying 258 different biomarkers of sepsis with potential diagnostic and/or prognostic functions (11). Among the different molecules, procalcitonin (PCT) and C-reactive protein (CRP) resulted as the most studied candidate biomarkers. However, the clinical implication and molecular involvement of these proteins still needs to be clarified and currently there is not a single molecule validated as the “gold standard” biomarker for sepsis (11). In particular the comprehensive analysis of the literature reported by Pierrakos et al. underlined the limited value of studies evaluating a single biomarker as a prognostic factor, given that mortality in septic patients is related to multiple pathophysiological processes. Therefore, investigation on multiple sepsis-related molecules is strongly suggested as a strategy to develop a validated prognostic model (12–18).

Here we focused on two proteins of the innate immune system, the long pentraxin 3 (PTX3) and the soluble form of the Interleukin-1 type 2 receptor (sIL-1R2). PTX3 is a distant relative of CRP (19, 20) and a key component of the innate immunity. The molecule is expressed by different cell types, at highest levels by phagocytes (monocytes/macrophages and myeloid dendritic cells), in response to primary pro-inflammatory signals, TLR engagement, microbial recognition and tissue damage (21–23). sIL-1R2 is generated by enzymatic cleavage of membrane-bound IL-1R2 and is released from neutrophils and macrophages in response to both pro- and anti-inflammatory signals, acting as a “decoy receptor” which negatively regulates the IL-1 signaling pathway (24–28).

Increased levels of PTX3 have been associated with infectious disorders, including sepsis and septic shock, tuberculosis, dengue and meningitis (29–33). In all these conditions, PTX3 plasma levels correlated with severity and had prognostic value. In sepsis, available data were mainly obtained in ICU patients and indicated that PTX3 is associated with disease severity, organ dysfunction and 28-days or 90-days mortality (29, 31, 34–39). Only few reports were obtained in patients enrolled in emergency rooms, such as the work by Uusitalo-Seppälä et al., underlining the role of PTX3 as a prognostic biomarker of 28-days mortality (40) in that setting.

Similarly, circulating levels of sIL-1R2 are documented to increase in many inflammatory disorders, correlating with disease severity (41–45). Early studies also reported increased levels of sIL-1R2 in small cohorts of sepsis patients or in experimental endotoxemia models (46–48). Elevated levels of sIL-1R2 were measured in patients with clinically defined sepsis (45, 49), and in a group of ICU patients with systemic infections categorized according with Sepsis-1 criteria (44). Despite the correlation with severity, contrasting results were reported in terms of prediction of mortality: Van Der Poll et al. showed higher levels of sIL-1R2 in non-survivors compared to survivors (45), while Muller et al. reported no difference of sIL-1R2 levels in relation to mortality (44).

Reflecting the co-occurrence of inflammation and immunosuppressive mechanisms, both pro- and anti-inflammatory cytokines increase concurrently in the plasma of septic patients. Tumor necrosis factor (TNF-α) and Interleukin 1 beta (IL-1β), the most important primary pro-inflammatory mediators, are the cytokines most extensively studied in sepsis patients (50–52). Other pro-inflammatory cytokines in sepsis response include IL-6, IL-8, IL-12, interferon (INF)-γ, granulocyte-colony stimulating factor (G-CSF), IL-12, IL-17 and IL-18 (50, 53, 54). Among the specific anti-inflammatory mediators enriched in sepsis, IL-1ra, IL-4 and IL-10 are the most studied (47, 53, 55, 56). So far, data showed a complex network of interactions between different cytokines in sepsis. While some patients are characterized by rapid production of both pro and anti-inflammatory cytokines (57, 58), other septic individuals release predominantly anti-inflammatory mediators or show reduction of both types of molecules (59–62). Therefore, the available literature does not provide conclusive results. Of note, the circulating levels of cytokines differ massively from subject to subject and even within the same patient during the evolution of the disease. Hence it might be relevant to screen a set of different cytokines for monitoring sepsis patients (63, 64).

Due to the complexity of sepsis, the measurement of a set of markers related to different pathways may be more beneficial than relying on a single biomarker (11, 16–18). Thus, the aim of this study was to evaluate the prognostic value of a selection of promising innate immunity molecules, namely PTX3 and sIL-1R2, in combination with a set of pro- and anti-inflammatory cytokines. Circulating biomarkers will be integrated with clinical parameters, in order to improve the early prognostic assessment of sepsis patients in ED setting.



Materials and methods


Ethics approval

This study complied with the provisions of the Declaration of Helsinki and was approved by the Institutional Review Board of Humanitas Research Hospital (Approval n° 820/18). Patients were enrolled only after the signature of a written informed consent. In the case the patient was unable to provide consent, this was obtained from their relatives. Confidentiality of patient data was preserved and no patient identifiers were used in the dataset.



Study design

We conducted a single center prospective observational study enrolling patients with suspected sepsis admitted to the Emergency Department (ED) of Humanitas Research Hospital (from now on referred as Humanitas Hospital) between October 2017 and February 2020. Patients presenting at the Emergency Department were evaluated based on the Sepsis-3 criteria defined by the Third International Consensus Definitions for Sepsis and Septic Shock (65). Sepsis-3 criteria are based on the following recommendations: i) presence of an infection; ii) presence of organ dysfunction, represented by an increase in the Sequential [Sepsis-related] Organ Failure Assessment (SOFA) score of 2 points or more; iii) presence of at least two of the following clinical criteria, that together constitute a new bedside clinical score termed quick SOFA (qSOFA): altered mentation, a respiratory rate of 22/min or greater, and systolic blood pressure of 100 mm Hg or less. Septic shock is defined as a subset of sepsis patients clinically identified by a vasopressor requirement to maintain a mean arterial pressure of 65 mm Hg or greater, serum lactate levels greater than 2 mmol/L (>18 mg/dL) in the absence of hypovolemia or altered mentation (Glasgow coma scale score < 15). All non-sepsis patients had a proof of infectious disease.

A cohort of 178 patients aged 35-98 years old was enrolled in this study (Figure 1), representing approximately 25% of the individuals presenting at the ED of Humanitas Hospital with suspected sepsis during the recruitment period. Six patients were excluded due to missing data. The remaining population of 172 patients was stratified according to Sepsis-3 criteria as detailed above (65). Based on these criteria, the population was divided as follows: 37 patients with SOFA score < 2 were assigned to the “non-sepsis” group diagnosed with infections; 135 patients with SOFA≥2 were divided into two groups: sepsis, (n=99), and septic shock (n=36). The SOFA score was also used to determine the levels of organ dysfunction and mortality risk.




Figure 1 | Flowchart of the study. A cohort of 178 patients was enrolled at the Emergency Department of Humanitas Research Hospital with suspected sepsis. 172 patients were included in the study and stratified based on Sepsis-3 criteria. Patients with SOFA<2 were classified as “non-sepsis” (n=37), while the 135 patients with SOFA‗2, were classified as “sepsis” (n=99) or “septic shock” (n=36) according to clinical evaluation. Septic shock patients were characterized by vasopressor requirement to maintain a mean arterial blood pressure of 65 mmHg or greater and serum lactate levels >2mm/L in the absence of hypovolemia or altered mentation (Glasgow coma scale score < 15).



A group of healthy controls (HC) was enrolled among volunteers with age higher than 50 years (n=70). Median age and 25% and 75% quartiles (Q1–Q3) were 63 years (58–67); 56% were males and 43% were females.



Sample collection and preparation

Blood samples were collected in EDTA tubes on the day of arrival at ED or when, within 24-72 hours of observation in ED, the patient was diagnosed as sepsis or septic shock. The day of first blood withdrawal was considered as day1. For those patients admitted to Humanitas Hospital, a second collection was done on day 5 ± 1. Blood samples were centrifuged at 1800 rpm for 10 minutes, then plasma was aliquoted and stored at -20°C until analysis. To ensure the reproducible quality of samples, blood tubes were processed within 2 hours after collection.



Data collection

Demographic information (age, sex, prior medical history), ED stay, hospital stay, ICU admission and blood pressure were collected and documented. In addition, the progression of sepsis and survival outcome at 90 days were recorded. Routine laboratory tests were performed by methods applied in the Clinical Laboratory of Humanitas Hospital.



Biomarker measurement

PTX3 and sIL-1R2 levels were measured using sandwich enzyme-linked immunosorbent assay (ELISA). PTX3 was measured by an in-house assay based on original reagents developed at Humanitas Hospital (detection limit 100 pg/ml; inter-assay and intra-assay variability ranges from 8 to 10%), as previously described (66). sIL-1R2 levels were measured using a commercial ELISA (Human sIL-1R2 Quantikine ELISA Kit, BioTechne; detection limit: less than 10 pg/ml) following the recommended protocol of the supplier. PCT and CRP concentrations were measured in the Clinical Laboratory of Humanitas Hospital.

A set of pro and anti-inflammatory cytokines, including IL-10, IL-6, IL-1β, TNF-α, IL-18, IL-8 and IL-1ra was measured using a customized assay in the ELLA Automated Immunoassay System (ProteinSimple, San Jose, CA, USA). The assay was performed following instructions provided by the manufacturer; concentrations of the different cytokines were directly provided by the software of the ELLA instrument. The lower limits of detection were: 0.46 pg/ml for IL-10; 0.41 pg/ml for IL-6; 0.16 pg/ml for IL-1β; 0.30 pg/ml for TNF-α; 0.96 pg/ml for IL-18; 0.19 pg/ml for IL-8; 3.39 pg/ml for IL-1ra.



Statistical analysis

All statistical tests were two-sided. Stata 16.1 (StataCorp LLC, College Station, TX, USA), R software and GraphPad Prism 7.0 (GraphPad Software Inc., CA) were used for statistical analyses and graphics. All significant P values are reported in figures and tables legends.

Quantitative data were presented as means ± standard deviations (SD) or medians and interquartile ranges (Q1-Q3) according to normality (analyzed by the D’Agostino-Pearson test). Qualitative data were summarized as frequency (percentage). Parametric (Student’s t-test and one-way analysis of variance [ANOVA]) and non-parametric methods (two-sample Wilcoxon rank-sum [Mann-Whitney] test; Kruskal-Wallis (two-sample Wilcoxon rank-sum [Mann-Whitney] test; Kruskal-Wallis [equality-of-populations] rank test; Pearson’s chi-squared; and Fisher’s exact test) were used to detect differences between groups. Correlations were assessed by the Spearman’s rank correlation coefficient and the respective p-value. For hypothesis testing, a probability level lower than 0.05 was considered as statistically significant.


Multivariable model and prognostic index development

The outcome considered for model development was 90-days mortality. We used time-to-event (survival) methods for censored observations. Time to event was defined as the time from the baseline visit (admission to emergency department) until the date of event or censoring. Kaplan–Meier estimates were used to draw cumulative incidence curves, compared by log-rank tests, as well as by univariable Cox proportional hazards (PH) analysis.

Candidate predictors for the multivariable model included the following variables at baseline: age, gender, SOFA and qSOFA scores, white blood cells, lymphocytes, neutrophils, platelets, C-reactive protein, capillary refill time, hemoglobin, hematocrit, sodium, vitamin K, fasting blood sugars, prothrombin time, partial thromboplastin time, body temperature, heart rate, systolic and diastolic blood pressure, blood urea nitrogen, paO2, spO2, ratio of paO2/fiO2, biomarkers of inflammation (pentraxin-3, soluble IL-1R2, IL-1β, IL-1ra, IL-6, IL-8, IL-10, IL-18, TNFα), presence of cardiovascular disease, hypertension, malignancy, neurological disorders, diabetes type 2, chronic obstructive pulmonary disease, chronic kidney disease and other comorbidities. As the distribution of inflammatory biomarkers levels was severely positively skewed, we applied a log10-transformation prior to any analysis.

To avoid extreme collinearity, we first inspected pair-wise correlations among continuous predictors. In a few cases (e.g. hemoglobin and hematocrit) variables showed substantial collinearity (ρ-Spearman ≥0.80). In these cases, the variable most associated with mortality (highest likelihood ratio chi-squared test) was further considered for multivariable modelling. To assess associations between each candidate predictor and 90-days survival, we conducted explorative univariable Cox PH analysis. Except for the biomarkers of inflammation, candidate predictors showing a p-value <0.20 were considered for multivariable modelling. Given that the focus of the study was an in-depth screening of biomarkers of inflammation as potential predictors of mortality in septic patients, we explored systematically every potential interaction, also considering non-linearity through fractional polynomial terms (67). Potential interactions were screened across the other predictors at the final stage of model selection. The best fitting model was initially selected according to the lowest Akaike information criterion (68). Given the high number of candidate predictors relative to the limited sample size and number of events, we further simplified the resulting model through a backward selection procedure and eliminated variables not significant at a strict significance level of p<0.005. This process was deemed necessary to ensure a parsimonious multivariable model and avoid substantial overfitting of the data. The proportionality of hazard assumption was tested based on Shoenfeld residuals. Model fit was assessed through the Groennesby and Borgan test (69).

We assessed model discrimination using the Harrell’s c-statistic, which quantifies the ability to identify correctly those patients who will die over the study period (68). Each variable entering the final multivariable model was also assessed in term of individual discrimination capacity (continuous), and sensitivity and specificity (dichotomous) in predicting mortality at 90 days of follow-up. The optimal cut-point for each predictor was determined through the maximally selected rank statistics, providing a threshold value corresponding to the most significant association with mortality (70). To estimate sensitivity and specificity at 90 days of follow-up, we used time-dependent receiver operating characteristic (ROC) curve analysis by means of inverse probability of censoring weighting (71). In time-dependent ROC-curve analysis, the status of an individual is observed and updated at each time point taking into account censored observations.

A preliminary prognostic index was built by multiplying the multivariable model beta coefficients (including interactions) by each patient’s characteristics (age, blood urea nitrogen, and the log10-transformed PTX3, IL-6 and IL-18 levels) (68). Internal calibration was evaluated by plotting the observed proportion vs. predicted survival probability and reporting the calibration slope (which should equal one for a perfectly calibrated model) (68). We also performed a test for calibration intercept equals 0 and slope equals 1, as appropriate (68). The area under the curve of our preliminary prognostic index at 90-days were formally compared with those of SOFA and qSOFA scores, which represent the current gold standards for prediction of mortality in septic patients in different clinical settings.

A nomogram plot was produced to transform all possible total point scores into individual risks of death. We calculated the optimal cut-point of the continuous index by maximally selected rank statistics. This allowed estimating the sensitivity and specificity of this classification rule (i.e. patients scoring less points than the threshold are classified as “alive”, those scoring more or equal to the threshold are classified as “dead”) in predicting the 90-days risk of death.





Results


Patient demographics

Figure 1 reports the flowchart of the population analyzed in this study: 178 patients with suspected sepsis were enrolled during admission to the ED of Humanitas Hospital. Six patients were excluded due to missing data. Following evaluation by clinicians, the remaining population of 172 patients included 135 patients with SOFA≥ 2, 99 patients with sepsis and 36 with septic shock, while 37 patients with SOFA< 2 did not meet the Sepsis-3 criteria, despite the presence of infections. These patients were categorized as “non-sepsis”.

Table 1 summarizes the clinical characteristics of the overall population. The mean age was significantly increased with the severity, while no differences between males and females in the three subgroups of patients were observed. Most frequent infections were at the urinary tract (24% in non-sepsis and 41% in septic shock groups) and the respiratory tract (44% in sepsis group). Almost all the patients with sepsis and septic shock had at least one comorbidity. The most frequent comorbidity in non-sepsis and sepsis groups is represented by hypertension (40% and 34% respectively), while cardiovascular disease was the most frequent comorbidity in septic shock patients (50%). Among the laboratory and clinical results, SOFA score and levels of lactate, PCT, creatinine, d-dimer, potassium and urea were higher in septic shock patients than in the other groups of patients. Also, vasopressor need and hypotension increased significantly in septic shock patients.


Table 1 | Demographic, laboratory and clinical characteristics of the entire patients population on day 1.





PTX3 and sIL-1R2 levels in sepsis and association with severity

The levels of PTX3 and sIL-1R2 in HC and in non-sepsis, sepsis and septic shock patients on day 1 of ED admission are reported in Figure 2 and Table 1. PTX3 levels were significantly increased in all the three groups of patients compared to HC (Figure 2A; PTX3 levels in HC: 2.52 [1.88-3.6], median ng/ml [Q1-Q3]). In the same cohort, sIL-1R2 levels were also increased in sepsis and septic shock patients compared to HC (median and Q1-Q3] 16.29 ng/ml [13.52-20.25]), while normal levels of sIL-1R2 were observed in non-sepsis patients (Figure 2B). The increased severity among the three groups of patients is supported by the upregulated levels of several clinical parameters, which are indicative of sepsis severity (Table 1). In parallel, both PTX3 and sIL-1R2 are increased with the increasing of severity from non-sepsis to sepsis and septic shock (Figure 2 and Table 1).




Figure 2 | PTX3 and sIL-1R2 levels on day 1. PTX3 (A) and sIL-1R2 (B) plasma concentration were measured in non-sepsis, sepsis and septic shock patients admitted to ED. A group of healthy controls (HC) was also included. Kruskal-Wallis equality-of-populations rank test was used for the comparisons, * p≤ 0.05; **p≤ 0.01; ***p≤ 0.001; ****p≤ 0.0001.



For the patients admitted to wards we collected a second blood sample after 5 days of hospitalization (non-sepsis n=23, sepsis n=62, septic shock n=17). In most of the patients with matched samples at day 1 and 5 we observed a significant decrease of PTX3 after 5 days of hospitalization, while sIL-1R2 levels did not change (Table 2). PCT and CRP, two molecules widely used as biomarkers indicative of sepsis severity (72, 73), were also elevated in our cohort of patients compared to levels in healthy population [CRP<0.5 mg/dl; PCT 0.05-0.5 ng/ml (74–76)], and were higher in Sepsis-3 patients compared to non-sepsis individuals (CRP: p=0.04; PCT: p<0.0001, Mann-Whitney test). In addition, a decrease was observed from day 1 to day 5 (not shown).


Table 2 | PTX3 and sIL-1R2 levels at day 1 and day 5 in non-sepsis, sepsis and septic shock patients.



Univariable Spearman’s rank correlation analysis of PTX3 and sIL-1R2 with SOFA score showed a positive correlation (PTX3: r=0.44, p<0.0001; sIL-1R2: r=0.35, p<0.0001, Table S1). In addition, PTX3 and sIL-1R2 correlated with different clinical parameters evaluated at enrollment in ED (e.g. creatinine and D-dimer, Table S1) as well as with PCT and CRP. Finally, a correlation was observed between PTX3 and sIL-1R2 evaluated on day 1.



Cytokine levels in Sepsis-3 population

In the same samples we measured a panel of pro-inflammatory (IL-6, IL-1β, TNF-α, IL-18 and IL-8) and anti-inflammatory cytokines (IL-10, IL-1ra). On day 1 all the cytokines were highly increased in patients compared to HC, with a gradual trend of progressively higher levels from non-sepsis to sepsis and septic shock patients (Table 3). In particular, there was approximately a 2-fold increase of all cytokines except IL-18 in septic shock patients compared to sepsis patients on day 1. When we limited the analysis to those patients admitted to wards, circulating levels of all cytokines decreased from day 1 to day 5, with the only exception of IL-1β in septic shock patients and IL-18 in sepsis patients (Table S2).


Table 3 | Cytokine levels in healthy controls, non-sepsis, sepsis and septic shock patients on day 1 of admission to Emergency Department.



PTX3 and sIL-1R2 showed a positive correlation with all the pro- and anti-inflammatory cytokines considered in the present analysis, except IL-18 and IL-1β (Table 4). The strongest correlations were observed between the C-X-C chemokine IL-8, a main chemotactic factor for neutrophils, and PTX3 (r=0.62, p<0.0001) or sIL-1R2 (r=0.50, p<0.0001) respectively. In addition, both pro and anti-inflammatory cytokines were positively correlated with SOFA score on day 1 of admission. Among them, TNF-α showed the strongest correlation (r=0.60, p<0.0001, Table 4).


Table 4 | Univariable correlations of PTX3, sIL-1R2 and SOFA score with cytokines in the Sepsis-3 population (n=135).





Distribution of PTX3, sIL-1R2 and cytokines between survivors and non-survivors in Sepsis-3 patients

The 90-days survival analysis in the total Sepsis-3 population showed 99 survivors (73%) and 36 non-survivors (27%). Mortality rate was 20% among sepsis patients and 44% among septic shock patients. Of note, among the non-sepsis patients, four subjects (11%) did not survive following the 90-days follow up.

Clinical data, PTX3, sIL-1R2 and cytokines levels among survivors and non-survivors are summarized in Table 5. SOFA score, lactate, CRP, creatinine, d-dimer and urea on day 1 were remarkably higher in non-survivors compared to survivors. Similarly, PTX3 and sIL-1R2 levels at enrollment were significantly higher in patients who died within 90 days from ED admission compared to those who survived. In addition, both pro- and anti-inflammatory cytokines levels were upregulated in non-survivors. Additional data are reported in Table S3.


Table 5 | Distribution of selected clinical parameters and biomarkers among survivors and non survivors in the Sepsis-3 population.





Multivariable model development

The association between candidate predictors measured at the arrival at the ED, and 90-days mortality was first explored by univariable Cox proportional analysis. Variables not associated with mortality in this cohort of patients are reported in Table S4, while predictors with a significant hazard ratio are listed in Table 6. According to the analysis, PTX3 and sIL-1R2 emerged as strong predictors of mortality, with a hazard ratio respectively of 3.09 [1.80-5.30] and 5.31 [2.05-13.74] and p≤0.001 (Table 6). Combinations including the different biomarkers and clinical variables were then investigated. The most parsimonious multivariable Cox proportional hazard model comprising independent predictors of 90-days mortality included five variables: age, blood urea nitrogen, PTX3, IL-6 and IL-18 as continuous predictors. The three biomarkers of inflammation were log10-transformed. The model included a strong positive interaction (synergistic effect) between IL-6 and IL-18 (i.e. due to this strong interaction term, despite their negative coefficients, IL-6 and IL-18 should be interpreted as positively associated with 90-days mortality, though in a non-linear fashion). All variables were significant at the conservative threshold of p<0.005. For each predictor we calculated a threshold from the maximally selected rank statistics. The biomarkers threshold included: age (87 years), blood urea nitrogen (117 mg/dL), PTX3 (240 ng/ml), IL-6 (175 pg/ml), IL-18 (526 pg/ml). According to these thresholds, patients were categorized in two groups (i.e. high vs. low). In Figure 3 are reported the Kaplan-Meier curves for each predictor included in the final multivariable model.


Table 6 | Univariable Cox proportional hazard analysis of candidate predictors of 90-days mortality.






Figure 3 | Kaplan-Meier survival curves of predictors included in the multivariable Cox model of 90-days mortality. Patients were categorized in two groups in accordance to continuous predictors dichotomized based on the maximally selected rank statistic. PTX3, IL-6 and IL-18 were log10-transformed before analysis. For each predictor, survival was analyzed by Log-rank test and correspondent p values are reported on the graphs.



The c-statistics, sensitivity and specificity of each of these predictors are reported in Table 7. PTX3 showed the highest apparent c-statistic (0.716; 95% CI: 0.636−0.796) and sensitivity and specificity (threshold: 240 ng/ml; sensitivity: 48.4%, 95% CI: 31.9−64.9; specificity: 89.9%, 95% CI: 82.7−97.0) in our cohort of patients.


Table 7 | Harrel C-statistics, sensitivity and specificity of each predictor included in the multivariable Cox model of 90-days mortality.



Multivariable model specifications, including the baseline hazard at 90 days, are reported in Table 8. There was no evidence of violation of the proportionality of hazard assumption (p=0.192) and the Groennesby and Borgan test showed a reasonable model fit (p=0.783). The calibration plot showed good internal calibration (Figure S1), as indicated by a calibration slope equal to 1.146 (95% CI: 0.605−1.687) with an intercept not significantly different than zero (p=0.876). The Harrel c-statistic was 0.808 (95% CI: 0.734−0.882), indicating good discrimination performance.


Table 8 | Multivariable Cox model of 90-days mortality: full model specification1..



We built a preliminary prognostic index by multiplying the multivariable model beta coefficients (including the interaction) by each patient’s characteristics:

	

A nomogram plot associating each possible score with the individual 90-days risk of death is provided in Figure S2. The index was then dichotomized by applying the optimal threshold derived by maximally selected rank-statistics (threshold value = 0.112, corresponding to a predicted 90-days risk of death of 35.3%). This allowed patient stratification into high vs. low 90-days risk of death. The Kaplan Meier curves of patients belonging to the two groups are reported in Figure 4. Patients categorized by the index in the high mortality group had an observed cumulative 90-days risk of death of 73.3% (95% CI: 57.5−87.0), whereas patients in the low mortality group had a cumulative risk of 10.0% (95% CI: 5.12−19.1). The hazard ratio corresponding to the high mortality group was 12.0 (95% CI: 5.41−26.5). The sensitivity (76.9%; 95% CI: 62.8−91.0) and specificity (91.2%; 95% CI: 84.4−97.9) associated with this threshold showed a good performance of this classification rule in our sample of patients.




Figure 4 | Kaplan-Meier survival curve of the prognostic index once dichotomized by maximally selected rank statistics. Patients were categorized in high and low mortality risk groups based on the threshold value of the prognostic index. Survival in the two groups was analyzed by Log-rank test (p<0.0001).





Comparison of the prognostic index with SOFA and qSOFA

SOFA and qSOFA scores were used to identify patients with sepsis according with the Sepsis-3 criteria, however it is well known that this scoring system is also useful in predicting the clinical outcomes of critically ill patients (77, 78). We thus compared formally the AUC of our preliminary prognostic index with that of SOFA and qSOFA scores. The 90-days AUC of our preliminary index was 0.863 (95% CI: 0.780−0.945). The 90-days AUC of SOFA score was 0.727 (95% CI: 0.613−0.840), while the AUC for qSOFA at the same time-point was 0.660 (95% CI: 0.558−0.762). The AUC of our preliminary index was significantly greater than both SOFA (p=0.021) and qSOFA scores (p<0.001) in our cohort of patients, meaning that it was able to discriminate between patients dying from those surviving more accurately than the current gold standards.




Discussion

Aim of this study was to evaluate the prognostic value of molecules of the innate immune response, namely PTX3 and sIL-1R2, in association with a set of pro- and anti-inflammatory cytokines (IL-1β, IL-6, IL-8, IL-10, IL-18, TNF-α and IL-1ra) and clinical parameters, in patients presenting at the Emergency Department with a suspicious or diagnosis of sepsis defined according to the Sepsis-3 criteria (65). At ED arrival, a progressive increase in the circulating levels of PTX3, sIL-1R2 and both pro- and anti-inflammatory cytokines was observed from non-sepsis to sepsis and septic shock patients. In univariable Cox analysis, PTX3, sIL-1R2 and all the cytokines analyzed in this study, except IL-18, were significant predictors of 90-days mortality. The combination of circulating levels of PTX3, IL-6 and IL-18, with age and blood urea nitrogen, constituted a preliminary prognostic index of 90-days mortality with high sensitivity and specificity, and more efficient than the gold standards SOFA and qSOFA scores, providing a useful tool to stratify sepsis patients on arrival at the ED.

The emergency department plays a pivotal role in the prompt recognition of septic status and activation of optimal therapeutic approaches (79–81). Biomarkers predicting mortality risk would represent invaluable tools to quickly provide patients with the most appropriate hospital care (82, 83). The biomarkers described here are in principle amenable to evolution to rapid point-of-care tests better addressing emergency department needs. Different platforms are available or under development, potentially useful in this context, including the ELLA microfluidic immunoassay system used in our work or multiplexed label-free biosensors (84–86)

Several reports addressed the role of PTX3 as a biomarker of sepsis (29, 31, 33–40), while scanty and contrasting data are available on sIL-1R2 (44–49), and a general consensus on its role in sepsis has not yet been reached. The present work has the merit to analyze patients arriving at the ED and diagnosed according to the latest Sepsis-3 definition, without excluding any pre-existing comorbidity, including cancer. The model developed can be used for the early prediction of 90-days mortality risk, a timing no longer affected by the different therapies. PTX3 and sIL-1R2 circulating levels were increased, reflecting the augmented tissue damage and inflammation associated with the increased severity. In addition, both molecules strongly correlated with SOFA score in sepsis and septic shock patients (PTX3: r=0.44, p<0.0001; sIL-1R2: r=0.35, p<0.0001), confirming data obtained in earlier studies (31, 44), as well as with PCT, CRP and clinical parameters of severity. These data demonstrated that PTX3 and sIL-1R2 could be useful in monitoring the severity of disease in early hours of admission to ED.

The role of the immune system in sepsis is generally recognized and involves multiple processes, ranging from activation of pro-inflammatory mechanisms to immunosuppression, often occurring simultaneously (87–89). Early activation of the inflammatory response is involved in the pathogenesis of sepsis, and the altered levels of several cytokines observed in septic patients compared to healthy controls are likely involved in the organ injury observed in sepsis (9, 90). In our cohort of patients, we observed significant changes in the levels of the panel of pro-inflammatory (IL-1β, IL-6, IL-8, IL-18, TNF-α) and anti-inflammatory (IL-10, IL-1ra) cytokines. All the molecules were augmented in patients compared to HC and correlated with SOFA score, evidencing, as for PTX3 and sIL-1R2, the progressive increase of their circulating levels with the severity of disease. The concomitant upregulation of PTX3, CRP and pro-inflammatory cytokines (IL-6, IL-8, TNF-α) on one side, and of the anti-inflammatory molecules sIL-1R2, IL-10 and IL-1ra on the other side, further supports the coexistence of pro-inflammatory and immunosuppressive mechanisms throughout the host response to sepsis.

After 5 days of hospitalization, a general decrease of PTX3 circulating levels was observed, in parallel with an improvement of patients’ conditions and a reduction of the inflammation and/or infection burden. In parallel, a reduction of CRP, PCT and cytokines levels was observed in the cohort of patients, together with the general improvement of clinical parameters. On the contrary, no significant changes were recorded in circulating levels of sIL-1R2 in this time frame. Considering that sIL-1R2 is a key negative regulator of the IL-1 system, the maintenance of high levels of the molecule could tightly regulate the responses to IL-1 family members, contributing to protect from an exaggerated inflammatory response (26).

PTX3, sIL-1R2 and all cytokines investigated in our study were significantly higher in non-survivors compared to 90-days survivors, and were strong predictors of mortality. These results are in agreement with several studies reporting the association of cytokines such as IL-6 or IL-18 with poor outcome in septic patients (91, 92). In another study of a small cohort of sepsis, severe sepsis and shock patient admitted to ICU, the levels of IL-6, IL-8 and IL-18 resulted higher in non-survivors compared to survivors, although following multivariable logistic regression analysis only IL-18 remained related to mortality (93). In addition, a positive synergistic effect has been observed between IL-18 and IL-6 that likely contributes to the association of these molecules with mortality, despite IL-18 not being a significant predictor of mortality by Cox proportional analysis. Our study was limited to a selected number of soluble mediators, and we are aware that other molecules could also play relevant roles. Growing interest has been observed for circulating antagonists of the IL-1 pathway, such as IL-18 binding protein (IL-18BP) and IL-1R4, also known as ST2 (94, 95), even for possible therapeutic implications (96). In a sub-group of patients, we measured both IL-18BP and IL-1R4: the two molecules were mildly increased in patients compared to healthy controls (data not shown). Although an increasing trend was seen from non-sepsis to sepsis and shock patients, IL-18BP and IL-1R4 were not significantly associated with mortality, in contrast to what reported by others (93, 96–98). A future comprehensive analysis of all the different molecules belonging to the IL-1 pathway would be helpful to fully define the strength of this essential family of inflammatory mediators in assessing sepsis patients.

Overall, the literature shows that none of the cytokines is a robust biomarker of mortality by itself (6, 11, 99). For this reason, the most recent investigations have mainly focused on the analysis of a combination of multiple biomarkers to predict outcome in sepsis patients (12–18). In a recent prospective observational analysis on septic patients arriving at the ED, Song et al. showed that the combination of PTX3, IL-6, PCT and lactate was effective in predicting 28-days mortality with a good performance and better than SOFA score (100, 101). IL-6 alone, in combination with other molecules (102–104) or with neutrophil-to-lymphocyte ratio can be a marker of mortality in sepsis patients (74). Similarly, Matsumoto et al. suggested the involvement of a cytokine network including IL-6, IL-8, MCP-1 and IL-10 in the acute phase of sepsis and proposed the development of a combined score including IL-6 which is significantly correlated with prognosis (90). On the same line, our data argue in favor of the usefulness of testing a combination of multiple biomarkers to improve the prognostic capacity.

In multivariable Cox regression analysis, the combination of PTX3, urea, IL-6 and IL-18 levels with age showed the best prognostic value. Since this study includes a relatively low number of patients and death events, we ensured to select a parsimonious model with a very conservative threshold for significance (p<0.005). This model showed good internal calibration properties and could predict 90-days death significantly better than the SOFA score in our sample of patients, though these findings should be externally validated in an independent cohort in order to be generalizable.

Despite these limitations, these results could help to generate new hypotheses on the prognostic, but also etiological, role of IL-6 and IL-18 in sepsis. Similar to the study by Mierzchala-Pasierb et al. (105), we did not observe significant differences of IL-18 levels in survivors vs. non-survivors. However, both IL-18 and IL-6 were significant predictors of mortality in the full model. Additionally, when PTX3, urea levels and age were left unchanged, there was a highly significant interaction (positive synergistic effect) between IL-6 and IL-18, meaning there was a non-linear association between these two variables and 90-days mortality. This suggests that, although at low levels, IL-6 and IL-18 do not significantly affect the risk of mortality, thus, after a certain threshold, each increase becomes very importantly associated with the predicted mortality. This could perhaps be explained by the fact that IL-18 can induce the production of huge quantities of IL-6 from a variety of cell types through the activation of the NLRP3 inflammasome and caspase 1, effectively amplifying other pro-inflammatory signals (106). In our study, the variance of IL-18 values in sepsis patients was much lower (range from 6 pg/ml to about 2000 pg/ml) than what was observed for IL-6 (from 6 pg/ml to almost 1 million pg/ml). This may point toward a different magnitude of production of IL-6 in certain high-risk septic patients, in presence of relatively similar levels of IL-18. Further studies are necessary to characterize the physio-pathological role of these cytokines in sepsis patients.

Besides the aforementioned low number of participants, its monocentric nature, and the need for external validation, this study has other limitations. Patient demographics in our study cohort differed from other sepsis studies, including enrollment of patients at ED admission instead of later in the ICU setting. This adds novelty to our study, but also adds heterogeneity to our results. Some clinical data are missing for a fraction of patients, such as lactate and PCT levels, and we did not have other clinical scores, such as Simplified Acute Physiology Score (SAPS) II, SAPS III, and/or Acute Physiology and Chronic Health Evaluation II (APACHE II) scores. In our cohort, 31% of sepsis patients and 39% of septic shock patients had a malignancy as comorbidity, whereas many studies exclude malignancy-linked sepsis. However, we believe that considering all sepsis cases regardless of comorbidities could have added diagnostic value in the ED setting. Given the different comorbidities in our cohort of patients, the inflammatory markers such as CRP and PCT may be also influenced, potentially affecting the results; however, the reduction observed in patients after 5 days of hospitalization suggested that comorbidities had a limited impact on the overall inflammatory status of the patients. These preliminary results need to be confirmed with multicentric studies involving larger cohorts of patients. Overall, the increasing development of point-of-care testing systems for the rapid and accurate measurement of circulating molecules makes the evaluation of multiple soluble mediators feasible even in the emergency room (85, 86).

In conclusion, we concur with other reports that a combination of inflammatory mediators and clinical parameters can improve risk stratification of sepsis patients. Our data indicate that high levels of PTX3 in plasma of patients with suspected sepsis admitted to the emergency room can be used as a prognostic marker for risk stratification. In addition, measurement of PTX3 in combination with cytokine levels (IL-6 and IL-18), and other routine clinical parameters rapidly available in ED (e.g., age, urea), can provide a promising approach for 90-days mortality prediction for sepsis patients, better than the use of a single biomarker.
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Embryo implantation is a key moment in pregnancy. Abnormal production of pro- and anti-inflammatory cytokines, their receptors and other immune factors may result in embryo implantation failure and pregnancy loss. The aim of this study was to determine the profile of selected pro- and anti-inflammatory factors in the blood plasma of patients undergoing in vitro fertilization (IVF) and control women who achieved pregnancy after natural conception. The examined patients were administered steroid prednisone. We present results concern the plasma levels of IFN-ɣ, BDNF, LIF, VEGF-A, sTNFR1 and IL-10. We found that IVF patients receiving steroids differed significantly from patients who were not administered such treatment in terms of IFN-γ and IL-10 levels. Moreover, IVF patients differed in secretion of all tested factors with the fertile controls. Our results indicated that women who secrete at least 1409 pg/ml of sTNFR1 have a chance to become pregnant naturally and give birth to a child, while patients after IVF must achieve a concentration of 962.3 pg/ml sTNFR1 in blood plasma for successful pregnancy. In addition, IVF patients secreting VEGF-A above 43.28 pg/ml have a greater risk of miscarriage or a failed transfer in comparison to women secreting below this value. In conclusion, fertile women present a different profile of pro- and anti-inflammatory cytokines, and growth factors compared to patients with recurrent implantation failure (RIF).
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1 Introduction

Embryo implantation is a crucial process in the development and maintenance of a pregnancy. It begins with blastocyst adhesion to the surface of the uterus. Trophoblast cells, derived from the trophectoderm, form columns of anchoring villi and differentiate into syncytiotrophoblast and extravillous trophoblast (EVT). Furthermore, extravillous trophoblast migrate to the maternal uterus and develop into a placenta (1, 2). Implantation failure may occur during early stages of embryo development. Inability to naturally conceive is the primary reason behind couples using assisted reproductive techniques (ART). Despite significant advances in ART, such as in vitro fertilization (IVF), women undergoing these procedures experience recurrent implantation failure (RIF) (3, 4). The exact definition of RIF is difficult to determine, but most clinicians define RIF as a failure to achieve a pregnancy after three subsequent IVF cycles in which four good-quality embryos are transferred into women under the age 40 years (4–6). The pathogenesis of recurrent embryo implantation failure is ambiguous. There are many risk factors that may contribute to RIF, with the primary causes being maternal, male or embryo factors (4). During pregnancy the immune system has the dual purpose to protect the mother and the developing fetus against pathogens while also allowing tolerance for the semi-allogenic fetus, which expresses antigens from both the mother and the father. During trophoblast invasion and at birth, the decidua is dominated by pro-inflammatory factors, while anti-inflammatory factors are dominant in the second and third trimesters of pregnancy to facilitate fetal growth (7, 8).

Cytokines mediate signals between the endometrium during embryo implantation and throughout pregnancy. They may promote trophoblast invasion and placental formation. Maintaining the right balance between pro-inflammatory and anti-inflammatory cytokines is essential for pregnancy development and disorders or infections can alter cytokine expression (9). Cytokines can be secreted by endometrial cells and by immune system cells recruited into the uterus to the site of implantation. They are mostly uterine natural killer cells, macrophages, and dendritic cells (10–14). T cells also exhibit complex and variable cytokine production. Th1 cells are mainly involved in the elimination of cells infected with viruses and intracellular pathogens. Th1 cytokines (considered as pro-inflammatory) include interferon-ɣ (IFN-ɣ), tumor necrosis factor-α (TNF-α) and the interleukins: IL-1, IL-2, IL-12, IL-15, IL-18 (15, 16). Th1 cytokines predominate during the early stages of implantation and are thought to promote trophoblast invasion. Higher levels of TNF-α before embryo transfer have been shown to be associated with clinical pregnancy in RIF patients, emphasizing that pro-inflammatory factors are needed for embryo implantation (17, 18). However, studies concerning TNF-α are ambiguous because a meta-analysis performed by Zhang et al. showed an increased level of this cytokine in patients with recurrent spontaneous miscarriage in comparison to the controls (19). TNF-α works by binding to the TNF-α receptors (TNFR1 and TNFR2). Moreover, TNF receptors (TNFR1 and also TNFR2) expressed on trophoblasts may play a role in regulating development of fetus in pregnancy (20–22). After embryo implantation, in the second trimester of pregnancy, a noticeable shift occurs and the Th2 (anti-inflammatory) cytokines begin to predominate in the uterus, these include: IL-4, IL-5, IL-10, IL-13 and granulocyte-macrophage colony-stimulating factor (GM-CSF). Th2 cytokines are responsible for fetal growth and maintenance of the pregnancy. The prevalence of the Th1 response over Th2 may be associated with various complications of pregnancy, for example recurrent miscarriages, pre-eclampsia and embryo implantation failure after in vitro fertilization (9, 23–25). In the third trimester of pregnancy, the Th1 inflammatory response returns. Of great importance in this phase is the infiltration of immune cells into the myometrium, which supports uterine contractions, labor and placental separation (10, 26).

Cytokines may have an effect on endometrial decidualization. This is the process of endometrial stromal cell differentiation into specialized decidual cells that create the lining for the implanting embryo. Cytokines promote blood vessel formation and increase blood flow in the decidua. Uterine NK cells (uNK) are capable of secreting angiogenic factors such as vascular endothelial growth factor (VEGF) and placental growth factor (PlGF) (27). PlGF may have both a pro-angiogenic or anti-angiogenic effect, therefore effective decidualization requires the appropriate expression levels of this factor (28). VEGF can regulate the proliferation and survival of endothelial cells and increases the permeability of blood vessels. Therefore, VEGF supports the differentiation of trophoblast cells and is responsible for angiogenesis in the decidua (28, 29). It is reported that VEGF-A is the most important and potent factor in angiogenesis (30). Brain-derived neurotrophic factor (BDNF), which belongs to the neurotrophin family, is involved in the proliferation, differentiation and survival of neuronal cells. BDNF also plays a role in placental development, differentiation and proliferation of trophoblasts (31). Reduced circulating levels of BDNF in the sera of women undergoing IVF were probably associated with adverse peri- and/or post-implantation events and subsequent pregnancy failure (32).

A significant role in embryo implantation may also be played by leukemia inhibitory factor (LIF). It is expressed in the endometrium at the time of implantation by uNK cells and its receptor is located both in the endometrium and on the trophoblast (33, 34). By regulating prostaglandin synthesis, LIF may affect embryo implantation and decidualization. Studies have shown that LIF can enhance the expression of human leukocyte antigen (HLA-G) in choriocarcinoma cell line JEG3, used as a model for trophoblasts (35). This induction occurred in the presence of endoplasmic reticulum aminopeptidase-1 (ERAP1), which is involved in HLA class I antigenic peptide presentation through the trimming peptides to their optimal length.

Pro-inflammatory and anti-inflammatory cytokines and cytokine receptor profiles may change in the plasma of patients before and after the in vitro fertilization procedure. Abnormal production of cytokines and other immune factors may result in embryo implantation failure and pregnancy loss. Measurement of the level of these factors in the plasma of patients undergoing IVF before and after the procedure may potentially be useful and have prognostic value in the diagnosis of RIF. Therefore, the aim of this study was to determine the immunological profile of pro- and anti-inflammatory cytokines in the blood plasma of patients undergoing in vitro fertilization before and after embryo transfer and control women who achieved pregnancy after natural conception. We investigated plasma levels of IFN-ɣ, GM-CSF, TNF-α, PlGF, BDNF, LIF, VEGF-A, VEGF-D, TNFR1 and interleukins: IL-10, IL-4, IL-6. The patients under examination were administered the steroid prednisone, which prompted our novel investigation into the influence of steroids on the secretion of specific cytokines.




2 Materials and methods



2. 1 Study design

One hundred eighty-seven patients were involved in this study (age range: 22-46), all underwent in vitro fertilization embryo transfer. Patients were enrolled into the study in years 2015 to 2020. They were qualified at the Gameta Assisted Reproduction Clinic in Rzgów, a centre certified by the European Society for Human Reproduction and Embryology (ESHRE ART Centre Certification for good clinical practice) and at the Department of Surgical, Endoscopic and Oncologic Gynecology, Department of Gynecology and Gynecologic Oncology, Polish Mothers’ Memorial Hospital–Research Institute. Patients underwent an average 3 unsuccessful transfers and each had 3 good quality embryos transferred. In 67 patients (35.82%) IVF was indicated due to male only fertility factors, while female factors accounted for 45 patients (24.06%). Twenty-eight patients (14.97%) were infertile due to male and female factors, while idiopathic infertility was found in 47 patients (25.13%).

Eighty-seven percent of all patients (164 women) were administered prednisone. In the standard IVF procedure, patients were instructed to take 5 mg of prednisone on a routine basis (Encorton, Adamed, Poland) once a day in the morning orally, starting from the day of embryo transfer (ET/frozen ET). Patients with RIF received higher doses of prednisone (10–20 mg) for 2–3 weeks before ET and up to 8 weeks if pregnancy developed after transfer. Among those patients taking prednisone, 85 women achieved clinical pregnancy, 42 women experienced a miscarriage and in the case of 37 patients the embryo transfer resulted in a lack of pregnancy.

In order to supplement the luteal phase, all patients were intravaginally administered 2 × 200 mg micronized progesterone (Luteina, Adamed, Poland) and oral dydrogesterone 3 × 10 mg (Duphaston, Solvay Pharmaceuticals, Netherlands) until 12 weeks of gestation. Detailed information on the preparation of patients for IVF [ovarian stimulation, fertilization procedure, assessment of endometrial thickness for initiation progesterone supplementation and frozen ET (FET)] has been described in an earlier by Nowak et al. (36).

The fertile control group was recruited from the Institute of Immunology and Experimental Therapy of the Polish Academy of Sciences in the years 2018-2020. This group consisted of 67 healthy women (age range: 19–68) with at least 1 healthy-born child after natural conception and no history of miscarriage or endocrinological or immunological diseases, except five women, who had hypothyroidism. Among fertile control, we had samples from 27 pregnant women from natural conception. The gestational age of these women was from 6 to 37 weeks at the moment of blood donation. None of the fertile control patients were administered any steroid treatment.

All tested patients were of Polish origin. Experiments were carried out after obtaining the approval of the Ethics Committee of the Polish Mothers’ Memorial Hospital–Research Institute in Łódź (No: 25/2019). The necessary consent was obtained from all individual participants. IVF patients differed significantly in mean age from fertile women (p = 0.0414). The clinical characteristics of patients and fertile women are described in Table 1.


Table 1 | Characteristics of patients and the fertile control groups.






2.2 Measurement of pro- and anti-inflammatory cytokines and growth factors levels in plasma

Plasma samples from patients were taken before and after IVF-ET [at the moment of testing for beta-subunit of human chorionic gonadotropin (β-hCG)] between 11 and 15 days following the ET date) and also from fertile women. Samples were stored at -80 °C until the time of assay. Plasma levels of GM-CSF, IFN-ɣ, IL-10, IL-4, TNF-α (pg/ml) were detected by Human ProcartaPlex High Sensitivity assay (Thermo Fisher Scientific, USA) using the Luminex 200 system (Luminex Corp., USA). Concentrations of BDNF, IL-6, PlGF, LIF, TNF-R1, VEGF-A, VEGF-D (pg/ml) were measured by the commercial Human ProcartaPlex assay (Thermo Fisher Scientific, USA) also using the Luminex 200 system (Luminex Corp., USA). All measurements were performed following the protocol of the manufacturer. Luminex technology is based on colored magnetic microspheres coated with antibodies that capture specific analytes in a multiplex ELISA. The median fluorescence intensity was compared to the standard curve to calculate the analyte concentration in pg/mL with xPonent 4.2 software. Standard curves for each analyte were generated using the premixed lyophilized standards provided in the kits. Serial 4-fold dilutions of the standards were run to generate a 7-standard concentration set, and the diluent alone was used as a blank. The analyte concentrations in the samples were determined from the standard curve using a 5-parameter logistic fit curve to transform the mean fluorescence intensities into concentrations. There is a different detection range for each analyte. Standard curves measured the concentration were: for IFN-ɣ from 1.44 to 5900 pg/ml, for IL-10 from 0.19 to 765 pg/ml, for BDNF from 1.71 to 7000 pg/ml, for LIF from 11.06 to 45300 pg/ml, for TNFR1 from 158.96 to 651100 pg/ml, for VEGF-A from 5.49 to 22500 pg/ml.




2.3 Statistical analysis

To assess the differences in the concentration of the selected cytokines and growth factors in patient plasma before and after ET, the Mann–Whitney test was performed (GraphPad Prism 5 software). The normality of the data distributions was assessed by the D’Agostino-Pearson test. Statistical significance was considered as p value < 0.05. All parameters of statistical analyses (numbers, medians, means, standard deviation and errors, min, max and 25-75% percentiles) are part of Supplementary Tables 1-12. Results of the statistical analysis referring to cytokines and growth factors such as GM-CSF, IL-4, TNF-α, IL-6, PlGF and VEGF-D failed to yield any conclusions due to undetectable levels of cytokines. The median fluorescence intensities of tested analytes were not intensive enough to calculate their concentration. Therefore they were omitted from this manuscript.





3 Results



3.1 Secretion of IFN-ɣ in patients and the fertile control groups

We found that IVF patients who were prescribed steroids differed significantly from patients who were not. IVF patients without steroid treatment had higher levels of IFN-ɣ before and after ET in comparison to patients receiving steroid treatment (p = 0.0005, median 0.28 vs. 0.00 pg/ml and p < 0.0001, median 0.26 vs. 0.00 pg/ml, respectively; Figure 1A; Supplementary Table 1). Fertile women who had given birth in the past and women who were pregnant at the time of blood collection differed in terms of IFN-ɣ concentrations compared to IVF patients taking prednisone before and after ET (p < 0.0001 for comparisons with IVF steroid treatment patients, median 0.29 vs. 0.00 pg/ml before and after ET, median 0.28 vs. 0.00 pg/ml before and after ET). IVF women untreated with steroid secreted less IFN-ɣ after ET than fertile women and fertile pregnant women (p = 0.0041, median 0.26 vs. 0.29 pg/ml and p = 0.0148, median 0.26 vs. 0.28 pg/ml, respectively).




Figure 1 | Concentration of plasma IFN-ɣ measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of IFN-ɣ (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of IFN-ɣ (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroid treatment). Red points indicate measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



IVF patients taking prednisone, the overwhelming majority, did not secrete IFN-ɣ (all medians 0.000 pg/ml), therefore we only found statistically significant differences between those patients and women from control groups (median 0.29 and 0.28 pg/ml). The concentration of IFN-ɣ measured before and after ET differed in patients who became pregnant and fertile women who had given birth in the past and pregnant control (p < 0.0001 for both patient groups before and after ET; Figure 1B; Supplementary Table 2). We observed the same differences (p < 0.0001 or p = 0.0002) in the analysis of patients who experienced a lack of pregnancy or had miscarriages and women from the control groups.




3.2 IL-10 secretion in IVF patients and the fertile control groups

We observed that patients undergoing steroid treatment secreted significantly more IL-10 into plasma than patients without steroid treatment (p = 0.0063, median 0.31 vs. 0.05 pg/ml before ET; p = 0.0007, median 0.34 vs. 0.04 pg/ml after ET; Figure 2A; Supplementary Table 3). Most fertile women did not secrete IL-10 (median 0.00 pg/ml) and they differed to IVF patients receiving steroid treatment and those without in terms of IL-10 plasma levels (for patients with steroid treatment: p = 0.0027, median 0.00 vs. 0.05 pg/ml before ET, p = 0.009, median 0.00 vs. 0.04 pg/ml after ET; for patients without steroid treatment: p < 0.0001, median 0.00 vs. 0.31 pg/ml before ET; p < 0.0001, median 0.00 vs. 0.34 pg/ml after ET).




Figure 2 | Concentration of plasma IL-10 measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of IL-10 (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of IL-10 (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroid treatment). Red points indicate measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



The concentration of IL-10 measured before and after ET did not differ in IVF women using steroid and achieved pregnancy (median 0.34 pg/ml before and 0.35 pg/ml after ET) and patients who experienced a lack of pregnancy (median 0.24 pg/ml before and 0.50 pg/ml after ET) or patients who experienced a miscarriage (median 0.30 pg/ml before and 0.24 pg/ml after ET) (Figure 2B; Supplementary Table 4). However, we noticed a decreased level of IL-10 in women who conceived naturally and gave birth to a child (median 0.00 pg/ml). The difference in concentrations between the fertile controls and all these patients was p < 0.0001, both before and after embryo transfer (Figure 2B; Supplementary Table 4).




3.3 Secretion of BDNF in IVF patients and the fertile control groups

We found no significant differences between patients who received steroid treatment and patients who did not in terms of BDNF secretion into plasma (Figure 3A; Supplementary Table 5). On the other hand, fertile women who were pregnant at the moment of blood collection had the lowest level of BDNF (median 0.00 pg/ml). Therefore, this group of women differed in secretion of BDNF with patients receiving steroid treatment (p = 0.0047, median 6.52 pg/ml before ET) and patients without steroid treatment (p = 0.0062, median 0.00 pg/ml before ET; p = 0.0006, median 5.38 pg/ml after ET). Women with a current natural pregnancy also had a lower level of BDNF than women who had given birth in the past previously from natural conception (p = 0.0106, median 0.00 vs. 0.30 pg/ml).




Figure 3 | Concentration of plasma BDNF measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of BDNF (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of BDNF (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroid treatment). Red points indicate measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



When we divided patients receiving steroid treatment according to their pregnancy outcome after embryo transfer, we observed significant differences between all patients and the fertile pregnant controls (Figure 3B; Supplementary Table 6). The most striking difference in concentration of BDNF was observed in fertile pregnant women and patients for whom the embryo transfer did not result in a pregnancy (p = 0.0011, median 0.00 vs. 13.53 pg/ml after ET, respectively). Furthermore, the level of BDNF before ET in patients with a lack of pregnancy was higher than in the fertile pregnant controls (p = 0.0047, median 0.11 vs. 0.00 pg/ml, respectively). When embryo transfer resulted in pregnancy, we also observed statistically significant differences between patients and the fertile pregnant controls (p = 0.0358, median 0.00 before ET vs. 0.00 pg/ml, p = 0.003, median 1.63 vs. 0.00 pg/ml, respectively). Additionally, patients who experienced a miscarriage had a higher secretion of BDNF than in the fertile pregnant controls (p = 0.0048, median 0.94 before ET vs. 0.00 pg/ml; p = 0.0019, median 8.93 vs. 0.00 pg/ml).




3.4 LIF secretion in IVF patients and fertile groups

Patients who were not receiving steroid treatment had higher LIF values both before and after ET, but the differences compared to patients using prednisone were not significant (Figure 4A; Supplementary Table 7). All patients had a higher concentration of LIF than in the fertile pregnant controls (p = 0.0221, median 4.62 before ET vs. 0.00 pg/ml and p = 0.0014, median 4.94 after ET vs. 0.00 pg/ml for patients not receiving steroid treatment; p = 0.0365, median 1.38 before ET vs. 0.00 pg/ml and p = 0.0033, median 2.00 after ET vs. 0.00 pg/ml for patients receiving steroid treatment). In addition, patients with no steroid treatment had a higher level of LIF after ET in comparison to the fertile controls (p = 0.0320, median 4.96 vs. 2.55 pg/ml, respectively). We also observed different secretion levels of LIF in fertile women and fertile pregnant women (p = 0.0023, median 2.55 vs. 0.00 pg/ml, respectively; Figure 4A; Supplementary Table 7).




Figure 4 | Concentration of plasma LIF measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of LIF (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of LIF (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroids treatment). Red points mean measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



When we compared patients according to various pregnancy outcomes, we observed that the lowest level of LIF in plasma was found in those patients who experienced a lack of pregnancy, in particular there was a concentration decrease after embryo transfer (Figure 4B; Supplementary Table 8). Comparison between patients who experienced a lack of pregnancy and patients who achieved pregnancy after ET (p = 0.0063, median 0.00 vs. 2.27 pg/ml after ET) and also between patients who had a miscarriage (p = 0.0058, median 0.00 vs. 3.27 pg/ml after ET) was significant. P values were also significant in comparison of the LIF secretion between patients with a lack of pregnancy and fertile women (p = 0.0024, median 0.40 before ET vs. 2.55 pg/ml; p = 0.0037, median 0.00 after ET vs. 2.55 pg/ml). Moreover, patients who achieved pregnancy after ET and also patients who experienced a miscarriage had higher levels of LIF than the fertile pregnant controls (p = 0.0206, median 1.73 before ET vs. 0.00 pg/ml; p = 0.0031, median 2.27 after ET vs. 0.00 pg/ml and p = 0.001, median 3.27 after ET vs. 0.00 pg/ml; respectively; Figure 4B; Supplementary Table 8).




3.5 Secretion of soluble TNFR1 in IVF patients and the fertile control groups

There were no significant differences between patients receiving steroid treatment and those that did not in terms of the secretion of soluble TNFR1 (sTNFR1) (Figure 5A; Supplementary Table 9). The highest amount of soluble TNFR1 was excreted by fertile women who gave birth in the past (median 1843 pg/ml). These women differed in their plasma concentration of sTNFR1 to IVF patients not receiving steroid treatment (p = 0.0069, median 1843 vs. 962.80 pg/ml before ET) and also with patients who did receive steroid treatment (p < 0.0001, median 1843 vs. 676.50 pg/ml before ET; p = 0.0007, median 1843 vs. 998.70 pg/ml after ET).




Figure 5 | Concentration of soluble TNFR1 measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of soluble TNFR1 (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of soluble TNFR1 (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroid treatment). sTNFR1 – soluble TNFR1. Red points indicate measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



Among those patients receiving steroid treatment, the lowest levels of sTNFR1 were observed in patients experiencing a lack of pregnancy (median 0.00 and 143.30 pg/ml, before and after ET, respectively; Figure 5B; Supplementary Table 10). Patients who achieved pregnancy secreted higher levels of sTNFR1 than those with a lack of pregnancy (p <0.0001, median 1134 vs. 0.00 pg/ml before ET; p = 0.0015, median 1207.00 vs. 143.30 pg/ml after ET) the same was observed in the case of patients who experienced miscarriage in comparison to patients with a lack of pregnancy (p = 0.0420, median 414.70 vs. 0.00 pg/ml before ET). When embryo transfer resulted in pregnancy, patients had higher levels of sTNFR1 than those who had miscarried (p = 0.0066, median 1134.00 vs. 414.70 pg/ml before ET and p = 0.0504, median 1207.00 vs. 721.30 pg/ml after ET). All patients differed to the fertile controls in terms of the concentration of sTNFR1, but the most significant distinction was between patients with a lack pregnancy and the fertile controls (p < 0.0001, median 0.00 before ET vs. 1843 pg/ml and p < 0.0001, median 143.30 after ET vs. 1843 pg/ml). These patients also secreted less sTNFR1 than the fertile pregnant controls (p = 0.0005, median 0.00 pg/ml before ET vs. 523.80 pg/ml and p = 0.0162, median 143.30 pg/ml after ET vs. 523.80 pg/ml).




3.6 VEGF-A secretion in IVF patients and fertile control groups

Patients receiving steroid treatment and patients without steroid treatment had a similar concentration of VEGF-A in blood plasma (Figure 6A; Supplementary Table 11). The lowest quantities of VEGF-A were detected in the fertile pregnant controls (median 22.62 pg/ml). Significant differences between fertile pregnant control women and patients receiving steroid treatment (p < 0.0001, median 22.62 vs. 62.73 pg/ml before ET and p < 0.0001, median 22.62 vs. 66.30 pg/ml after ET) and patients with no steroid treatment were observed (p = 0.0023, median 22.62 vs. 58.44 pg/ml before ET and p = 0.0102, median 22.62 vs. 67.48 pg/ml after ET). Fertile women who gave birth in the past secreted more VEGF-A than fertile pregnant women (p = 0.0204, median 36.80 vs. 22.62 pg/ml) but less than patients receiving steroid treatment (p = 0.0003, median 36.80 vs. 62.73 pg/ml before ET and p = 0.0072, median 36.80 vs. 66.30 pg/ml after ET).




Figure 6 | Concentration of plasma VEGF-A measured before and after embryo transfer in all patients and fertile controls. (A) Concentration of VEGF-A (pg/ml) measured before and after embryo transfer in patients receiving steroid or no steroid treatment and in fertile controls (without steroid treatment); (B) Concentration of VEGF-A (pg/ml) measured before and after embryo transfer in steroid treatment patients who achieved clinical pregnancy, experienced a lack of pregnancy or miscarriage and in fertile controls (without steroid treatment). Red points indicate measurement before embryo transfer; green, after embryo transfer; dark grey points, fertile control; light grey points, fertile pregnant control. N is the numer of women. Black horizontal lines represent medians. P values are calculated by Mann-Whitney test.



Patients divided according to their pregnancy outcome had higher levels of VEGF-A than fertile pregnant control women (Figure 6B; Supplementary Table 12). The most striking difference was found between fertile pregnant women and patients who did not achieve pregnancy (p < 0.0001, median 22.62 vs. 143.10 pg/ml before ET and p = 0.0005, median 22.62 vs. 78.41 pg/ml after ET). We also observed a higher level of VEGF-A in patients who experienced a lack of pregnancy in comparison to patients who became pregnant after IVF-ET (p = 0.003, median 143.10 vs. 57.19 pg/ml before ET) and those who miscarried (p = 0.003, median 143.10 vs. 52.72 pg/ml before ET).




3.7 ROC analyses for secretion of soluble TNFR1 and VEGF-A

We also performed a receiver–operator curve (ROC) analyses on the secretion of all the examined cytokines, but only in the case of sTNFR1 and VEGF-A did we find statistical significance. We determined the threshold value of sTNFR1 to be 962.3 pg/ml, which allowed us to distinguish IVF patients who achieved and maintained pregnancy from those who did not get pregnant or had a miscarriage (area under the curve (AUC) = 0.66, p = 0.00186, sensitivity 62.71%, specificity 62.16%, and likelihood ratio (LR) = 1.66; Figure 7A). When we compared fertile women who gave birth in the past to those who experienced a lack of pregnancy or had miscarriage, the threshold value was 1409 pg/ml (AUC = 0.76, p < 0.0001, sensitivity 77.97%, specificity 69.23%, LR = 2.53; Figure 7B).




Figure 7 | ROC analyses of sTNFR1 concentration in IVF patients and fertile controls. (A) Comparison of patients who became pregnant after IVF-ET and maintained it to patients who failed to conceive or had a miscarriage. AUC (Area under curve), T (red point) - limit value, LR – likelihood ratio. (B) Comparison of patients who did not become pregnant after IVF-ET to fertile women who gave birth in the past. AUC (Area under curve), T (red point) - limit value, LR – likelihood ratio.



ROC analysis for IVF patients indicated only the lack of significant differences in reproductive success. But the threshold value 48.04 pg/ml was the value differentiating fertile women who gave birth in the past with patients who did not achieve pregnancy or miscarried after IVF-ET (AUC = 0.69, p = 0.0016, sensitivity 65.52%, specificity 65.79%, LR = 1.92; Figure 8A). Patients who secreted VEGF-A above this value had a greater risk of miscarriage or failed transfer than women secreting below this value. Additionally, when we compared the fertile pregnant controls with patients who experienced a lack of pregnancy or miscarriage, we achieved a threshold value of 43.28 pg/ml, but the ROC analysis was stronger (AUC = 0.78, p < 0.0001, sensitivity 74.14%, specificity 81.48%, LR = 4.00; Figure 8B).




Figure 8 | ROC analyses of VEGF-A concentration in IVF patients and fertile controls. (A) Comparison of patients who became pregnant after IVF and maintained it to patients who failed to conceive or had a miscarriage. AUC (Area under curve), T (red point) - limit value, LR – likelihood ratio. (B) Comparison of patients who did not become pregnant after in vitro fertilization to fertile women who gave birth in the past. AUC (Area under curve), T (red point) - limit value, LR – likelihood ratio.







4 Discussion

In successful embryo implantation and maintenance of pregnancy, the proper interaction between the embryo and endometrium is needed. Secretion of pro- and anti-inflammatory cytokines and their changing profile is one of the most crucial factors during embryo implantation and throughout the various stages of pregnancy (37, 38). In this study we investigated cytokine and growth factor levels measured in plasma before and after embryo transfer of patients undergoing IVF and also in the fertile controls. Patients being administered the steroid prednisone were compared in terms of the secretion of cytokines with patients who received no treatment with steroid, which may give a new insight into research on recurrent implantation failure and steroid treatment during in vitro fertilization. We wanted also to examine whether an individual cytokine level could serve as an indicator of pregnancy outcome after embryo transfer. In addition, comparison with fertile controls identified those factors that may be associated with susceptibility to infertility.

Our study on the plasma level of IFN-ɣ indicates that taking prednisone reduces secretion of this cytokine in patients undergoing IVF-ET. Fertile controls, who did not use this steroid, had a similar level of IFN-ɣ as patients without steroid treatment. It indicates that approximately 0.28 pg/ml of IFN-ɣ must be detectable in women planning pregnancy. The role of IFN-ɣ in pregnancy has been confirmed in other studies (16, 39). IFN-ɣ, which is found in the human endometrium, plays a role in the maintenance of a pregnancy via up-regulating the expression of IL-6, monocyte chemotactic protein (MCP)-1, and macrophage colony stimulating factor (M-CSF) by endometrial stromal cells (40, 41). However, as previously mentioned, during implantation and early pregnancy, there are rapid changes in the immune response in decidua that affect the embryo implantation and pregnancy (42). It is believed that Th1 cytokines like IFN-ɣ and TNF-α are unfavorable to a pregnancy, while Th2 cytokines as IL-4 and IL-10 are significant in the successful development of a fetus. It follows that an increase in the Th1/Th2 ratio may lead to increased cytotoxicity against the embryo and subsequently to implantation failure (43). When a Th1 environment is dominant in the endometrium, uterine NK cells may become killer cells acting upon trophoblast cells and destroying them as a consequence. Thus, proper immune balance is required for embryo implantation (44). Liang et al. reported that both the concentration of IFN-ɣ in blood plasma and also the ratios of pro- and anti-inflammatory cytokines were higher in patients with RIF compared to the control group (45). Most studies have shown that IFN-γ expression is increased in spontaneous abortion or recurrent pregnancy loss patients (46–48). Higher levels of IFN-γ were found in serum samples of women in first trimester of pregnancy who have experienced preeclampsia and fetal growth restriction (49). Therefore, it is considered that inhibiting and regulation of the immune system by immunomodulators or immunosuppressive agents could be an effective treatment strategy to resolve RIF (50, 51). Corticosteroids are often used as immunotherapy for patients suffering from RIF or recurrent miscarriage because of their anti-inflammatory and immune-suppressive properties (52). However, the effect of prednisone on the IFN-γ level did not change in reproductive success of our patients. There were no differences in its secretion in patients achieving pregnancy after ET, patients without pregnancy after ET and also patients experiencing miscarriage.

In the case of IL-10, prednisone treatment increased its concentration in the blood plasma of the patients, while in both the non-treated non-pregnant fertile women and pregnant fertile women, its level was mostly undetectable. Other studies by Dibble et al. and Holmes et al. have reported higher levels of IL-10 in the plasma of pregnant women in comparison to non-pregnant women at different stages of pregnancy and postpartum (53, 54). However, the association between IL-10 concentration in peripheral blood during pregnancy and gestational period is inconclusive. Some studies showed no association (54, 55), while others, for example, by Dibble et al. and Allswede et al. found that plasma IL-10 levels increased with advanced gestational weeks throughout normal pregnancy (53, 56). On the other hand, our pregnant control women were mainly at 25 weeks of gestation and we were not able to detect this cytokine in their plasma. Furthermore, decreased IL-10 levels were associated with pregnancy losses, preeclampsia, and preterm delivery (48, 53, 57, 58). An elegant study was presented by Zhao et al., 2022, who determined the level of anti-inflammatory cytokines and chemokines in the period before and after embryo implantation in patients after IVF (59). During the peri-implantation period (ET+0 to ET+9 days), the serum cytokine profiles were similar between pregnancies which miscarried or did not miscarry. Yet, the profiles from day ET+16 indicated a significant difference concerning an increase of the pro-inflammatory cytokines IL-17, IFN-γ and TNF-α in the miscarriage group, but a sustained increase of anti-inflammatory cytokines IL-10 and TGF-β1 in the live birth group. Moreover, a change in the anti-inflammatory response at 3–6 days after ET occurred in all pregnancies whether they resulted in live birth or miscarriage. Therefore, the researchers concluded that the most exact day for measurement of pro- and anti-inflammatory cytokines monitoring the pregnancy outcome was ET+16. In our study, plasma was collected between 11 to 15 days after embryo transfer. Probably, the differences between our study and the one quoted resulted from the day of material collection for testing, as well as from prednisone treatment. In addition, we did not detect differences in the concentration of all tested cytokines and growth factors between plasma collected before and after embryo transfer. It should also be emphasized that some measurements could not be evaluated, e.g., TNF-α, GM-CSF, IL-4, IL-6, PlGF and VEGF-D. Glucocorticoids acting on antigen presenting cells (APCs) inhibit the production of IL-12, the main inducer of the Th1 response, resulting in a change in the Th1/Th2 balance. IL-12 stimulates IFN-γ production and inhibits IL-4 synthesis by T cells (60). Moreover, glucocorticoid-treated monocytes/macrophages produce significantly less IL-12, leading to a decreased capacity of these cells to induce IFN-γ production by antigen-primed CD4+ T cells (61). In addition, glucocorticoids downregulate the expression of IL-12 receptors on T and NK cells. It has been shown that lymphocyte-derived IL-10 production appears to be upregulated by glucocorticoids. In multiple sclerosis patients with an acute relapse, treatment with glucocorticoids was associated with increased plasma IL-10 secretion (62). A similar steroidal effect was observed in our patients.

Neutrophins like BDNF ensure the survival, differentiation or death of neurons at the embryonic and postnatal stages of development. They also maintain the viability of neurons at a later age (31, 63). Moreover, BDNF and its receptors are expressed in different regions of the human placenta, indicating the diverse functions of BDNF signaling in placental development (64, 65). Our findings point out that fertile pregnant women differ in BDNF secretion in peripheral blood from IVF patients. Moreover, they also differ from fertile women who gave birth in the past. Prednisone administration did not influence the level of BDNF in the plasma of IVF patients. Among our IVF patients, we did not find differences in pregnancy outcome, although the median concentration of BDNF was 8.93 pg/ml in patients experiencing miscarriage and 13.53 pg/ml in patients without a pregnancy. During pregnancy, this level decreased to 0.00 pg/ml for the control group and IVF patients (measured in plasma collected before embryo transfer; Supplementary Table 6). A similar observation was found in a study performed by Garces et al. (66). BDNF levels have been reported to be higher in non-pregnant women than in pregnant women. Moreover, they did not vary during menstrual cycle phases and were lowest in pregnant women during the 1st trimester and similar during the 2nd and 3rd trimesters (66). The question arises: Is BDNF taken up from peripheral blood and directed to the uterus when a woman becomes pregnant to fulfill its function in the development of fetus and thus is undetectable in blood of pregnant women? However, a study by Ramer does not support our results (32). Diminished circulating BDNF early in an IVF cycle was associated with implantation and subsequent pregnancy failure (32). The primary difference between our study and their study was the lack of prednisone administration and the time frame for serum collection.

LIF, an IL-6 cytokine family member, is expressed by the endometrium during the menstrual cycle in healthy women, with a remarkable increase during the mid-secretory to late-secretory phase (67–69). It initiates multiple factors and signaling pathways in the luminal epithelium for uterine receptivity and successful implantation (70–72). In our IVF patients, a lack of pregnancy was associated with a decreased level of LIF measured in plasma. Women achieving a pregnancy after IVF secreted LIF at a median concentration over 2 pg/ml. Surprisingly, the median LIF of our pregnant control group was 0.0 pg/ml, and that of women who gave birth in the past was over 2.5 pg/ml. However, we do not have information concerning in which phase of the menstrual cycle were women giving birth in the past. Perhaps LIF levels decline with gestational age. The pregnant women in our study were on average 25 weeks pregnant. Elevated levels of LIF have been observed in the development and progression of tumors (73). Undoubtedly, at the beginning of a pregnancy when trophoblast invasion occurs, elevated levels of LIF are required. Meanwhile, in a study by Basatvat et al., there was no reported difference in LIF gene expression level from the endometrial biopsies of healthy women and IVF-failure patients (74). In another study, a low concentration of LIF in uterine flushing fluid at day 26 was predictive of subsequent implantation and the LIF concentration was significantly lower in the pregnant group (75). Prednisolone treatment reduced the expression of human endometrial stromal fibroblasts (hESFs) cytokines (IL-6, IL-11, IL-18, LIF, and LIFR), however it had no effect on classic decidualization marker gene expression (prolactin or insulin like growth factor binding protein 1) or secretion by decidualized hESF (76).

TNFR1, also known as tumor necrosis factor receptor 1A superfamily member and CD120a, is a ubiquitous membrane receptor that binds tumor necrosis factor alpha (TNF-α). Membrane TNFα, as well as its receptors TNFR1 and TNFR2, after cleavage by the proteinase TACE (TNF-α converting enzyme), occur in a soluble form (sTNFR) in many body fluids. Elevated levels of sTNFR have been observed in serum, plasma and urine and are often found to be in connection with endotoxinemia, infections and malignancies, as well as chronic autoimmune diseases. The shedding of TNF receptors may lead to a transiently reduced cellular response to TNF-α. Depending on the sTNFR concentration, it has been suggested that sTNFRs block the binding of TNF-α to transmembrane TNFR and thus delay biological responses (77). However, it is also possible that shedding of TNFR in inflammation may initiate direct signaling effects through the binding of sTNFR to transmembrane TNF-α (mTNF-α) (78, 79). Therefore, the higher the concentration of circulating sTNFR, the lower the bioavailability of TNF-α, which may reduce the inflammatory response. Thus, it seems reasonable to ask whether it makes sense to administer steroids to patients who have a higher level of sTNFR1? sTNFR1 can fulfill its function by either blocking membrane TNF-α on cells or capturing TNF-α circulating in peripheral blood. The role of sTNFR1 has been described in pre-eclampsia and pregnancy-induced hypertension in several studies (80–85) alongside early miscarriage (86, 87). Our study shows the secretion of sTNFR1 into the plasma tested before embryo transfer and at a very early stage of pregnancy (2-3 weeks after embryo transfer to the uterus) in patients who have undergone an IVF procedure. The lowest sTNFR1 concentration was observed in women who did not become pregnant after ET, and the highest in fertile controls who gave birth in the past. It should be noted that fertile pregnant women secreted sTNFR1 at an intermediate level (median 523.80 pg/ml). These women had an average of 25 weeks of gestation. There is a study showing that sTNFR1 expression decreases with gestational age. In the first trimester, secretion of sTNFR1 and sTNFR2 by placental macrophages were 46- and 260-fold higher than TNF-α concentration, respectively, whereas in the third trimester, a 15- and 1.7-fold excess was observed (88). Our results also indicate that women who secrete at least 1409 pg/ml sTNFR1 have a chance to become pregnant naturally and give birth to a child, while patients after IVF-ET with simultaneous support of the luteal phase and prednisone administration must achieve a concentration of 962.3 pg/ml sTNFR1 in the blood plasma.

VEGF-A (also called VEGF) is a multi-functional factor engaged in the regulation of proliferation, differentiation and survival of endothelial cells and it is also involved in blood vessel permeability. VEGF participates in embryonic vasculogenesis and angiogenesis during pregnancy (27). Progesterone and estrogen significantly promote VEGF production (89, 90). Therefore, in our study IVF patients, who were taking micronized progesterone, secreted more VEGF-A than in our control group. In general, we observed higher VEGF concentrations in IVF patients compared to fertile women, regardless of whether the patients were receiving steroid treatment or not. Moreover, the highest concentrations were observed in women who did not become pregnant after IVF-ET. Similar to our study, Bansal et al. showed that VEGF-A levels were significantly increased in women with RIF compared to healthy controls, however there was no correlation between VEGF-A or VEGF-R1 and the absolute levels of circulating NK cells, CD69 activated NK cells or NK cytotoxicity (91). In contrast to our research, Benkhalifa et al. reported decreased concentration of VEGF in RIF women compared to women with a successful of IVF-ET with an AUC of 0.742 in ROC curve analysis and a cut-off at 55.80 pg/ml (92). The threshold value 43.28 pg/ml of our ROC analysis differentiated fertile pregnant women from IVF patients who did not become pregnant or who miscarried. Our study differs from those previously mentioned not only in the fact that patients took prednisone and progesterone alongside differences in group size but also in that they did not compare the IVF patients with a healthy fertile control group. Thus, the analysis of VEGF levels should take into consideration the impact of estrogen, progesterone and other potential influential factors to understand the role of VEGF during embryo implantation.

One of the beneficial effects of prednisolone might be its suppressive impact on uterine NK cells. A study by Cooper et al. showed a relatively high prevalence of increased uNK cells in women with recurrent reproductive failure and confirmed the role of prednisolone in reducing uNK cell concentrations (93). Nevertheless, they did not find any evidence for a significant beneficial effect of prednisolone therapy on pregnancy outcomes. In turn, Giulini et al. suggest the advantage of prednisone and antibiotic treatment on the live birth rate in a subsequent IVF cycle (94). Indeed, the reported effectiveness of prednisolone/prednisone in prevention of miscarriage/recurrent implantation failure is highly variable between studies (93, 95–100). Therefore, the Practice Committee of the American Society for Reproductive Medicine since 2018 has not recommended the routine use of corticosteroids during ovarian stimulation to improve the outcome of live birth in ART cycles in the general population (101). ASRM has also not recommended the routine use of corticosteroids during the implantation window to improve the outcome of live births in ART cycles in the general population. In addition, the latest recommendations of the European Society of Human Reproduction and Embryology concerning recurrent implantation failure treatment do not contain guidelines for steroid treatment (102). According to the latest European recommendations (strong quality evidence), corticosteroids should be administered to women at a gestational age between 24 + 0 and 33 + 6 weeks, when preterm birth is expected in the next seven days. This treatment reduced neonatal mortality and morbidity by approximately 20% and neonatal respiratory distress syndrome by approximately 30% (103).

However, our research has limitations. Firstly, we tested only selected immunological factors that did not give a full picture of the immunological condition of the women studied. One of the weaknesses of our study was also the lack of information about the day of the menstrual cycle of the tested women who gave birth in the past, which may have influenced the results obtained. However, these were women of reproductive age (except for 1). Therefore, we added a control who was naturally pregnant at the time of blood sampling to compare the women in terms of conception method. Moreover, the group of women not treated with the steroid (N = 19 before ET) seems small compared to that treated. Despite the use of modern Luminex technology, we were unable to obtain unequivocal conclusions for all analytes tested. Panels of tested analytes need to be more refined.





Conclusions

	Fertile women present a different profile of pro- and anti-inflammatory cytokines and growth factors from patients with RIF.

	Women who secrete at least 1409 pg/ml sTNFR1 have a chance to become pregnant naturally and give birth to a child, while patients after IVF-ET with simultaneous luteal phase support and receiving steroid treatment must achieve a concentration of 962.3 pg/ml sTNFR1 in the blood plasma.

	IVF patients secreting VEGF-A above 43.28 pg/ml have a greater risk of miscarriage or failed transfer than women secreting below this value.

	The use of steroid treatment by infertile patients should be carefully considered due to the changes they cause in the immune environment of the uterus and in the peripheral blood.
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Pregnancy-induced hypertension (PIH) is one of the most common pregnancy complications that seriously affects the mother and fetus. The incidence of PIH is higher in pregnancies conceived after assisted reproductive technology (ART) than in spontaneous pregnancies; thus, exploring potential serum biomarkers before PIH onset is of great significance for effective early prediction and prevention of PIH in the ART population. Cytokines are involved in the inflammatory response and immune regulation, which play an essential role in the pathogenesis of PIH. A description of the cytokine profile in the first trimester of pregnancy could help identify new diagnostic tools and develop targeted therapies for PIH in the ART population. The concentrations of classical predictive markers for PIH and another 48 cytokines were measured in the first-trimester pregnancy serum samples from 33 PIH patients and 33 matched normotensive controls (NC), both of whom conceived after ART treatment. The measured values were compared and analyzed between NC and PIH, followed by comprehensive bioinformatic analysis and logistic regression analysis. There was no significant difference in classical predictive markers, including Activin A, PlGF, sFLT1 (VEGFR), and sFLT1/PlGF, between the PIH and NC groups (P > 0.05), while 29 cytokines were significantly lower in the PIH group than in the NC group (P < 0.05). Logistic regression analysis revealed that 17 cytokines (IL-2Rα, M-CSF, IL-6, IL-2, β-NGF, IL-7, IL-12 (p70), SCF, IL-10, IL-9, MIG, GM-CSF, LIF, IL-1α, MCP-3, IL-4, and HGF) in the first-trimester pregnancy serum were significantly negatively correlated with the subsequent onset of PIH. With the top 3 cytokines (IL-7, MIG, and SCF) of receiver operating characteristic (ROC) analysis, we constructed an efficient multifactor combined detection and prediction model for PIH in ART pregnancy. Classical early predictors for hypertensive disorder complicating pregnancy cannot distinguish PIH from their normal peers in ART pregnancy. In comparison, the description of the cytokine profile in the first trimester of pregnancy enables us to distinguish high-risk ART pregnancy for PIH, permitting enough time for PIH prevention therapy. The cytokine profile we described also provides immunological insight into the further mechanistic exploration of PIH.
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Introduction

Pregnancy-induced hypertension (PIH) is one of the most common pregnancy complications, affecting 6% to 10% of pregnancies (1, 2). It is defined as a new onset of hypertension (systolic pressure ≥ 140 mmHg and/or diastolic pressure ≥ 90 mmHg) with or without proteinuria after the 20th week of gestation, which includes preeclampsia (3). PIH is characterized by maternal hypertension and multiorgan involvement resulting from systemic endothelial dysfunction, and it is also a major cause of maternal and fetal morbidity and mortality (4, 5). However, the clinical intervention of PIH stagnates in passive treatment after symptoms appear, resulting in poor prognosis. Hence, early prediction markers for PIH are of great significance for presymptomatic prophylaxis.

To date, there are several well-studied molecular markers related to placental hypoperfusion, such as placental growth factor (PlGF), soluble Fms⁃like tyrosine kinase-1 (sFlt-1) or vascular endothelial growth factor receptor (VEGFR) and Activin A. Although a high sFlt-1:PlGF ratio (6–8), high Activin A serum level (9) and low PlGF serum level (8) have been proven to be able to separate PIH from normotensive pregnant women, they all share low predictive accuracy in the first trimester of pregnancy (10, 11). Unfortunately, it has recently been found that the incidence of PIH in the ART population is higher than that in spontaneous pregnancy (12). Guidelines suggest that oral aspirin should be started at 11-14+6 gestational weeks in high-risk populations to achieve effective prevention (13). Therefore, it is urgent to explore biomarkers for the first-trimester prediction of PIH in the ART population.

The pathophysiological mechanisms of the development of PIH remain unclear. One of the more deeply studied mechanisms is fetal-maternal immunity (14). There is increasing evidence that PIH may originate from poor maternal immune tolerance and abnormal interactions between immune cells, trophoblast cells, and decidual stromal cells after embryo implantation. Immune cells such as natural killer cells, dendritic cells, and T regulatory lymphocytes in the decidua have impaired immune tolerance to spiral artery remodeling and the emergence of fetal trophoblasts, leading to increased placental shedding, exaggerated systemic inflammation, and subsequent endothelial dysfunction (15).

Cytokines are a family of small soluble proteins expressed by various cell and tissue types that serve as immune mediators. Their expression profiles have been used to classify immune responses and functional states of the immune system. Evidence suggests that cytokines play a crucial role in ovulation, implantation, placentation, and parturition during pregnancy (16, 17). Recent research indicates that PIH is related to immune dysregulation and that components of the immune system may interact with angiogenic and antiangiogenic factors (12). In this study, the cytokine profiles were characterized in paired PIH and normotensive women following ART treatment to determine the specific cytokine signature involved, which would be of great value to explain the occurrence of PIH after ART and provide new avenues for early diagnosis, monitoring, and intervention.



Materials and Methods


Participants

In this study, 33 women diagnosed with PIH and 33 controls were selected from patients who underwent in vitro fertilization (IVF)/intracytoplasmic sperm injection (ICSI) cycles based on a large prospective cohort conducted at the Research Center of the Reproductive Hospital Affiliated to Shandong University from January 2018 to June 2019. All patients were < 40 years and achieved singleton pregnancy by assisted reproductive technology in this pregnancy. Patients diagnosed with chronic autoimmune disease (such as systemic lupus erythematosus, thyroid autoimmunity, or antiphospholipid syndrome), preexisting secondary/essential hypertension, gestational diabetes mellitus, and other diseases that may affect the inflammatory process were excluded. Pregnancies after embryo transfer were followed by periodic reviews of electronic medical records until delivery. PIH was defined as a new onset of hypertension (systolic pressure ≥ 140 mmHg and/or diastolic pressure ≥ 90 mmHg) with or without proteinuria after the 20th week of gestation. According to clinical and laboratory evaluations, 33 patients diagnosed with PIH were included in the PIH group. To achieve a balanced baseline characteristics, propensity score matching (PSM) was applied to control for potential confounders, including age, BMI, cause of infertility, fertilization method, and embryo transfer proposal, which were weighted equally. The NC group included 33 healthy women who were matched in a 1:1 ratio to PIH based on the propensity score with a standard caliper width of 0.1. This study protocol was approved by the Ethical Committee of Reproductive Medicine of Shandong University, and all participants signed informed consent forms.



Sample Collection

At 11-13 gestational weeks following IVF/ICSI, 6 ml fasting blood samples of the participants were collected by venipuncture. After centrifugation at 1300 × g for 10 minutes, serum samples were separated and stored at −80°C until measurement.



ELISA Analysis

The serum levels of Activin A, PlGF and sFLT1 were measured using commercial ELISA kits (R&D, Cat # DAC00B, Human/Mouse/Rat Activin A Quantikine ELISA Kit; Cat # DPG00, Human PLGF Quantikine ELISA Kit; Cat # DVR100C, Human VEGFR1/Flt-1 Quantikine ELISA Kit).



Cytokine Profiling

Individual serum samples were subjected to cytokine profile measurement by the Bio-Plex Pro Human Cytokine Screening Panel, 48-plex (BioRad). The protocol of the kit was followed for the analysis of a total of 48 cytokines, chemokines or growth factors. These included interleukin-1β (IL-1β), IL-1α, IL-1ra, IL-2, IL-2Rα, IL-3, IL-4, IL-5, IL-6, IL-7, IL-8, IL-9, IL-10, IL-12 (p40), IL-12 (p70), IL-13, IL-15, IL-16, IL-17A, IL-18, interferon-α2 (IFN-α2), interferon-γ (IFN-γ), tumor necrosis factor-α (TNF-α), tumor necrosis factor-β (TNF-β), granulocyte colony-stimulating factor (G-CSF), macrophage colony-stimulating factor (M-CSF), granulocyte-macrophage colony-stimulating factor (GM-CSF), leukemia inhibitory factor (LIF), stem cell factor (SCF), vascular endothelial growth factor (VEGF), Eotaxin, macrophage inflammatory protein-1α (MIP-1α), macrophage inflammatory protein-1β (MIP-1β), basic fibroblast growth factor (FGF basic), monocyte chemotactic protein-1 (MCP-1) or monocyte chemoattractant activating factor (MCAF), monocyte chemotactic protein-3 (MCP-3), nerve growth factor-β (β-NGF), RANTES, stromal cell derived factor-1α (SDF-1α), platelet-derived growth factor-BB (PDGF-BB), growth related oncogene-α (GRO-α), hepatocyte growth factor (HGF), interferon inducible protein-10 (IP-10), cutaneous T-cell attracting chemokine (CTACK), mifepristone (MIF), gamma-interferon-induced monokine (MIG), stem cell growth factor-β (SCGF-β), and TNF-related apoptosis-inducing ligand (TRAIL).



Statistical Analysis

Statistical analysis and graphical representations were completed in IBM SPSS Statistics 21 and GraphPad Prism. Normality was assessed by Kolmogorov–Smirnov tests. Normally distributed data are presented as the mean ± SEM, and the t test was used to compare the significant differences between groups. For data with a nonnormal distribution, the median with interquartile range was applied, and the Mann–Whitney U test was used for data comparison. Values of P < 0.05 were considered statistically significant. Principal component analysis (PCA), heatmap and cluster analysis, forest map, and half-violin plots were conducted using the website www.bioinformatics.com.cn. Univariate logistic regression analysis was performed to assess the longitudinal association between first-trimester serum cytokine levels and the occurrence of PIH. OR > 1 indicates a risk factor, and OR < 1 indicates a protective factor. Cytokines with P < 0.05 were considered to be related to the occurrence of PIH and included in Receiver operating characteristic (ROC) analysis. ROC curves were drawn to analyze the independent predictive value of specific cytokines for PIH. Additionally, IL-7, MIG, and SCF were selected to build a combined prediction model, and the combined diagnostic value of the prediction model for PIH was analyzed.




Results


Baseline Characteristics and Perinatal Outcomes of the Participants

Table 1 displays the baseline characteristics and perinatal outcomes of 33 women who developed PIH in later pregnancy and their 33 matched normotensive controls (NC). The systolic pressure (NC 115.48 ± 2.15 vs. PIH 127.07 ± 2.17, P < 0.01) and mean arterial pressure (NC 85.30 ± 1.86 vs. PIH 92.66 ± 1.83, P = 0.01) before pregnancy were higher in the PIH group than in the NC group. There were no significant differences between the two groups in other prepregnancy baseline characteristics. The incidence of cesarean section was significantly higher in the PIH group than in the NC group (NC 66.70% vs. PIH 96.97%, P < 0.01). The gestational age at delivery was lower in the PIH group than in the NC group (NC 275 days vs. PIH 269 days, P = 0.02). Lower gestational age and higher cesarean section rate are related to each other and exactly reflect the characteristics of PIH.


Table 1 | Baseline characteristics and perinatal outcomes of the participants.





Classical Serum Biomarker Levels in Pregnancy After Assisted Reproductive Technology

First, we wanted to verify whether classical serum biomarkers can distinguish PIH from NC in ART pregnancy. Activin A, PlGF and sFLT1 levels tested by ELISA and accordingly calculated sFlt1/PlGF are shown in Table 2. In the first-trimester serum of ART pregnancy, classical biomarkers appeared to have no predictive validity with no significant difference between NC and the women who developed PIH later in pregnancy.


Table 2 | Classical serum biomarker levels in pregnancy after assisted reproductive technology.





Cytokine Profile in First-Trimester Serum in ART Pregnancy

To explore serum markers with potential predictive/diagnostic value for PIH in the first trimester of ART pregnancy, 48 cytokine expression levels were detected in patients with PIH and NC. PCA showed that the NC and PIH groups could be well distinguished by the first principal component (PC1), and a variety of cytokines contributed to PC1 and served as the main reason for the variation (Figure 1A). Heatmap and cluster analysis showed that the expression level of first-trimester serum cytokines in the PIH group was lower than that in the NC group (Figure 1B). In total, we found 29 differentially expressed cytokines between the two groups: IL-1β, IL-1α, IL-2, IL-2Rα, IL-4, IL-5, IL-6, IL-7, IL-9, IL-12 (p40), IL-12 (p70), IL-16, IL-17A, TNF-α, M-CSF, GM-CSF, LIF, SCF, Eotaxin, MIP-1β, FGF basic, MCP-1 (MCAF), β-NGF, SDF-1α, PDGF-BB, GRO-α, HGF, MIG, and TRAIL (Figure 1C and Table 3). Notably, compared with the NC group, the expression levels of all these cytokines were significantly lower in the PIH group (P < 0.05). In addition, we generated ROC curves for every cytokine that showed a significant difference (Supplementary Figure 1).




Figure 1 | Analysis of 48 cytokine profiles in the first-trimester pregnancy serum of the NC group vs. the PIH group. (A), PCA of 48 cytokine profiles in the first-trimester pregnancy serum. The points in the diagram represent the samples, red for the NC group and blue for the PIH group. The arrows represent the contribution and correlation of the corresponding original variables to the principal component. (B), Heatmap analysis of 48 cytokine profiles in the first-trimester pregnancy serum. The row displays the cytokines, and the column represents the sample number. The color key represents the deviation of global median concentrations for each cytokine. These median values (homogenized to 0 and displayed in dark) were calculated after homogenization treatment and used as a cut-off to separate high and low cytokine concentrations. Color gradation from red to green indicates high to low cytokine concentrations, respectively, with homogenized values ranging from 6 to -6. (C), Half-violin plots showing the expression distributions of 48 cytokines in the first-trimester pregnancy serum between the NC group and the PIH group. Six boxes were plotted according to general cytokine concentrations. The ordinate indicates the serum concentration of cytokines, with pg/mL as the concentration unit, except for the concentration units of PDGF-BB, RANTES, and SCGF-β (marked by #) being ng/mL. Every different cytokine is shown as density (violin shap) and median value (horizontal lines) for NC vs. PIH. The left half (red) of each plot represents the NC group, and the right half (blue) represents the PIH group. Asterisk (*) represents a significant difference in cytokine expression in the first-trimester pregnancy serum between the two groups.




Table 3 | Cytokine profile in first-trimester serum in ART pregnancy.





Relationship Between the First-Trimester Serum Cytokine Profile and Subsequent PIH

We further analyzed the relationship between serum cytokine levels in the first trimester of pregnancy and the occurrence of PIH in later pregnancy by logistic regression analysis. Univariate logistic regression analysis showed that 35 cytokines were associated with subsequent PIH (Figure 2A). After adjusting for the influence of prepregnancy mean arterial pressure, 17 cytokines in early pregnancy serum were found to be negatively associated with an increased risk of PIH in later pregnancy, including IL-2Rα, M-CSF, IL-6, IL-2, β-NGF, IL-7, IL-12 (p70), SCF, IL-10, IL-9, MIG, GM-CSF, LIF, IL-1α, MCP-3, IL-4, and HGF (Figure 2B).




Figure 2 | Correlation analysis of early pregnancy serum cytokines and PIH. (A), The relationship between the expression level of 48 cytokines in early pregnancy serum and the occurrence of PIH in later pregnancy was analyzed by univariate logistic regression analysis and visualized as a forest map. (B), After correcting the mean arterial pressure before pregnancy, the relationship between the expression level of 48 serum cytokines in early pregnancy and the occurrence of PIH in later pregnancy was analyzed by logistic regression analysis. OR > 1 indicates a risk factor, and OR < 1 indicates a protective factor.





Predictive Value of Serum Cytokines in Early Pregnancy for PIH in ART Pregnancy

We selected the above 17 cytokines related to PIH and further explored their predictive value as potential target molecules for PIH. The ROC curve analysis results are shown in Table 4. Among the above 17 PIH-related cytokines, IL-7, MIG and SCF are the top three cytokines with pronounced predictive values for PIH. We then selected IL-7, MIG, and SCF to construct a combined prediction model, which was found to have good predictive value for PIH. (AUC 0.821, 95% CI: 0.718-0.924, P < 0.001) (Figure 3). The AUC of the combination of IL-7, MIG, and SCF was larger than that of every single cytokine, which proved that the combined prediction model had a better ability to predict PIH than other individual indicators. The sensitivity (true-positive rate) was 81.8%, and the specificity (true-negative rate) was 72.7%. Other analyses for variable selection and the suboptimal combined prediction model are graphically represented in Supplementary Table 1 and Supplementary Figure 2. In addition, we evaluated the predictive value of decreased cytokine levels on pregnancy outcome, including delivery mode, delivery at <37wk, and low birth weight infants. We found IL-2Rα, M-CSF, SCF, and MIG are individual risk factors for cesarean delivery, and a combination of these four risk factors provide a good predictive value (AUC=0.722, P = 0.004) for cesarean delivery mode (Supplementary Figure 3).


Table 4 | ROC analysis of serum cytokines in early pregnancy for PIH predictive/diagnostic value.






Figure 3 | ROC analysis of the combined prediction model for the prediction of PIH in ART pregnancy. ROC curves show the results of ROC analysis for differentiation between PIH and NC in ART pregnancy. ROC curve analysis revealed that IL-7, MIG, and SCF appeared to be potential biomarkers for the separation between PIH and NC in the first trimester of pregnancy (AUC = 0.821, 95% CI: 0.718-0.924, P < 0.001), with a sensitivity of 81.8% and a specificity of 72.7%.






Discussion

PIH is a common pregnancy-specific complication that threatens both maternal and fetal safety (18–20). As a result of the lack of definitive therapies except for early delivery of the feto-placental unit once PIH occurs, in recent years, guidelines have placed greater emphasis on early warning, early detection and early intervention (21–23). Low-dose aspirin (LDA) is suggested to be used beginning from 11 gestational weeks for better prevention efficacy in high-risk women (13, 23–25). In regard to ART pregnancy, the evaluation and prediction methods of PIH remain to be elucidated. In this study, we brought forward the serum cytokine testing time to as early as 11-13 gestational weeks for a potential timely prediction for PIH after ART. It is worth noting that even the routinely used predictive parameters, such as Activin A, PlGF, sFlt1 and sFlt1/PlGF, were not able to differ PIH from controls in ART women, which is in line with another recent study targeting the IVF population, reporting no significant difference in first-trimester serum Activin A between normotensive controls and pregnancies with subsequent PE/PIH (26). This is possibly ascribed to the potentially undefined population specificity, emphasizing the importance of exploring novel biomarkers for PIH in the ART population. Our results show that the cytokine profile in the first trimester of ART pregnancy demonstrated a significantly downregulated trend in ART women destined to develop PIH. We found 17 cytokines in the serum of first-trimester pregnancy related to the increased risk of PIH, including 10 interleukins (IL): IL-1α, IL-2Rα, IL-2, IL-4, IL-6, LIF, IL-7, IL-9, IL-10, and IL-12 (p70); three colony stimulating factors (CSF): M-CSF, GM-CSF, and SCF; two chemokines: MIG and MCP-3; and two growth factors (GF): β-NGF and HGF. Moreover, we constructed a first-trimester prediction model using IL-7, MIG, and SCF for screening out the cases at high risk of developing PIH preceding clinical manifestations in ART pregnancy.

With increasing knowledge, the antecedents of poor placentation of PIH are considered to be immunological in origin (14, 27, 28). At the maternal-fetal interface during early pregnancy, the adaptive regulation of maternal immunity is mainly characterized by the transformation of T helper type 1 (Th1) cytokines to Th2 cytokines (29, 30). Studies have shown that the shift toward Th2 may be hindered in PIH, with the cytokine profile in peripheral blood being mainly Th1 (31, 32). Our results support this theory; that is, IL-4, IL-9 and IL-10, which are related to Th2 in the serum of PIH patients during early pregnancy, are significantly downregulated.

The cytokine profile of PIH in previous studies was usually demonstrated during middle and late pregnancy, which is generally characterized by a pro-inflammatory state, showing a higher level of proinflammatory cytokines, such as IL-1, IL-6, IL-8, IL-17, and TNF-α, and a lower level of anti-inflammatory interleukins, especially IL-10, IL-33, and IL-35 (15, 33–35). Compared to the pro-inflammatory state in middle and late pregnancy, our assay in the ART population showed that proinflammatory factors such as IL-6 and IL-12 were downregulated in the first-trimester serum of PIH patients. A study in rats indicated that IL-6-mediated arterial pressure elevation is due to a response to chronic reductions in uterine perfusion pressure during pregnancy (36). Therefore, we hypothesized that in ART pregnancy, the shift toward a proinflammatory phenotype in PIH probably does not occur in the very early stages of the disease. Similarly, the association of IL-12 serum levels with the development of PIH has been assessed in various studies, drawing no certain conclusions because of conflicting evidence (37–41). In fact, a proinflammatory phenotype is the result of compensation for insufficient immune activation and early placental establishment in the first trimester. Therefore, most studies devoted to finding biomarkers in middle and late pregnancy to predict PIH failed to achieve good clinical application effects (42). The difference in serum proinflammatory factors in PIH patients at different pregnancy stages and the dynamic changes need to be further explored.

In spontaneous pregnancy, semen exposure between coitus and conception primes innate and adaptive immune cells for prepared maternal immune tolerance in advance of potential implantation (43–45). In contrast, ART pregnancy tends to directly transfer embryos under the premise of prohibiting sexual intercourse in the transfer cycle. This may at least partially explain why ART is associated with an increased risk of PIH and at the same time support our results that the PIH group showed lower serum cytokine levels than the normotensive group at 11-13 weeks gestation. In other words, inadequate tolerance induction before embryo transfer results in a universally low level of serum cytokines in the first trimester of pregnancy, which may disrupt the inflammatory process of embryo implantation and is in turn involved in the shallow invasion of trophoblasts in early PIH (46).

The present study is based on the human biobank of our large-scale assisted reproductive cohort platform and is the first to delineate the first-trimester serum cytokine profile of PIH, especially for the ART population. We found that maternal serum concentrations of multiple immune-related cytokines were significantly decreased in the first trimester of ART pregnancy with subsequent PIH. With conjoint analysis of serum IL-7, MIG and SCF, we demonstrated a first-trimester prediction model before PIH onset and subsequent compensatory response. Admittedly, the number of participants included in the current study is still limited and further research with a large sample size is needed to support our findings.

The establishment and maintenance of pregnancy poses great challenges to the maternal immune system. Uncoordinated maternal immunization, especially in the first trimester of pregnancy, will be a potential cause of a series of pregnancy complications (47, 48). Currently, immunotherapy has been applied to the treatment of a variety of reproductive diseases, such as recurrent spontaneous abortion (RSA) and recurrent implantation failure (RIF) (49), while the immunotherapy against PIH still needs a long way to go. Our study described the first-trimester serum cytokine profile in pregnancies conceived after ART and provided a better understanding of the immunological etiology and pathophysiology of PIH in the specific population. Additionally, the first-trimester immune disturbance enables early prediction, which guarantees enough time for low-dose aspirin (LDA) prevention before the appearance of hypertension symptom and hopefully may also promote novel therapeutic strategies on immune regulation and shed light on the clinical management of PIH in the ART population.
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Background

Hypertensive disorders of pregnancy (HDP) pose a significant risk to maternal and fetal well-being; however, the etiology and pathogenesis of HDP remain ambiguous. It is now widely acknowledged that inflammatory response and the immune system are closely related to HDP. Previous research has identified several inflammatory cytokines are associated with HDP. This study applied Mendelian randomization (MR) analysis to further assess causality.





Methods

Patients with HDP who participated in the MR analysis presented with four types of HDP: pre-eclampsia or eclampsia (PE); gestational hypertension (GH); pre-existing hypertension complicating pregnancy, childbirth and the puerperium (EH); and pre-eclampsia or poor fetal growth (PF). A two-sample MR analysis was used to analyze the data in the study. The causal relationship between exposure and outcome was analyzed with inverse variance weighting (IVW), MR Egger, weighted median, weighted mode, and simple mode methods, where IVW was the primary method employed.





Results

Our MR analysis demonstrated a reliable causative effect of Interleukin-9 (IL-9) and macrophage migration inhibitory factor (MIF) on reducing HDP risk, while macrophage inflammatory protein 1-beta (MIP1b), Interleukin-13 (IL-13), and Interleukin-16 (IL-16) were associated with promoting HDP risk.





Conclusions

This study demonstrated that IL-9, MIF, MIP1b, IL-13, and IL-16 may be cytokines associated with the etiology of HDP, and that a number of inflammatory cytokines are probably involved in the progression of HDP. Additionally, our study revealed that these inflammatory cytokines have causal associations with HDP and may likely be potential therapeutic targets for HDP.





Keywords: hypertensive disorders of pregnancy, pre-eclampsia, inflammatory cytokine, Mendelian randomization, genome-wide association study




1 Introduction

Hypertensive disorders of pregnancy (HDP)—including pre-eclampsia/eclampsia, gestational hypertension, chronic hypertension, and pre-eclampsia superimposed on chronic hypertension (1)—is ranked as the second leading cause of maternal death globally, after maternal hemorrhage (2). Apart from causing harm to the mother, HDP is also associated with adverse fetal outcomes, such as preterm labor and fetal growth restriction (3). The exact pathogenesis of HDP is unclear, and current studies have found that endothelial dysfunction, insufficient trophoblastic invasion, abnormal angiogenesis, and aberrant uterine artery remodeling are considered to be key elements in its development (4–6). Among women in the gestational state, inappropriate immune activation and subsequent inflammation may result in maternal vasculopathy or placental dysfunction, thereby contributing to HDP (7).. Previous studies have revealed that certain inflammatory cytokines are strongly correlated with HDP, such as macrophage inflammatory protein 1-beta (MIP1b) and interleukin-18 (IL-18) (8, 9). However, the causal link of various cytokines and HDP is difficult to establish through observational studies because of interference from confounding variables and reverse causations (10).

Mendelian randomization (MR) is an instrumental variable (IV) analysis which utilizes genetic variation as the IV to assess the causality for exposure and outcome (11). The advantages of MR analysis are as follows: first, genetic variations are distributed at random during meiosis and, thus, the likelihood of correlation with environmental confounders is rare (12); second, genotype distribution precedes acquired exposure in time and the two are not impacted by reverse causality; third, exposure-related genetic variation generally accompanies individuals from birth to adulthood, thereby avoiding attenuation due to error in causal inference (regression dilution bias) (13). Additionally, Mendel’s laws of inheritance are universal in the population, thereby avoiding the problem of representativeness in randomized controlled experiments. A two-sample MR analysis enables assessment of the relation between exposure and outcome in two independent populations, thereby expanding the scope of application and improving validity. MR analysis was performed on the basis of the following three hypotheses related to IVs. The first hypothesis is that the selected IVs are genetic variants highly correlated to the exposure. The second hypothesis is that IVs have no association with confounding factors between exposure and outcome. The third hypotheses is that IVs make no difference to outcome directly and merely affect outcome through exposure (14).

The aim of this study is to investigate the causal association between HDP and 41 inflammatory cytokines by using MR analysis and to identify inflammatory cytokines that can serve as potential biomarkers to facilitate early detection and treatment strategies for HDP.




2 Materials and methods



2.1 Study design

We used published summarized genome-wide association studies (GWAS) data for 41 circulating inflammatory cytokines and 4 types of HDP. In our study, a two-sample MR analysis was carried out in order to investigate bidirectional causality between inflammatory cytokines and HDP. This MR study was in accordance with the guidelines of Strengthening the Reporting of Observational Studies in Epidemiology using Mendelian Randomization (STROBE-MR) (15). The study design overview is presented in Figure 1.




Figure 1 | An overall design of the present study. IV, Instrumental variable; SNP, Single nucleotide polymorphism.






2.2 Data sources

Data on inflammatory cytokines was taken from a GWAS meta-analysis that provided genomic variants in 8293 Finnish individuals (16). This study was conducted in three cohorts including The Cardiovascular Risk in Young Finns Study (YFS) and FINRISK surveys of the 1997 and 2002, which have already been completed. The average age of the participants in the YFS study was 37 years and that in the FINRISK survey was 60 years. The GWAS data of inflammatory cytokines used in this MR analysis were after adjusting for age, sex, and body-mass index (BMI). HDP-summarized GWAS data were retrieved from FinnGen database (https://www.finngen.fi/en) R9 version. According to the definition of HDP we included two cohorts of gestational hypertension; and pre-eclampsia/eclampsia. However, since the GWAS data for chronic hypertension were not available and the pre-eclampsia superimposed on chronic hypertension cohort had only 154 case samples, these two categories under the HDP definition were unable to be included in this MR study. In addition, we found two cohorts with larger sample sizes, pre-existing hypertension complicating pregnancy, childbirth and the puerperium and pre-eclampsia or poor fetal growth, which were thus included in the study. Finally, we selected four cohorts for inclusion in this MR analysis, including pre-eclampsia or eclampsia (PE); gestational hypertension (GH); pre-existing hypertension complicating pregnancy, childbirth and the puerperium (EH); and pre-eclampsia or poor fetal growth (PF). No overlap existed between the exposure and outcome groups in the population. Table S1 lists details of the four types of HDP.




2.3 Instrumental variable selection

First, we applied a genome-wide significance threshold of p < 5 × 10-8 so as to filter out single nucleotide polymorphisms (SNP) that were closely associated with HDP and inflammatory cytokines. A few inflammatory cytokines were found under this criterion that did not have a sufficient number of SNPs to perform MR analysis; thus, a higher cutoff value (p < 5 × 10-6) was selected. Second, when inflammatory cytokines were used as exposure, we clumped SNPs (kb = 10000, r2 = 0.01), which implies that SNPs with r2 > 0.01 in the 10000 kb range with the most significant SNPs were eliminated, thereby avoiding linkage disequilibrium (LD). Whereas for HDP as exposure, the number of SNPs was sufficient and, hence, a higher criterion for eliminating LD was set—kb = 10000, r2 = 0.001. As we could not determine whether the palindromic SNPs were oriented in a consistent direction between exposure and outcome, these SNPs were not involved in MR analysis. Third, the R2 value was calculated for each SNP, which indicates the extent of exposure explained by IVs; moreover, to avoid weak instrumental bias, we evaluated the strength of the IV correlations by calculating the F-statistic and selected SNPs with F-statistic >10 for inclusion in this MR analysis. Finally, whenever unavailable SNPs are found, we use the LDlink Website (https://ldlink.nci.nih.gov/) to search for proxy SNPs (r2 > 0.8) to replace them.




2.4 Statistical analysis

MR analysis is conducted utilizing the “TwoSampleMR” R package (Version 0.5.6) of the RStudio (version 4.2.3), which includes five MR analysis methods. Of these five methods, inverse variance weighting (IVW) was employed as the main method, with MR Egger regression, weighted median, simple mode, and weighted mode as complementary methods. The IVW method, which ignores the presence of the intercept term in the regression and takes the inverse of the result variance (quadratic of se) as the weight for the fit, assumes that all of the SNPs turned out to be valid instrumental variables and are completely independent of each other (17). MR Eggar regression accounts for the existence of an intercept term. It assumes that the instrument-exposure and instrument-outcome associations are independent—that is, the instrument strength independent of the assumption of direct effect (18). The weighted median method requires a minimum of 50% of the IVs to be valid to obtain a robust estimate; this method tolerates more invalid IVs (19). Further, inflammatory cytokines that were ultimately identified as statistically significant were subject to the following conditions: The IVW results revealed that the 95% confidence intervals (CI) did not cross over with 1 (or 0), p < 0.05, and met the consistent trend of inflammatory cytokine effects derived from the five MR analyses.

We employed three sensitivity analysis methods to assess the sensitivity of MR results, including the heterogeneity test, pleiotropy test, and leave-one-out sensitivity test. Cochran’s Q test and Rucker’s Q test were used to detect the heterogeneity, and p > 0.05 was regarded as no heterogeneity. The intercept of the MR Eggar analysis results were used for testing the horizontal pleiotropy, with p > 0.05 considered as no pleiotropy (20). Additionally, the MR PRESSO method is capable of outlier identification and horizontal pleiotropy detection simultaneously (21). When applying MR PRESSO analysis, the NbDistribution parameter refers to the number of simulations calculated, and we set this parameter to 1000. Leave-one-out sensitivity was used to investigate whether the causal association was influenced by an SNP between exposure and outcome (22). Further, this study was not pre-registered on any platform.





3 Results

In this two-sample MR study, we investigated the correlation of each of the 4 types of HDP with 41 biomarkers—including interleukins, growth factors, and chemokines— thereby demonstrating that the inflammatory cytokines variably impact each disease type. Interleukin-9 (IL-9), macrophage migration inhibitory factor (MIF), MIP1b, interleukin-13 (IL-13), interleukin-16 (IL-16), and tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) in PE; MIF and vascular endothelial growth factor (VEGF) in GH; interleukin-18 (IL-18), TRAIL, and MIP1b in EH; and IL-9, MIP1b, IL-13 and IL-16 in PF may serve as potential upstream factors for disease when inflammatory cytokines are used as exposures and disease is used as an outcome. In addition, VEGF, interleukin-12p70 (IL-12p70), interleukin-1 beta (IL-1b), interleukin-1 receptor antagonist (IL-1ra), interleukin-4 (IL4), interleukin-7 (IL-7), interleukin-8 (IL-8), macrophage colony stimulating factor (MCSF) in PE and macrophage inflammatory protein 1-alpha (MIP1a), hepatocyte growth factor (HGF), IL-18, IL-8 in GH might cause alterations in the expression levels of these cytokines through the pathogenic pathway if the disease type is used as exposure. Further, there is no reciprocal causal association between individual biomarkers and diseases under each disease type. The results of bidirectional MR analysis among the four types of HDP and inflammatory cytokines are presented in Figures 2–5.




Figure 2 | Causal estimations between 41 inflammatory cytokines and PE. The odds ratio (OR) was estimated using the random effect IVW method. The horizontal bars represent 95% confidence intervals (CI). SNP, Single nucleotide polymorphism; IC, Inflammatory Cytokine; pval, P-value; PE, Pre-eclampsia or eclampsia; OR, Odds ratio; CI, Confidence interval; CTACK, Cutaneous T cell-attracting chemokine; bNGF, Basic-nerve growth factor; FGFBasic, Basic fibroblast growth factor; GCSF, Granulocyte colony-stimulating factor; GROa, Gastroesophageal resuscitative occlusion of the aorta; HGF, Hepatocyte growth factor; IFNg, Interferon-gamma; IL-10, Interleukin-10; IL-12p70, Interleukin-12p70; IL-13, Interleukin-13; IL-16, Interleukin-16; IL-17, Interleukin-17; IL-18, Interleukin-18; IL-1b, Interleukin-1 beta; IL-1ra, Interleukin-1 receptor antagonist ; IL-2, Interleukin-2; IL-2ra, Interleukin-2 receptor antagonist; IL-4, Interleukin-4; IL-5, Interleukin-5; IL-6, Interleukin-6; IL-7, Interleukin-7; IL-8, Interleukin-8; IL-9, Interleukin-9; IP10, Interferon gamma-induced protein 10; MCP1, Monocyte chemotactic protein 1; MCP3, Monocyte chemotactic protein 3; MCSF, Macrophage colony stimulating factor; MIF, Macrophage migration inhibitory factor; MIG, Monokine induced by interferon (IFN)-gamma; MIP1a, Macrophage inflammatory protein 1-alpha; MIP1b, Macrophage inflammatory protein 1-beta; PDGFbb, Platelet derived growth factor bb; RANTES, Regulated upon activation normal T cell expressed and presumably secreted; SCF, Stem cell factor; SCGFb, Stem cell growth factor-beta; SDF1a, Stromal cell-derived factor-1alpha; TNFa, Tumor necrosis factor-alpha; TNFb, Tumor necrosis factor-beta; TRAIL, Tumor necrosis factor-related apoptosis-inducing ligand; VEGF, Vascular endothelial growth factor.






Figure 3 | Causal estimations between 41 inflammatory cytokines and GH. The odds ratio (OR) was estimated using the random effect IVW method. The horizontal bars represent 95% confidence intervals (CI). SNP, Single nucleotide polymorphism; IC, Inflammatory Cytokine; pval, P-value; GH, Gestational hypertension; OR, Odds ratio; CI, Confidence interval; CTACK, Cutaneous T cell-attracting chemokine; bNGF, Basic-nerve growth factor; FGFBasic, Basic fibroblast growth factor; GCSF, Granulocyte colony-stimulating factor; GROa, Gastroesophageal resuscitative occlusion of the aorta; HGF, Hepatocyte growth factor; IFNg, Interferon-gamma; IL-10, Interleukin-10; IL-12p70, Interleukin-12p70; IL-13, Interleukin-13; IL-16, Interleukin-16; IL-17, Interleukin-17; IL-18, Interleukin-18; IL-1b, Interleukin-1 beta; IL-1ra, Interleukin-1 receptor antagonist ; IL-2, Interleukin-2; IL-2ra, Interleukin-2 receptor antagonist; IL-4, Interleukin-4; IL-5, Interleukin-5; IL-6, Interleukin-6; IL-7, Interleukin-7; IL-8, Interleukin-8; IL-9, Interleukin-9; IP10, Interferon gamma-induced protein 10; MCP1, Monocyte chemotactic protein 1; MCP3, Monocyte chemotactic protein 3; MCSF, Macrophage colony stimulating factor; MIF, Macrophage migration inhibitory factor; MIG, Monokine induced by interferon (IFN)-gamma; MIP1a, Macrophage inflammatory protein 1-alpha; MIP1b, Macrophage inflammatory protein 1-beta; PDGFbb, Platelet derived growth factor bb; RANTES, Regulated upon activation normal T cell expressed and presumably secreted; SCF, Stem cell factor; SCGFb, Stem cell growth factor-beta; SDF1a, Stromal cell-derived factor-1alpha; TNFa, Tumor necrosis factor-alpha; TNFb, Tumor necrosis factor-beta; TRAIL, Tumor necrosis factor-related apoptosis-inducing ligand; VEGF, Vascular endothelial growth factor.






Figure 4 | Causal estimations between 41 inflammatory cytokines and EH. The odds ratio (OR) was estimated using the random effect IVW method. The horizontal bars represent 95% confidence intervals (CI). SNP, Single nucleotide polymorphism; IC, Inflammatory Cytokine; pval, P-value; EH, Pre-existing hypertension complicating pregnancy, childbirth and the puerperium; OR, Odds ratio; CI, Confidence interval; CTACK, Cutaneous T cell-attracting chemokine; bNGF, Basic-nerve growth factor; FGFBasic, Basic fibroblast growth factor; GCSF, Granulocyte colony-stimulating factor; GROa, Gastroesophageal resuscitative occlusion of the aorta; HGF, Hepatocyte growth factor; IFNg, Interferon-gamma; IL-10, Interleukin-10; IL-12p70, Interleukin-12p70; IL-13, Interleukin-13; IL-16, Interleukin-16; IL-17, Interleukin-17; IL-18, Interleukin-18; IL-1b, Interleukin-1 beta; IL-1ra, Interleukin-1 receptor antagonist ; IL-2, Interleukin-2; IL-2ra, Interleukin-2 receptor antagonist; IL-4, Interleukin-4; IL-5, Interleukin-5; IL-6, Interleukin-6; IL-7, Interleukin-7; IL-8, Interleukin-8; IL-9, Interleukin-9; IP10, Interferon gamma-induced protein 10; MCP1, Monocyte chemotactic protein 1; MCP3, Monocyte chemotactic protein 3; MCSF, Macrophage colony stimulating factor; MIF, Macrophage migration inhibitory factor; MIG, Monokine induced by interferon (IFN)-gamma; MIP1a, Macrophage inflammatory protein 1-alpha; MIP1b, Macrophage inflammatory protein 1-beta; PDGFbb, Platelet derived growth factor bb; RANTES, Regulated upon activation normal T cell expressed and presumably secreted; SCF, Stem cell factor; SCGFb, Stem cell growth factor-beta; SDF1a, Stromal cell-derived factor-1alpha; TNFa, Tumor necrosis factor-alpha; TNFb, Tumor necrosis factor-beta; TRAIL, Tumor necrosis factor-related apoptosis-inducing ligand; VEGF, Vascular endothelial growth factor.






Figure 5 | Causal estimations between 41 inflammatory cytokines and PF. The odds ratio (OR) was estimated using the random effect IVW method. The horizontal bars represent 95% confidence intervals (CI). SNP, Single nucleotide polymorphism; IC, Inflammatory Cytokine; pval, P-value; PF, Pre-eclampsia or poor fetal growth; OR, Odds ratio; CI, Confidence interval; CTACK, Cutaneous T cell-attracting chemokine; bNGF, Basic-nerve growth factor; FGFBasic, Basic fibroblast growth factor; GCSF, Granulocyte colony-stimulating factor; GROa, Gastroesophageal resuscitative occlusion of the aorta; HGF, Hepatocyte growth factor; IFNg, Interferon-gamma; IL-10, Interleukin-10; IL-12p70, Interleukin-12p70; IL-13, Interleukin-13; IL-16, Interleukin-16; IL-17, Interleukin-17; IL-18, Interleukin-18; IL-1b, Interleukin-1 beta; IL-1ra, Interleukin-1 receptor antagonist ; IL-2, Interleukin-2; IL-2ra, Interleukin-2 receptor antagonist; IL-4, Interleukin-4; IL-5, Interleukin-5; IL-6, Interleukin-6; IL-7, Interleukin-7; IL-8, Interleukin-8; IL-9, Interleukin-9; IP10, Interferon gamma-induced protein 10; MCP1, Monocyte chemotactic protein 1; MCP3, Monocyte chemotactic protein 3; MCSF, Macrophage colony stimulating factor; MIF, Macrophage migration inhibitory factor; MIG, Monokine induced by interferon (IFN)-gamma; MIP1a, Macrophage inflammatory protein 1-alpha; MIP1b, Macrophage inflammatory protein 1-beta; PDGFbb, Platelet derived growth factor bb; RANTES, Regulated upon activation normal T cell expressed and presumably secreted; SCF, Stem cell factor; SCGFb, Stem cell growth factor-beta; SDF1a, Stromal cell-derived factor-1alpha; TNFa, Tumor necrosis factor-alpha; TNFb, Tumor necrosis factor-beta; TRAIL, Tumor necrosis factor-related apoptosis-inducing ligand; VEGF, Vascular endothelial growth factor.





3.1 Bidirectional interactions between 41 inflammatory cytokines and PE

The results of bidirectional MR analysis of inflammatory cytokines correlated with PE are depicted in Figure 2. When 41 inflammatory cytokines were used as exposures, 6 inflammatory factors were causally associated with the pathogenesis of PE disease, including IL9 (odds ratio (OR) = 1.168, 95%CI = 1.027–1.327, p = 0.018) and MIF (OR = 1.120, 95% CI = 1.021–1.228, p = 0.016) as facilitators, MIP1b (OR = 0.957, 95% CI = 0.917–0.998, p = 0.042), IL13 (OR = 0.947, 95% CI = 0.898–0.997, p = 0.039), IL16 (OR = 0.916, 95% CI = 0.843–0.996, p = 0.039), and TRAIL (OR = 0.913, 95% CI = 0.850–0.981, p = 0.013) playing inhibitory roles. Scatter plots were used to demonstrate the trends of inflammatory cytokines under the five MR methods (Figure S1).

When PE was used as exposure, the remaining 33 SNPs were involved in the MR analysis. The results are depicted in Figure 2. Eight inflammatory cytokines were affected by PE, among which the growth factor MCSF (Beta = -0.159, 95% CI= -0.280–0.037, p = 0.01) was negatively regulated, while the others were positively regulated. The remaining seven inflammatory factors were VEGF (Beta = 0.098, 95% CI = 0.026–0.170, p = 0.008), IL12p70 (Beta = 0.076, 95% CI = 0.009–0.143, p = 0.027), IL1b (Beta = 0.137, 95% CI = 0.032–0.243, p = 0.011), IL1ra (Beta = 0.131, 95% CI = 0.018–0.245, p = 0.023), IL4 (Beta = 0.086, 95% CI = 0.015–0.156, p = 0.017), IL7 (Beta = 0.109, 95% CI = 0.006–0.213, p = 0.039), IL8 (Beta = 0.125, 95% CI = 0.017–0.232, p = 0.023). The scatter plot of the above inflammatory cytokines is presented in Figure S2.




3.2 Bidirectional interactions between 41 inflammatory cytokines and GH

As 41 inflammatory cytokines were used for MR analysis as exposure, MIF (OR = 1.142, 95% CI = 1.029–1.267, p = 0.012), which acted as a promoter, and VEGF (OR = 0.950, 95% CI = 0.904–0.9995, p = 0.048), which acted as an inhibitor, were identified. The scatter plot is depicted in Figure S3.

Next, we reversed the exposure and outcome. MR analysis revealed that four inflammatory cytokines were screened out and all of them had increased expression under the influence of GH. The four cytokines are MIP1a (Beta = 0.122,95% CI = 0.024–0.219, p = 0.015) HGF (Beta = 0.070, 95% CI = 0.006–0.134, p = 0.032), IL-18 (Beta = 0.136, 95% CI = 0.030–0.241, p = 0.012), and IL-8 (Beta = 0.116, 95% CI = 0.018–0.213, p = 0.02). The scatter plot is depicted in Figure S4. In addition, the 95% CIs for GROa and SCGFb did not pass through 0 (Figure 3). The beta values for MR Eggar were in the opposite direction as that of IVW; thus, GROa (IVW beta = 0.106, MR Eggar beta = -0.143) and SCGFb (IVW beta = 0.129, MR Eggar Beta = -0.263) were not considered as statistically significant cytokines.




3.3 Bidirectional interactions between 41 inflammatory cytokines and EH

We explored the causal association of 41 inflammatory cytokines with EH as outcome and obtained three inflammatory cytokines with causal potential—IL-18 (OR = 1.186, 95% CI = 1.047–1.344, p = 0.007) and TRAIL (OR = 1.107, 95% CI = 1.001–1.224, p = 0.047) factors produced positive regulatory effects, while MIP1b (OR = 0.881, 95% CI = 0.817–0.950, p = 0.001) factor exerted negative effects. The scatter plot is depicted in Figure S5.

When exploring the MR analysis of the role of EH as exposure, only the IFNg was revealed as a statistically significant responder by the IVW method. However, the MR Eggar method obtained results with the opposite trend to that of the former; thus, the IFNg (IVW beta = 0.045, MR Eggar beta = -0.004) was eliminated.




3.4 Bidirectional interactions between 41 inflammatory cytokines and PF

When MR analysis was performed with 41 inflammatory cytokines as exposure and PF as outcome, one facilitator, IL-9 (OR = 1.118, 95% CI = 1.004–1.246, p = 0.043), and three inhibitory factors, MIP1b (OR = 0.949, 95% CI = 0.916–0.984, p = 0.004), IL-13 (OR = 0.949, 95% CI = 0.908–0.992, p = 0.02), and IL-16 (OR = 0.930, 95% CI = 0.867–0.998, p = 0.043) were found. The scatterplot is presented in Figure S6.

Reversing exposure and outcome, no significant inflammatory cytokines were found.




3.5 Sensitivity analysis

The results of the tests for heterogeneity and pleiotropy when inflammatory cytokines were used as exposures are presented in Table S2. The results of the tests for heterogeneity and pleiotropy when inflammatory cytokines were used as outcomes are presented in Table S4. In addition, the leave-one-out analysis results are presented in Figure S7-12. Details of SNPs when inflammatory cytokines were used as exposures are presented in Table S3. Details of SNPs when inflammatory cytokines were used as outcomes are presented in Table S5.





4 Discussion

Recently, numerous studies that explore the association of HDP with the immune system and the inflammatory cytokines produced by immune cells have been published. For example, TH17 cells and their secreted interleukin-17 (IL-17) levels are found to be increased in PE patients; TH17 cells induce pre-eclampsia by participating in placental ischemia, oxidative stress, and other pathways (23). It has also been suggested that VEGF may be an important biomarker for pre-eclampsia and has significant value in predicting its severity (24, 25). Despite the rich results of previous observational studies, the causal association among numerous important inflammatory cytokines with HDP has not been established due to the limitations of traditional epidemiology (26). Observational studies often provide biased associations due to the presence of confounding factors or reverse causality, thereby making it difficult to obtain credible conclusions using this method (27). In terms of pregnancy disorders, it is difficult to identify the causes of changes in inflammatory cytokine levels in patients with HDP through general observational studies. The presence of the disease itself, side effects caused by therapeutic drugs, underlying pathological immune response, the state of hidden infection, and harmful lifestyle habits (such as alcohol abuse and smoking) can cause changes in the levels of inflammatory cytokines (28–30). Recently, it has been reported that cytokine storms are highlighted as a common feature in pre-eclampsia and severe forms of coronavirus disease 2019 disease (31).

Our study found that more inflammatory cytokines exhibited significant changes in the initiation and progression of PE compared to GH. Among the four types of HDP, the inflammatory cytokines that recurrently appear upstream of the disease are IL-9, MIF, MIP1b, IL-13, IL-16, and TRAIL. The IL-9/IL-9R pathway is involved in regulating trophectoderm function, and increased IL-9 levels were found to result in increased tissue proliferation and invasiveness (32). IL-9 and IL-9R increase fibroblast proliferation as well as induce pro-inflammatory cytokines and metalloproteinases, which are key pathological processes that promote the formation of vascular opacities (33). Prior studies have suggested that Th9 cells may be involved in immune-mediated diseases such as allergy and autoimmune inflammatory diseases (34). Th1 or Th17 cells can induce CD4+IL-9+ T cell differentiation by promoting factors such as IL-1b and IL-12 (35). Under condition of TGF-β presence, Th-17 cells can produce IL-9 to participate in pro-inflammatory response (36). At present, research on Th9 cells in human pregnancy is limited, and the possible role of Th9 cells in preeclampsia needs to be further investigated. In addition, MIF is involved in multiple biophysiological processes that contribute to cell proliferation and differentiation, innate immune responses, and angiogenic biological activities (37). Previous studies have confirmed that large amounts of pro-inflammatory mediators are produced by MIF stimulation, including cytokines tumor necrosis factor-alpha (TNFa), IL-1b, interleukin-6 (IL-6), interferon-gamma (IFNg), matrix metalloproteinases, and nitric oxide (38, 39). Circulating concentrations of MIF are elevated in infected patients, inflammatory conditions, and autoimmune diseases (40). Therefore, MIF is recognized as a biomarker or pharmacological target for different diseases (41, 42), and MIF inhibitors might have considerable therapeutic benefit for numerous inflammatory and autoimmune diseases (43–46). Similar conditions have been found in mothers with pathological pregnancies (preterm birth (47) and pre-eclampsia (48). MIP1b was revealed to have the potential to recruit macrophages and dendritic cells (49, 50), which have the ability to secrete a range of cytokines/chemokines and enzymes implicated in angiogenesis and tissue remodeling (51). Furthermore, it has been demonstrated that macrophages promote trophoblastic invasion in pregnant mice (52). IL-13 exerts its anti-inflammatory effects by binding to IL-4 receptor alpha (IL-4ra) (53). In addition, IL-13 can downregulate the expression of IL-1b, IL-8, TNFa, and MIP1a (54–56). The anti-inflammatory potential of IL-13 has been therapeutically investigated in a variety of pathologies, including psoriasis, arthritis, and Alzheimer’s disease (57–59). Therefore, IL13 may be a key therapeutic target in pre-eclampsia. Currently, there are very few studies that investigate the correlation between IL-16 and HDP. It has been shown that IL-16 can initiate and amplify inflammatory responses through the release of cell signaling molecules that bind to CD4+ T cells (60). It is worth noting that Andrea L et al. found a noticeable decrease of IL-16 expression in hemolysis, elevated liver enzymes, and low platelet count (HELLP) syndrome (61). Due to the lack of clarity regarding how IL-16 is implicated in the etiopathogenesis of pre-eclampsia suggests, it is noteworthy that future research on IL-16 in such disorders is necessary. Tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) is part of the TNF ligand family, and TRAIL and its receptor play essential roles in trophoblastic immunity and invasion during early pregnancy (62, 63). TRAIL induces apoptosis in vascular endothelial cells and vascular smooth muscle cells during the process of remodeling the uterine spiral arteries (64). It has recently been demonstrated that pregnant women who subsequently develop HDP have reduced plasma levels of TRAIL prior to 20 weeks gestation (65), thereby suggesting that TRAIL could serve as a new predictive, noninvasive biomarker for pregnant women with HDP.

Further, previous studies have revealed that IL-12p70, IL-1ra, IL-1b, IL-8, and IL-18 are considerably higher in PE group than in normal pregnant women (66, 67), which supports our findings. IL-1ra is elevated in PE, and elevated circulating IL-1ra reflect increased activity of the pro-inflammatory cytokines IL-1a and IL-1b, both of which are difficult to identify in serum levels because of their short circulating half-lives (68, 69). Moreover, it has been revealed that IL-1b and TNFa can significantly increase MCSF expression in early pregnancy decidual cells (70). IL-7 cytokine is necessary for the proliferation and survival of pathogenic Th17 cells, and has a promotional role in autoimmune diseases such as experimental autoimmune encephalomyelitis (71, 72).. In addition, previous evidence suggests that Th17 cells are observed to be increased in the decidual cells of patients with pre-eclampsia (73). IL-17 is a major effector molecule of Th17 cells, which plays an important role in inflammatory response, and IL-17 also induces the production of factors such as IL-6 and IL-8. However, IL-17 was not a statistically significant factor in the results of this MR analysis. In a meta-analysis published in 2020, the authors found no evidence that circulating IL-17 levels differed between pre-eclampsia and controls (74). Furthermore, Brewster et al. found that IL-17 levels were lower in patients with early-onset pre-eclampsia and higher in patients with late-onset compared to controls (75). Consequently, we consider that the role of IL-17 in pre-eclampsia needs to be approached with caution and further studies are still needed. Karol Charkiewicz et al. demonstrated that HGF was expressed in the plasma of patients with PE at a higher level than that in healthy pregnant women (76).

Currently, the most effective way to deal with pre-eclampsia is the prompt delivery of the fetus and placenta (77). Symptoms of pre-eclampsia and eclampsia are usually greatly relieved when the fetus and placental tissue are delivered from the mother. In our study, circulating inflammatory cytokines were also no longer active in patients after delivery. Moreover, we found that IL-9, MIP1b, IL-13, and IL-16 might be associated with fetal dysplasia. Previous researches have suggested that IL-9 induces immune tolerance during pregnancy; if abnormalities occur, the fetus is no longer tolerated by the mother and has adverse outcomes for both the mother and fetus (78). MIP1b affects cytotoxicity and causes tissue damage in the developing fetal brain and is a potential mechanism for intrauterine fetal dysplasia (79). Fetal growth restriction (FGR) maternal IL-13 levels are lower than those in normal pregnancies (80). IL-13 is a Th2 cytokine with anti-inflammatory characteristics. IL-13 inhibits the production of IL-6, IL-8, TNFa, and IL-12 as well as suppresses cytotoxicity and blocks pathologic inflammation (81). Lower levels of IL13 in FGR may indicate a more pronounced Th1 bias or pro-inflammatory cytokine bias. Denihan et al. investigated that IL-16 participated in the process of fetal brain injury and that its level associated with the long-term prognosis of neonatal hypoxic-ischemic encephalopathy (82).

For the first time, we adopted bidirectional two-sample MR analysis to explore the causal association between circulating inflammatory cytokines and the four types of HDP. Additionally, attention has been focused on inflammatory cytokines in pre-eclampsia that may contribute to poor fetal growth and development. Prior literature reviewed upstream and downstream inflammatory cytokines in HDP, thereby providing strong evidence for our results. Our study obtained different inflammatory cytokine profiles for both the incidence and progression of the disease, which offers new directions in the prevention, surveillance, and treatment of HDP. The pathogenesis and pathophysiology of HDP, represented by pre-eclampsia, are very complex and multifactorial. This includes endothelial dysfunction, oxidative stress, angiogenesis, neutrophil activation, anti-angiogenic factors, and syncytiotrophoblast microparticles, which are all involved in the pathophysiologic process of pre-eclampsia. Inflammatory cytokines play an important role in disease progression, but not all. This study only included 41 inflammatory cytokines, which is obviously a limitation. With in-depth study of HDP, more cytokines will be explored by researchers in the future and bring new perspectives and insights for early detection and therapeutic strategies of HDP.

There are several strengths of this study. First, genetic variation is randomly distributed during gamete formation and conception; thus, MR analysis avoids the limitations of observational studies (confounding, regression dilution, and reverse causation bias) (11). Second, we used separate samples for the circulating inflammatory cytokines and HDP data, and two-sample data avoided bias from weak instrumental variables. Third, we included two large-scale cohorts were included for MR analysis, thereby applying a sufficiently large sample size to ensure generalizability of causality. Moreover, two sets of data were treated as exposure and outcome to perform bidirectional MR analysis, respectively. Finally, so as to test the validity of the IV hypotheses, we performed sensitivity analyses, which included heterogeneity, pleiotropy, and leave-one-out analyses.

Nevertheless, there are also a few limitations of this study that must be discussed. First, the number of IVs as exposure varied for each inflammatory cytokine. During our analysis, a few IVs were discarded after screening; thus, the final MR analysis results could be influenced by the limited number of IVs. Despite this, we calculated statistical efficacy for each IV and excluded IVs with low efficacies in order to ensure that the results presented in this study remain reliable. Second, HDP occurs only in the female population, whereas circulating inflammatory cytokine GWASs are found in both male and female populations; thus, the presence of gender differences could potentially impact MR results. Third, this research data pertains to European populations; therefore, it needs to be treated with caution when generalizing to other populations. Finally, the immune system in pregnancy is complex and variable, with multiple changes in inflammatory cytokines influenced by a variety of factors, whereas it is difficult to dynamically monitor such a complex process in our study. Early-onset preeclampsia (onset < 34 weeks of gestation) and late-onset preeclampsia (onset ≥ 34 weeks of gestation), have different pathophysiological and immunopathological origins. However, limited by the availability of GWAS data, this study did not conduct subgroup analyses. With regard to the causal association of circulating inflammatory cytokines with HDP, deeper and more extensive studies are required in the future.
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Amniotic mesenchymal stromal cells (hAMSCs) have unique immunomodulatory properties demonstrated in vitro and in vivo in various diseases in which the dysregulated immune system plays a major role. The immunomodulatory and pro-regenerative effects of MSCs, among which hAMSCs lie in the bioactive factors they secrete and in their paracrine activity, is well known. The mix of these factors (i.e., secretome) can be either freely secreted or conveyed by extracellular vesicles (EV), thus identifying two components in the cell secretome: EV-free and EV fractions. This study aimed to discern the relative impact of the individual components on the immunomodulatory action of the hAMSC secretome in order to obtain useful information for implementing future therapeutic approaches using immunomodulatory therapies based on the MSC secretome. To this aim, we isolated EVs from the hAMSC secretome (hAMSC-CM) by ultracentrifugation and validated the vesicular product according to the International Society for Extracellular Vesicles (ISEV) criteria. EVs were re-diluted in serum-free medium to maintain the EV concentration initially present in the original CM. We compared the effects of the EV-free and EV fractions with those exerted by hAMSC-CM in toto on the activation and differentiation of immune cell subpopulations belonging to both the innate and adaptive immune systems.

We observed that the EV-free fraction, similar to hAMSC-CM in toto, a) decreases the proliferation of activated peripheral blood mononuclear cells (PBMC), b) reduces the polarization of T cells toward inflammatory Th subsets, and induces the induction of regulatory T cells; c) affects monocyte polarization to antigen-presenting cells fostering the acquisition of anti-inflammatory macrophage (M2) markers; and d) reduces the activation of B lymphocytes and their maturation to plasma cells. We observed instead that all investigated EV fractions, when used in the original concentrations, failed to exert any immunomodulatory effect, even though we show that EVs are internalized by various immune cells within PBMC. These findings suggest that the active component able to induce immune regulation, tested at original concentrations, of the hAMSC secretome resides in factors not conveyed in EVs. However, EVs isolated from hAMSC could exert actions on other cell types, as reported by others.




Keywords: amnion, secretome/conditioned medium, extracellular vesicles, mesenchymal stem/stromal cells, immune modulation



Introduction

Human amniotic mesenchymal stromal cells (hAMSCs) have attracted great attention thanks to their immunomodulatory properties (1, 2) that determine significant advantages for their application in the treatment of inflammatory or immune-mediated diseases (3). Indeed, hAMSCs exert strong antiproliferative and immunomodulatory actions on different immune cells. Several in vitro studies demonstrated that hAMSCs and their secretome inhibit the proliferation of T cells when activated through TCR stimulation. As a matter of fact, we previously reported that hAMSCs and their secretome prevent/reduce the development of cytotoxic T cells and the polarization toward inflammatory T helper subsets and enhance instead the polarization toward regulatory T cells (4, 5). Furthermore, they suppress the in vitro differentiation of monocytes toward inflammatory antigen-presenting cells, triggering instead the acquisition of phenotypical and functional features typical of M2 anti-inflammatory macrophages (5–8). We have also recently demonstrated that hAMSCs and their secretome are able to suppress the proliferation and differentiation of B lymphocytes to plasma cells (9).

The immunomodulatory properties of hAMSCs and their secretome have been shown to contribute to their ability to foster tissue regeneration and induce therapeutic effects in preclinical disease models. As a matter of fact, hAMSCs and their secretome have been successfully used to treat different inflammatory-related diseases including lung (10, 11) and liver fibrosis (12), wound healing (7, 13), collagen-induced arthritis (14), tendon-to-bone healing (15), bone defects (16), multiple sclerosis (14), inflammatory bowel disease (14), colitis (14, 17), sepsis (14), traumatic brain injury (18), and Huntington’s disease (19). All these studies strongly indicate that hAMSCs provide immunoregulatory actions through paracrine signaling triggered by factors present in their secretome, which include both freely secreted factors and factors conveyed by extracellular vesicles (EVs).

EVs are a heterogeneous family of bilayer membrane vesicles that, according to their size and biogenesis, are classified into exosomes (40–200 nm; generated within the endosomal system) and microvesicles (50–1,000 nm; produced by outward budding of the plasma membrane). EVs carry molecules such as proteins, lipids, and coding and non-coding RNAs, which can contribute to the function of the cells of origin from which they are released (20, 21). Some studies suggest that EVs released from MSCs may have a therapeutic action comparable to that of parental cells and their derived secretomes, thus representing an enormous therapeutic potential for applications in regenerative medicine due to their easier management/storage and higher safety (i.e., lack of tumorigenicity) compared to cell-based therapy (22). Our previous studies evidence that the hAMSC secretome (hereinafter defined as hAMSC-conditioned medium: hAMSC-CM) contains free, soluble molecules and EV-conveyed miRNAs with regulatory functions on different types of inflammatory cells (23). It is now crucial to define whether the EV fraction can exert biological activities comparable to those of the CM in toto. To this end, we compared the immunomodulatory potential of the different hAMSC secretome fractions. Indeed, no study has yet to specifically address the contribution that EVs and the freely secreted fraction have to the multifaceted immunomodulatory effects of hAMSC-CM. As a matter of fact, in this comparative study we aimed to discern the relative impact of the individual components of the hAMSC secretome, maintaining for each secretome fraction (EV-free and EV) the quantitative proportions in which they are represented in the secretome of origin.

Thus, herein for the first time we compared the immunomodulatory properties of the hAMSC secretome in toto with those of the different fractions (EV-free and EV fractions) to draw upon useful information for implementing future therapeutic approaches using immunomodulatory therapies (EV vs. secretome in toto) based on the MSC secretome.



Material and methods


Ethics statements

The collection of human peripheral blood mononuclear cells (PBMCs) for research purposes was approved by the Regional Departments of Transfusion Medicine (Rif. 523, July 7, 2016). PBMCs were obtained from healthy adult donors after informed consent and provided by the Center of Immune Transfusion of Spedali Civili of Brescia, Italy.

Human term placentae were collected from healthy women after vaginal delivery or caesarean section at term, after obtaining informed written consent, according to the guidelines set by the local ethical committee “Comitato Etico Provinciale di Brescia,” Italy (number NP 2243, 19 January 2016).



Isolation of mesenchymal stromal cells from human amniotic membrane and CM preparation

Cells were isolated as previously described (24). The amniotic membrane was cut in fragments and digested at 37°C for 9 min with 2.5 U/ml dispase (VWR, Radnor, PA, USA). The digestion was then blocked by washing the amniotic fragments in RPMI complete medium composed of RPMI 1640 medium supplemented with 10% heat-inactivated fetal bovine serum (FBS), 1% penicillin/streptomycin (P/S), and 1% L-glutamine (all from Sigma-Aldrich, St. Louis, MO, USA). Enzymatic digestion continued with fragment incubation in the presence of 0.94 mg/ml collagenase and DNase I (both from Roche, Basel, Switzerland) for approximately 2.5–3 h at 37°C. The cell suspension obtained was centrifuged at low g, and the supernatant was filtered (100-μm cell strainer) (BD Falcon, Bedford, MA, USA), and the cells were collected by centrifugation. After isolation, hAMSCs (p0) were phenotypically characterized as previously reported (24). Cells with >80% expression of mesenchymal markers CD13 and CD90 and <10% expression of the hematopoietic marker CD45 and of the epithelial marker CD324 were used in this study.

Freshly isolated cells were expanded until passage 1 (p1) by plating at a density of 104 cells/cm2 in Chang Medium C (Irvine Scientific, Santa Ana, CA, USA) supplemented with 2 mM L-glutamine at 37°C in the incubator at 5% CO2. To produce conditioned medium (CM), hAMSC p1 cells were seeded for 5 days in 24-well plates (Corning, NY, USA) at a density of 5 × 105 cells/well in 0.5 ml of DMEM-F12 medium (Sigma-Aldrich) without serum, supplemented with 2 mM L-glutamine (Sigma-Aldrich) and 1% P/S as described (25).

At the end of the 5-day culture, CM was collected, centrifuged at 300×g, and filtered through a 0.2-μm sterile filter (Sartorius Stedim, Florence, Italy). An aliquot of 5 ml was kept frozen at − 80°C until use (CM in toto for comparison with other fractions), while the remaining CM volume (15–20 ml) was used for EV isolation. After EV isolation, the EV-free fraction was maintained for comparison studies. Six placentas were used to obtain six different hAMSC-CM preparations. The number of CMs used for each experiment is indicated in the figure legends.



CM fractionation by ultracentrifugation

CM was centrifuged at 100,000 × g for 1, 3, 9, or 24 h at 4°C in a 70.1 Ti rotor (Beckman Coulter, Fullerton, CA, USA). To ensure optimal EV recovery, tubes were filled up to half nominal volume. After centrifugation, supernatants (EV-free fraction) were recovered and pellets (EV fraction) were suspended in a small volume of PBS or in a volume equivalent to the starting volume of CM used to isolate EVs (for example, EVs isolated from 12 ml of CM were resuspended in 12 ml of fresh medium without serum). Both EV-free and EV fractions were stored at 4°C and utilized within 24 h from isolation.



EV detection by nanoparticle tracking analysis

EVs in the CM in toto, EV-free fractions, or EV fractions were visualized by the NanoSight NS300 system (NanoSight Ltd., Amesbury, UK). Dilutions with PBS were performed to ensure sample readings between 20 and 120 particles per frame. Pump flow was set to 30. Three to five recordings of 60 s were executed for each sample. Collected data were analyzed by the Nanoparticle Tracking Analysis (NTA) software, providing concentration measurements and high-resolution particle size distribution profiles.



EV characterization by flow cytometry

For analysis of EV integrity, an identical number of EVs in both CM in toto and EV fraction samples calculated from NTA data were supplemented with carboxyfluorescein succinimidyl ester (CFSE; Sigma-Aldrich, St Louis, MO, USA) (10 μM final) and incubated in the dark at 37°C for 30 min. CFSE-positive events were detected and counted using the FITC channel up to a maximum value of 10,000 events per second with a 10-μl/min flow rate using a CytoFLEX flow cytometer (Beckman Coulter). Unstained CM in toto and EV fraction samples were used as negative controls to set CFSE positivity. Integrity was calculated as the ratio of FITC+ events between the EV fraction and CM in toto. Before analysis, flow cytometer performance in the nanometer range was set with reference Megamix-Plus SSC beads (Biocytex, Marseille, France) composed of FITC fluorescent spheres (160, 200, 240, and 500 nm).

For EV marker detection, CM in toto and EV fraction samples were stained with CFSE as previously described. Afterward, one-seventh of the labeled samples were stored at 4°C, whereas the rest was divided into six aliquots and each stained for 30 min at 4°C in the dark with 1 μl of the following APC-conjugated Ab: anti-CD9 (312107, BioLegend, San Diego, CA, USA), CD63 (353007, BioLegend), CD81 (349509, BioLegend), CD44 (338805, BioLegend), CD73 (344005, BioLegend), and CD90 (328113, BioLegend). Antibodies were used singularly. A maximum value of 10,000 events per second were acquired with a 10-μl/min flow rate using a CytoFLEX flow cytometer, and APC-positive events were detected after FITC gating as previously described. Unstained samples were used as negative controls to set APC positivity.



EV characterization by transmission electron microscopy

EV fraction samples were suspended in PBS (100 μl per initial 5-ml volume). Five microliters was absorbed for 10 min at RT on formvar carbon-coated grids and drops blotted with filter paper. Two percent of uranyl acetate aqueous suspension was used to perform negative staining for 10 min, and excess was removed by filter paper. The grid was dried at RT. Samples were examined with a TALOS L120C transmission electron microscope (Thermo Fisher Scientific, Waltham, MA, USA) at 120 kV.



Protein quantification in purified EVs

After centrifugation, samples from EV fractions were analyzed with a NanoDrop ND-1000 spectrophotometer (Thermo Fisher Scientific, Waltham, MA, USA) with the Protein A280 protocol. The concentration was related with NTA data to obtain the number of EVs/µg protein value.



Analysis of T-cell proliferation

T-cell proliferation was induced by stimulating peripheral blood mononuclear cells (PBMCs) with an anti-CD3 monoclonal antibody. Human PBMCs were obtained from heparinized whole blood samples using density gradient centrifugation (Histopaque-1077, Sigma-Aldrich, St. Louis, MO, USA). PBMCs (1 × 105/well in a 96-well-plate) were activated with 125 ng/ml (final concentration) anti-CD3 (Orthoclone OKT3, Janssen-Cilag, Cologno Monzese, Italy). Activated PBMCs (PBMC + anti-CD3) were cultured in the presence of different volumes of CM or of its fractions (EV-free or EVs) (10, 25, 50, or 100 μl/well of CM 5%, 12.5%, 25%, or 50%, respectively, of the final volume), for 3 days. The final volume of each well was 200 μl. In all experiments, activated PBMCs cultured alone were used as controls. All conditions were performed in triplicate in RPMI 1640 medium (Cambrex, Verviers, Belgium) supplemented with 10% heat-inactivated FBS, 2 mM L-glutamine, and P/S.

T-cell proliferation was assessed by 5-ethynyl-2′-deoxyuridine (EdU) incorporation as previously described (26). Briefly, 10 µM EdU (Life Technologies, Carlsbad, CA, USA) was added to PBMCs at day 3 post-stimulation. After 16–18 h, cells were harvested and EdU incorporation was evaluated by adding 2.5 μM 3-azido-7-hydroxycoumarin (Jena Biosciences, Jena, Germany) in buffer solution (100 mM Tris–HCl pH 8.0, 10 mM L-ascorbic acid, 2 mM CuSO4) at RT for 30 min. Cells were acquired using a FACSymphony A3 (BD Biosciences), and the percentage of proliferating EdU-positive cells was analyzed with FlowJo V10 (BD Biosciences). Cells were also stained with eFluor 780 (Thermo Fisher) for the exclusion of dead cells.



Analysis of CD4+ T helper subsets and Treg subset polarization

Phenotypes were assessed by flow cytometry analysis of the expression of specific cell surface markers and transcription factors to identify T helper subsets (Th1, Th2, and Th17) and Treg. After 5 days of coculture in the presence of CM, PBMCs stimulated with anti-CD3 were collected and centrifuged at 300g for 5 min. Cells were stained with eFluor 780 for the exclusion of dead cells. The staining was performed using antibodies for CD3 (clone UCHT1), CD4 (clone VIT-4), CD45RA (clone HI100), CD196 (clone 11A9), CD183 (clone 1C6/CXCR3), CD25 (clone M-A25), and FoxP3 (clone 259D/C7) which all came from BD Biosciences and CD194 (clone REA279) from Miltenyi. Intracellular staining for FoxP3 was performed after fixation and permeabilization using BD Cytofix/Cytoperm (BD Biosciences), followed by staining with anti-FoxP3 antibody. Samples were acquired using a FACSymphony A3 and analyzed with FlowJo V10. T-cell subsets were identified by a sequential gating strategy. T effector cells were first identified by gating CD4-positive and CD45RA-negative cell populations (CD4+CD45RA− cells), and different T helper (Th) subsets were identified as follows: Th1 as CD196−CD183+, Th17/Th1 as CD196+CD183+, and Th2 as CD196−CD183−CD194+ (27). Furthermore, to investigate the ability of hAMSC-CM and its fraction to induce Treg polarization, we performed a mixed lymphocyte reaction (MLR-T) by coculturing T lymphocytes (1 × 105), previously isolated from PBMCs using the Pan T cell Isolation Kit (Miltenyi Biotech), with 1 × 105 gamma-irradiated allogeneic PBMCs. Activated T lymphocytes (MLR-T) were cultured in the presence of different volumes of CM or of its fractions (EV-free or EVs) (10, 25, 50, or 100 μl/well of CM (5%, 12.5%, 25%, or 50%, respectively, of the final volume), for 6 days. Tregs were evaluated as previously reported in the aforementioned gating strategy, and the % of Treg cells was evaluated as CD25 High and FoxP3-positive cells.



Analysis of monocyte differentiation toward antigen-presenting cells

Monocyte-derived M1 macrophages were differentiated starting from 5 × 105 PBMCs cultured or not (control condition) in the presence of CM or its fractions, in 24-well plates (Corning) for 4 days in the presence of 5 ng/ml GM-CSF (Miltenyi Biotec) in 0.5 ml RPMI 1640 complete medium. Cells were activated by adding 20 ng/ml interferon gamma (IFN-γ) (Miltenyi Biotec) for 1 h after which 0.1 μg/ml LPS (Sigma-Aldrich) was added and left for 2 days. For dendritic cell (DC) differentiation, 2.5 × 105 PBMCs were cultured in 48-well plates (Corning) for 4 days in the presence of 50 ng/ml recombinant human IL-4 (R&D Systems, Minneapolis, MN, USA) and 50 ng/ml GM-CSF in 0.5 ml RPMI 1640 complete medium. Complete maturation was reached by adding 0.1 μg/ml LPS for 2 days.

M1 macrophages, as well as DC, were collected after 6 days of differentiation in the absence or presence of 10, 25, 50, or 100 μl/well of CM or its fractions (EV-free or EVs) (2%, 5%, 10%, or 20%, respectively, of the final volume). Different CM products were added at day 0, concomitantly with the start of the differentiation protocol. Phenotype was investigated by flow cytometry. Prior to surface marker staining, cells were stained with eFluor 780 for the exclusion of dead cells. Cells stained with CD3 were excluded; CD11b (clone ICRF44)-positive cells were analyzed for the expression of CD163 (clone GHI/61), CD197 (clone 3D12), CD86 (clone 2331 (FUN-1)), and CD14 (clone MΦP9) to distinguish M1/M2 macrophage polarization. For mDC differentiation, the same protocol aforementioned for the macrophages was used and staining was performed for CD197 (clone 3D12), CD209 (clone DCN46), CD14 (clone MΦP9), CD83 (clone HB15e), and CD1a (clone HI149). All antibodies were purchased from BD Biosciences.



Analysis of B-cell proliferation and differentiation

To evaluate B lymphocyte proliferation, PBMCs were labeled with CFSE to monitor cell division (9). Stained PBMCs (1 × 105 cells) were seeded in 96-well tissue culture plates in 50% RPMI complete medium and 50% UltraCULTURE™ serum-free culture medium (Lonza, Basel, Switzerland). B-cell proliferation was induced by stimulating cells for 6 days with 2.5 μg/ml CpG-ODN 2006 (Aurogene s.r.l., Rome, Italy). Activated PBMCs were cultured in the presence of CM-hAMSC or its fractions, EV-free, or EVs (10, 25, 50, or 100 μl/well of CM 5%, 12.5%, 25%, or 50%, respectively, of the final volume).

Cells were stained with eFluor 780 for the exclusion of dead cells. The staining was performed using antibodies for CD3 (clone UCHT1), CD19 (clone SJ25C1), CD14 (clone MΦP9), CD27 (clone M-T271), CD24 (clone ML5), CD38 (clone HB7), and IgM (clone G20-127) which all came from BD Biosciences and CD138 (clone 44F9) from Miltenyi. Samples were acquired using a FACSymphony A3 and analyzed with FlowJo V10. B-cell subsets were identified by a sequential gating strategy. Plasmablasts were identified as CD19+CD27hiCD38hiCD138- cells; plasma cells (PC) were identified by the co-expression of the CD138 marker (CD19+CD27hiCD38hiCD138+).



Quantification of hAMSC-EV uptake by PBMC

The spontaneous uptake of EVs by PBMC was analyzed by culturing unstimulated PBMC for 18 h with 5 × 109 vesicles stained with CFSE, as previously reported in the section entitled “EV characterization by flow cytometry”. After incubation, the PBMCs were collected, extensively washed, and analyzed by flow cytometry for uptake. To evaluate the uptake ability of the different immune cell subsets, we stained the PBMCs with the following antibodies: CD3 (clone UCHT1), CD19 (clone SJ25C1), and CD14 (clone MΦP9). The amount of immune cells positive for the expression of CFSE and indicative of the EV uptake was assessed with FACSymphony A3 and analyzed with FlowJo V10. The comparison was performed using untreated PBMC as baseline for basal autofluorescence.



Statistical analysis

The data are shown as violin-truncated plots with Tukey variations. The parameters were compared using one-way and two-way analyses of variance (ANOVA). Data are representative of at least three independent experiments. Statistical analysis was performed using Prism 8 (GraphPad Software, La Jolla, CA, USA). A p value lower than 0.05 was considered statistically significant.




Results


hAMSC-CM fractionation

In order to efficiently isolate EVs from the hAMSC-CM and obtain the EV-depleted counterpart, a tailored protocol was fine-tuned relying on a centrifugal force of 100,000 × g, as widely reported in the ISEV guidelines as an efficient method for EV isolation from CM (28). This was followed by several quality controls (Figure 1A). On a pilot hAMSC-CM lot (15.3 × 109 ± 0.4 EVs/ml), different centrifugation times were scored to identify via NTA technology the experimental condition coupling the highest EV removal and recovery with the most reduced operative time to avoid EV damage by long-lasting g-force (Figure 1B). The combination of 100,000 × g and 3-h centrifugation resulted in the best protocol with EV recovery up to 77.9% ± 4.2 (Figure 1C). Notably, increasing the centrifugation times did not allow for higher recovery (80.4% ± 0.8 and 72.6% ± 2.8, 9 and 24 h, respectively), whereas a shorter time (1 h) did not lead to efficient separation of particles from the supernatant that resulted to be contaminated (44.0% ± 4.0 of the initial EVs input with 46.6% ± 7.9 recovery). Moreover, the selected 3-h protocol led to the isolation of particles of comparable size with respect to EVs in the CM (133 nm ± 8 vs. 127 nm ± 7, CM vs. EVs, no significant (p < 0.05) difference) (Figure 1D), as scored by NTA data, while 1-h centrifugation resulted in particles of smaller size (96 nm ± 5), possibly due to the selection of a subpopulation as clearly evidenced in NTA plots where larger particles are mainly detected in the supernatant. NTA graphs also showed the absence of larger (>300 nm) events both before and after EV isolation, emphasizing that the procedure does not lead to particle aggregates or clumps, even after 24 h of centrifugation. Size was substantiated by transmission electron microscopy (TEM) analysis of isolated EVs, showing their typical cup-shaped morphology, with the majority of particles below 200 nm and few large ones (>250 nm) as reported by NTA (Figure 1E). The isolation of particles with dimensional parameters similar to those in the CM suggests the conservation of EV integrity after processing, a crucial step in order to subsequently attribute a biological effect. By flow cytometry analysis of CFSE-stained particles, compared to those in the unpurified CM, and by direct comparison with fluorescent nanobeads of predetermined size (160, 200, 240, and 500 nm), the dimensional range previously obtained with NTA technology was further confirmed to be around 150 nm (Figure 1F) both before and after purification of another parameter that confirmed the absence of major particle disruption or aggregation. Finally, we reported that EV integrity after centrifugation showed 76.4% ± 2.0 (Figure 1G). Flow cytometry also showed the low and high presence of CD9 and CD63/CD81 EV markers, respectively, as well as both the abundance of CD73/90 and the whole population shift of CD44 hAMSC markers (Supplementary Figure 1), as previously published by our group (23). Comparable data before and after centrifugation were a further support of absence of detrimental effects or isolation of subpopulation given by the isolation procedure. As a final quality control, the purity of isolated EVs was calculated and resulted to be 0.468 × 109 ± 0.095 EVs/μg protein, a value falling within the range (108 to 1010) reported for EV preparations from cell culture supernatants (29).




Figure 1 | Definition of hAMSC-CM fractionation protocol and EV characterization. (A) Workflow of the protocol used to identify and validate the most efficient centrifugation procedure to obtain EV-depleted and EV-enriched fractions from hAMSC-CM. (B) Particle size and concentration profiles from NTA data for both fractions (EV free and EVs) after centrifugation for the indicated times (1, 3, 9, and 24 h). CM and PBS were used as starting condition and background, respectively (N = 3, values indicated as mean ± SD). (C) EV recovery or contamination in the EV-free fraction for the tested centrifugation times (1, 3, 9, and 24 h) calculated from the NTA data with respect to EVs in the CM set as 100% (N = 3, mean ± SD). (D) Size analysis from NTA data for the EVs identified in the CM, EVs, or EV-free fractions obtained after centrifugation for the indicated times (1, 3, 9, and 24 h) (N = 3, mean ± SD). (E) Transmission electron micrographs of EVs in the 3-h centrifugation pellets showing characteristic cup-shaped morphology and size compatible with NTA data. Black arrows indicate the EVs. (F) Visualization of EVs (in the unprocessed CM or in EV-fraction) after a 3-h centrifugation), after CFSE staining and comparison with nanometric FITC-fluorescent beads of indicated sizes. A representative cytogram is presented. (G) % of EVs recovery after 3 h of centrifugation.





Characterization of EVs from hAMSC-CM

To try to discriminate the impact of the different components of the secretome, we compared the results obtained from the secretome in toto (hAMSC-CM) with those of the same secretome depleted from EVs (EV-free) and with the EV fraction resuspended in an equivalent volume of fresh medium. Specifically, in order to evaluate the effect due to EVs alone and discern it from that of soluble bioactive molecules contained in the EV-depleted secretome, we suspended EVs in the equivalent volume of fresh medium (DMEM-F12) (for example, EVs isolated from 12 ml of CM were resuspended in 12 ml of fresh medium). The products obtained were subsequently characterized as previously described (Table 1). The average EV concentration per ml resulted to be 12.0 × 109 ± 7.6 in CM, 2.0 × 109 ± 2.9 in EV-free, and 9.9 × 109 ± 5.5 in EV fractions.


Table 1 | Summary table for concentration, recovery, size, and marker expression of EVs isolated from hAMSC-CM.



Overall, the recovery rate was similar to the values previously observed during protocol optimization resulting to be 85.8% ± 12.8. Mean EV size was calculated in 149 nm ± 21 and 147 nm ± 17 for CM and EV samples, respectively, with no significant (p < 0.05) difference between conditions. On three random EV samples, we monitored the presence of EV and hAMSC markers obtaining results almost identical to those previously observed with a very weak presence of CD9 (5% ± 1), abundant signal for CD63 (88% ± 1), CD81 (87% ± 2), CD73 (90% ± 2), and CD90 (81% ± 1), and weaker staining albeit with a whole population shift for CD44 (40% ± 9). Also, purity on four samples resulted to be 0.178 × 109 ± 0.060 EVs/μg protein. Analysis on a single sample showed 78% EV integrity. Given the reliability of the procedure, in all experimental conditions discussed in the following paragraphs, with exception when indicated, we compared the effect of a range of comparable doses of hAMSC-CM and EV-free and EV fractions (100, 50, 25, and 10 µl).



Ability of hAMSC-CM and EV-free and EV fractions to modulate T-cell proliferation

First, we evaluated and compared the effects of different doses of hAMSC-CM in toto and fractions obtained thereof (EV-free and EV fractions) on the proliferation of T lymphocytes stimulated with anti-CD3. The results obtained confirmed that CM in toto was able to inhibit the proliferation of T lymphocytes in a dose-dependent manner (from 59.4 ± 6.6% to 15.2 ± 8.3% of proliferating T cells in control and in activated PBMCs treated with 100 µl of CM, respectively; p < 0.001) and that only at the lowest dose (10 µl) was this effect partially lost (Figure 2). A similar trend was appreciable for the EV-free fraction (15.9 ± 7.5% proliferating cells in activated PBMCs treated with 100 µl of EV-free fraction, p < 0.001) (Figure 1), whereas no appreciable effect was observed for EVs at any dose used (52.1 ± 13.1% proliferating cells in activated PBMCs treated with 100 µl of EVs, p=ns).




Figure 2 | Effects of hAMSC-CM and its fractions (EV-free and EVs) on PBMC proliferation. Allogeneic PBMC (1 × 105) were stimulated with anti-CD3 antibody in the presence of 100, 50, 25, or 10 µl of hAMSC-CM in toto or with the same volume of the EV-free or EV fractions. Results are expressed as percentage of EdU+ cells representative of the proliferating cells. PBMCs stimulated with anti-CD3 mAb constitute the positive control. Results are displayed as violin plots showing median (thick line) and 25th and 75th quartiles (***p < 0.001 versus control (PBMC + anti-CD3), N ≥ 3.





Ability of hAMSC-CM and EV-free and EV fractions to modulate Th subsets and Treg polarization

Given that EVs are carriers of miRNAs and given the importance that miRNAs have on modulating the cell differentiation process (30), we investigated the impact of hAMSC-CM and its fractions on the differentiation of effector T cells toward various Th subsets. This study was performed, as done for T-cell proliferation analysis, by stimulating PBMCs with anti-CD3 monoclonal antibody in the presence of hAMSC-CM in toto or of its two fractions (EV-free or EVs). The commitment toward the different Th subsets was evaluated by flow cytometry, and the results were expressed as % of CD4-positive cells expressing specific markers identifying Th1, Th2, or Th1/Th17 subsets. As shown in Figure 3, hAMSC-CM decreased the median percentage of Th1 in PBMC stimulated with anti-CD3 with respect to control without CM treatment (40.0 ± 12.3% vs. 66.5 ± 5.7% in activated PBMC treated with 100 µl CM and in control activated PBMCs, respectively; p < 0.05). A similar trend was observed for the EV-free fraction (39.3 ± 6.3% in activated PBMCs treated with 100 µl of EV-free fraction, p < 0.05). When anti-CD3 stimulated PBMCs were cocultured in the presence of the EV fraction, we observed a slight reduction in Th1 median percentage (58.6 ± 6.6% in activated PBMCs treated with 100 µl EV fraction, p=ns), but this reduction was not statistically significant.




Figure 3 | Effects of hAMSC-CM and its fractions (EV-free and EVs) on the differentiation of T lymphocytes toward Th1, Th2, Th1/Th17, and Treg subtypes. Allogeneic PBMCs were incubated with anti-CD3 mAb in the presence of 100, 50, 25, or 10 µl of hAMSC-CM in toto or with the same volumes of the EV-free or EV fractions. Samples were collected after 5 days of culture. Results are expressed as percentage of the different Th subsets investigated: Th1 (CD183+CD196−), Th2 (CD183-CD196-CD194+), Th1/Th17 (CD183+CD196+), and Treg (CD4+CD25hiFoxP3+). Results are displayed as violin plots showing median (thick line) and 25th and 75th quartiles (*p < 0.05, **p < 0.01, N ≥ 3 individual experiments).



No significant differences were observed for Th2 polarization or the generation of Th1/Th17 subsets, for either hAMSC-CM in toto or the different fractions tested.

In addition, we investigated the effects of the hAMSC-CM in toto or its fractions (EV-free or EVs) on Treg subset polarization (Figure 3 lower panel). As previously reported, we confirmed that CM-hAMSC triggers the induction of Treg cells at the highest concentration (1.08 ± 0.46% vs. 3.34 ± 1.04%, respectively). Similar results were also obtained by the EV-free fraction at the intermediate and lowest concentrations (50 and 10 µl: 3.046 ± 1.03% and 3.094 ± 1.14%, respectively). Also in this case, the EV fraction seems to be able to induce only a slight increase in the Treg subset polarization at the highest concentration used (2.14 ± 1.20%).



Ability of hAMSC-CM and EV-free and EV fractions to modulate monocyte differentiation to antigen-presenting cells

Our group previously demonstrated that hAMSC-CM hampers monocyte (Mo) differentiation toward M1-type macrophages and instead triggers the acquisition of anti-inflammatory M2 macrophage features (6). Here we wanted to clarify the impact that the EV-free fraction and EVs have on Mo-M1 differentiation comparing the results with those obtained with hAMSC-CM in toto.

Both hAMSC-CM as well as the EV-free fraction reduced monocyte differentiation toward M1 macrophages, both by maintaining the expression of the undifferentiated monocytic marker CD14 (11.2 ± 7.2% control Mo-M1 macrophages vs. 87.8 ± 8.85% hAMSC-CM 100 µl and 90.9 ± 3.34% EV-free fraction 100 µl) (Figure 4A) and by reducing the expression of markers associated with M1 differentiation, such as CD197 (chemokine receptor CCR7) (70.8 ± 18.2% control Mo-M1 macrophages vs. 43.7 ± 4.30% hAMSC-CM 100 µl and 41.6 ± 20.5% EV-free fraction 100 µl) and the co-stimulatory molecule CD86 (MFI 384.8 ± 122.8 control Mo-M1 macrophages vs. 133.7 ± 80.2 hAMSC-CM 100 µl and 171.4 ± 78.5% EV-free fraction 100 µl) (Figure 4A). In parallel, they promoted monocyte skewing toward alternatively activated (M2) macrophages, as indicated by the significant increase in the percentage of macrophages expressing the M2 marker CD163 (all the results refer to the 100-µl concentration: 2.29 ± 2.64% control Mo-M1 macrophages vs. 75.3 ± 15.4% hAMSC-CM and 73.8 ± 13.4% EV-free fraction). On the other hand, the EV fraction did not affect monocyte differentiation toward M1 macrophages. Indeed, no differences vs. control Mo-M1 macrophages were observed with the administration of EVs regardless of the concentration used (all the results refer to the 100-µl concentration: CD14 (16.76 ± 7.21%), CD197 (72.2 ± 12.65%), CD86 (MFI 341.97 ± 131.4), and CD163 (9.6 ± 7.14%) (Figure 4A).




Figure 4 | Effects of hAMSC-CM and its fractions (EV-free and EVs) on monocyte differentiation toward antigen-presenting cells (A) M1 macrophages were obtained by incubating PBMCs with GM-CSF for 4 days, followed by IFN-γ + LPS for other 2 days. At the end of the culture period, the expression of CD197 and of the co-stimulatory molecule CD86, together with the pro-monocytic marker CD14, was evaluated by flow cytometry for M1 macrophages. The M2 polarization was assessed by analyzing the expression of the CD163 marker. (B) mDC differentiation was carried out by incubating PBMCs with GM-CSF + IL-4 for 4 days followed by 2 days of LPS treatment. At the end of the culture period, expressions of CD1a, CD197, CD209, CD14, and the co-stimulatory molecule CD83 were evaluated by flow cytometry for mDC differentiation. Results are presented as a percentage of expression or mean fluorescence intensity (MFI) ratio (between MFI control and MFI treated samples) and are shown as violin plots with median (thick line) and 25th and 75th quartiles (*P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001 versus control M1 (A) or mDC (B), N ≥ 3 individual experiments.



In parallel, we investigated the ability of CM-hAMSC in toto and the two fractions to impact monocyte differentiation toward myeloid dendritic cells (mDC) (Figure 4B), while both the CM in toto and the EV-free fraction were able to impact monocyte-derived mDC (Mo-mDC) differentiation by lowering the expression of the maturation marker CD1a (56.5 ± 18.01% control Mo-mDC vs. 11.8 ± 8.45% hAMSC-CM 100 µl and 10.9 ± 8.3% EV-free fraction 100 µl) and of the costimulatory molecule CD83 (MFI 18.8 ± 4.14 control Mo-mDC vs. 6.5 ± 2.67 hAMSC-CM 100 µl and 7.2 ± 3.77 EV-free fraction 100 µl), with a slight effect on CD197 expression (86.4 ± 6.6% control Mo-mDC vs. 76.5 ± 18.3% hAMSC-CM 100 µl and 84.87 ± 12.14% EV-free fraction 100 µl). No differences were observed in the expression of the dendritic marker CD209 (76.6 ± 6.87% control Mo-mDC vs. 90.12 ± 12.5% hAMSC-CM 100 µl and 88.75 ± 14.25% EV-free fraction 100 µl). Furthermore, we confirmed the ability of CM-hAMSC to impair the monocyte differentiation fostering instead the maintenance of the promonocytic marker CD14 (20.5 ± 15.9% control Mo-mDC vs. 82.8 ± 14.76% hAMSC-CM 100 µl and 84.3 ± 13.02% EV-free fraction 100 µl). On the other hand, also for this subset no differences were attributable to the exogenous administration of the EVs regardless of the concentration used (all the results refer to the 100-µl concentration: CD1a (58.5 ± 25.7%), CD83 (MFI 15.03 ± 3.07), CD197 (91.6 ± 7.82%), CD209 (9.6 ± 7.14%), and CD14 (31.17 ± 11.76%) Figure 4B.



Ability of hAMSC-CM and EV-free and EV fractions to modulate B lymphocyte proliferation and differentiation toward antibody-secreting cells

In order to provide a comprehensive analysis of the immunomodulatory properties of hAMSC-CM and its fractions, we also evaluated their effects on B lymphocyte proliferation induced by PBMC stimulation with CpG.

B-cell proliferation and differentiation were evaluated by flow cytometry, and specifically by the percentage of CD19+-proliferating cells, and the expression of markers specific for B-cell differentiation toward antibody-secreting cells and specifically plasmablasts (CD19+CD27HighCD38HighCD138− cells) and plasmacells (CD19+CD27HighCD38High CD138+ cells).

As shown in Figure 5, upper panel, the percentage of proliferating CD19+ cells in the control condition represented by untreated PBMC activated with CpG (PBMC+CpG) was strongly reduced in the presence of hAMSC-CM (100 µl) (66.8 ± 10.74% to 38.6 ± 20.36%, respectively). When we analyzed the effect of the EV-free fraction, we observed results similar to those obtained with hAMSC-CM. The EV-free fraction (100 µl) indeed decreased the percentage of CD19+-proliferating cells to 39.4 ± 19.9%. Finally, EVs induced a slight reduction of CD19+-proliferating cells in comparison to hAMSC-CM and the EV-free fraction (62.2 ± 8.9%).




Figure 5 | Effects of hAMSC-CM and its fractions (EV-free and EVs) on B lymphocyte proliferation and maturation. Allogeneic PBMCs (1 × 105) were stimulated with CpG in the presence of 100, 50, 25, or 10 µl of hAMSC-CM or with the same volume of the EV-free or EV fractions. B-cell proliferation was measured by the analysis of CFSE dilution and calculated as percentage of CD19+-proliferating cells. The impact that hAMSC-CM and its fractions have on B lymphocyte differentiation was evaluated analyzing the total amount of plasmablasts (CD19+CD27hiCD38hiCD138-) and plasma cells (CD19+CD27hiCD38hiCD138+) obtained from the different culture conditions and compared with the control condition. Results are presented as a percentage of expression and are shown as violin plots with median (thick line) and 25th and 75th quartiles versus control PBMC+CpG, N ≥ 2 individual experiments.



Moreover, we observed a higher percentage of plasmablasts (Figure 5, middle panel) in the presence of hAMSC-CM (and consequently a lower percentage of plasma cells), with respect to that observed in the control PBMCs stimulated in the absence of hAMSC-CM (48.4 ± 1.27% vs. 75.75 ± 1.06%, respectively). We obtained comparable results when stimulated PBMCs were exposed to the EV-free fraction (75.45 ± 0.2%), while no differences were observed when we performed the test in the presence of EVs.

Conversely, we observed that the percentage of plasma cells was strongly increased in the control condition with respect to the PBMCs activated in the presence of hAMSC-CM and the EV-free fraction (51.9 ± 0.8% to 24.2 ± 1.06% and 24.5 ± 0.2%, respectively), while only small differences were appreciable in the presence of EVs (42.3 ± 4.94%) (Figure 5 lower panel).



Uptake of hAMSC-EVs by immune cells

In an effort to exclude the lack of uptake by PBMCs as a possible mechanism responsible for the negligible immunomodulatory effect of EVs, we performed an uptake experiment by labeling EVs with CFSE. The CFSE-labeled vesicles were added to the unstimulated PBMC. We chose to evaluate fluorescence-labeled exosome uptake under a condition that could be considered similar for all immune PBMC cell types, and thus we considered the quiescent condition since activation conditions can vary between different types of immune cells. After 18 h, whole PBMC and major immune populations were analyzed by flow-cytometry to evaluate CFSE-positive cells. We observed that PBMCs were 99.8% positive for CFSE staining (Figure 6), indicating that EVs were taken up by immune cells. Furthermore, we observed that among the different immune populations, CD14+ cells, representative of the monocyte compartment, were highly positive for CFSE expression in comparison to the lymphocyte compartment, considering both T and the B lymphocytes ((CD3-CD19+ cells), respectively).




Figure 6 | Flow cytometry analysis of hAMSC EV uptake by PBMC (A) PBMC were cultured without stimulation in presence or absence of 5 × 109 EVs loaded with CFSE to evaluate uptake. A staining for the different immune subsets was performed to evaluate differences in the uptake capability. (B) Mean fluorescence analysis of the different immune subpopulations normalized on the negative fraction.






Discussion

Our previous studies evidenced the strong immunomodulatory activities of mesenchymal stromal cells derived from amniotic membrane (hAMSC) and the essential role of the secreted bioactive factors in mediating these activities.

Given that these factors can be directly secreted as free molecules or conveyed in EVs, in this study we explored the contribution of all these components to the immunomodulatory activity of the hAMSC secretome. To this end, we compared the ability of the secretome in toto versus EV-free and EV fractions to affect immune cell subsets in vitro.

Our study deeply investigated the effects of the hAMSC secretome and its fractions on immune cells and was not limited to selected immune populations (31, 32) but included immune cells belonging to both innate and adaptive immune systems.

For the first time, EV and EV-free fractions were compared with the secretome in toto by maintaining the quantitative proportions as the secretome of origin. These study conditions allowed us to depict a reliable representation of the relative immunomodulatory potency of each secretome component.

Our data evidenced that the ability of the hAMSC secretome to modulate the immune cell response is mainly mediated by factors non-conveyed by EVs. In fact, the EV-free fraction, comparable to the secretome in toto, inhibited T-cell proliferation, reduced T-cell polarization toward the Th1 subset, and promoted the induction of Treg. In addition, the EV-free fraction, similar to the secretome in toto, maintained the ability to shift monocyte differentiation toward M2 instead of M1 macrophages, to reduce the maturation of dendritic cells and to reduce the CpG-induced B-cell proliferation and differentiation toward plasmablasts and plasmacells. The EV fraction instead did not affect any of these immune parameters despite that hAMSC EVs are taken up by all types of immune cells investigated.

Our results are in line with those published by Lange-Consiglio and colleagues (33) that showed that EVs derived from equine amniotic MSCs were not able to affect PBMC proliferation. However, no other study except ours has investigated the effects of EVs from hAMSC on a wide spectrum of immune cells.

EVs from other types of MSCs, including MSCs from the bone marrow (BM), umbilical cord (UC), and adipose tissue (AT), were investigated for their ability to control the proliferation of different immune cells among which are T cells, B cells, and NK cells, but with controversial results (31, 32, 34–37). For example, some studies have shown an immunosuppressive action of EVs on T cells (34, 38); other studies instead found lower effects of EVs in relation to parental MSC (31, 32, 36), while some demonstrated no effect at all of EVs (35, 39). Controversial results were also obtained by studies focusing on the effect of MSC-derived EVs on B cells (31, 37, 40).

These different findings can potentially derive from some methodological limitations that make the various studies incomparable. For example, different methods of EV quantification were applied, such as protein concentration or EV absolute counts by NanoSight, making it difficult to identify the possible effective dose. To this regard, we explored the effects of three increasing doses of EVs (10, 50, and 100 µl) corresponding to a wide range of EV absolute number (from 1.8 × 108 to 2.0 × 109 vesicles). This range covers and even exceeds the EV doses used in most of the reported studies: 5–100 × 106 EVs (33), 3 × 106 EVs/104 immune cells (31), and 0.75 and 3 × 109 particles/ml (41) and 109 particles (34). Furthermore, to exclude the possibility that the lack of effect observed for hAMSC-EVs was due to a low concentration of EVs, we repeated the immunomodulatory tests using twice the concentration of EVs used in the tests (i.e., 200 µl instead of 100 µl); however, we still did not observe any effect on the different immune populations tested (data not shown). Although the EV-free fraction contained a residual amount of EVs, which represents an unavoidable compromise to obtain the highest EV removal avoiding EV damage, it is very unlikely that the residual EV amount can be responsible for the immunomodulatory activities observed for the EV-free fraction; otherwise, we would have observed some of these activities also for the EV fraction.

Another important factor that could heavily impact functions of MSC-derived EVs is the MSC culture conditions used to produce CM from which EVs are isolated. The extracellular microenvironment indeed affects the composition of EVs and the consequent biological activities (42). Likewise, different methodologies have been used to isolate EVs with different impact on EV biological functions (43, 44). For example, it has been recently reported (45) that contaminating soluble factors can increase the apparent bioactivity of EV even if the specific role on immunomodulatory properties has not been elucidated.

Moreover, it is to be considered that a given type of cell (i.e., MSC) may secrete heterogenous types of EVs characterized by differential exosome content and different subsets of exosomes with distinct proteomic profiles suggesting distinct biological functions (46–48). Thus, a specific function cannot be generalized to all MSCs and to all EVs/exosomes secreted from these cells.

Although we found that hAMSC EVs play a negligible role in determining the immunomodulatory properties of the hAMSC secretome, others have demonstrated that they exert in vivo beneficial effects on animal models of inflammation-driven diseases such as chronic endometritis (49), liver fibrosis, non-alcoholic steatohepatitis (50), and osteoarthritis (51). Furthermore, in vitro studies demonstrated that hAMSC EVs are able to reduce injury/activation in endometrial cells (52), in hepatic stellate cells (50), and in tenocytes (33). These findings, together with our recent unpublished results, that demonstrate the ability of hAMSC EVs to promote the expansion and the differentiation of dystrophic progenitor muscle cells suggest that hAMSC EVs might preferentially target injured organ/tissue specific cells by directly promoting their integrity and survival and differentiation.



Conclusion

Our study demonstrates that EVs are not responsible for the immunomodulatory activity of the hAMSC secretome. For the first time, we compare EV-enriched and EV-depleted fractions obtained from the hAMSC secretome and demonstrate that the immunomodulatory effect is exerted by secreted factors not conveyed by EVs (Figure 7). Many factors have been reported to contribute to the immunomodulatory properties of MSC, such as the TNF-α-induced gene/protein 6 (TSG-6) (53), IL-10 (54), indoleamine 2,3-dioxygenase (IDO) (55), and inducible nitric-oxide (NO)-synthase (iNOS) (56). Also, hepatocyte growth factor (HGF) (57, 58), transforming growth factor β (TGF-β) (59, 60), and prostaglandin E2 (PGE2) (25, 61) are some of the most studied. However, the secretome represents a repertoire of cytokines, chemokines, and growth factors that combined together can act synergistically to contribute to the immunomodulatory activity of MSC not only in vitro but also in vivo. Indeed, many studies report the ability of MSC to contribute to regenerative processes in inflammatory-mediated diseases by modulating the immune response (62). Furthermore, MSCs are now being used in numerous clinical trials to treat diseases where a dysregulated immune system plays a major role in pathogenesis (63).




Figure 7 | Summary figure hAMSC secrete factors able to modulate the immune system. This study demonstrates that the EV fraction of the hAMSC secretome has a negligible immunomodulatory effect while the EV-free fraction is the active component.



Finally, our findings suggest the utilization of the hAMSC secretome in toto when a modulation of immune response is desired. In addition, these data open a new possible scenario for the clinical application of the hAMSC secretome in toto that indeed contains two fractions that target either inflammatory immune cells or also other cell types involved in tissue regeneration, a combination of potentially synergistic effects that are highly desirable for an effective regenerative medicine strategy. A further not secondary advantage of hAMSC secretome in toto is the use of a less manipulated product which could contain costs and variability
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Background

Microenvironmental factors, including microbe-induced inflammation and immune-checkpoint proteins that modulate immune cells have been associated with both cervical insufficiency and preterm delivery. These factors are incompletely understood. This study aimed to explore and compare interactions among microbiome and inflammatory factors, such as cytokines and immune-checkpoint proteins, in patients with cervical insufficiency and preterm birth. In particular, factors related to predicting preterm birth were identified and the performance of the combination of these factors was evaluated.





Methods

A total of 220 swab samples from 110 pregnant women, prospectively recruited at the High-Risk Maternal Neonatal Intensive Care Center, were collected between February 2020 and March 2021. This study included 63 patients with cervical insufficiency receiving cerclage and 47 control participants. Endo- and exocervical swabs and fluids were collected simultaneously. Shotgun metagenomic sequencing for the microbiome and the measurement of 34 immune-checkpoint proteins and inflammatory cytokines were performed.





Results

First, we demonstrated that immune-checkpoint proteins, the key immune-regulatory molecules, could be measured in endocervical and exocervical samples. Secondly, we identified significantly different microenvironments in cervical insufficiency and preterm birth, with precise cervical locations, to provide information about practically useful cervical locations in clinical settings. Finally, the presence of Moraxella osloensis (odds ratio = 14.785; P = 0.037) and chemokine CC motif ligand 2 levels higher than 73 pg/mL (odds ratio = 40.049; P = 0.005) in endocervical samples were associated with preterm birth. Combining M. osloensis and chemokine CC motif ligand 2 yielded excellent performance for predicting preterm birth (area under the receiver operating characteristic curve = 0.846, 95% confidence interval = 0.733-0.925).





Conclusion

Multiple relationships between microbiomes, immune-checkpoint proteins, and inflammatory cytokines in the cervical microenvironment were identified. We focus on these factors to aid in the comprehensive understanding and therapeutic modulation of local microbial and immunologic compositions for the management of cervical insufficiency and preterm birth.





Keywords: cervix, cervical insufficiency, cytokines, immune-checkpoint proteins, inflammation, microbiome, preterm birth




1 Introduction

Preterm birth (before 37 completed weeks of gestation) occurs in approximately 15 million cases annually worldwide (1) and is the leading cause of neonatal death (2). Approximately 1.1 million babies die from complications of prematurity. Cervical insufficiency, defined as painless cervical dilation in the second trimester (3), has traditionally been associated with preterm birth (4). If cervical insufficiency is left untreated, most patients deliver within two to three weeks (5), resulting in miscarriage or extremely early preterm birth. Cervical cerclage has been used to treat cervical insufficiency to reduce perinatal mortality and recurrent preterm delivery (6). In particular, emergency cerclage is indicated when visible cervical dilatation or an unexpected finding of a shortened cervix on routine examination is present (7).

The cervix, located between the microbe-rich vaginal environment and the presumably sterile intrauterine space, provides a mechanical barrier for preventing ascending infection by remaining closed during pregnancy (8). The cervix has both innate and adaptive immune functions, mediated by diverse cell types and molecules (9, 10). Patients with cervical insufficiency are therefore vulnerable to ascending infection caused by the disruption of these barriers (8). Microenvironmental factors have been associated with disease pathogenesis and preterm delivery (11, 12). However, our understanding of the interactions among microbial composition, inflammatory factors, immune-checkpoint proteins, and the modulation of immunity in patients with cervical insufficiency and preterm birth is incomplete. Accordingly, we have studied these factors in patients with cervical insufficiency and preterm conditions, stratified by cervical location (endocervix and exocervix), to identify clinical diagnostic and therapeutic targets, particularly their predictive utility.




2 Materials and methods



2.1 Study design and sample collection

Subjects were pregnant women prospectively recruited at the High-Risk Maternal Neonatal Intensive Care Center in Kangnam Sacred Heart Hospital. Samples were collected between February 2020 and March 2021. All participants provided written informed consent and the study protocol was approved by the Institutional Review Board of Kangnam Sacred Heart Hospital (HKS 2019-11-024 and 2022-06-010). The inclusion criteria for patients with cervical insufficiency undergoing cerclage were as follows: length < 25 mm or internal os dilation of at least 1 cm, effacement of at least 50%, membranes visible at or beyond the external os, and gestational age between 16 and 24 weeks. The exclusion criteria were less than 18 years of age, multifetal gestations, major fetal malformations, ruptured membranes, vaginal bleeding, clinical chorioamnionitis, or persistent, regular contractions. Outpatients visiting our clinical center for the observation of normal pregnancy or for prophylactic cerclage due to history of previous preterm birth during the study period were included. For normal pregnant women as a control group, only gentle swab sampling without cerclage was performed during routine colposcopic examinations. Endo- and exocervical swabs and fluids were collected simultaneously and stored for analysis. The location of the endocervix is around the internal cervical os and the exocervix is near the vaginal fornix. A uniconcave balloon was used for cerclage (13, 14). After identification of the bulging fetal membranes, the cervix was retracted with two atraumatic forceps, and a sufficiently inflated balloon (Supplementary Figure S1) was used to push fetal membranes back into the uterus. Sutures were placed as high as possible using the McDonald technique with a 5-mm polyester tape. After deflating the balloon, a purse-string suture was placed and the instrument was withdrawn from the cervix. A physician working under the Maternal-Fetal Medicine division conducted all procedures using the same technique.




2.2 Shotgun metagenomic sequencing for microbiome

The OMNIgene OMR-130 kit (DNA Genotek Inc., Ottawa, Canada) was used to analyze swab samples. DNA extraction was performed using the Maxwell 16 LEV Blood DNA Purification Kit (Promega, Madison, WI, USA) within four weeks of sampling, based on the manufacturer’s instructions. After assessing DNA quality using PCR and electrophoresis, libraries were prepared as per standard Illumina protocols. The TruSeq Nano DNA Library Prep kit was used for library preparation, and the quality of the sample pool was confirmed. Libraries were paired-end sequenced (2 × 150 bp) using the Illumina HiSeqXten platform (Illumina, San Diego, CA, USA). After trimming, reads aligned to the human reference genome (GRCh38) were removed using BBDuk software. Finally, clean reads mostly derived from microorganisms were used for metagenomic analyses using Kraken2 (15).




2.3 Immune-checkpoint proteins and inflammatory cytokines

Sterile Dacron swabs (Puritan Medical Products, Guilford, ME) were used to take samples from the endo- or exocervix. Soluble immune-checkpoint proteins were quantified using the MILLIPLEX Human Immuno-Oncology Checkpoint Protein Premixed 17-plex Panel (Merck, Darmstadt, Germany). The measured immune-checkpoint proteins were soluble cluster of differentiation 28 (sCD28), soluble T-cell immunoglobulin and mucin-domain containing-3 (sTIM-3), soluble herpes virus entry mediator (sHVEM), sCD40, lymphocyte activation gene 3 (sLAG-3), soluble Toll-like receptor 2 (sTLR-2), soluble programmed death-ligand 1 (sPD-L1), soluble cytotoxic T-lymphocyte-associated protein 4 (sCTLA-4), sCD80/B7-1, sCD86/B7-1, soluble programmed cell death protein 1 (sPD-1), sPD-L2, and soluble B- and T-lymphocyte attenuator (sICOS). Inflammatory cytokines were assayed using the Human XL Cytokine Luminex Performance Panel Premixed Kit (R&D Systems, Minneapolis, MN). The measured cytokines were chemokine CC motif ligand 2 (CCL2), CCL3, CCL4, C-X-C motif chemokine ligand (CXCL10), granulocyte-macrophage colony-stimulating factor (GM-CSF), interferon (IFN)-α, IFN-γ, interleukin (IL)-1α, IL-1β, IL-4, IL-6, IL-8, IL-10, IL-12, IL-13, IL-17A, and tumor necrosis factor-α (TNF-α). All assays were conducted using Luminex-based multiplex technology according to the manufacturer’s protocols on a Bio-Plex 200 instrument (Bio-Rad, Hercules, CA).




2.4 Statistical analyses

Principal component analysis (PCA) was conducted to reduce the number of observed variables to a smaller number of principal components accounting for most of the variance in the observed variables. For pre-processing data, the pcaMethods R package was utilized for row scaling (16). The values were divided by standard deviations using the unit variance scaling method. The utilized default method for calculating principal components was singular value decomposition with imputation. The distribution of continuous variables, including mean, mean standard error, standard deviation, skewness, kurtosis, 1st quartile, median, 3rd quartile, and P-values for normality, are presented in Supplementary Table S1. The Anderson-Darling test was used for normality. For descriptive statistics for comparisons, the Chi-square test was applied to categorical variables and the Wilcoxon test was utilized for paired groups. The Mann-Whitney and Kruskal-Wallis tests were applied to two unpaired groups and three unmatched groups, respectively. For multiple comparisons, nonparametric multiple comparisons for relative effects were performed using the moonBook and nparcomp packages in R for the correction of P-values. Multivariate logistic regression analysis was performed, using the factors having a P value less than 0.05 in the univariate analysis as co-variables. A receiver operating characteristic (ROC) analysis was conducted to assess the performance of combined factors found to be significant in multivariate analyses to predict preterm birth. The area under the curve (AUC) of combined markers was classified as follows: acceptable (between 0.7 and 0.8), excellent (between 0.8 and 0.9), and outstanding (over 0.9) (17). Spearman’s rank correlation analyses were performed to assess the associations of the microbiome with clinical significance, immune-checkpoint proteins, and inflammatory cytokines. Statistical analyses were performed using ClustVis (a web tool for visualizing clustering of multivariate data) (18); Analyse-it Method Evaluation Edition software, version 2.26 (Analyse-it Software Ltd., Leeds, UK); MedCalc software, version 19.8 (MedCalc Software Ltd., Ostend, Belgium); and the moonBook package in R (http://web-r.org/).





3 Results



3.1 Clinical and demographic information

A total of 220 samples (n = 110 for endocervix and n = 110 for exocervix) from pregnant women were analyzed (Supplementary Table S2). The study population consisted of 63 patients with cervical insufficiency receiving cerclage, 21 undergoing prophylactic cerclage, and 26 women with normal pregnancies. Membrane bulging was observed in 41 (37.3%) patients and the median gestational age at cerclage was 22.0 weeks (interquartile range = 5.0 weeks). Among participants with complete clinical information on their outcomes (n = 84; 76.4%), 13 (15.5%) of them exhibited preterm birth. Patients outcomes are presented in Supplementary Table S3.




3.2 Principal component analysis (PCA)

To investigate the overall profiles, including soluble immune-checkpoint proteins and inflammatory cytokines, according to clinical information such as sampling location, cervical insufficiency, and preterm birth, PCA was performed (Figure 1). The X and Y axes of the PCA plot for the endocervix samples show principal components (PC) 1 and 2, respectively, which explain 37.9% and 14.6% of the total variance, respectively (Figure 1A). Meanwhile, PCA of the exocervix samples showed that PC1 accounted for 43.9% of the variance and PC2 accounted for 12.9% of the variance in the dataset (Figure 1B). Samples from patients exhibiting preterm birth varied more than those who did not and had a similar pattern to those for cervical insufficiency. These patterns were distinct in exocervical samples. PCA loading values for soluble immune-checkpoint proteins and inflammatory cytokines are presented in Supplementary Table S4 (endocervix) and Table S5 (exocervix).




Figure 1 | Principal component analysis plots for soluble immune-checkpoint proteins and inflammatory cytokines according to sampling location, cervical insufficiency, and preterm birth. (A) Endocervical samples; (B) Exocervical samples. Prediction ellipses illustrated as red and blue lines represent probabilities of 0.95.






3.3 Microbiomes, immune-checkpoint proteins, and cytokines according to sampling location

Comparisons between endocervix and exocervix samples were conducted (Supplementary Table S6). After taxonomic profiling of the microbiomes, clinically significant bacteria in the cervical environment, such as Lactobacillus spp., Gardnerella vaginalis, Moraxella osloensis, Veillonella atypica, V. parvula, Streptococcus dysgalactiae, Ureaplasma urealyticum, U. parvum, Fusobacterium nucleatum, Mycoplasma hominis, Sneathia amnii, Prevotella enoeca, P. fusca, P. scopos, P. jejuni, Megasphaera elsdenii, and Megasphaera stantonii were included in analyses. The median total microbiome reads (68577.5 versus 32169.0) and Lactobacillus spp. (41178.5 versus 21109.5) in exocervix samples were two-fold greater than in endocervix samples (Figure 2A). However, there were no significant differences at the species level. Among immune-checkpoint proteins, CD 28, TIM-3, LAG-3, PD-1, and PD-L2 showed significantly increased levels in the endocervix than the exocervix. Meanwhile, HVEM and CD40 were present at lower levels in the endocervix (Figures 2B–H). Regarding inflammatory cytokines, the endocervix had significantly increased median levels of CCL2, CCL3, CCL4, IL-6, and TNF-α but significantly decreased IL-1α levels (Supplementary Table S6). Taken together, the endo- and exocervical microenvironments showed significant differences in their microbiomes, soluble immune-checkpoint proteins, and inflammatory cytokines.




Figure 2 | Distribution of total microbiome reads and levels of soluble immune-checkpoint proteins according to sampling locations such as the endocervix and exocervix. Plots for (A) total reads; (B) CD28; (C) TIM-3; (D) HVEM; (E) CD40; (F) LAG-3; (G) PD-1; and (H) PD-L2.






3.4 Immune-checkpoint proteins and cytokines in patients with cervical insufficiency

Significant differences were not observed among the endocervical microbiomes of patients undergoing cerclage and prophylactic, cerclage and normal individuals (Supplementary Table S7). The levels of five immune-checkpoint proteins, TIM-3, LAG-3, TLR2, PD-L2, and ICOS revealed significant differences. Among them, TIM-3 and LAG-3 with P-values less than 0.001 are illustrated in Figures 3A, B. For inflammatory cytokines in endocervix, the CCL2, CCL3, CCL4, GM-CSF, IFN-γ, IL-1β, IL-4, IL-6, and IL-13 were significantly different among included groups (Supplementary Table S7).




Figure 3 | Distribution of soluble immune-checkpoint protein levels in the cervical insufficiency, prophylactic cerclage, and normal pregnant women groups. Plots for (A) Endocervical TIM-3; and (B) Endocervical LAG-3.



For exocervical samples, the highest total microbiome reads were observed in patients with cervical insufficiency undergoing cerclages (75822.0; P = 0.002). Four immune-checkpoint proteins, TIM-3, LAG-3, PD-1, and CD86/B7-2, showed differences. For the inflammatory cytokines, CCL2, CCL3, CCL4, GM-CSF, IFN-γ, IL-4, IL-6, IL-13, and TNF-α were significantly different (Supplementary Table S8).




3.5 Microbiomes, immune-checkpoint proteins, and cytokines in patients with preterm birth

Among clinical characteristics, membrane bulging was significantly different between patients with preterm birth and term participants (P = 0.015). Age, gestational age at sampling, and body mass index did not reveal differences. The outcomes for normal participants and patients receiving cerclages with uniconcave balloons were not different (Supplementary Table S9). In the microbiomes, Moraxella osloensis, Veillonella atypica, and V. parvula were significantly increased in patients with preterm birth. The median levels of the TIM-3 immune-checkpoint protein as well as the cytokines CCL2, IL-6, and IL-17A were increased in the preterm group compared to the term group (Figures 4A–C and Supplementary Table S10). For exocervical samples, the median levels of CD80/B7-1, PD-L2, and IL-6 (Figures 4D–F and Supplementary Table S11) were significantly raised in women with preterm birth. In addition, analyses for patients undergoing cerclage were performed. For the endocervical samples, V. atypica, V. parvula, and S. dysgalactiae were significantly found in patients with preterm birth (Supplementary Table S12). Among them, only S. dysgalactiae showed significant association with preterm birth (odds ratio [OR] = 14.571; P = 0.029). In terms of exocervical samples, V. atypica and CD80/B7-1 revealed significant differences (Supplementary Table S13).




Figure 4 | Distribution of soluble immune-checkpoint protein and inflammatory cytokine levels between participants with preterm and term birth. Plots for (A) Endocervical TIM-3; (B) Endocervical CCL2; (C) Endocervical IL-6; (D) Exocervical CD80/B7-1; (E) Exocervical PD-L2; and (F) Exocervical IL-6.



Both univariate and multivariate binary logistic regression analyses were applied to identify variables that correlated independently with the preterm state (Table 1). After univariate analyses, variables significantly associated with preterm birth were included in multivariate analyses. The presence of membrane bulging, Moraxella osloensis, TIM-3, CCL2, and IL-6 from endocervix were used as predictors. For exocervix, CD80/B7-1, PD-L2, and IL-6 were included as confounding variables for the multivariate analysis. The presence of M. osloensis (OR = 14.785; P = 0.037) and CCL2 levels higher than 73 pg/mL (OR = 40.049; P = 0.005) in the endocervical samples were associated with preterm birth. When factors independently related to preterm birth after multivariate analyses were subjected to ROC analysis, the AUC was 0.846 (95% confidence interval [CI] = 0.733-0.925) (Figure 5).


Table 1 | Univariate and multivariate analyses for predicting preterm birth.






Figure 5 | Receiver operating characteristic analysis for the performance of combined variables (Moraxella osloensis and CCL2 from endocervical samples) for predicting preterm delivery.






3.6 Correlations of immune-checkpoint proteins with microbiomes and cytokines

Using Spearman’s correlation coefficients, we focused on markers associated with preterm birth. For endocervix, M. osloensis was negatively correlated with TIM-3, CD80/B7-1, and PD-L2 (Figure 6A, Supplementary Table S14). Among the immune-checkpoint proteins, PD-L2 showed strong correlation with TIM-3 and CD80/B7-1. Among inflammatory cytokines, CCL2 and IL-6 showed no significant correlation with immune-checkpoint proteins (Figure 6B, Supplementary Table S15). In exocervical samples, CD80/B7-1 was positively correlated with CD28 and PD-1 (Figure 6C, Supplementary Table S16). PD-L2 also showed positive correlation with TIM-3. Similar to the endocervix, IL-6 in exocervical samples did not show significant correlation with any immune-checkpoint proteins (Figure 6D, Supplementary Table S17).




Figure 6 | Correlations of soluble immune-checkpoint proteins with microbiomes and inflammatory cytokines based on Spearman’s rank correlation analyses. (A) Soluble immune-checkpoint proteins with microbiomes in endocervical samples; (B) Soluble immune-checkpoint proteins with inflammatory cytokines in endocervical samples. (C) Soluble immune-checkpoint proteins with microbiome in exocervical samples; (D) Soluble immune-checkpoint proteins with inflammatory cytokines in exocervical samples.







4 Discussion

We have shown that cervical immune-checkpoint proteins can be measured indicating the presence of their soluble forms in the cervical microenvironment. For cervical locations, total microbiome and Lactobacillus reads, seven immune-checkpoint proteins, and six inflammatory cytokines were different between endo- and exocervical samples. No significant differences were found in microbiome distributions among patients undergoing cerclage, patients undergoing prophylactic cerclage, and normal individuals for endocervical samples. Meanwhile, five immune-checkpoint proteins and nine inflammatory cytokines were different. For exocervical samples, total microbiome reads, four immune-checkpoint proteins, and nine inflammatory cytokines showed differences. For patients with preterm birth, two species, one immune-checkpoint protein, and three inflammatory cytokines from endocervical samples, as well as two immune-checkpoint proteins and one inflammatory cytokine from exocervical samples, were significantly different. The area under the ROC curve for the combined presence of M. osloensis and CCL2 was 0.846, suggesting excellent performance for predicting preterm birth.

Soluble immune-checkpoint proteins, which may function differently from their membrane-bound forms, have been measured in serum (19) and cervicovaginal lavages (20). However, their role in cervical insufficiency has not been examined. We found that they can be measured using minimally invasive procedures. Furthermore, our data showed differences between endocervix and exocervix in patients with cervical insufficiency. Other microbiome comparisons between vagina and cervical canal have been conducted in women with endometriosis (21) and pregnant women (22). However, there were no data for the comparison between endo- and exocervical samples in cervical insufficiency providing information about precise sampling locations. The locations evidently had an effect on microbiomes because only the exocervix, which is nearer to cervical canal and vagina, showed differences between cervical insufficiency and normal pregnancy.

Microbiome studies on patients with cervical insufficiency are rare. Our data showed non-significant differences in microbiomes, except for exocervical samples. A previous study reported no bacterial composition differences between vagina and cervical canal in patients with cervical insufficiency, suggesting that cervical incompetence enhances exchange between these communities (22). Another study has shown differences between these communities owing to cervical obstruction in normal pregnancies (23).

Inflammatory cytokines were measured in cervicovaginal fluid in a previous study on cervical insufficiency (24). The study reported higher levels of IL-6, in agreement with our data from both the endo- and exocervical samples. Vaginal levels of IL-6 have been reported to be predictive (24, 25), consistent with our results. Data for immune-checkpoint proteins in cervical insufficiency have yet to be reported, to the best of our knowledge.

Preterm delivery is an important complication associated with cervical insufficiency (3, 24). Reduced abundance of Lactobacillus spp. has been correlated with premature cervical dilation, whereas G. vaginalis has been associated with unsuccessful rescue cerclage (3). The dominance of L. iners with Lactobacillus depletion was observed in women with cervical shortening, which often precedes preterm delivery (26). A network meta-analysis showed that women with low Lactobacillus spp. abundance were at increased risk (OR = 1.69) for preterm birth when compared to those with L. crispatus dominance (27). There are multiple reports of dysbiotic conditions in the vaginal microbiome, such as the emergence of F. nucleatum, M. hominis, Ureaplasma spp., Sneathia spp., Prevotella spp., and Megasphaera spp (20, 28, 29). With respect to the association of M. osloensis with preterm birth in our study, it has also been detected in the uterine microbiome in amniotic fluid (30, 31), which is close to the endocervix. In addition, septicemia in a preterm infant, neonatal early-onset sepsis, and ophthalmia caused by M. osloensis have been reported (32–34). Considering we used detection through sequencing and a relatively low study population, further studies to validate this species as a predictor of preterm birth are necessary because few studies on the uterine and cervical microbiome have been conducted (28).

Immune-checkpoint proteins are involved in the modulation of T cells (35). Regulatory T cells promote maternal-fetal tolerance, as well as fetal development, throughout gestation (36). Moreover, regulatory T cells express diverse immune-checkpoint molecules involved in immunosuppression, which is critical for effective immune intervention. Several immune-checkpoint proteins, including PD-1, TIM-3, and LAG-3, influence both decidual and peripheral regulatory T cells during pregnancy. According to our data, TIM-3 from endocervical samples was associated with preterm birth. The expression of TIM-3 downregulates signals inhibiting Th1 responses and apoptosis of antigen-specific cells (37). TIM-3 expression dysregulation has been associated with excessive or inhibited inflammatory responses, leading to autoimmune disease and pregnancy complications, including both preterm birth and recurrent spontaneous abortion (38). Thus, the TIM-3 pathway may serve as a potential target for immunotherapeutic approaches (39).

CD80, as a ligand of CTLA-4, is involved in regulating T-cell proliferation and differentiation (40). It was associated with preterm delivery in our exocervical samples. Consistent with our results, alterations in the maternal immune system, such as CD80, have been associated with preterm delivery (41). PD-L2, also associated with preterm delivery in exocervical samples, is another ligand for PD-1; innate immune activators and signaling downstream of cytokine receptors modulate its expression. PD-L2 mainly plays a role in the induction of Th2-driven T-cell immunity (42). Our understanding of PD-L2 is limited, necessitating more studies on this molecule. In addition, the strong correlation among microbiome and immune-checkpoint proteins found in our data has been consistently reported in other diseases (20, 43, 44).

Vaginal levels of the inflammatory cytokine IL-6 have been reported to be predictive in patients with cervical insufficiency (24, 25, 45), consistent with our results. CCL2 is a pro-inflammatory cytokine that is upregulated in the myometrium during labor (46). Abnormal levels of CCL2 have been associated with adverse outcomes such as spontaneous abortion, preeclampsia, and preterm labor (47). A previous study demonstrated that respondents with recurrent pregnancy loss expressed higher level of CCL2 than normal pregnant women (48). CCL2 levels were well above the normal range in plasma and placenta samples from patients with preeclampsia (49). CCL2 also integrates both mechanical and endocrine signals that influence preterm delivery, showing promise as a potential target for therapeutic prevention of preterm birth. Exploring and combining microbiomes, immune-checkpoint proteins, and inflammatory cytokines exhibited excellent performance for predicting preterm birth, supporting comprehensive approaches.

To the best of our knowledge, data for immune-checkpoint proteins in cervical insufficiency and preterm birth have yet to be reported. We found that immune-checkpoint proteins could be measured in both endo- and exocervical microenvironments and showed differences. Potential biomarkers for predicting preterm birth with precise sampling locations were identified for clinical settings. In addition, measuring soluble markers is beneficial because of easy accessibility and non-invasiveness. Limitations of our study include its relatively small sample size. Future studies with larger study populations are needed to validate and extend our findings. Furthermore, we were not able to measure the membrane-bound forms of studied markers, as tissues from normal participants and pregnant patients with cervical insufficiency were not available.

In conclusion, we showed that soluble immune-checkpoint proteins and inflammatory cytokines, as well as microbiomes, can be detected in the endo- and exocervical microenvironments, especially in patients with cervical insufficiency. Their distributions revealed differences between endo- and exocervical microenvironments. Significantly different levels of these markers were found in cervical insufficiency. These patterns were also observed in patients with preterm deliveries. For predicting preterm birth, combining M. osloensis and CCL2 from endocervical samples exhibited excellent performance, showing potential as a prognostic biomarker. Understanding the relationships among microbiomes, immune-checkpoint proteins, and inflammatory cytokines has potential in the development of novel strategies for the management of cervical insufficiency and preterm states based on risk stratification.
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Introduction

Inflammation is a key driver of morbidity in the vulnerable preterm infant exposed to pre- and postnatal hazards and significantly contributes to chronic lung disease, i.e. bronchopulmonary dysplasia (BPD). However, the early changes in innate immunity associated with BPD development are incompletely understood.





Methods

In very immature preterm infants below 32 weeks gestational age (GA; n=30 infants), monocyte subtypes were identified by Flow Cytometry at birth and throughout the postnatal course including intracellular TNF expression upon LPS stimulation. Complementing these measurements, cytokine end growth factor expression profiles (Luminex® xMAP®; n=110 infants) as well as gene expression profiles (CodeLinkTM Human I Bioarray; n=22) were characterized at birth.





Results

The abundance of monocyte subtypes differed between preterm and term neonates at birth. Specifically, CD14++CD16+ (intermediate) monocytes demonstrated a dependency on PMA and elevated levels of nonclassical (CD14+CD16++) monocytes characterized preterm infants with developing BPD. Postnatally, lung injury was associated with an increase in intermediate monocytes, while high levels of nonclassical monocytes persisted. Both subtypes were revealed as the main source of intracellular TNF-α expression in the preterm infant. We identified a cytokine and growth factor expression profile in cord blood specimen of preterm infants with developing BPD that corresponded to the disease-dependent regulation of monocyte abundances. Multivariate modeling of protein profiles revealed FGF2, sIL-2 Rα, MCP-1, MIP1a, and TNF-α as predictors of BPD when considering GA. Transcriptome analysis demonstrated genes predicting BPD to be overrepresented in inflammatory pathways with increased disease severity characterized by the regulation of immune and defense response pathways and upstream regulator analysis confirmed TNF-α, interleukin (IL) -6, and interferon α as the highest activated cytokines in more severe disease. Whereas all BPD cases showed downstream activation of chemotaxis and activation of inflammatory response pathways, more severe cases were characterized by an additional activation of reactive oxygen species (ROS) synthesis.





Discussion

In the present study, we identified the early postnatal presence of nonclassical (CD14+CD16++) and intermediate (CD14++CD16+) monocytes as a critical characteristic of BPD development including a specific response pattern of monocyte subtypes to lung injury. Pathophysiological insight was provided by the protein and transcriptome signature identified at birth, centered around monocyte and corresponding granulocyte activation and highlighting TNFα as a critical regulator in infants with developing BPD. The disease severity-dependent expression patterns could inform future diagnostic and treatment strategies targeting the monocytic cell and its progeny.
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Introduction

Organ injury provoked by sustained inflammation is especially detrimental in the developing organism. Perinatal inflammation is linked to increased mortality and long-term morbidity in preterm infants (1). One of the most prevalent morbidities bearing significant long-term consequences is the development of neonatal chronic lung disease (CLD), known as bronchopulmonary dysplasia (BPD) with different severities ranging from mild to moderate and severe disease (2). BPD affects more than 30% of all very preterm infants (3, 4) and determines the lung`s capacity to undergo structural and functional maturation as well as its potential to cope with second and third hit injury (5, 6).

The dysregulation of developmentally relevant growth factor signaling underlies the incomplete formation of the gas exchange area that is subsequently dominated by apoptotic changes and fibrotic remodeling. These processes are substantially driven by a sustained inflammatory response observed in the BPD lung (7). Despite several attempts to characterize these immune phenomena in the context of different pre- and postnatal risk factors driving BPD, comprehensive knowledge that informs diagnostic and therapeutic strategies at an early disease stage is missing. In the injured neonatal lung, both clinical and experimental studies have confirmed the presence of lung macrophages (MФ) and their respective signaling molecules (8, 9). These key players of innate immunity undergo a complex process of maturation and are in neonates characterized by shared and distinct functions when compared to adult MФ including lipopolysaccharide-induced activation, Fc receptor-dependent phagocytosis, and differences in polarization with interferon-gamma (IFNγ) or interleukin (IL)-10 (10, 11).

To understand early changes in the neonatal immune response that likely drive sustained inflammation related to BPD development on a cellular level and beyond, we characterized monocyte subtypes at birth and in the first week of life when undergoing postnatal treatments, delineated the corresponding cytokine and growth factor expression profile, and analyzed the immune network by transcriptome analysis in preterm infants with and without BPD.





Material and methods




Patient characteristics

Preterm infants <32 weeks gestational age (GA) with and without BPD were prospectively included in the study cohorts, following identical in- and exclusion (congenital malformations, metabolic disorders) criteria (12). Patient monitoring comprised an extensive set of clinical and laboratory variables from birth to discharge, including the variables displayed in Table 1 (for definitions see table legend) (15). Specifically, BPD was diagnosed according to the NIH consensus statement (4) referring to oxygen requirement and/or ventilatory support at 36 weeks postmenstrual age (PMA) for disease severity. Incidences for BPD severity (no, mild, moderate and severe) are provided in each method section as well as in Table 1 and Supplemental Tables 1, 2.


Table 1 | Description of cohorts used for transcriptome, protein, and monocyte analysis.



The study was approved by the local ethic committees at LMU Munich (ethic vote #195-07) and JLU Giessen (ethic vote #file-79/01).

For monocyte subtype analysis by FACS samples of n=30 infants were available for analysis. Protein analysis included samples from n=110 preterm infants, and samples from n=22 preterm infants were available for transcriptome analysis.





Sample analysis




Flow cytometry (FACS)

In order to identify monocyte subtypes (16, 17) in volume limited (20-50µl) fresh, whole blood EDTA specimen of preterm infants with (n=15) and without (n=15) BPD, samples were incubated with CD45-APC (#IM2473), CD14(My4)-FITC (#6603511), CD16(3G8)-PE (#A07766) and HLA-DR-PC5 (#A07793) antibodies (Beckman Coulter, Germany) before adding blood volume equal amounts of counting beads (#7547053, Beckman Coulter, Germany). Data were analyzed on a four laser LSRII flow cytometer (Becton Dickinson, Germany). Monocyte subtypes were identified by gating on CD14/HLA-DR positive cells out of all CD45 positive leukocytes (Supplemental Figure 6). Further analysis for CD14 vs CD16 allowed us to define classical monocytes with high CD14 expression (CD14++CD16-), nonclassical monocytes with lower CD14 and high CD16 expression (CD14+CD16++), and intermediate monocytes with high CD14 and lower CD16 expression (CD14++CD16+) (18, 19). Data were analyzed by FlowJo® version 10.8.1. Intracellular TNF staining was performed in whole blood samples (PerFix -nc, Beckman Coulter # B10826) according to the manufactures’ instructions. In brief, 50 µl of whole EDTA-blood and 10µg/ml Brefeldin A (Sigma #B-6542) were incubated with 100 ng/ml LPS (Lipopolysaccharide, Sigma #L6261) at 37°C for 4 hours or left without stimulus. Aliquots were stained after adding 2.5 µl Fixative Reagent 1 (15 min, RT) using 150 µl Permeabilizing Reagent 2 and monoclonal antibodies CD14-PC5 (Beckmann Coulter #A07765), CD16(3G8)-FITC (Becton Dickinson #555406) and TNF-PE (Beckman Coulter #IM3279) or TNF-PE + rTNF in a 10-fold molar excess as an isotype control (incubation for 20 min at RT). After adding 800 µl 1:10 diluted Final Reagent B, cells were analyzed using a LSR II flow cytometer. Monocyte subtypes were identified while gating on CD14-PE versus CD16-FITC. Corresponding iTNF expression was calculated while subtracting the mean fluorescence intensity of TNF-PE minus TNF-PE/rTNF for the respective monocyte subtypes and then calculating the delta mean fluorescence intensity after stimulation with LPS for the three analyzed monocyte subpopulations.





Protein analysis

For protein analysis, venous umbilical cord blood (CB) of 110 preterm infants (no BPD n=55, BPD (mild/moderate/severe) n=45) was centrifuged (1,000 rpm, 5 min) and stored (-20°C). All samples were analyzed using the 21-plex premixed human cytokine milliplex panel (HPANLXM 2, Luminex® xMAP®, Luminex, TX, US) according to the manufacturer’s instructions.





Transcriptome analysis

For transcriptome analysis, venous umbilical CB specimens of 22 preterm infants (no BPD n=13, BPD n=9), were stabilized using the PAXgene Blood RNA System (PreAnalytiX, Germany) before RNA extraction (PreAnalytiX) and quantification (NanoDrop Technologies, US). From a total of 61 array images for analysis, spot signals of CodeLinkTM Human I Bioarrays (GE Healthcare/Amersham Biosciences) were quantified according to the manufacturer’s instructions (12) (CodeLink System Software (Batch Submission (V2.2.27), Expression Analysis (V2.2.25), GE Healthcare, Germany). Two to three technical replicates were prepared per sample. Microarrays were background corrected by subtracting and intra-slide normalized using Median normalization as recommended by the manufacturer. The 9945 transcripts were filtered for missingness (threshold >= 50% missing data per group), low expression (threshold >= 50% of values expressed below the detection threshold as defined by the manufacturer), and outliers per transcript probe and group over all microarrays (values deviating from the group median by more than 3). The remaining missing values were imputed by Bayesian Principal Component Analysis imputation in R (‘pcaMethods’ (20),). Subsequently, data were inter-slide normalized using Quantile normalization. The average expression of technical replicates was used for analysis. Transcriptome data were archived in Gene Expression Omnibus (GEO, Accession number: GSE225881).






Data analysis

Data analysis was conducted in R (Version 4.1.1) (21).

Monocyte subtypes were analyzed using a linear mixed-effects model (R-Package nlme (22) that was fitted by maximizing restricted log-likelihood in order to model log-transformed monocyte levels dependent on clinical conditions, i.e., BPD, preterm or term birth, PMA, status of invasive positive pressure ventilation (timepoints: birth, before IPPV, start of IPPV, during and 2 weeks after IPPV). To analyze the development of monocyte levels over time, random effects were added to the statistical model.

Protein expression was analyzed by the Wilcoxon test; orthogonal partial least squares discriminant analysis (OPLS-DA) (22) for multivariate data sets using the Bioconductor packages ‘ropls’ (version 1.24.0), gestational age was included in the analysis. Variable influences on projection (VIP) were calculated to explain intergroup variation, i.e., BPD and no BPD. Orthogonal VIPs were calculated to facilitate the interpretation and detection of latent variables in the protein assay explaining intragroup variation. VIPS greater than 1 are considered most relevant, VIPS smaller than 0.5 are considered irrelevant (23).

Transcriptome expression analysis included prediction [PAM; Bioconductor packages ‘pamr’ (version 1.56.1)] (24, 25) and differential expression analysis (linear modeling, limma open source software, Bioconductor release 3.14) (26). Predictive analysis for microarray data used a multivariate approach to differentiate between BPD and BPD severity grades (no BPD n=13, mild BPD n=6, moderate or severe BPD n=3), while differential analysis for microarray data focused on differences in single transcripts in a univariate approach. The significance level was adjusted for multiple testing using the False Discovery Rate (FDR) (27). Cut-off FDR for differential expression was set at FDR < 0.05 and a minimum absolute fold change of 2 between at least two groups.






Results




Characteristic monocyte signature in infants with BPD at birth

In order to identify early postnatal immune cell characteristics that indicate or drive morbidity development, we characterized monocyte subtypes in volume-limited CB and follow-up samples from n=30 preterm infants with and without BPD. Supporting a GA specific pattern of innate immune capacities, each monocyte subpopulation showed individual trajectories (p<0.05, two-way Analysis of Variance). Whereas levels of intermediates and nonclassical monocytes at birth decreased with increasing PMA towards stable expression levels exhibited by term newborns, classical (CD14++CD16-) monocytes showed PMA independent abundances at birth (Figure 1A). The abundance of CD14++CD16+ (intermediate) monocyte subtypes differed between preterm and term neonates at birth (p-value=0.067) and demonstrated a dependency on PMA (p-value=0.003) (Figure 1A). When considering disease, our analysis revealed elevated levels of nonclassical CD14+CD16++ monocytes in preterm infants with developing BPD at birth (p-value=0.004) (Figure 1B and Table 2). In the postnatal course, lung injury, i.e., exposure to oxygen and invasive positive pressure ventilation (IPPV) was associated with an increase of CD14++CD16+ (intermediate) monocytes (p-value < 0.001), while high levels of CD14+CD16++ monocytes persisted (Figure 1B and Table 2). A peak of all monocyte subtypes can be observed when preterm infants with developing BPD are exposed to oxygen and IPPV in contrast to infants without the disease (Figure 1B and Table 2). With regard to cellular function, intermediate CD14++CD16+ and nonclassical CD14+CD16++ monocytes from preterm infants were revealed as the main source of intracellular TNF-α expression upon LPS stimulation (Figure 1C). The capacity of CD14++CD16+ for TNF-α expression upon stimulation increased with PMA (Figure 1C).




Figure 1 | Characteristic monocyte subtypes at birth in infants developing BPD. (A): Monocyte levels (upper panel: classical (CD14++CD16-), middle panel: intermediate (CD14++CD16+), lower panel: nonclassical CD14+CD16++) of preterm (n=11, blue) and term (n=14, yellow) infants at the day of birth (+72h if not done immediately). Overall trend dependent on PMA indicated by black lines. Group comparisons: abundancy preterm vs. term 0.695, p-value=0.067; development with PMA (slope): -0.017, p-value= 0.003. (B): Monocyte levels (upper panel: classical (CD14++CD16-), middle panel: intermediate (CD14++CD16+), lower panel: nonclassical CD14+CD16++) in preterm infants with (n=15, dark blue) and without BPD (n=15, light blue) at birth up until 2 weeks after the start of invasive positive pressure ventilation (IPPV) and oxygen therapy. Linear mixed effect models take PMA into account. Levels of nonclassical monocytes are elevated at birth (pairwise comparison, p-value=0.004); nonclassical (BPD vs. no BPD p-value < 0.001), intermediate (BPD vs. no BPD p-value=0.011) and classical (BPD vs. no BPD p-value=0.004) differ during IPPV. (C): Intracellular TNFα (icTNF) expression in response to LPS stimulation (4 hours after) in monocytes of preterm infants (n=9) (upper panel: classical (CD14++CD16-), middle panel: intermediate (CD14++CD16+), lower panel: nonclassical CD14+CD16++). Increases in icTNF are statistically significant in intermediate (p-value = 0.005) and nonclassical monocytes (p-value = 0.033). Levels of icTNF are displayed as delta mean intensities (DMnI).




Table 2 | Comparison of monocyte levels with before, during, and after start of invasive positive pressure ventilation (IPPV).



Next, we identified a cytokine and growth factor expression profile by multiplexed protein analysis in CB EDTA plasma from n=110 infants that corresponded to the disease dependent regulation of monocyte abundances in preterm infants with developing BPD. Protein profiling demonstrated the upregulation of IL-6, IL-8, MCP-1, MIP1a, IL-1Rα, sIL-2 Rα, EGF, and FGF2 levels in preterm infants with BPD when compared to infants without the disease. Multivariate modeling revealed FGF2, sIL-2 Rα, MCP-1, MIP1a, and TNF-α as predictors of BPD when considering GA as a strong influencing factor (VIP). Further, TNF-α, IL1b, IL6, IL8, and IL-1Rα were identified as top mediators for protein abundance (Table 3, oVIPs). In line with these findings, transcriptome analysis in CB EDTA samples of 22 very preterm infants identified a cluster of 28 transcripts differentiating between BPD and no BPD cases (Supplementary Figure 1 and Supplementary Table 1) with a cluster of 71 transcripts differentiating between disease severities (Supplementary Figure 2 and Supplementary Table 2). Genes predicting BPD are significantly overrepresented in inflammatory and Galanin/GMAP prepropeptide pathways (Supplementary Table 3) and increased disease severity is characterized by the regulation of immune and defense response pathways (Supplementary Table 4) including activated chemotaxis of cells, increased biological functions associated with apoptosis, accumulation of leukocytes, and decreased phagocytosis by immune cells (Supplementary Table 5). Differential gene expression analysis revealed 238 differentially expressed genes (DEG) out of 7,529 transcripts (FDR <0.05, and |FC|>2) when comparing cases with and without BPD (Supplementary Table 6). Upstream regulator analysis indicated TNF-α, interleukin (IL)-2, -6, -10, and interferons as the highest activated cytokines in moderate/severe BPD patients (Supplementary Table 7).


Table 3 | Comparison of protein abundance at birth.







Mechanistic insight into BPD immune signature by transcriptome analysis at birth

Regulator effect networks consisting of upstream cytokines and downstream biological function demonstrated the activation of IL-6, TNF-α, and TNFRSF1A (tumor necrosis factor receptor superfamily, member 1a) together with the regulation of CXCL9, LGALS3, MMP7, TLR3, IL-10, as well as TCR and LAT in infants with BPD, indicating immune cell activation, cell-matrix interaction and remodeling at the same time. Prediction analysis revealed the activation of TNF-α as a possible regulator for the differentially regulated genes CXCL9, IL10, LGALS3, MMP7, TLR3, TNFRSF1A (Figure 2A), and also BID, CAT, CDH13, TF, ZFP36 (Supplementary Figure 3), with functional analysis confirming the activation of leukocyte chemotaxis, increased neutrophil number, increased apoptosis and necrosis and the deactivation of the accumulation of eosinophils together with the regulation of TNF-α homeostasis (ZFP36, TNFRSF1A). Increased disease severity was characterized by reactive oxygen species (ROS) synthesis, whereas all BPD cases independent of disease severity showed downstream activation of chemotaxis and activation of inflammatory response pathways (Figure 2B and Supplemental Figure 4). The transcriptome signature that was dominated by immune system activation in upstream analysis, indicated the upregulation of IL-2, TNF-α IL-6, IL-10, Interferon (IF) alpha/beta, and IFNG in mild BPD, next to the involvement of interferons from the alpha group, IL27, EBI3 in moderate/severe BPD. When comparing mild and moderate/severe BPD, differences included the activation of IL-5 (upregulation in moderate/severe BPD), and WNT1 (Supplementary Table 8).




Figure 2 | Tracking of monocyte-related cytokine expression in BPD at birth. (A): Regulator-effects-network highlighting the role of TNFα in mild BPD (n=6) in comparison to no BPD (n=13) at birth. The network is derived from Ingenuity Pathway analysis of the transcripts differentiating between BPD severity grades (up- and downstream). (B): The comparison of downstream effects of transcripts, able to predict BPD severity grades at birth, demonstrates involvement of inflammatory response, chemotaxis, and synthesis of Reactive Oxygen species (ROS) depending on BPD severity.








Discussion

There is a paucity of data providing insight into the immune cell characteristics that indicate or drive pulmonary morbidity in preterm infants early after birth.

Significantly extending clinical and experimental studies that associated interleukin and cytokine expression levels with pre-and postnatal injury and adverse long-term development in preterm infants (28, 29), we were able to identify the early postnatal presence of nonclassical and intermediate monocytes as a critical component in BPD development including their response pattern to lung injury. This picture was supported and pathophysiologically deepened by the protein and transcriptome signature identified, centered around monocyte and corresponding granulocyte activation.

In our study, BPD infants were characterized by elevated levels of CD14+CD16++ (nonclassical) monocytes and demonstrated a peak of all monocyte subtypes studied upon lung injury, especially revealing an increase in intermediate monocytes. Identified as the main source of stimulated intracellular TNF-α expression in preterm neonates, the early postnatal predominance of nonclassical and intermediate monocytes in infants with lung injury that develop BPD was closely reflected by the immune response identified in protein and transcriptome profiling.

Results from multiplexed proteomics demonstrated the regulation of IL-6, IL-8, MCP-1, MIP1a, IL-1Rα, sIL-2 Rα, EGF, and FGF2 in BPD infants at birth. The signature is related to monocyte activation, proliferation, chemotaxis, and recruitment (30), and statistical modeling revealed the potential of these cytokines and growth factors to both predict BPD as well as mediate protein abundance in these infants under strong consideration of TNF-α. These results aligned with transcriptome analysis, where upstream regulator analysis identified TNF-α, interleukin (IL)-2, -6, -10, and interferons as the highest activated cytokines in BPD patients with moderate or severe disease.

The identification of TNF-α as an upstream regulator of gene expression and protein abundance in BPD in concert with the overall cytokine and growth factor signature described, links back to the predominance of nonclassical and intermediate monocytes observed in BPD infants, as they represent a main source of TNF-α production as shown by us and others (31, 32) Regarding functional relevance for BPD development, TNF-α, and interferon-gamma signaling are not only known to drive monocyte to macrophage polarization enhancing extravasation of these cells and accumulation of monocyte-derived alveolar macrophages, but they as well exhibit significant profibrotic potential in lung disease (33).

The image of monocyte and granulocyte activation portrayed by the protein and transcriptome analysis is further illustrated by the network that we identified to characterize preterm infants with BPD as early as birth. Here, regulator effect networks demonstrated the activation of IL-6, TNF-α, and TNFRSF1A side by side with the regulation of genes involved in immune cell activation, cell-matrix interaction, and remodeling (CXCL9, LGALS3, MMP7, TLR3, IL-10, TCR, LAT) in infants with BPD. Differential regulation of genes involved in leukocyte chemotaxis and accumulation of eosinophils (CAT, CDH13, IL-10, LGALS3, TNFRSF1A, BID, TF, ZFP36) were again predicted to be regulated by TNF-α. The underlying network of immune signals identified by functional transcriptome analysis further enabled us to associate increased disease severity with the activation of genes involved in leukocyte chemotaxis and apoptosis side-by-side with a decrease in phagocytosis, thereby closely reflecting findings of studies on neonatal MФ function in BPD (10). Whereas all BPD cases, independent of disease severity, showed reactive oxygen species (ROS) synthesis, the main differences between mild and more severe BPD cases included the engagement of adaptive immune responses (IL-5) and developmental pathways (WNT1), in line with previous studies (34, 35).

Our results are supported by studies in preterm infants that demonstrated a predictive signature for inflammatory lung disease in preterm infants by transcriptional profiling of lung macrophages, highlighting IL-6, TNF, and CCL3 to be regulated in BPD, as well as studies that engaged protein profiling and revealed a comparable immune signature (36). Supported by a characteristic transcriptome and protein signature, the predominance of the nonclassical and intermediate monocyte subtypes identified in our study likely reflects critical processes for BPD development, including their impact on proliferative state, telomere length, cellular ROS levels, and mitochondrial membrane potential as critical functions in aging and cellular senescence (32, 37). The revelation of distinct developmental pathways from circulating monocytes to lung macrophages highlights the potential of specific monocyte subtypes to differentially contribute to populations of alveolar, interstitial, and pulmonary intravascular macrophages (38). While nonclassical blood monocytes give rise to intravascular macrophages in the lung, classical monocytes have been associated with interstitial and alveolar macrophages (38, 39). Intermediary CD14+ monocytes expressing macrophage markers exist reflecting stages of monocyte-macrophage transition (40). The role of monocyte-derived macrophages in tissue development (38), including their impact on growth factor signaling as well as their relation to a pro-fibrotic phenotype (33) further underlines their potential as critical regulators of BPD development (41, 42).

The disease-characteristic immune response aligns with the maturational effects observed in the monocyte subtypes studied, as intermediate and nonclassical monocyte levels both demonstrated an association with PMA and specifically intermediate (CD14++CD16+) monocytes were increased in premature infants at birth. The capacity of these cells to express TNF-α upon stimulation, however, increased with maturation.

Closing the knowledge gap or early drivers in chronic lung disease development, we successfully identified distinct signatures of monocyte subtypes in volume-limited CB specimen and follow-up samples in preterm infants with BPD, complemented by comprehensive protein and transcriptome profiling.

The identified immune response in preterm infants with developing BPD at birth holds potential for the design of diagnostic and therapeutic strategies but warrants future studies engaging large patient collectives to delineate the differential impact of prenatal complications as well as genetic background on these disease characteristic profiles.
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Introduction

In patients with peripheral neuropathies (PNP), neuropathic pain is present in 50% of the cases, independent of the etiology. The pathophysiology of pain is poorly understood, and inflammatory processes have been found to be involved in neuro-degeneration, -regeneration and pain. While previous studies have found a local upregulation of inflammatory mediators in patients with PNP, there is a high variability described in the cytokines present systemically in sera and cerebrospinal fluid (CSF). We hypothesized that the development of PNP and neuropathic pain is associated with enhanced systemic inflammation.



Methods

To test our hypothesis, we performed a comprehensive analysis of the protein, lipid and gene expression of different pro- and anti-inflammatory markers in blood and CSF from patients with PNP and controls.



Results

While we found differences between PNP and controls in specific cytokines or lipids, such as CCL2 or oleoylcarnitine, PNP patients and controls did not present major differences in systemic inflammatory markers in general. IL-10 and CCL2 levels were related to measures of axonal damage and neuropathic pain. Lastly, we describe a strong interaction between inflammation and neurodegeneration at the nerve roots in a specific subgroup of PNP patients with blood-CSF barrier dysfunction.



Conclusion

In patients with PNP systemic inflammatory, markers in blood or CSF do not differ from controls in general, but specific cytokines or lipids do.  Our findings further highlight the importance of CSF analysis in patients with peripheral neuropathies.
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Introduction

Polyneuropathy (PNP) is a term to describe a group of diseases with peripheral nerve dysfunction of various etiologies. Symptoms may affect the motor, sensory and/or autonomic system, and in 50% of the cases, patients experience neuropathic pain. Why some patients with PNP have pain and others not, is unknown, and even PNPs with the same etiology may be painful or painless (1). The available treatments have modest efficacy in reducing pain and present considerable side effects (2, 3). One approach toward better symptom control and potentially causative treatment might be to find common pathophysiologic pathways in PNP of different etiologies.

Although merely 14%-20% of PNP have a definite immune-related cause (4), inflammatory processes have been found to be involved in neuro-degeneration, -regeneration and pain in neuropathies of different origin (5–7). One of the main pro-inflammatory pathways that are activated upon damage is toll-like receptor (TLR) 4 mediated. Stimulation of TLR4 results in the activation of the nuclear factor k B (NFkB) pathway and the release of inflammatory cytokines, including tumor necrosis factor-alpha (TNF-α), interleukin (IL)-1β, IL-6, IL-8, IL-10, or chemokines such as the CC-chemokine ligand (CCL) 2 (8). This pathway can in turn be regulated by other mediators. For instance, the NAD-dependent deacetylase sirtuin 1 (SIRT1) has been suggested to be able to inhibit the pro-inflammatory cascade by deacetylating the p65 subunit of NFkB (9). Fractalkine (Cx3CL1) is an algesic chemokine which is cleaved from neurons and activates glial cells (10). Furthermore, small fragments of RNA, or microRNAs (miR), can regulate the expression of genes coding for pro- and anti-inflammatory proteins and have been found altered in different neuropathies of the central or peripheral nervous system, nociception and pain (11). While many miRs might be involved in the development of neuropathic pain, miR-146a-5p, miR-132-3p and miR-155-5p participate in the regulation of the NFkB pathway and have been described altered in patients with painful PNP (12–14). In addition, alterations in ion channels such as voltage gated sodium channels or those of the transient receptor potential cation channel subfamily like TRPV1 might lead to enhanced excitatory responses in nociceptors and promote axonal degeneration and the release of pro-inflammatory mediators, exacerbating the immune response (15). Furthermore, TRPV1 is expressed in blood mononuclear cells, and a direct role in cytokine production and immune responses has been proposed (16, 17).

Several lipid compounds, such as prostaglandins (PGs) or thromboxanes, are known to be involved in inflammation and pain, and can in turn be upregulated upon inflammation or tissue injury. Moreover, high levels of PGs have been described in serum from patients with peripheral neuropathies, as well as in the spinal cord of animal models with peripheral injury (18, 19). In fact, non-steroidal anti-inflammatory drugs (NSAIDs), a very common treatment against pain, have anti-inflammatory and analgesic properties mediated by blocking the synthesis of PGs and thromboxanes (18, 20, 21). Short-chain and long-chain acylcarnitines can be found upstream their synthesis pathway and have been reported upregulated in sera, nerve and spinal cord in animal models of neurodegeneration, in particular, palmitoylcarnitine (C16:0) and oleoylcarnitine (C18:1) (20, 22–24).

In PNP, signs and symptoms are typically length-dependent and thus more severe in the distal extremities of the body, such as feet and hands, than in the proximal regions or in the torso. Previous studies found a local upregulation of inflammatory mediators such as IL-2, IL-6, IL-8 or IL-10 in skin or nerve from patients with PNP (5, 25). The study of local inflammation, especially in the nerve, is difficult in humans, since it implies an invasive nerve biopsy, while systemic samples, such as blood and cerebrospinal fluid (CSF), are drawn and analyzed routinely. Since several inflammatory cytokines have been seen upregulated locally in patients with PNP, we studied whether some of these markers might be found systemically in sera or CSF. Different studies have shown a high variability in the cytokines present in serum from patients with PNP or nerve root compression, associated with the severity and symptoms of the neuropathy (26–31). Furthermore, extensive studies have shown that the CSF is directly altered by diseases of the central nervous system, while in diseases of the peripheral nervous system (PNS), differences in the levels of cytokines in CSF have yet to be explained. A factor that can influence these levels is the integrity of the barrier between blood and CSF, also called blood-CSF-barrier (B-CSF barrier) (32–34) or blood brain barrier (BBB) (35).

We hypothesized that PNP is associated with enhanced systemic inflammation that may correlate with the severity of the disease and the development of neuropathic pain. To test our hypothesis, we performed a comprehensive analysis of the protein, lipid, and gene expression of selected pro- and anti-inflammatory markers in blood and CSF from patients with PNP and controls. Furthermore, we measured the levels of neurofilament light-chain (NFL), as a cytoskeletal protein expressed by neurons and released upon cell damage, to assess the level of neurodegeneration present in patients with PNP (36), and to correlate NFL levels with the degree of inflammation. We also aimed to identify new systemic markers that might be important in the pursuit of a more accurate diagnosis and the prediction of neuropathic pain.



Materials and methods


Patient recruitment and diagnostic assessment

Between 2019 and 2021, 28 patients with PNP were prospectively recruited at the Department of Neurology, University of Würzburg, Germany, where they were seen for diagnostic work-up. In addition, 10 patients with acute headaches of unclear etiology were used as disease controls for the CSF analysis, and serum data from twelve healthy volunteers were included in the analysis to determine the inflammatory state of the headache group. Our study was approved by the Würzburg Medical Faculty Ethics Committee (# 15/19 and # 242/17) and all participants gave written informed consent prior to inclusion.

Diagnoses were based on history taking and neurological examination, laboratory studies, and nerve conduction examinations. All patients underwent laboratory tests including full blood count, electrolytes, kidney and liver function tests, C-reactive protein, thyroid stimulating hormone, vitamin B12, HbA1c, oral glucose tolerance test (OGTT), screening for autoimmune antibodies (i.e., ANA, ENA, ANCA, anti-ganglioside antibodies), and lumbar puncture. Electrophysiological assessment with nerve conduction studies of the affected nerves including tibial motor nerve and sural sensory nerve was performed in all PNP patients.

To rate the severity of the neuropathy, we used standardized scales, including the modified Toronto clinical neuropathy score (mTCNS), the overall disability sum score (ODSS) and the Medical Research Council-sumscore (MRC-sumscore). Depression was assessed with the “Allgemeine Depressionsskala” (ADS) (37). Pain was evaluated by a numerical rating scale (NRS) from 0 (no pain) to 10 (worst pain), the neuropathic pain symptom inventory (NPSI) and the graded chronic pain scale (GCPS). After the diagnostic work-up, the examining neurologists categorized the neuropathies into a mild (1), moderate (2) or severe (3) clinical phenotype.



Sample collection

From each patient, venous blood was drawn in the morning between 8 a.m. and 9 a.m. into S-Monovette® Serum-Gel Tubes (Sarstedt, Nümbrecht, Germany) and Tempus™ Blood RNA Tubes (Thermo Fisher Scientific, Waltham, MA, USA). For the collection of sera, whole blood was left to clot for 30 min at room temperature and later centrifuged for 10 min at 1200 g. Supernatant was aliquoted and stored at -20°C until further analysis. Tempus™ Blood RNA Tubes were immediately shaken for 30 s to lyse the cells and stabilize the RNA and stored at -80°C until extraction.

CSF samples were obtained after a lumbar puncture at the L4/5 level. The amount of CSF taken varied between 10-15 ml. Samples of 2 ml were aliquoted and subsequently stored at -20 °C.



Gene expression analysis

RNA was extracted from Tempus™ Blood RNA Tubes following the manufacturer’s protocol (38, 39) from the MagMAX™ for Stabilized Blood Tubes RNA Isolation Kit (Thermo Fisher Scientific, Waltham, MA, USA). RNA quality and quantity were assessed with a NanoDrop™ One (Thermo Fisher Scientific, Waltham, MA, USA), and RNA was stored at -80°C.

For cDNA synthesis from mRNA, TaqMan Reverse Transcription reagents (Thermo Fisher Scientific, Waltham, MA, USA) were used. 250 ng mRNA of each sample were pre-incubated with 5 µl random hexamer at 85°C for 3 min. Next, 10 μL 10× PCR buffer, 22 μL MgCl2, 20 μL deoxyribonucleoside triphosphate, 6.25 μL multiscribe reverse transcriptase and 2 μL RNase inhibitor were added per sample. Lastly, reaction was performed under these conditions: annealing (25°C, 10 min), reverse transcription (48°C, 60 min), and enzyme inactivation (95°C, 5 min).

For miRNA, reverse transcription was carried out with the miRCURY LNA RT Kit (Qiagen, Hilden, Germany). 10 ng of RNA were mixed with 2 μL of 5x reaction buffer, 5 μL of nuclease free water and 1 μL of enzyme mix, per sample. Reaction was performed using the following program: reverse transcription (42°C, 60 min) and enzyme deactivation (95°C, 5 min).

Reactions were carried out on a PRISM 7700 Cycler (Applied Biosystems, Waltham, MA, USA) and transcribed cDNA was stored at -20°C until further analysis.

Real time qPCR of mRNA and miRNA targets was performed to analyze gene expression using the StepOnePlus Real-Time PCR System (Thermo Fisher Scientific, Waltham, MA, USA). For mRNA, RT-qPCR was carried out with TaqMan qRT-PCR reagents (all Thermo Fisher Scientific, Waltham, MA, USA) and pre-designed assays. For target normalization, different endogenous controls were used: ribosomal protein L13a (RPL13A), actin beta (ACTb), Hydroxymethylbilane Synthase (HMBS) and TATA-Box binding protein (TBP) were tested. TBP was the most stable across groups, and thus selected as suitable endogenous control. For each reaction, 3.5 µl cDNA (8.75 ng cDNA) was mixed with 0.5 µl nuclease free water, 5 µl Fast Advanced Mastermix and 0.5 µl TBP primer and 0.5 µl target primer (see list of primers in Table 1).


Table 1 | List of primer assays.



For miRNA, the miRCURY LNA SYBR Green PCR Kit (Qiagen, Hilden, Germany) and pre-designed miRCURY LNA miR PCR assays (Qiagen, Hilden, Germany) were used. Based on previous experience from our group (12, 13) and on the recommendations by TaqMan Advanced miRNA Assays (https://assets.thermofisher.com/TFS-Assets/GSD/Reference-Materials/identifying-mirna-normalizers-white-paper.pdf), the ribosomal RNA 5s and hsa-miR-16 were tested as endogenous controls. Due to differences found in the expression of 5s between groups, hsa-miR-16 was selected as suitable endogenous control, based on its comparability and standard deviation across groups and samples. Each miRNA was run adding 5 µl 2× miRCURY SYBR Green Master Mix with 1 µl ROX per 50 µl and 1 µl primer (see list of primers in Table 1) to 4 µl of 1:80 diluted cDNA.

Each mRNA and miRNA was amplified in triplicates and relative quantitation (RQ) values were obtained by the StepOnePlus™ Software v2.3 (Thermo Fisher Scientific, Waltham, MA, USA) using interplate calibrators through the 2-ΔΔCt method.



Protein analysis

Cytokine levels were measured in serum and CSF using the Ella™ technology (ProteinSimple, San Jose, Cal, USA). Ella™ is a fully automated cartridge-based system that allows you to perform multiple sample, multi-analyte immunoassays with the specificity of a traditional single-plex ELISA (enzyme-linked immunosorbent assay). Samples were thawed on ice and more than two freeze-thaw cycles were avoided. Samples were diluted 1:1 in the appropriate sample diluent from each kit and 50 µl were added to each sample well of the Simple Plex™ cartridge, after 1 ml of washing buffer was added to their corresponding wells. Each sample was measured in triplicates, and the levels of each cytokine were displayed in pg/ml.



Lipid analysis

Serum and CSF samples were quantitatively analyzed for their levels of the endogenous metabolites carnitine (CAR), palmitoylcarnitine (PC) and oleoylcarnitine (OC) by LC-MS/MS (liquid chromatography coupled with tandem mass spectrometry).

All samples were thawed on ice for the first time for this analysis, in order to avoid freeze-thaw cycles, and processed within two years upon collection. Serum samples were analyzed at a neat dilution and after applying a 1:10 dilution step in 70% (v/v) ethanol. For sample preparation, 50 µl of serum or CSF samples were mixed with 150 µl internal standard solution (100 ng/ml acetylcarnitine-d3 in acetonitrile). Samples were centrifuged (13000 rpm, 1.5 min) and the supernatant was used for analysis.

Chromatographic separation was performed with a UHPLC System (1290 Infinity series, Agilent) using a Waters Acquity UHPL CSH™ Fluoro-Phenyl (75 × 2.1 mm, 1.7 µm) column. The injection volume was 2 µl and the flow rate was set to 0.3 mL/min. For the chromatographic separation a gradient was run using 0.1% formic acid in water (solvent A) and 0.1% formic acid in acetonitrile (solvent B). Detection was performed by means of a triple quadrupole mass spectrometer (API 4000®, Sciex) in multiple reaction monitoring (MRM) mode. Measurements were carried out in the positive electrospray ionization (ESI) mode. The LC-MS/MS system was operated with the Software Analyst®, Version 1.7.1 (Sciex).

Calibration samples were prepared in 30% acetonitrile and covered calibration ranges of 5 - 500 ng/ml for PC and OC and 5 - 1500 ng/ml for CAR. To verify method performance at medium analyte concentrations, QC samples with a concentration of 50.00 ng/ml CAR, OC and PC were prepared in 30% acetonitrile or in a surrogate matrix comparable to the analyzed biological samples (2% bovine serum albumin (BSA) or PBS buffer pH 7.4 diluted 1:10 in 30% acetonitrile were used to mimic serum or CSF, respectively).

Correlation coefficients of 0.9996 (CAR, OC) and 0.9992 (PC) were obtained. Accuracies of the calibration samples were found within +/-15% or within +/-20% for the lowest calibration level, respectively. Mean accuracies for all QC samples were found between 87.07% and 109.77% with CVs < 15%, indicating an acceptable method performance for all matrices investigated.

Further analytical information can be found in the Supplementary Material.



Statistical analysis and visualization

Statistical analysis was performed in SPSS 27 (IBM, Armonk, NY, USA), where the Shapiro-Wilk test was used to determine the normal distribution of the data. For parametric data, a T-test was used for comparison between two groups and a Pearson test was performed for correlations. In non-parametric data, the Mann–Whitney U Test was applied for comparison of two groups, and the Spearman test was used for correlations. Data results were plotted in GraphPad Prism 9 (GraphPad Software, Inc., La Jolla, CA, USA) for visualization. Graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.




Results


Clinical characteristics of patient cohort

Baseline characteristics of the study group and the diagnostic subgroups are summarized in Table 2. Patients were included if they presented for diagnostic work-up for their PNP, including lumbar puncture. To be included, they further needed to have either no pain (NRS = 0) or pain ≥ 4 at the time of admission. Patients with an NRS between one and three were excluded from the cohort. After applying the exclusion criteria, twenty-eight patients with PNP of different etiologies were included [median body max index (BMI) 28.3, range 19.2-35.1; median age 54.5 years, range 20–80]. The median disease duration was 2.5 years (range 0.02–29 years). Nine patients were diagnosed with an inflammatory neuropathy including non-systemic vasculitis (six patients), chronic inflammatory demyelinating polyneuropathy (CIDP) (two patients) and multifocal motor neuropathy (MMN) (one patient). Nineteen patients were classified as non-inflammatory, including idiopathic neuropathy (nine patients), hereditary neuropathy (five patients), a neuropathy caused by vitamin B deficiency (three patients) or diabetic neuropathy (two patients).


Table 2 | Description and diagnostic subgroups of patient cohort.



Patients were classified as painless when they presented an NRS = 0 (fourteen patients; 50%), and as painful with an NRS ≥ 4 (fourteen patients; 50%). From the full cohort of PNP patients, at the time of inclusion fifteen patients had been treated for their neuropathy with either an immunosuppressive/immunomodulatory drug (six patients) and/or pain treatment (twelve patients), while thirteen received no treatment.

Further laboratory and electrophysiological data are given in Table 3. The median CRP value in serum was 0.24 mg/dl (range 0-2.37 mg/dl). In CSF, patients presented a median of 2 leukocytes/µl (range 0-6 cells/µl) and a median total protein of 46.3 mg/dl (range 19.3-194.6 mg/dl). Nerve conduction studies showed a median sural nerve sensory nerve action potential (SNAP) of 4.9 µV (range 2.5-12.6 µV) with a median nerve conduction velocity (NCV) of 45.9 m/s (range 32.4-57.3 m/s), and in the tibial nerve a median compound motor action potential (CMAP) upon stimulation at the ankle of 5.4 mV (range 0.1-23.4 mV) and a median nerve conduction velocity (NCV) of 38.3 m/s (range 26.8-52.2 m/s).


Table 3 | Clinical findings in PNP patients versus controls.





Control group

Patients that presented with acute headaches of unclear etiology (AH) and had a lumbar puncture to exclude meningitis or a subarachnoid bleed were used as controls for the CSF data. Only patients that had less than four leukocytes/µl in their CSF and normal protein values were included. After full clinical work-up, five of these patients had some signs of inflammation (elevated CRP, n = 3; sinusitis, n = 1; or elevated ANA and ANCA titers, n = 1). Thus, the AH group was divided into two groups (unclear headache, UH, and inflammatory headache, IH), and only patients with UH were further used as controls for inflammatory markers (Table 4, Figure 1A). Twelve healthy volunteers (HC) were included as controls for NFL and inflammatory markers in serum. HC and AH did not differ in age or NFL levels in pg/ml in serum (Figures 1B, C), and in both groups a positive correlation between age and NFL was present (HC, p < 0.05; AH, p < 0.01) (Figure 1D). When separating AH into UH and IH, NFL levels did not differ between groups, but IL-6 was higher in IH in comparison to HC (p < 0.001) (Figure 1E). These results supported our decision to continue the study on inflammatory markers with the UH exclusively, while the whole cohort (AH) was used for the NFL analysis.


Table 4 | Description of the control groups.






Figure 1 | Description of the control groups. (A) Visual representation of the healthy controls (HC) (blue) and acute headaches group (AH) (green), further divided into unclear headaches (UH, light green) and inflammatory headaches (IH, olive green). (B) Age values in HC and AH. (C) NFL levels in serum in pg/ml between HC and AH. (D) Correlation between age and NFL levels in serum in pg/ml in HC and AH. (E) Log10 representation of cytokine values in serum from HC, UH and IH. ns, not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.





NFL levels in serum and CSF from PNP patients

NFL was measured in serum and CSF in twenty-eight patients with PNP in comparison to ten age-matched AH (Figures 2A, B). PNP patients had higher serum levels of NFL than AH (p < 0.01) (Figure 2C). There was a positive correlation between age and NFL levels in AH (p < 0.01) but not in PNP patients (Figure 2D). NFL levels correlated negatively to sural nerve SNAP in PNP patients (Figure 2E), which translated into higher levels of NFL in patients with abnormal SNAP values (< 5 µV) in comparison to those with normal SNAP (≥ 5 µV) (p < 0.01) (Figure 2F).




Figure 2 | NFL levels in serum from patients with PNP. (A) Visual representation of the analyzed 10 AH (green) and 28 PNP patients (red). (B) Age values in AH and PNP. (C) Log 10 of NFL levels in pg/ml between AH and PNP. (D) Correlation between age and log 10 of NFL levels in pg/ml in AH and PNP. (E) Correlation between log10 of NFL levels in pg/ml and SNAP. (F) Log10 of NFL levels in pg/ml between PNP patients with normal (≥ 5µV) (pink) and abnormal (< 5µV) (purple) sural nerve SNAP. ns, not significant; *, p < 0.05; **, p < 0.01. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.



The same analysis was performed with CSF samples (Figure 3A) and we observed higher levels of NFL in PNP patients in comparison to AH (p < 0.001) (Figure 3B). Again, a correlation between age and NFL was present in AH (p < 0.001) but not in PNP patients (Figure 3C). Furthermore, our results showed a negative correlation between the levels of NFL in CSF and the MRC sumscore (Figure 3D), therefore suggesting an involvement of NFL release in the severity of the neuropathy.




Figure 3 | NFL levels in CSF from patients with PNP. (A) Visual representation of the analyzed 10 AH (green) and 28 PNP patients (red). (B) Log 10 of NFL levels in pg/ml between AH and PNP. (C) Correlation between age and log 10 of NFL levels in pg/ml in AH and PNP. (D) Correlation between the levels of NFL levels in pg/ml (Log10) and the MRC sumscore in PNP patients. ns, not significant; *, p < 0.05; ***, p < 0.001. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.





Gene expression of pro- and anti-inflammatory markers in whole blood

In twenty-seven out of twenty-eight PNP patients and five UH, we analyzed the gene expression of the receptors TRPV1 and TLR4; the deacetylase SIRT1; the pro-inflammatory cytokines TNFα, IL-1β, IL-6 and IL-8, and chemokine CCL2; the anti-inflammatory cytokine IL-10; and the microRNAs miR-146a-5p, miR-132-3p and miR-155-5p in whole blood (Figure 4A). The expression results of PNP patients, with painful and painless PNP, and inflammatory and non-inflammatory PNP are displayed as fold change in comparison to UH in Table 5. Comparisons between PNP patients and controls, as well as between painful and painless PNP subgroups, and inflammatory and non-inflammatory did not show any differences in the expression of these components.




Figure 4 | Relative gene expression of pro- and anti-inflammatory markers in whole blood from patients with PNP. (A) Visual representation of the analyzed 5 UH (light green) and 27 out of 28 PNP patients (red), further divided into 18 PNP patients with normal (≤0.5mg/dl, pink) and seven with increased (> 0.5 mg/dl, purple) CRP levels in serum, and into 16 PNP patients with normal (≤ 50 mg/dl, pink) and seven with abnormal (> 50 mg/dl, purple) protein levels in CSF. (B) Relative expression of IL-10 in PNP patients with increased CRP in comparison to those with normal values. Relative expression of TNFα (C) and miR-155 (D) in PNP patients with normal and abnormal protein levels in CSF. (E) Volcano plot of the Spearman multivariate correlations between each studied target and the neuropathy scores. *, p < 0.05; **, p < 0.01. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.




Table 5 | Fold change of the gene expression of pro- and anti-inflammatory markers in whole blood from patients with PNP, in comparison to UH.



Interestingly, PNP patients were next grouped into patients with and without systemic inflammation based on increased CRP levels in the serum (cut-off 0.5 mg/dl). Patients with systemic inflammation had a higher expression of IL-10 in comparison to those with normal CRP levels (≤0.5 mg/dl) (p < 0.001) (Figure 4B) and a positive correlation was found between CRP levels and IL-10 expression (p < 0.01) (Figure 4E). Furthermore, PNP patients with high CSF total protein (> 50 mg/dl) also presented lower expression of TNFα (Figure 4C) and higher expression of miR-155 (Figure 4D) than those with normal levels (≤ 50 mg/dl). Moreover, a multivariate correlation analysis (Figure 4E) showed that CCL2 correlated positively with the duration of the disease (p < 0.001) while negatively with several neuropathy scores such as sural nerve SNAP amplitudes (p < 0.01) or GCPS, indicating a relation between inflammation and axonal degeneration.



Cytokine protein levels in sera

As indicators of systemic inflammation, we analyzed the levels of the pro-inflammatory cytokines TNFα, IL-1β, IL-6 and IL-8, the chemokine CCL2, and the anti-inflammatory cytokine IL-10 in sera from twenty-eight patients with PNP and five UH (Figure 5A). Furthermore, we measured the levels of nerve growth factor beta (NGF-β) in sera, since it is involved in nociceptive processing and a target of novel analgesics (40). The CSF from the same cohort was available and we measured the levels of the pro-inflammatory cytokines IL-6 and IL-8, and the chemokines CCL2 and fractalkine (Cx3CL1). TNFα, IL-1β and IL-10 were not detected in these samples (data not shown). All results are detailed in Table 6.




Figure 5 | Cytokine levels in serum from patients with PNP. (A) Visual representation of the analyzed 5 UH (light green) and 28 PNP patients (red). (B) CCL2 levels in pg/ml in serum from UH and PNP patients, further divided between those without (pink) and with pain treatment (purple). (C) IL-10 levels in pg/ml in serum from PNP patients with painless (pink) and painful (purple) neuropathies. (D) Volcano plot of the Spearman multivariate correlations between each studied target and the neuropathy scores. *, p < 0.05; **, p < 0.01. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.




Table 6 | Cytokine levels in serum and CSF from patients with PNP and UH.



CCL2 was present in higher levels in serum in PNP in comparison to UH, while no differences were discovered for the other analyzed markers. CCL2 was specifically upregulated in PNP patients under analgesic treatment (p < 0.05, Figure 5B). No differences were discovered between the PNP subgroups inflammatory and non-inflammatory. On the other hand, patients with a painful PNP had higher levels of IL-10 in sera than those with no pain (p < 0.01, Figure 5C). A multivariate analysis showed that the levels of IL-10 positively correlated with the pain scores in NRS (p < 0.01), NPSI (p < 0.05) and GCPS (p < 0.05) (Figure 5D).



Analysis of the relation of proteins between sera and CSF in PNP patients

The proteins present in CSF, such as NFL or inflammatory components, may be intrathecally produced or have infiltrated from the blood vessels due to a permeabilization of the B-CSF barrier. In order to study the origin of NFL and cytokines in CSF, we compared the levels of albumin between CSF and serum (albumin ratio in CSF/in serum: QAlb) and divided the patients in subgroups according to the B-CSF barrier integrity: Normal B-CSF barrier integrity (QAlb < 0.007) and mild (0.007 < QAlb < 0.01), moderate (0.01 < QAlb < 0.02) and severe (QAlb > 0.02) B-CSF barrier dysfunction (Figure S1A) (41). Due to a low number of patients with severe B-CSF barrier dysfunction (2), moderate and severe groups were analyzed together. A moderate/severe B-CSF barrier dysfunction was present more often in inflammatory neuropathies than normal or mild dysfunction (Figure S1B). Furthermore, the albumin ratio (QAlb) correlated with the severity of the clinical phenotype (Figure S1C). As expected, the levels of total protein in CSF increased as the B-CSF barrier dysfunction became more severe (Figure S1D), thus indicating a higher permeabilization or a relation between an intrathecal production and a B-CSF barrier dysfunction.

NFL measurements in serum and CSF in the different subgroups of twenty-eight PNP patients and ten AH (Figure 6A) showed higher levels in those patients with moderate/severe B-CSF barrier dysfunction in comparison to those with a normal B-CSF barrier integrity and to AH (Figures 6B, C). This resulted in a constant QNFL (NFL ratio in CSF/serum) among subgroups and between PNP and AH (Figure 6D). Furthermore, NFL in serum and CSF correlated positively with the severity of the clinical phenotype (Figure 6E), suggesting that the release of NFL might be a consequence of the severe neurodegeneration.




Figure 6 | Levels of NFL between CSF and serum from patients with PNP. (A) Visual representation of the analyzed 5 AH (green) and 28 PNP patients (red). Levels of NFL in serum (B) and CSF (C) in patients with normal B-CSF barrier function, or mild, moderate and severe B-CSF barrier dysfunction. (D). NFL ratio between CSF and serum (QNFL) in AH and the subgroups of PNP patients according to their B-CSF barrier dysfunction. (E) Correlation between the levels of NFL in serum () and CSF () and the subjective severity. (F) Correlations between the levels of IL-8 and NFL in CSF in pg/ml. ns, not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001; ****, p < 0.0001. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.



Interestingly, we found a correlation between the levels of NFL and IL-8 in CSF (Figure 6F), thus indicating a relation between neurodegeneration and inflammation. With this discovery, we decided to study the levels of cytokines between CSF and serum, in order to determine their origin, in the different subgroups of twenty-eight PNP patients and five UH (Figure 7A). This analysis showed that PNP patients with a moderate/severe B-CSF barrier dysfunction present higher levels of IL-6 and IL-8 in CSF and a higher QIL-6 and QCCL2 (cytokine ratio in CSF/in serum), than those with a normal B-CSF barrier integrity (Figure 7B). A multivariate analysis showed that the levels of IL-6 in CSF correlated with the overall severity, thus indicating a relation between the production or release of IL-6 and severe PNP (Figure 7C). Interestingly, a second multivariate analysis showed that the levels of most cytokines analyzed in CSF correlated with each other (Figure 7D), therefore suggesting a common stimulus triggering their production, or their involvement in a common pathway




Figure 7 | Comparison of cytokine levels between CSF and serum from patients with PNP. (A) Visual representation of the analyzed 5 UH (light green) and 28 PNP patients (red). (B) Levels of IL-6, IL-8 and CCL2 in serum () and CSF () in patients with normal B-CSF barrier function, or mild, moderate and severe B-CSF barrier dysfunction. (C) Volcano plot of the Spearman multivariate correlations between each cytokine in CSF and the neuropathy scores (C), and among each cytokine in CSF (D) */# p < 0.05; ##, p < 0.01. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.





Acyl-carnitine levels in serum and CSF from PNP patients

In order to complete our study with the analysis of lipid compounds involved in pro-inflammatory pathways, we performed LC-MS to measure the levels of carnitine, palmitoylcarnitine and oleoylcarnitine in serum and CSF from twenty-three PNP patients and five UH (Figure 8A). While carnitine and palmitoylcarnitine in serum did not differ between PNP and UH, oleoylcarnitine was found in higher levels in patients with PNP in comparison to UH (Figure 8B). Carnitine was also not different in CSF between PNP patients and UH (Figure 8C). Palmitoylcarnitine and oleoylcarnitine were not detected in CSF samples (data not shown).




Figure 8 | Levels of pro-inflammatory lipids in serum and CSF from patients with PNP. (A) Visual representation of the analyzed 5 UH (light green) and 23 out of 28 PNP patients (red), further divided into 15 PNP patients with normal (≤ 50 mg/dl) (pink) and 8 with an abnormal (> 50 mg/dl) (purple) CSF total protein. (B) Levels of carnitine, palmitoylcarnitine and oleoylcarnitine in ng/ml in serum from UH and PNP patients. (C) Levels of carnitine in ng/ml in CSF from UH and PNP patients. (D) Levels of carnitine in ng/ml in CSF (left) and its ratio (serum/CSF) (right) in PNP patients with normal and abnormal CSF total protein. Correlations can be found between oleoylcarnitine and palmitoylcarnitine (ng/ml) in serum from UH and PNP patients (E). (F) Volcano plot of the Spearman multivariate correlations between each carnitine and the neuropathy scores. * p < 0.05; **, p < 0.01; ***, p < 0.001; ****, p < 0.0001. All graphical images were incorporated from Smart Servier Medical Art, https://smart.servier.com/, under the Creative common Attribution 3.0 Unported Licence.



Our results also showed that PNP patients with high CSF protein (>50mg/dl) had higher levels of carnitine in CSF and a lower serum/CSF ratio than those with normal protein levels (p < 0.001) (Figure 8D).

Furthermore, we observed that the levels of palmitoylcarnitine and oleoylcarnitine in serum positively correlated in patients with PNP (p < 0.0001) and in UH (p < 0.001) (Figure 8E). Interestingly, a multivariate analysis found a positive correlation between the levels of carnitine in serum and the mTCNS (p < 0.001) as well as between the levels of carnitine in serum and the overall severity (Figure 8F).




Discussion

In this study, we investigated the gene expression, protein and lipid levels of different pro-inflammatory markers in blood and CSF from patients with PNP, in comparison to a control group of patients with acute headaches of unclear etiology.

Our results showed that, contrary to our initial hypothesis of PNP being associated with enhanced systemic inflammation, PNP patients and disease controls did not present major differences in systemic inflammatory markers. Receptors of great interest in the fields of inflammation and pain, TLR4 and TRPV1, were not informative in our cohort. While only CCL2 and oleoylcarnitine were present in higher levels in sera from PNP patients than in controls, the levels of CCL2 were associated to pain treatment.

Oleoylcarnitine, as one of the long-chain acylcarnitines found upstream of the synthesis of prostaglandins and thromboxanes, has been described upregulated in patients with systemic inflammation, as well as in different neuronal tissues in models of neurodegeneration (20, 22, 24). This suggests that the levels of oleoylcarnitine indicate an inflammatory process or neurodegeneration taking place in patients with PNP. Since it did not correlate with any neuropathy scores, we postulate that oleoylcarnitine is upregulated in all patients with PNP, and it might be of interest to explore as a potential early diagnostic marker in larger groups of different types of PNP versus controls.

Secondly, we hypothesized that a systemic inflammation may correlate with the severity of the disease and the development of neuropathic pain. Our study showed that IL-10 was the only inflammatory mediator consistently upregulated at the gene and protein level in patients with severe pain, in comparison to those without pain. IL-10 is understood as an anti-inflammatory cytokine, mainly produced by anti-inflammatory macrophages, and secreted to suppress pro-inflammatory responses and maintain tissue homeostasis (42). In patients with different neuropathies, levels of IL-10 have been described downregulated in serum and CSF and negatively correlating with pain scores, therefore suggesting an increased systemic inflammation (26–30). Our study, on the other hand, showed a positive correlation between IL-10 and CRP, confirming the involvement of IL-10 in inflammatory responses, potentially in a counter-regulatory function. Our results are in accordance with previous studies where higher levels of IL-10 were reported in serum from patients with neuropathies (27, 43, 44). This suggests that the higher expression of IL-10 might act as a compensatory mechanism against the inflammation triggered by neuropathy-specific processes. However, high levels of IL-10 as well as of IL-10 expressing blood mononuclear cells have been found related to large nerve fiber sensory and motor axonal damage, as well as motor nerve demyelination (28, 45). Therefore, we cannot exclude the option that the overexpression of IL-10 might also play a direct role in the pathogenesis of nerve fiber damage

Severe neuropathy indicated by a low SNAP correlated with high gene expression of CCL2. CCL2 and its receptor CCR2 can cause hyperalgesia through the upregulation of cation channels (46–48). In addition, CCL2, also named monocyte chemoattractant protein-1 (MCP-1), is directly involved in the migration and infiltration of monocytes, memory T lymphocytes, and natural killer (NK) cells, therefore also promoting local inflammatory processes (49). High systemic levels of CCL2 might thus correlate with the development of neuropathic symptoms and could serve as a severity marker of the neuropathy. Furthermore, the high levels of CCL2 might also be due to the treatment of pain as previously mentioned. More specifically, PNP patients with the highest levels of CCL2 were those that had been treated with opioids. This could either be indicate of a molecular interaction or simply support that severe neuropathy is more likely to be painful and therefore being properly treated. Kaminski et al. provided evidence for a molecular interaction because inhibition of opioid receptors led to a downregulation of CCL2 (50). On the other hand, high levels of CCL2 can inhibit the activation of opioid receptors, thus attenuating analgesia (51, 52). This suggests that the high CCL2 levels might be a compensatory effect from the opioid treatment. Further studies need to elucidate the role of CCL2 in the development of PNP and its symptoms.

Interestingly, we found that patients with a severe B-CSF barrier dysfunction, determined by the CSF/serum albumin ratio (41), also presented higher levels of NFL in serum and CSF, as well as higher levels of IL-6 and IL-8 in CSF. NFL constitutes one of the subunits of the neurofilament that forms the cytoskeleton in neurons. Neurofilaments are especially abundant in large myelinated axons, while relatively scarce in dendrites, and their release has been described as a marker of neurodegeneration or upon neuroaxonal damage (36, 53–59). As expected, NFL levels in CSF and serum of our PNP group were increased in comparison to the controls, indicating neurodegeneration. This increase seemed to be present especially in those PNP patients with B-CSF barrier dysfunction, both in serum and CSF, while no difference was found in PNP patients with a normal B-CSF barrier and controls. The correlation we found between the albumin ratio (QAlb) and the severity of the neuropathy may indicate that patients with a moderate to severe B-CSF barrier dysfunction also present more severe neuropathy and thus, more neurodegeneration, explaining the higher levels of NFL in these patients. Furthermore, while a break of the B-CSF barrier would allow the exchange of proteins between serum and CSF, the levels of NFL were consistently higher in CSF than in sera, thus indicating an intrathecal production. Since we found higher NFL levels in serum related with a decreased SNAP, and in accordance with previous studies (59–62), we believe that in diseases of the PNS, NFL in serum could come from the degeneration of peripheral axons. Since the prognosis of a neuropathy is often uncertain in an individual patient, NFL in serum could be used prospectively to monitor progress and eventually to detect unexpected accelerations of the progression. In CSF, on the other hand, differences in the levels of NFL in peripheral neuropathies have yet to be explained. In 2018, Axelsson et al. described for the first time higher NFL levels in CSF in patients with Guillain-Barré syndrome (GBS), a neuropathy of the PNS, than in controls. This increase was postulated to be due to axonal damage of nerve roots, which are surrounded by CSF in the subarachnoid space of the spinal cord (63). This idea has been restated in a more recent study in acute and chronic inflammatory polyneuropathies (57). Later in 2018, similar levels of NFL were found in CSF by Mariotto et al. in a cohort of acquired peripheral neuropathies. This study, however, discusses a possible ongoing axonal damage in both the CNS and PNS, and that the levels of NFL might be affected by a disrupted blood nerve barrier (64). Following the idea raised by Axelsson et al., we postulate that neurodegeneration takes place at the nerve roots, which constitute the very beginning of the PNS, leading to the intrathecal release of NFL. Recent studies have also found a lowered NFL CSF/Serum ratio in patients with peripheral neuropathies, therefore proposing peripheral axonal damage contributing to higher levels of NFL in serum (64, 65). Our results showed a constant CSF/serum ratio among PNP subgroups and controls, suggesting a constant increment of NFL in both tissues and therefore neurodegeneration taking place at the nerve roots as well as in peripheral nerves.

Interestingly, patients with a severe B-CSF barrier dysfunction also presented higher levels of IL-6 and IL-8 in CSF, while the levels in sera remained constant, therefore causing an increment of their CSF/serum ratio. Since 1993, high levels of IL-6 and IL-8 have been reported in CSF of patients with GBS and CIDP. This study as well as more recent ones suggest a prominent intrathecal activation of cells of the monocyte/macrophage lineage, leading to the intrathecal production of the cytokines (66–68). Following a similar line of thought, we postulate that inflammation is present at the level of the nerve roots and leads to the release of pro-inflammatory cytokines directly to the CSF. Furthermore, this inflammation may cause neuronal damage and disruption of the axonal cell membrane, inducing the releases of NFL into the CSF compartment (69). The finding of a strong correlation between the levels of IL-8 and NFL in CSF supports this assumption and leads to the question whether they are simultaneously released from the same cell type, or whether they consecutively induce each other’s release. Moreover, the levels of IL-6 in CSF correlated with the severity of neuropathy, thus indicating that the inflammation at the nerve roots might be the cause or consequence of the neurodegeneration. This would indicate that patients with more severe neuropathic symptoms would present an affection of the nerve roots and a break of the B-CSF barrier, supporting the importance of CSF analysis as a diagnostic tool for patients with PNP (70). Being an invasive procedure, lumbar puncture to obtain CSF is not without risks, and patients need to sign informed consent, however, the risk of headache, the most frequent adverse effect of lumbar puncture, can be markedly reduced by that use of an atraumatic needle (71). Other adverse effects are extremely rare when the lumbar puncture is properly performed.

Although our study includes the analysis of a large number of pro- and anti-inflammatory markers, non-biased omics-based analysis might be necessary to identify all involved markers and elucidate the specific pathways taking place in PNP. Furthermore, our results are limited by the very well characterized but low number of recruited patients and the variance in etiologies. A larger cohort might help separating the patients into males and females and into diagnostic subgroups that could lead to clearer results.

We conclude that in patients with PNP systemic inflammatory markers in blood or CSF do not differ from controls in general, but specific cytokines or lipids do. Nevertheless, we found several indications of a correlation between inflammation and the neuropathy severity and symptoms. In particular, we described a strong interaction between inflammation and neurodegeneration at the nerve roots in a specific subgroup of PNP patients with B-CSF barrier dysfunction, which highlights the importance of CSF analysis in patients with peripheral neuropathies. We believe that the diagnostic marker panel provided in our study may help improving patient stratification not only to increase diagnostic validity, but also to guide treatment decisions.
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Abnormal cytokine levels in circulating blood have been repeatedly reported in autism; however, the underlying cause remains unclear. This systematic review aimed to investigate cytokine levels in peripheral blood compartments and identify their potential immune cellular sources in subjects with autism through comparison with controls. We conducted an electronic database search (PubMed, Scopus, ProQuest Central, Ovid, SAGE Journals, and Wiley Online Library) from inception (no time limits) to July 9, 2020, and identified 75 relevant articles. Our qualitative data synthesis focused on results consistently described in at least three independent studies, and we reported the results according to the PRISMA protocol. We found that compared with controls, in subjects with autism, cytokines IL-6, IL-17, TNF-α, and IL-1β increased in the plasma and serum. We also identified monocytes, neutrophils, and CD4+ T cells as potential sources of these elevated cytokines in autism. Cytokines IFN-γ, TGF-β, RANTES, and IL-8 were increased in the plasma/serum of subjects with autism, and IFN-γ was likely produced by CD4+ T cells and natural killer (NK) cells, although conflicting evidence is present for IFN-γ and TGF-β. Other cytokines—IL-13, IL-10, IL-5, and IL-4—were found to be unaltered in the plasma/serum and post-stimulated blood immune cells in autistic individuals as compared with controls. The frequencies of T cells, monocytes, B cells, and NK cells were unchanged in subjects with autism as opposed to controls, suggesting that abnormal cytokines were unlikely due to altered cell numbers but might be due to altered functioning of these cells in autism. Our results support existing studies of abnormal cytokines in autism and provide comprehensive evidence of potential cellular sources of these altered cytokines in the context of autism.


Systematic Review Registration

https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42020205224, identifier [CRD42020205224].
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Introduction

Autism spectrum disorder (ASD) is a heterogeneous neurodevelopmental disorder characterized by stereotyped behaviors and interests, impaired communication skills, and difficulties in social interactions. Autism is present in early childhood and affects approximately 1 in 100 children (1), according to World Health Organization epidemiological data (2022). Despite the high prevalence of autism, the etiologies and pathogenesis are still not clearly defined but are known to involve genetic and environmental factors and complex interactions between them.

Emerging evidence supports the link between immune disruption and autism. Epidemiological studies indicate that maternal infection during pregnancy is associated with an increased risk of autism development in the offspring (2–4). These correlation studies are also supported by animal models of maternal immune activation; these models give rise to offspring that exhibit behavioral and neuropathological deficits relevant to autism (3). In addition, a family history of autoimmunity and autoantibodies is also associated with an increased risk of autism (5, 6). An increased number of autoantibodies are produced by mothers with a family history of autoimmunity; these autoantibodies may target specific proteins in the fetal brain that affect neurodevelopment, which might lead to autism-related behaviors in the offspring (5, 6). In contrast, neonatal studies have shown that immune dysregulation has been detected at birth in children who later develop autism. For example, several studies have identified a correlation between abnormal levels of several cytokines in neonatal bloodspots, such as IL-1β, IL-6, IL-8, and RANTES, and increased risk of developing autism (7–11). Together, these studies indicate that abnormal immune factors are present during early development, before the onset of autism symptoms, and accordingly suggest that immune dysfunction is more likely to be a contributing cause of autism rather than an outcome (12).

Remarkably, immune dysregulation persists postnatally, and ongoing inflammation has been observed in individuals with autism. Several studies have revealed abnormal cytokine levels in the peripheral blood of subjects with autism, which were also associated with increased severity of autism symptoms (13, 14). Similarly, there is evidence of increased inflammatory cytokines in brain tissues and cerebrospinal fluid, as well as active neuroinflammation in the brains of individuals with autism (13–15). Cytokines play a substantial role in the brain by signaling other cells to remove dead and damaged neurons and conducting physiological and neuroprotective functions. Increased levels of inflammatory cytokines in the peripheral immune system are also correlated with increased expression of these cytokines in brain neurogenic niches, which could lead to disrupted synaptic plasticity and impaired behavioral outcomes in autism (6, 16, 17). Therefore, persistent abnormalities in peripheral cytokine levels in subjects with autism might reflect changes in cytokine levels in the brain, which are correlated with behavioral deficits in autism.

In this review, we focus on studies that investigated immune profiles in the peripheral blood of subjects with autism compared with controls. Various studies have addressed the implications of peripheral cytokines in the pathophysiology of autism, as reported in previous systematic reviews and meta-analyses (18, 19). However, these reviews focused on the peripheral levels of cytokines in autism without considering their potential cells of origin. This is important for targeted therapies for autism. The objective of this systematic review is to provide an update on the dysregulation of cytokine levels in autism and associate these altered cytokines with their cellular immune sources. To our knowledge, this is the first review to integrate altered cytokines and their specific cellular sources in autism.



Methods

This study was designed, reported, and executed based on the Preferred Requirements for Systematic Reviews and Meta-Analyses (PRISMA) (20). The review protocol was registered in the International Prospective Register of Systematic Reviews (registration number CRD42020205224) (21). The registered protocol was amended twice to correct a minor typing error and update the current status of the review by adding more details to the protocol sections without changing the original protocol. The PRISMA checklist used in this study is presented in Table S1.


Inclusion and exclusion criteria

This review focused on studies of immune cells and cytokines in the blood of subjects with autism compared with their matching controls. The inclusion criteria were the following: (1) original articles; (2) case-control studies; (3) sample type: peripheral blood, plasma, or serum; (4) analysis of immune cell percentages; (5) analysis of cytokine levels in plasma, serum, or bloodspot; (6) analysis of cytokine levels in immune cells at baseline or after in vitro stimulation; and (7) analysis of protein or gene expression. The exclusion criteria were as follows: (1) animal work; (2) sample type: cerebrospinal fluid, tissues, brain, or cell lines; (3) cases without controls; (4) subjects under medication; (5) analysis of treatment or intervention; (6) analysis of immune cell receptors, transcription factors, or activation markers; and (7) genetic (DNA) analysis.



Search strategy

We performed electronic searches of six different databases (PubMed, Scopus, ProQuest Central, Ovid, SAGE Journals, and Wiley Online Library) using consistent terms. We applied a search filter to the English language results and original journal articles. No other limits were applied. The search was conducted from inception to July 9, 2020, which means no time limits were applied at the time of our database search on July 9, 2020. The search terms used in the PubMed database are as follows: (autism OR autistic OR ASD) AND (human OR subject OR child OR participant OR patient OR volunteer) AND (blood OR plasma OR serum OR immune OR peripheral OR circulating) AND ((cytokine OR chemokine OR “growth factor” OR interferon OR “tumor necrosis factor” OR “colony stimulating factor” OR interleukin) OR (lymphocyte OR monocyte OR “B cell” OR “T cell” OR “natural killer” OR “dendritic cell” OR neutrophil OR basophil OR eosinophil OR myeloid)). The search terms for the remaining databases are listed in Table S2.

After removing duplicates, we screened the records for relevance based on title and abstract. The full texts of potentially relevant records were retrieved and assessed for eligibility according to our pre-defined inclusion and exclusion criteria, as detailed above. We then assessed the quality and risk of bias of each eligible study using the NIH Quality Assessment Tool of Case-Control Studies (available at: https://www.nhlbi.nih.gov/health-topics/study-quality-assessment-tools), which includes 12 evaluation criteria, and a final rating for each study was given based on the following criteria: 7–12 (good), 4–6 (fair), or 0–3 (poor). Studies with good or fair quality ratings were included in the qualitative synthesis of this review. All steps in the identification, screening, eligibility, and selection of records were performed by two authors independently, followed by discussion and consensus between the two authors, and any disagreement was resolved through discussion with a third author. A PRISMA flow diagram is shown in Figure 1.




Figure 1 | PRISMA flow diagram displaying the different stages of this systematic review and the number of records identified in each stage.





Data extraction

We extracted data from the included studies and separated them into two tables in Word documents. These tables list the main outcome (increase, decrease, or no change) in autism compared with controls for either immune cell percentage or cytokine release from immune cells (Table S3) and cytokine levels in plasma, serum, or bloodspot (Table S4). Other data, such as sample size, age range, sample type, and analysis technique, are also included in Tables S3 and S4. From these two tables, we identified results that were consistently reported in at least three studies and placed these data into three sub-tables (Tables 1, 2, and 3), which formed the basis of this review. Data were extracted by two authors, and all data were re-checked by at least two independent authors to verify accuracy.


Table 1 | Baseline levels of cytokines in the blood of individuals with autism compared with controls.




Table 2 | Level of cytokines produced by blood immune cells of individuals with autism, compared with controls, at either baseline or after in vitro stimulation conditions.




Table 3 | Percentages of blood immune cells in autism under baseline conditions compared with controls.






Results


Study characteristics

We identified a total of 3316 records in our search of six electronic databases: PubMed (N = 893), Scopus (N = 633), ProQuest Central (N = 1205), Ovid (N = 119), SAGE Journals (N = 52), and Wiley Online Library (N = 414), as illustrated in the PRISMA flow diagram in Figure 1. We screened the titles and abstracts of 2627 records after duplicate removal and identified 277 potentially relevant records. We retrieved the full-text articles of 277 records to assess eligibility according to our pre-defined inclusion and exclusion criteria. A total of 131 studies were excluded for the following reasons: non-original article (N = 11); non-autism subjects (N = 5); full-text articles not found (N = 2); non-English articles (N = 1); studies not pertaining to immune cells or cytokines or only on genetic DNA (N = 74); sample type not blood, plasma, or serum (N = 6); autism cases without controls (N = 16); studies on immune-related receptors, transcription factors, or activation markers (N = 5); and studies involving treatment or intervention (N = 11). The results of the quality assessments of the 146 eligible studies are listed in Table S5. Seventy-five studies had an overall rating of at least fair quality and were thus included in the qualitative data synthesis of this review.



Data synthesis

We generated two comprehensive tables that summarize the reported findings from all 75 studies included in this review (Table S3 and S4). Data related to immune cell percentages and cytokine production in immune cells are listed in Table S3, whereas data related to cytokine levels in the plasma, serum, or neonatal bloodspot are included in Table S4.

Of note, we did not include results from studies that were unrelated to cell quantification, such as activation markers, transcription factors, and immune cell receptors (e.g., IL-1Ra, CXCR3, CCR6, and IL-6sR). We also excluded results that were not related to cytokines, such as adhesion molecules (e.g., sPECAM-1, sVCAM-1, sP-selectin, and ICAM-1), and enzymes or enzyme inhibitors (e.g., thioredoxin, TIMP-1, and TIMP-2). Growth factors that are not cytokines, such as BDNF, GDNF, EGF, FGF2, NT-3, VEGF, PDGF-BB, and hepatocyte growth factor (HGH), were excluded from this review. Although we included “growth factor” in the search terms, this, in fact, refers to “transforming growth factor” (e.g., TGF-β) and “hematopoietic growth factors” (e.g., GM-CSF, G-CSF, IL-3), which are also cytokines. One study investigated immune responses in autism compared with controls and included other subgroups with and without gastrointestinal complications (66). As we were interested in results on autism as compared with controls in this review, we excluded results from the subgroups that included gastrointestinal complications (66).

Based on the results from Tables S3 and S4, we identified findings that were consistently reported in at least three references. We generated three tables that focused on basal cytokine levels (Table 1), levels of cytokines produced by immune cells (Table 2), and the percentage of the immune cell population (Table 3) in autism relative to controls. A final list of the 62 studies, which formed the basis of this review, is included in Tables 1–3 and described in the data summary section.



Study population and sample analysis methods

We have included a detailed description of the study population and analysis methods in Tables 1–3, based on the data extracted from individual studies in Supplementary Tables S3 and S4. Data related to the study population include age, total sample size, and sex, whereas data related to the analysis methods include sample type, in vitro stimulus, and analysis technique.

Overall, the mean age and age range of the study population in this review were comparable between the autism and control groups. The mean age ± standard deviation (SD) was 7.06 ± 0.70 and 7.17 ± 0.46 years for the autism and control groups, respectively. In Table 1, the age of subjects ranged from 2 to 12 years, apart from seven studies in which subjects reached 13, 14, 16, 21, and 28 years (22–24, 40, 46, 48, 49). Studies on MCP-1 and MIP-1α bloodspots were performed using neonatal samples (7, 8, 10, 11). In Tables 2 and 3, the age of subjects ranged from 2 to 12 years, except in a few studies in which the subjects’ ages reached 15, 17, and 56 years (Table 2) (55, 68, 72) and 14.5 and 56 years (Table 3) (22, 72). Regarding gender distribution, most of the studies in Tables 1–3 involved the recruitment of male subjects (at least 70% of total subjects), which was similar between the autism and control groups. However, in a few studies, the overall percentage of male subjects only reached 67%, 64%, 59%, and 32% in the control group (Tables 1 and 2).

Meanwhile, the sample type was either plasma or serum for all cytokines included in Table 1, except the bloodspot samples used in the MCP-1 and MIP-1α analyses. The sample types were blood immune cells, including peripheral blood mononuclear cells (PBMCs), neutrophils, monocytes, T cells, and natural killer (NK) cells in Table 2 and T cells, monocytes, B cells, and NK cells in Table 3. The techniques used in the analysis of the samples in Table 1 were either ELISA or cytokine multiplex, as listed in Supplementary Table S4. The analysis techniques for samples in Tables 2–3 include flow cytometry, ELISA, cytokine multiplex, qPCR, and western blot, as illustrated in Supplementary Table S3.

The stimuli used in the in vitro poststimulation studies are shown in Table 2. Different types of stimuli were used to assess cytokine production from various immune cells in autism, as compared with the control group. Studies on PBMCs and CD4+ T cells consistently showed differential responses from these cells in autism when stimulated with PMA/ionomycin and anti-CD3/CD28, respectively, as compared with the control group (61, 63, 69, 70). However, studies that used LPS, PHA, PGN or tetanus toxoid to stimulate PBMCs showed conflicting results, which might be due to differences in the type of cytokines analyzed in these studies (42, 64, 66, 67, 70, 71, 74). Therefore, the use of PMA/Ionomycin and anti-CD3/CD28 to stimulate PBMCs and CD4+ T cells, respectively, may represent a good model for studying cytokine production in autism. However, it should be noted that PMA/Ionomycin is a potent stimulant that bypasses receptor-mediated signal transduction mechanisms and directly activates intracellular signaling pathways that result in the production of various cytokines. Meanwhile, monocytes stimulated with LTA, neutrophils stimulated with IL-17A, and NK cells stimulated with IL-12/IL-18 or K562 cells showed differential responses in each of these cell types in autism, as compared with the controls (45, 56, 72, 73). However, the number of studies on these cell types is still limited, which makes it difficult to predict whether these stimuli can be effectively used for studying cytokine production in these cell types in autism.



Data summary

In this review, we found that IL-6, IL-17, TNF-α, and IL-1β were increased in the in the serum but unchanged in the plasma in subjects with autism (Table 1). Interestingly, the increase in IL-6, IL-17, TNF-α, and IL-1β in the serum was in accordance with the elevated levels of these cytokines in in vitro stimulated neutrophils, monocytes, and CD4+ T cells in individuals with autism, as compared with controls (Table 2). Additionally, the levels of IL-6 and IL-17, but not TNF-α and IL-1β, were consistently higher in the unstimulated neutrophils, monocytes, and CD4+ T cells in autism subjects, as opposed to the controls (Table 2).

Meanwhile, studies have shown conflicting results for IFN-γ, as it is not only reported to be both increased and unchanged in plasma but also unchanged in the serum of subjects with autism (Table 1). This discrepancy in IFN-γ levels is also found in the response of blood immune cells after in vitro challenge, in which studies have delineated both increased and decreased IFN-γ levels in post-stimulated NK cells and CD4+ T cells, in addition to consistently increased levels in NK cells under baseline conditions (Table 2).

Likewise, reports on TGF-β are also conflicting, whereby it was found to be both increased and decreased in the plasma of autism subjects (Table 1), and little or no data pertaining to its cell of origin for autism are available. The two isoforms of TGF-β (β1 and β2) as well as the functional forms of TGF-β were treated equally during our data synthesis, which might have accounted for the variability observed in the TGF-β results (Table 1).

Studies have indicated an increase in the cytokine levels of RANTES and IL-8 relative to controls in subjects with autism (Table 1). In addition, reports consistently delineate unchanged IL-13, IL-10, IL-5, and IL-4 levels in the plasma/serum and post-stimulated blood immune cells in individuals with autism as compared with controls (Tables 1 and 2). Other cytokines, IL-12, IL-2, MCP-1, MIP-1α, GM-CSF, and eotaxin, were unchanged in the plasma of subjects with autism (Table 1).

Interestingly, the overall reported outcomes described above are unlikely to be caused by changes in the percentage of immune cells in subjects with autism compared with controls. As shown in Table 3, the frequency of CD3+ T cells and their subsets, CD4+ and CD8+ cells, as well as the frequency of monocytes, B cells, and NK cells were comparable between subjects with autism and controls. This might indicate that increased cytokine levels are not due to differences in immune cell numbers but rather due to the abnormal functional responses of these immune cells in individuals with autism as compared with controls. Based on the results in Tables 1 and 2, we present a schematic diagram illustrating our proposed model for the immune cells of origin of the altered cytokines in autism (Figure 2).




Figure 2 | Schematic representation of our proposed model of peripheral immune dysregulation in autism.Activated monocytes produce high amounts of the triad of proinflammatory cytokines, TNF-α, IL-1β, and IL-6. Accordingly, TNF-α and IL-1β promote the activation, priming, and proliferation of naïve and effector T cells, whereas IL-6, in the presence of dysregulated levels of TGF-β, drives the polarization of naïve T helper (Th0) cells into effector Th17 subsets. The latter produces its signature cytokine IL-17, which initiates several events that result in neutrophil recruitment and activation (80). Neutrophils in individuals with autism produce IL-17 and IL-6, which add to the observed large pool of IL-17 and IL-6. In addition, naïve T helper (Th0) cells under the influence of cytokines in the milieu differentiate into Th1 cells, which impart high IFN-γ levels and enrich the IL-1β pool. Natural killer (NK) cells, on the other hand, tend to be dysfunctional in autism and chronically produce IFN-γ, which augments the IFN-γ pool. Furthermore, the high levels of the chemotactic factor RANTES might be derived from activated monocytes, T cells, or NK cells, whereas IL-8 might be produced by monocytes and neutrophils, and function to recruit cells to the scene. The solid arrows represent confirmed findings in the tables we formulated, whereas the dashed arrows are based on well-known facts in the literature that we suggest occur in the context of autism. Created using BioRender.com.






Discussion

This systematic review was undertaken to investigate alterations in peripheral blood cytokines in autism and identify the immune cells contributing to abnormal cytokine profiles in individuals with this disorder. We focused on findings that showed a difference between autism and control subjects. Remarkably, we identified a list of specific cytokines that were altered in both plasma and serum, as well as in in vitro stimulated blood immune cells in autism. Collectively, we found increased levels of IL-6, IL-17, TNF-α, IL-1β, IFN-γ, RANTES, and IL-8 in the plasma/serum in autism, which is overall consistent with the findings from previous systematic reviews (18, 19). We reviewed autism studies that investigated cytokine production by in vitro stimulated blood immune cells and identified monocytes, neutrophils, CD4+ T cells, and NK cells as the major cellular sources of these altered cytokines. Conversely, we found TGF-β to be both increased and decreased in the plasma of patients with autism relative to controls, and there is as yet no conclusive evidence concerning its cellular sources. Interestingly, the immune cells identified in our review that produce certain cytokines in autism are also known to produce these cytokines. In this review, we also found that the percentage of the immune cell population is consistently unaltered in autism, suggesting that abnormal cytokine levels might be due to changes in the functionality or activation status of these cells rather than their numbers in autism.

In this review, we found elevated levels of IL-6, TNF-α, and IL-1β in the plasma/serum of individuals with autism. IL-6, TNF-α, and IL-1β are early proinflammatory cytokines released from immune cells in response to inflammatory stimuli. Importantly, these cytokines can cross from the peripheral blood into the brain, where they directly affect brain function and behavior (6, 16, 17). Previous studies have shown that high levels of IL-6, TNF-α, and IL-1β are correlated with the severity of autism symptoms, which include stereotypical behaviors and impaired communication skills (27, 33, 43, 45, 52). Interestingly, we found some evidence in our review for the potential cellular sources of these cytokines in autism. Elevated IL-6 levels have been described in monocytes and neutrophils at both baseline (56, 60) and after in vitro stimulation (45, 56) in autism, whereas augmented TNF-α levels have been described only in the post-stimulated monocytes of individuals with autism (45). In addition, IL-1β levels are markedly increased in post-stimulated monocytes and CD4+ T cells in autism (45, 70). Altogether, we suggest that monocytes are the predominant cells contributing to the elevated cytokine levels of IL-6, TNF-α, and IL-1β in autism, along with CD4+ T cells, which act as another source of IL-1β, whereas neutrophils are another source of IL-6. Previous studies have shown that TNF-α enhances T cell proliferation, augments IL-2R (interleukin-2 receptor) on T cells, and sustains T cell survival during the initiation of T cell responses (81). Similarly, IL-1β acts synergistically with IL-2 to promote the expansion of CD4 and CD8 T cells (82) and induces a robust and durable primary and secondary CD4 response (83). Therefore, we suggest that elevated TNF-α and IL-1β levels would promote naïve T helper (Th0) cell proliferation and expansion in the context of autism, as illustrated in our proposed model in Figure 2.

However, results for TGF-β are conflicting, whereby it is reported to be both increased (39, 46, 48) and decreased (35, 50, 51) in the plasma of individuals with autism, and there is scarce evidence concerning its cell of origin in autism. This discrepancy in TGF-β results might be due to differences between the studies in the isoforms or functional forms being assessed. TGF-β exists in three isoforms (β1, β2, and β3), which are structurally similar and share approximately 71%–79% sequence identity (84, 85). Although the three isoforms show similar functions in vitro, isoform-specific knockout mice show phenotypic differences, suggesting distinctive functions for these isoforms in vivo (84, 85). Unlike other cytokines that are produced in their active forms, TGF-β is secreted in an inactive form and stored in the extracellular matrix as a latent complex with its prodomain, which can then be converted into the active form through multiple mechanisms (86). In this review, studies showing decreased TGF-β levels specifically involved the TGF-β1 isoform (35, 50, 51), whereas increased levels of TGF-β were found for either the TGF-β2 or TGF-β1 isoform (39, 46, 48). Among these studies, only the functional form of TGF-β was reported in some studies, in which the activated form of TGF-β was specifically analyzed (35, 46, 50). Based on this evidence, we speculate that the activated TGF-β1 isoform is decreased, whereas the activated TGF-β2 isoform is increased in autism, which needs to be further investigated in future studies.

Given the dysregulated levels of TGF-β in autism, we speculate that this dysregulation may disrupt several immune processes in autism. TGF-β is an immunosuppressive cytokine produced by the immune system guardian-regulatory T (Treg) cells, which maintain immune homeostasis (49, 50) and are involved in diverse cellular functions, including the promotion of cell growth, proliferation, and differentiation (18). Alternatively, TGF-β can empower naïve T cell differentiation into effector T helper 17 (Th17) cells (87, 88), which are important for host defense and associated with inflammation and autoimmune conditions (89). This highly dynamic function of TGF-β is contextual; when it is produced in the presence of IL-6, TGF-β directs Th17 cell development and differentiation (90, 91) whereas when it is produced in the presence of IL-2, TGF-β promotes the development of induced regulatory T cells (92). Therefore, we suggest that dysregulated TGF-β levels, together with elevated IL-6 levels, may disrupt immune homeostasis in autism and affect Th17 cells, as shown in our proposed model in Figure 2.

In this review, we found evidence of increased IL-17 levels in the serum of subjects with autism (22, 33, 36). Interestingly, previous studies have shown that IL-17 signaling is responsible for autism-like symptoms in the offspring of maternal immune-activated mice (93, 94). From the studies we included, we identified neutrophils (56) and CD4+ T cells (62) as potential sources of IL-17 in the steady state of autism, in addition to IL-17 production by stimulated CD4+ T cells (62–64). IL-17 exerts important functions on T cells and neutrophils, including priming T cells and acting on neutrophils to promote the production of the proinflammatory cytokines IL-1, IL-6, and TNF-α (95). Although neutrophils are recruited to inflammatory sites under the influence of chemokines induced by IL-17 (80), they can become the main producers of IL-17 under certain circumstances, as in the case of kidney ischemia-reperfusion injury (96). The biological activity of IL-17 relies on the formation of multimeric receptors composed of IL-17RA and IL-17RC subunits (80). Interestingly, neutrophils of individuals with autism were found to express the IL-17RC subunit, which was absent in the neutrophils of control subjects. This enabled neutrophils to potently respond to IL-17A/IL-17R signaling and release IL-6 (56), leading to increased IL-17 production in autism. Taken together, these results suggest that Th17 cells and neutrophils are potential sources of upregulated IL-17 levels in autism (Figure 2).

Furthermore, we found increased levels of RANTES, IL-8, and IFN-γ in the plasma/serum of subjects with autism. However, there is still no clear evidence concerning the cellular sources of RANTES and IL-8 in our review. Given that RANTES is mainly produced by T cells, monocytes, and NK cells (97), we suggest that these cells also produce RANTES in autism (Figure 2), which does not exclude the possibility of the presence of other sources. Meanwhile, IL-8 is produced by monocytes and neutrophils, and we propose that these cell types in the circulating blood might also be potential sources of IL-8 in autism (Figure 2). In contrast, our review identified elevated production of IFN-γ in in vitro stimulated CD4+ T cells (70) and NK cells in the basal state in autism (72, 73). However, reduced levels of IFN-γ were observed in NK cells in autism after introducing an external stimulus, such as IL-12/IL-18 or K562 target cells (72, 73). These observations suggest that NK cells in autism are persistently activated and produce abnormal amounts of IFN-γ under baseline conditions; however, they tend to be hypofunctional (exhausted) after an in vitro immune challenge. Interestingly, the same NK cell phenotype has also been reported in other psychiatric disorders, including obsessive-compulsive disorder, chronic stress, and depression (98, 99). Future studies are needed to further investigate the exhausted NK cell phenotype in autism, where this phenotype might be representative of a subpopulation of subjects with autism.

It is worth mentioning that the studies presented in this review suggest the prevalence of T helper 1 (Th1) and Th17 phenotypes rather than the Th2 phenotype in autism. CD4+ T helper (Th) cells are subdivided into different subsets distinguished by their unique transcription factors and cytokine production. These subsets include IFN-γ-producing Th1 cells, IL-4-producing Th2 cells, IL-17-producing Th17 cells, and Foxp3-expressing Treg cells. Importantly, T helper cell differentiation toward a specific subset actively inhibits the transcriptional program of the other subset and its ability to produce characteristic cytokines (100). Therefore, our findings indicate that increased production of Th1 cytokines (IFN-γ) and Th17 cytokines (IL-17), along with no change in Th2 cytokines (IL-4, IL-5, and IL-13), might suggest a skewing toward the Th1/Th17 phenotype and dampening of the Th2 phenotype in the context of autism (Figure 2). Interestingly, Th1 cytokines were shown to be associated with autism severity and impaired behavior, whereas Th2 cytokines were correlated with better behavioral and developmental scores (67).

In addition, there are some limitations that should be considered in our systematic review. We restricted our search to articles written in English only and, thus, may have neglected results from articles in other languages. Other limitations include differences in the age range of subjects among the different studies, in addition to technical variations, such as the use of different analysis methods, sample types, and in vitro stimuli, which together might have contributed to the variability in the observed results across studies. The overall age range of subjects from the studies included in this review was between 2 and 12 years; however, it is important to emphasize that the immune system undergoes dynamic changes during this developmental period from early childhood to adolescence (101), which might introduce some variability when combining results from different studies. Therefore, future studies should consider restricting the age range of subjects for a more comprehensive understanding of immune changes in autism.

In our review, we also observed differences in some cytokines when measured in serum versus plasma samples, which is also supported by previous studies (102–104). This inconsistency in the results between plasma and serum might be attributed to differences in the preparation methods for these sample types. Serum samples are obtained after blood coagulation, whereas the preparation of plasma samples involves the use of various anticoagulants that affect cytokine measurement (102–104). Although the studies included in this review have used standard methods for cytokine detection, such as ELISA, cytokine multiplex, or flow cytometry, significant differences might still exist regarding sample handling and processing methods, the analysis platforms used, and the sensitivity and specificity of the antibodies used across different studies. In addition, there are variations in the type of in vitro stimuli, such as LPS, PHA, or PGN, used in PBMCs culture models, which could lead to variations in cell responses.

Currently, there are a limited number of studies investigating cytokine production at the level of a specific immune cell type in autism, and much of the present evidence pertains to total PBMCs. Although we found consistent results regarding the type of altered cytokines produced by blood immune cells in autism, these results were not representative of a specific immune cell type and may include results from PBMCs. In addition, the results presented in this review and the proposed model are based on currently available evidence from the autism literature; therefore, it does not exclude the fact that other cellular sources, such as innate lymphoid cells and NK T cells, although present in very small numbers in the circulating blood, might also contribute to the production of IL-17, IFN-γ, and other T cell cytokines, which have yet to be investigated. Furthermore, endothelial cells and tissue-resident cells are other potential sources for cytokine production, however we focused in our review on peripheral immune cells in the circulating blood in autism, which are less invasive and have current evidence in the literature. Finally, most of the studies included in this review were cross-sectional in nature and lacked details of the clinical features and comorbid conditions of autism subjects, which can be considered other limitations of the current studies in the field. These highlight the need for more longitudinal analyses in future studies in a well-characterized study population for more accurate detection of time-dependent changes in immune phenotypes in autism and their correlation with clinical and behavioral changes in autism.



Conclusions

This systematic review supports the existing evidence of abnormal cytokine levels in the peripheral blood of individuals with autism. Given that cytokines are ubiquitous molecules circulating in the bloodstream, determining their cellular sources is crucial for targeted therapeutics. To our knowledge, this is the first review to identify the potential immune cells of origin of the altered cytokines in autism, and we propose a network model that integrates these altered cytokines and their specific cellular sources in autism. Although certain areas presented in this review still lack solid evidence, this review summarizes the current knowledge in the field and highlights the gaps that need to be considered in future studies. Most current studies on autism have focused on cytokine levels in the blood or analyzed cytokine production from a population of PBMCs. We emphasize the importance of future studies on autism to further elucidate immune sources of altered cytokines at the single-cell level and combine multi-omics approaches, such as proteomics, cell phenotyping, and single-cell transcriptomic analyses, which may reveal cell-specific immune pathways underlying autism. Since autism is a heterogeneous condition, immune phenotypes may vary widely within a group of subjects with autism. Future studies should consider the utilization of advanced bioinformatics and machine learning techniques to segregate autism groups into different subgroups based on their exhibited immune and clinical phenotypes, which might also lead to the identification of novel characteristics of subclusters of subjects with autism for a better understanding of the pathophysiology of autism.
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IL-21 is a multifunctional cytokine linked with the pathophysiology of several autoimmune diseases, including type 1 diabetes. In this study, our aim was to examine plasma IL-21 levels in individuals at different stages of type 1 diabetes progression. We measured plasma IL-21 levels, as well as levels of other key pro-inflammatory cytokines (IL-17A, TNF-α and IL-6), from 37 adults with established type 1 diabetes and 46 healthy age-matched adult controls, as well as from 53 children with newly diagnosed type 1 diabetes, 48 at-risk children positive for type 1 diabetes-associated autoantibodies and 123 healthy age-matched pediatric controls using the ultrasensitive Quanterix SiMoA technology. Adults with established type 1 diabetes had higher plasma IL-21 levels compared to healthy controls. However, the plasma IL-21 levels showed no statistically significant correlation with clinical variables, such as BMI, C-peptide, HbA1c, or hsCRP levels, evaluated in parallel. In children, plasma IL-21 levels were almost ten times higher than in adults. However, no significant differences in plasma IL-21 levels were detected between healthy children, autoantibody-positive at-risk children, and children with newly diagnosed type 1 diabetes. In conclusion, plasma IL-21 levels in adults with established type 1 diabetes were increased, which may be associated with autoimmunity. The physiologically high plasma IL-21 levels in children may, however, reduce the potential of IL-21 as a biomarker for autoimmunity in pediatric subjects.
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1 Introduction

Type 1 diabetes (T1D) is a chronic autoimmune disease, in which autoreactive T cells mediate the progressive destruction of insulin-producing beta cells in the pancreas. T1D is preceded by a preclinical phase of variable length, during which circulating autoantibodies (AAb) to islet autoantigens are almost invariably detected (1). It is well-established that T cells play a central role in the T1D disease process (2). However, the exact T-cell phenotypes or immune pathways involved remain largely elusive. Recently, the interleukin-21 (IL-21) pathway has gained attention, as it has been associated with the development of T1D both in murine models (3) as well as in human studies (4–6).

IL-21 is a pleiotropic cytokine with multiple functions. It is a hallmark cytokine of CD4+CXCR5+ T follicular helper (Tfh) cells (7, 8). In addition, it is produced by Th17 cells (7) and a recently identified population, coined T peripheral helper (Tph) cells (9, 10). IL-21 has a fundamental role in B-cell helper functions. In order to activate, expand and produce antibodies, B cells are largely dependent on the help provided by IL-21-producing Tfh cells in lymph nodes (7, 8), and possibly also by Tph cells within inflamed tissues (10). Importantly, IL-21 is also known to support the effector functions and cytotoxicity of CD8+ T cells (7). IL-21 produced by CD4+ T cells may therefore contribute to the T1D disease process also by activating autoreactive CD8+ T cells in the pancreas (11–13).

Interestingly, an expansion of circulating Tfh and Tph cells and increased IL-21 production by T cells has been observed both in children with newly diagnosed T1D (6, 14), as well as in adults with established T1D (4, 5). Moreover, Th17 cells, another potential source of IL-21, appear to be increased both in the blood and pancreatic lymph nodes of patients with T1D (15, 16). These findings implicate the IL-21 pathway to be an appealing candidate for immunotherapy of T1D. Promisingly, in a recently completed phase 2 trial, an anti-IL-21 antibody combined with liraglutide was shown to preserve beta-cell function in patients with recent-onset T1D (17).

Given the importance of IL-21 for autoimmunity, blood IL-21 levels could serve as a potential biomarker of disease activity in autoimmune disorders. Indeed, in some autoimmune diseases, such as Sjögren’s syndrome (18) and systemic lupus erythematosus (SLE) (19), plasma and/or serum IL-21 levels are elevated in patients. Recently, limitations in the specificity and sensitivity of commercially available human IL-21 ELISA kits have been identified, and as a result, a new ultrasensitive assay for detecting IL-21 based on the Quanterix SiMoA (Single Molecule Array) technology was developed (20). With this assay, it was demonstrated that IL-21 concentrations in plasma and serum are considerably lower than previously published data using less sensitive and less specific assays suggested. Importantly, higher plasma IL-21 levels in patients with Sjögren’s syndrome and SLE compared to healthy individuals were also validated with this ultrasensitive assay (20).

To our knowledge, plasma IL-21 levels have previously been investigated in a limited number of studies related to T1D, all of which have suggested that patients with T1D (21, 22) and AAb+ at-risk children (23) have higher IL-21 levels in blood than controls. In this study, we analyzed plasma IL-21, as well as levels of other key pro-inflammatory cytokines (IL-17A, TNF-α and IL-6) with the ultrasensitive Quanterix SiMoA technology at different stages of T1D development, utilizing samples from cross-sectional cohorts of adults with established T1D, children with newly diagnosed T1D, and AAb+ at-risk children together with age-matched controls.




2 Materials and methods



2.1 Study subjects

The adult cohort comprised 37 patients with established T1D and 46 healthy age-matched controls (Table 1). The pediatric cohort consisted of 53 children with newly diagnosed T1D (0 to 7 days after clinical diagnosis), 48 autoantibody-positive (AAb+) at-risk children, and 123 healthy control children who were autoantibody-negative and age-matched with the T1D and AAb+ cases (Table 2). The AAb+ and healthy control children participated in the Finnish Type 1 Diabetes Prediction and Prevention (DIPP) follow-up study and carried HLA genotypes associated with increased risk for T1D. Autoantibody-positivity was analyzed, as previously described (24). Autoantibody-positivity was defined based on the presence of one or more biochemical autoantibodies (insulin autoantibodies [IAA], insulinoma-associated-2 antibodies [IA-2A] and glutamic acid decarboxylase antibodies [GADA]).


Table 1 | Characteristics of the adult cohort.




Table 2 | Characteristics of the pediatric cohort.



Plasma samples were collected between May 2013 and January 2016 for the pediatric cohort at the DIPP study center in Turku, Finland, and between February 2012 and March 2020 for the adult cohort at the University of Eastern Finland, Kuopio, Finland. Plasma was collected from heparinized peripheral blood samples after centrifugation at 700 x g for 10 min and stored at -80°C until analysis.

All participants and/or their legal guardians provided written informed consent, as mandated by the Declaration of Helsinki. The study was approved by local ethics committees of the University Hospitals of Turku and Kuopio, and for the DIPP study by the ethics committee of the Hospital District of Northern Ostrobothnia.




2.2 Quanterix SiMoA assays

The heparin plasma samples were randomized for plating, then thawed and aliquoted in batches to reduce freeze-thaw cycles. For all samples, assessment of IL-21 levels was performed using the Quanterix SiMoA assay as previously reported (20). Assessment of IL-17A, IL-6 and TNF-α levels was performed using the Cytokine 3 Plex B Quanterix SiMoA assay, according to manufacturer’s instructions.

The spike recoveries were determined by comparing the spike samples of the observed back-calculated concentration from calibration curve against known spiked concentration. Limits of detection (LODs) were determined by the selection criteria of 75%–125% of the calibration recovery (i.e., comparing the calibration samples of the calculated concentration to expected concentration). Limits of Quantitation (LOQs) were determined by the selection criteria of 75%–125% of the spike recovery (i.e., comparing the spike samples of the calculated concentration to expected concentration). The analyses for the adult cohort were performed in two batches, with slightly different LOD and Lower Limit of Quantitation (LLOQ) values, and batch correction was calculated using linear model in R (25).




2.3 C-peptide and hsCRP measurements

C-peptide was measured from heparinized plasma with electrochemiluminescence immunoassay (detection limit 0.007 nmol/L, Cobas, Roche Diagnostics) and high-sensitivity C-reactive protein (hsCRP) from heparinized plasma with particle enhanced immunoturbidimetric assay (detection limit 0.15 mg/L, Cobas, Roche Diagnostics).




2.4 Statistical analyses

Graphpad Prism version 9.1.0 (GraphPad Software, San Diego, California USA) was used for statistical analyses. Kruskal-Wallis test followed by Dunn’s multiple comparison test was applied when comparing more than two groups. Mann-Whitney test or Wilcoxon matched-pairs signed-rank test was used when comparing two groups. No power calculations were made as the study was exploratory in nature with very limited previous data to support the calculations, and sample sizes were determined in part by feasibility. Spearman’s correlation was calculated when relationships between plasma cytokine concentrations and different variables were assessed. Simple linear regression was used to calculate regression lines for each group. Slopes and intercepts of the regression lines were compared, and two-tailed P-values were calculated for them in Prism. P-values <0.05 were considered to indicate statistical significance.





3 Results



3.1 Plasma IL-21 levels are higher in adults with established type 1 diabetes than in healthy controls

Plasma IL-21, as well as IL-17A, TNF-α, and IL-6 levels were analyzed in 37 adults with established T1D and in 47 age-matched healthy controls. Plasma IL-21 levels were 2.5-fold higher in T1D patients (median 0.05 pg/mL) compared to healthy controls (median 0.02 pg/mL, P < 0.001, Figure 1A). Plasma IL-6 levels were also elevated in T1D patients compared to controls (median 1.03 pg/mL vs. 0.61 pg/mL, P < 0.05), but plasma IL-17A and TNF-α levels were similar between the study groups (Supplementary Figure 1).




Figure 1 | Plasma IL-21 levels are elevated in adults with T1D. (A) Plasma IL-21 levels in adults with established T1D and healthy controls. Mann-Whitney U-test was used for statistical analysis. (B) Correlation between age and log10-transformed plasma IL-21 levels was examined using Spearman’s correlation by pooling the data from both study groups and is expressed together with the P value on the plot. The elevations of the linear regression lines were significantly different between the study groups (P = 0.001). Medians and IQRs are shown in the (A).



Next, we examined whether selected clinical variables were associated with plasma IL-21 levels. No correlations were observed between age, hsCRP, C-peptide levels, HbA1c values, body-mass index (BMI), or disease duration with plasma IL-21 levels in the T1D patients (Figure 1B, Supplementary Figure 1). However, plasma IL-21 levels correlated positively with both TNF-α (P < 0.001, r=0.40) and IL-6 (P < 0.05, r=0.27) levels. Moreover, IL-17A levels correlated with TNF-α (P < 0.001, r=0.57) and IL-6 (P < 0.001, r=0.60) levels, while TNF-α levels correlated with hsCRP (P < 0.05, r=0.26) (Supplementary Figure 1).




3.2 Plasma IL-21 levels are similar in children with newly diagnosed type 1 diabetes, children at-risk for type 1 diabetes and healthy controls

Next, we analyzed the plasma cytokine levels in samples from 53 children with newly diagnosed T1D and 48 AAb+ at-risk children, as well as from 123 healthy age-matched controls. In the pediatric cohort, plasma IL-21 levels (Figure 2A), as well as IL-17A, TNF-α, and IL-6 levels Supplementary Figure 2) were similar between children with T1D, AAb+ at-risk children, and healthy controls. Of note, plasma IL-21 levels in children (median 0.26 pg/mL for the whole pediatric cohort) were around ten-fold higher compared to those observed in the adult cohort (Figures 1A, 2A). Accordingly, a strong negative correlation between age and IL-21 levels (P < 0.001, r=-0.35), as well as to a lesser extent between age and IL-17A (P < 0.01, r=-0.20) and TNF-α (P < 0.001, r=-0.24) levels, was observed in the pediatric cohort (Figure 2B, Supplementary Figure 2). However, even after stratification with age, no differences in plasma IL-21 levels between the pediatric study groups were detected (Figure 2B, Supplementary Figure 2). Finally, these results were further corroborated by a stringent pairwise analysis of a subset of samples from T1D and AAb+ children that were drawn and processed in parallel with a sample from an age-matched healthy control child on the same day (Supplementary Figure 3). In addition, we analyzed correlation between selected clinical variables and plasma cytokine levels in children with newly diagnosed T1D. We did not observe correlations between cytokine levels and clinical variables at diagnosis (plasma glucose, HbA1c, blood pH, or beta-hydroxybutyrate levels) (Supplementary Figure 2). Of note, similar to the adult cohort, IL-17A levels correlated with TNF-α (P < 0.001, r=0.66) and IL-6 (P < 0.001, r=0.48) levels also in the pediatric cohort (Supplementary Figure 2).




Figure 2 | Similar plasma IL-21 levels in children with newly diagnosed T1D, AAb+ at-risk children and healthy children. (A) Plasma IL-21 levels in children with newly diagnosed T1D, AAb+ at-risk children and control children. (B) Correlation between age and log10-transformed plasma IL-21 levels was examined using Spearman’s correlation by pooling the data from all study groups and is presented together with the P value on the plot. The elevations of the linear regression lines were comparable between the study groups. AAb+ at-risk children (C) and children with newly diagnosed T1D (D) were stratified into two subgroups based on the number of persistent autoantibodies detected at sampling (positive for ≤1 autoantibodies and ≥2 autoantibodies). (E) AAb+ at-risk children were divided into non-progressors (NP) and progressors (P) depending on whether they had later progressed to T1D during follow-up. Kruskal-Wallis with Dunn’s multiple comparisons test or Mann-Whitney U-test was used for statistical analyses. Medians with IQRs are shown, and limit of detection (LOD) and lower limit of quantification (LLOQ) are represented with dotted lines in A, C–E. (F) Correlation between the frequency of circulating activated Tfh (PD-1+ICOS+ of CXCR5+ memory CD4+ T cells) and log10-transformed plasma IL-21 levels was examined using Spearman’s correlation by pooling the data from all study groups, and is expressed together with the P value on the plot. The elevations of the linear regression lines were comparable between the study groups.



We have previously observed that the frequency of both circulating Tfh (6) and Tph (14) cells was increased in children with newly diagnosed T1D positive for at least two AAbs but not in those positive for one AAb or none. Hence, we next stratified both AAb+ children and children with T1D into two subgroups based on the number of autoantibodies detected (≤1 or ≥2) in these children. However, plasma IL-21, as well as IL-17A, TNF-α, and IL-6 levels were again similar in AAb+ children and children with T1D positive for either ≤1 or ≥2 autoantibodies (Figures 2C, D, Supplementary Figure 4). In addition, we analyzed whether plasma cytokine levels differed between those AAb+ at-risk children who had progressed to T1D (mean time to T1D after sampling 2.6 ± 1.4 years) and those who had not. However, again, no differences were detected between the groups (Figure 2E, Supplementary Figure 5).

Finally, flow cytometry data were available on selected T-cell subset frequencies for the pediatric samples (6, 26). Hence, we examined the correlation between plasma IL-21 levels and selected T-cell subset frequencies. The frequencies of activated Tfh cells (PD-1+ICOS+ of CXCR5+ memory CD4+ T cells) (6) positively correlated with plasma IL-21 levels (P < 0.001, r=0.29, Figure 2F). A weaker positive correlation was also observed with the frequency of regulatory T cells (Treg; CD25+CD127low of CD4+ T cells) (26) and plasma IL-21 levels (P < 0.05, r=0.17, Supplementary Figure 6). However, no correlation was observed between the frequency of Th17 cells (CCR6+CXCR3- of memory CD4+ T cells) (26) and plasma IL-21 levels (Supplementary Figure 6).





4 Discussion

In this study, we demonstrated that adults with established T1D had significantly elevated plasma IL-21 and IL-6 levels compared to age-matched controls. IL-21 levels did not correlate with the time from diagnosis or C-peptide levels, a marker of residual beta-cell function. Moreover, no correlation between plasma IL-21 levels and HbA1c levels, a marker related to glycemic control, or hsCRP, a marker related to inflammation, was observed. Therefore, the elevated plasma IL-21 levels do not appear to be associated with the extent of beta-cell destruction, hyperglycemia itself, or with underlying inflammation in T1D patients in the cohort studied.

In the pediatric cohort, we did not observe differences in plasma IL-21 levels between patients with newly diagnosed T1D, AAb+ at-risk children, and healthy age-matched children. Similar to adults, no correlation between plasma IL-21 levels and clinical variables, such as level of hyperglycemia (blood glucose and HbA1c levels at diagnosis) or markers of ketoacidosis (blood pH and beta-hydroxybutyrate levels) were found in children with T1D. Moreover, no associations between plasma IL-21 levels and autoantibody status or the risk of progression to clinical T1D in AAb+ at-risk children were observed.

An important observation in our study was that plasma IL-21 levels appear to be physiologically around ten-fold higher in children than in adults. Importantly, for the other cytokines, IL-17A, TNF-α, and IL-6, assessed in this study, no such phenomenon was observed. This observation could potentially explain the discrepancy that higher plasma IL-21 levels were observed only in adult T1D patients but not in children with T1D. As the plasma IL-21 levels were only modestly elevated in adult T1D patients compared to controls, a corresponding small change would be masked by the considerably higher physiological background levels in children. Another interesting finding in the pediatric cohort was that plasma IL-21 levels correlated with the frequency of activated Tfh cells in blood, potentially implicating Tfh cells as a major source of plasma IL-21.

Three previous studies have reported slightly elevated plasma IL-21 levels in both adult and pediatric patients with T1D (21, 22), as well as in AAb+ at-risk children (23). However, in these studies either ELISA or Luminex xMAP technologies were used, and the IL-21 levels reported were >100-fold higher than in our study using the ultrasensitive Quanterix SiMoA technology. Previous validation results strongly suggest that these conspicuously higher IL-21 levels reported in the previous studies may not accurately reflect physiological cytokine levels, as these older methods lack both the sensitivity and specificity required to detect endogenous IL-21 levels reliably (20).

In addition to using an ultrasensitive analysis method, the major strengths of our study are the large cohort sizes and the stringent matching with HLA background, age, and sampling date in the pediatric cohort, which all considerably strengthen the validity of our results. One caveat of our study is that we were only able to analyze cross-sectional cohorts. In the future, longitudinal analyses could potentially better detect subtle intraindividual alterations in cytokine levels occurring during T1D progression. Moreover, the analysis of patients with type 2 diabetes could help confirm whether the increased plasma IL-21 levels in adults with T1D are truly associated with autoimmunity and are not secondary to hyperglycemia and/or exogenous insulin use.

In conclusion, for the first time, IL-21 was quantified using an ultrasensitive and specific method and found to be elevated in adults with established T1D, supporting a potential role of IL-21 in the T1D disease process. In contrast, in the pediatric cohort, comprising children with newly diagnosed T1D, AAb+ children at-risk for T1D, and age-matched healthy controls, we did not observe differences in plasma IL-21 levels between the study groups. The physiologically higher plasma IL-21 levels in children may, however, mask potential changes caused by T1D autoimmunity. Taken together, the direct detection of plasma IL-21 levels, even by the ultrasensitive method capable of detecting fg/mL concentrations of cytokines employed here, may have limited potential as a biomarker of T1D progression, particularly in children.
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Type 2 diabetes mellitus (T2DM) is no longer only a disease of humans, but also of domestic animals, and it particularly affects cats. It is increasingly thought that because of its unique characteristics, T2DM may belong not only to the group of metabolic diseases but also to the group of autoimmune diseases. This is due to the involvement of the immune system in the inflammation that occurs with T2DM. Various pro- and anti-inflammatory substances are secreted, especially cytokines in patients with T2DM. Cytokines secreted by adipose tissue are called adipokines, and leptin, adiponectin, resistin, omentin, TNF-α, and IL-6 have been implicated in T2DM. In cats, approximately 90% of diabetic cases are T2DM. Risk factors include older age, male sex, Burmese breed, presence of obesity, and insulin resistance. Diagnosis of a cat requires repeated testing and is complicated compared to human diagnosis. Based on similarities in the pathogenesis of T2DM between humans and cats, adipokines previously proposed as biomarkers for human T2DM may also serve in the diagnosis of this disease in cats.
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1 Introduction

Chronic low-grade inflammation is common in pathologies such as obesity, cancer, type 2 diabetes (T2DM), and cardiovascular diseases (1). The immune system is usually described in terms of its protective function against infections and its role in the development of autoimmunity. In contrast, interactions between the immune system and metabolic processes have been reported for more than a decade, resulting in a field of research termed immunometabolism. So far, it has been shown (2) that the development of metabolic diseases can be linked to inflammation, which in some cases reflects the activation of immune responses. There are many evolutionarily conservative interactions between the immune response and metabolism. Proper maintenance of this delicate balance is critical for health and has important implications for many pathological conditions such as obesity, diabetes mellitus, and other chronic non-communicable diseases (3). Metabolic dysregulation results in immune cell involvement. If the organism is obese, pro-inflammatory M1 macrophages make up the majority of the macrophage population in adipose tissue, with more anti-inflammatory M2 in lean individuals. They secrete pro-inflammatory cytokines (TNF-α, IL-6, IL-1β, IL-12, and MCP-1), which not only have a role in promoting insulin resistance but also recruit other immune cells to the site of inflammation (4). Among the cells recruited are neutrophils, lymphocytes, and innate lymphoid cells (ILC), including natural killer (NK) cells, mast cells, and eosinophils (4, 5). Elevated levels of neutrophil, have been observed in both obese humans and mouse models fed a high-fat diet (HFD), and are therefore thought to be involved in modulating adipose tissue inflammation in the early stages of obesity (6). Lymphocytes are recruited to the site of inflammation by specific cytokines. In obesity, reduced levels of CD4 + CD25 + Foxp3+ lymphocytes are observed, indicating their depletion, which contributes to the development of insulin resistance. In contrast, CD8 T-lymphocyte levels increase in adipose tissue as early as 2 weeks of HFD feeding, and levels are high in obesity. The important role of CD8 T lymphocytes in the development of inflammation lies in their ability to induce the differentiation of macrophages from monocytes. B lymphocytes influence adipose tissue inflammation by modulating T lymphocyte activity (7). Mast cells have also been shown to be involved in the regulation of adipose tissue in obesity. Eosinophils, on the other hand, induce a faster rate of macrophage differentiation into the M2 phenotype by secreting the cytokines IL-4 and IL-13, which have an anti-inflammatory effect on adipose tissue inflammation (5).

The site of many inflammatory processes is in adipose tissue. Adipose tissue is classified as connective tissue, as a specialized tissue composed mainly of adipocytes (fat cells). Adipocytes are composed of a single, large lipid droplet with a thin envelope of cytoplasm between it and the plasma membrane (3). Currently, it is widely agreed that adipose tissue is a strongly active and complex hormonal and metabolic gland consisting of adipocytes, connective tissue matrix, neural tissue, stromal cells, and immune cells (8). The link between adipose tissue metabolism and the immune system is indicated by the fact that immune responses often lead to loss of body weight, and in obese individuals, the immune system malfunctions, causing them to suffer an increased incidence and severity of infectious diseases (9, 10). In obese individuals, only half the number of the monocytes mature into macrophages, compared to patients without obesity (10). In addition, macrophages contribute to the adipose organ in the generation of inflammation (11). Animal studies also yield similar data. Decreased immunocompetence, decreased activity of cellular immune components, decreased resistance to infection, and decreased macrophage killing capacity are observed in obese individuals (10).

Studies suggest (2) that T2DM, like type 1 diabetes (T1DM), may belong to the autoimmune diseases, and the two types of diabetes may have more in common than previously thought (3). In T2DM with obesity, adipocyte size is increased. This alters the levels of circulating pro-inflammatory cytokines contributing to the recruitment of immune cells to the site of inflammation, which is adipose tissue (12). Additionally, the insulin resistance in T2DM may be the result of attacks by immune system cells that are designed to produce antibodies that fight pathogens on body tissues (3). Although T2DM has been classified as a metabolic disease for more than 30 years, autoimmunity in T2DM is a growing topic (13). Chronic inflammation induced by obesity, a major causative factor in T2DM, affects the activation of innate and adaptive immunity, including the secretion of pro-inflammatory cytokines that activate T lymphocytes, B lymphocytes and macrophages. As a result of the strong impact of inflammatory and autoimmune reactions, β-cells undergo apoptosis, and impaired insulin secretion in β-cells affects the development of hyperglycemia (13, 14). Another important feature of autoimmunity in T2DM is impaired B lymphocyte function. People with T2DM do not secrete the anti-inflammatory cytokine, interleukin-10, and they secrete a much higher amount of pro-inflammatory cytokines (13, 14). Patients with T2DM have reduced resistance to infection, which may be due to the reduced ability of B lymphocytes to produce de novo antibodies (14). Additionally, T lymphocytes are an important aspect in autoimmunity in T2DM. Self-reactive T lymphocytes are in decline in patients with T2DM (13). T-cell receptors (TCRs), which are designed to recognize antigen and are differentially expressed in healthy individuals, are limited in T2DM patients (15). T-lymphocytes, together with macrophages, by releasing pro-inflammatory cytokines, contribute to increased pancreatic islet inflammation (13). A role for dysbiosis of the gut microbiota in toll-like receptor (TLR) activation in adipocytes and production of pro-inflammatory adipokines is also indicated (15). Current immunomodulatory therapies in T2DM target IL-1β, block the NF-kB pathway and increase circulating adiponectin with positive results (13).

Because of differences in the structure of adipose tissue in rodents, the most popular model organism for humans, research on it is not fully developed. Murine adipocytes differ in structure from those of humans: mouse adipocytes contain many fat droplets, while human adipocytes contain one (3). There are differences in adipogenesis too. Additionally, molecular differences adversely affect the use of mouse models: in mice, TNF-α is a major factor in haptoglobin expression, and in humans, it induces downregulation of haptoglobin mRNA (16). Cats, unlike rodents, develop all the symptoms of T2DM: insulin resistance, impaired β-cell function and reduced numbers of them, and pancreatic amyloid deposition (17).



2 T2DM in cats

In cats, T2DM is the most common among the various types of diabetes, with about 90% of diabetes cases being T2DM (18). By comparison, in dogs, most cases of diabetes are type 1 diabetes (19). T2DM is characterized by insulin resistance and decreased insulin secretion due to pancreatic β-cell failure (18, 20). Insulin resistance is differentiated by impaired tissue response to insulin and can lead to hyperglycemia and excessive pancreatic insulin secretion leading to balance (20). Although T2DM in cats is the most common type of DM and is very similar to human T2DM, unlike in humans, treatment may include insulin therapy (21). This is because DM in cats has been proposed to be divisible into insulin-dependent DM (IDDM) and non-insulin-dependent diabetes mellitus (NIDDM), and T2DM in cats qualifies as IDDM (22). In this paper, however, we will use the term T2DM and note that it is a type of IDDM in cats.


2.1 Risk factors

Risk factors for developing T2DM in cats include both genetic and environmental conditions, like advancing age, male sex (including being neutered), genetic aspects (breed), diet-dependent obesity and physical inactivity (18, 21, 23, 24).


2.1.1 Age

The probability of cats developing DM has been shown to increase beyond the age of 6 years, and it is highest at 11-13 years (25–28). This may be because insulin sensitivity and β-cell functionality decrease with age, and amyloid deposition in the pancreas may be high (26).



2.1.2 Sex

An increased risk of developing T2DM has been observed in male cats. The more their body weight increased, the higher the risk was. Interestingly, this pattern did not occur in female cats — despite increasing body weight, there was no significant increase in the risk of developing T2DM (25). This may be because male cats may be naturally more insulin resistant than female cats. Additionally, the mere fact of being a female purebred cat rather than a mixed-breed cat was protective against developing T2DM (25). Males, regardless of breed, were at the same risk of developing the disease (25). In males, neutering also appears to have an impact on the development of T2DM disease, as they are 2-9 time more likely to develop the disease then uncastrated males (21, 29). After neutering there are changes in hormone levels: an increase in prolactin, leptin, and insulin-like growth factor 1 (IGF-1), and a decrease in testosterone and estrogen. Among estrogens, estradiol has been shown to regulate normal food intake. In neutered males, estradiol levels are significantly reduced, by up to half in plasma (30). Therefore, especially in males, ad libitum access to food is a large risk factor for the development of obesity and resulting T2DM. The exceptions are Burmese cats, in which the gender factor does not affect the chances of developing T2DM — both male and female cats are equally susceptible to the disease (29).



2.1.3 Breed and other genetic factors

Remarkably, there is one breed that is particularly prone to developing diabetes: the Burmese cat (22, 23, 31). Type 2 diabetes is up to 4 times more common in Australian-bred Burmese cats (32), and the New Zealand population is also at increased risk (33). This is probably due to the presence of an inborn metabolic deficiency in certain of these cats. This results in postprandial hypertriglyceridemia after high-fat meals. In Burmese cats with postprandial hypertriglyceridemia, lipoprotein lipase (LPL) deficiency and elevated very-low-density lipoprotein (VLDL) concentrations have been observed (31). This may be because the breed was developed from a small number of individuals and the propensity for the disease is passed down generationally. A genetic factor is also indicated by the fact that USA-bred Burmese cats, a population quite isolated from others because Burmese breeders in Australia, New Zealand, and the United Kingdom have not approved Burmese cats from the USA for more than 20 years, do not suffer from an increased risk of developing T2DM (34). With further genetic studies of Burmese cats, it would be possible to locate the alleles responsible for the increased risk of developing type 2 diabetes in cats.

In addition to the Burmese breed, high incidence rates of DM risk were also found in the Russian blue, Norwegian forest cat, European shorthair, and Abyssinian breeds (27).

Additionally, in cats mutations in the sequence of the gene encoding the melanocortin 4 receptor (MC4-R), decreased expression levels of the insulin receptor substrate 1 (IRS-1), insulin receptor substrate 2 (IRS-2) and phosphoinositide 3-kinase (PI3-K) genes, or decreased expression levels of the gene encoding the glucose transporter type 4 (GLUT4) in muscle and adipose tissues have also been observed (21). As in cats, in humans genetic factors are also important in the pathogenesis of T2DM (33). A mutation in the gene encoding the melanocortin 4 receptor (MC4-R) causing it to be defective in humans is one of the most common causes of obesity, glucose intolerance and T2DM (35, 36). MC4-R inhibition leads to increased fat cell accumulation (37). Polymorphisms in the IRS-1 gene in humans are associated with an increased risk of developing gestational diabetes, and the gene itself is involved in the development of insulin resistance in T2DM (38). Notable among the polymorphisms in IRS-1 affecting the development of T2DM and insulin resistance are IRS-1 substitutions by Gly to Arg 972 (39). IRS-2 also plays an important role in the initiation and progression of T2DM. It has been shown that increasing its expression in patients with insulin resistance can positively delay the development of diabetes (40), and its reduced expression can induce β-cell apoptosis (41). PI3-K is involved in the IRS substrate pathway, which is impaired by insulin inefficiency and hyperglycemia (42). GLUT4 is involved in glucose uptake in muscle and adipose tissues, and changes in its expression affect glycemic control in the human body (43). Similarities in the expression changes of genes involved in the pathogenesis of T2DM between humans and cats deserve special attention and suggest similarities in the pathogenesis of the disease.



2.1.4 Nutrition

In their natural environment, cats feed on small mammals and birds: food that is rich in protein, moderately rich in fat, and with minimal carbohydrates (19). Proteins in cats’ diet are needed to maintain blood glucose levels, as cats do not have many adaptations to regulate carbohydrate digestion. Cats do not secrete salivary amylase and have low intestinal and pancreatic amylase and intestinal disaccharidase activity (19). In addition, hepatic glucokinase activity is low and is not adaptive to increased carbohydrate consumption and the feline liver does not secrete fructokinase. Consequently, the cat’s body’s ability to minimize hyperglycemia is severely compromised when there is a large amount of glucose in the diet (19, 25). Additionally, large amounts of carbohydrates in a cat’s diet reduce the digestibility of proteins (19).

A high-protein/low-carbohydrate (HP) diet is recommended for feeding obese cats because its use affects the maintenance of normal insulin sensitivity of fat metabolism (44). The HP diet has the effect of increasing heat production and consequently facilitating fat loss (44). Cats fed an HP diet are less likely to develop obesity and show less insulin resistance compared to cats fed the same amount of calories but on a high-carbohydrate/low-protein (HC) diet (44). HC diets during obesity therapy have been shown to reduce lean body mass loss and promote fat loss (45–47). Additionally, compared to HP diets, HC diets decrease insulin sensitivity and cause hyperinsulinemia (24). As in obese cats, in cats with T2DM, the use of the HP diet is beneficial and leads to an improvement in insulin requirements (44).

The cat has a similar narrative in the “Carnivore Connection” theory as humans. This theory states that the cause of the current epidemic of obesity and diabetes in humans is potentially because, over the last two million years of evolution humans have consumed a predominantly low-carbohydrate, high-protein diet. As a result, they developed insulin resistance, which was beneficial with such a diet because it allowed them to control the balance of glucose levels and had a positive effect on fetal development. With the development of agriculture and the industrialization of the population, the diet changed, and man began to consume more cereals and starches. Populations that have recently adopted agriculture and have been on a high-carbohydrate diet for a shorter time, such as the Pima Indians, are more likely to develop T2DM, while Europeans, who have used agriculture for 12,000 years, have a lower incidence of diabetes (48). Domestic cats may have experienced a similar situation with a change from a natural, protein-rich diet to a diet consisting primarily of high-carbohydrate commercial food. Although high-carbohydrate diets lead to elevated postprandial glucose and insulin levels, and low-carbohydrate diets have been shown to improve glycemic control in cats with DM, it cannot currently be concluded with certainty that a high-carbohydrate diet is a risk factor for the development of T2DM (49).



2.1.5 Obesity

The next risk factor, obesity is the condition of increased body fat mass due to too many nutrients being provided to the body than needed and may be a consequence of incorrect nutrition (20, 50). In cats, there is a strong link between obesity and diseases such as cancer, lower urinary tract diseases, especially feline idiopathic cystitis, constipation, lameness and orthopedic diseases, altered hemostasis, liver lipidosis, dermatological diseases, musculoskeletal diseases, hypertrophic cardiomyopathy, respiratory diseases, oral conditions, diabetes mellitus, atopic dermatitis, hypertension, asthma, diarrhea, ocular conditions, and allergic conditions (11, 30, 51).

Hoeing et al. (44) reported that 1 kilogram of weight gain in cats resulted in a loss of insulin sensitivity and glucose effectiveness by approximately 30% (44). Adipose tissue regulates the storage, release, degradation, and hydrolysis of fatty acids (FA). During the normal process of lipolysis, fatty acids esterify, resulting a decrease in their serum levels decrease. In obesity, there is impaired inhibition of lipolysis by insulin, resulting in increased levels of fatty acids and glycerol, and adipose tissue secretes cytokines and other pro-inflammatory molecules that antagonize the action of insulin and contribute to inflammation (52).

Additionally, the distribution of body fat in an animal is associated with insulin resistance. In cats, unlike humans, there is no gender difference in body fat distribution. Abdominal fat, which is the major site of fat accumulation in cats, is evenly distributed subcutaneously and in the abdominal cavity (44). In contrast, obese cats may deposit fatty acids into the muscle and have increased lipid levels there, which may be associated with insulin resistance (53).

It is important to note that not all obese cats develop T2DM because other genetic, environmental, and metabolic factors are involved in the pathogenesis of the disease. Obesity increases the diabetes risk by 3 to 5 times (24). However, obesity is considered to be one of the main factors in the development of T2DM and it is thought that this may be due to an increase in endogenous glucose production caused by hepatic insulin resistance, resulting in β-cell impairment and/or decreased insulin secretion due to amyloid deposition in the pancreatic islets, and as a result of β-cell failure, hypoinsulinemia and increased EGP production by the liver (54, 55).



2.1.6 Insulin resistance development

In humans, obesity is thought to lead to the development of insulin resistance through a number of mechanisms. The first is the accumulation of FA in the liver and muscle as a result of abnormal FA transport and incomplete fatty acid oxidation. Additionally, oxidative stress and inflammatory response caused by adipocyte hypertrophy, including the release of pro-inflammatory cytokines resulting in elevated phosphorylation of insulin receptor substrates (iRSs). Subsequently, the secretion of adipokines by adipocytes, e.g., adiponectin increases insulin sensitivity. As the mechanism of insulin resistance in obese cats has not been studied in detail, it is presumed that its mechanisms are similar to those in obese humans. This may be indicated by reduced expression of GLUT-4 in muscle and adipose tissue, increased triglyceride content in muscle and liver, and high levels of muscle-fat ratio lipoprotein lipase expression. Unlike humans, cats (excluding the Burmese breed) do not have most of their fat stored in the abdominal cavity. In addition, insulin resistance in cats does not cause systemic inflammation as it does in humans (56).

As weight increases in the cat, insulin sensitivity and the effectiveness of insulin in lowering plasma glucose levels decrease (57, 58). As a result of the persistent state of producing excess insulin, the β-cells eventually become depleted and stop producing insulin (57). In a study by Appleton et al. (57), more than half of the cats also developed impaired glucose tolerance after gaining weight. A 30% decrease in insulin sensitivity was observed for each kilogram of excess body weight in cats (56). As mentioned, the development of insulin resistance is closely related to the development of obesity (59). This is a reversible mechanism and if the animal loses weight, the insulin resistance disappears (17, 59). Interestingly, not all obese cats develop diabetes, and the mechanisms of the obesity–insulin resistance–diabetes interaction are not yet fully understood (59). In cats with T2DM, insulin sensitivity is lower by about 6 times (17).




2.2 Complications of untreated type 2 diabetes in cats

The consequences of unrecognized and untreated type 2 diabetes in cats are severe. The main complications of diabetes that have been studied in cats are diabetic neuropathy and diabetic retinopathy. Diabetic neuropathy is one of the most common post-diabetic complications in cats. Although it affects 90% of individuals, only 10% of them show neurological signs. Neuropathy in cats mainly affects the pelvic limbs and motor nerve conduction, and clinical signs include hindlimb paresis, muscle atrophy most prominent in the distal parts of the pelvic limbs, plantigrade posture, difficulty or inability to jump, abnormal postural responses, ataxia, poor patellar reflex, and increased flatulence and irritability in response to touch (60, 61). Damage in nerves includes changes in Schwann cells with cleavage and ballooning of the myelin sheath, followed by demyelination, and axons of myelinated fibers involving dystrophic accumulation of axoplasmic membrane debris and glycogen, and degenerative fiber loss (61, 62). The changes observed in Schwann cells seen in cats are similar to those seen in humans with diabetes (60). Diabetic retinopathy damages blood vessels in the retina. A model of oxygen-induced retinopathy in cats was proposed as early as the 1950s, but the long development time of diabetic retinopathy and limitations in research reagents means that it is not the most popular model (63). In feline diabetics, however, diabetic cataracts often develop along with linear opacification of the posterior cortex and cortical cataracts or posterior subcapsular plaques. Complete blindness due to diabetic cataracts is very rare in adult cats, but kittens can develop more severe cataracts resulting in blindness (64, 65). Diabetic nephropathy is a serious complication of diabetes in humans, but diabetes-induced nephropathy is rare in cats (66). However, since kidney disease in older cats can be as common as diabetes, it is difficult to determine whether it is due to damage from diabetes or whether it is a comorbid condition. The incidence of chronic kidney disease in -cats ranges from 17 to 63%, and in cats newly diagnosed, 13% developed the disease during a follow-up 6-month study (67–69). In addition to the described complications, about one-third of cats with diabetes develop hypersomatotropism, resulting in the development of acromegaly. Diabetes may also be implicated in the increased development of heart disease and echocardiographic changes, but there are still few studies evaluating the impact of diabetes on heart disease in cats (70).



2.3 Diagnosis of type 2 diabetes in cats

Clinical signs of type 2 diabetes mellitus in cats include persistent hyperglycemia, polyuria, polyphagia, polydipsia, and decreased muscle mass with, as a consequent, weight loss, and liver enlargement (18, 22, 71).

The diagnosis of insulin sensitivity and type 2 diabetes mellitus in cats is not the same as in humans. In humans, the homeostatic model assessment (HOMA) and the quantitative insulin sensitivity method are used to assess insulin sensitivity (54). However, in cats the HOMA method is considered insufficient to reflect changes in insulin sensitivity (54). Additionally, stress-induced hyperglycemia has been observed in cats (71). A study by Ray et al. (72) showed that more than half of healthy cats without T2DM admitted to the hospital exhibited hyperglycemia (72). As cats are particularly susceptible to stress, it can be triggered by several factors, e.g., travel, being in the waiting room of a veterinary clinic, or having blood drawn for a test (71). The increase in blood glucose levels due to stress is rapid - it is observed after about 5 minutes and can last for up to 3 hours (18). Because of this unique characteristic of cats, type 2 diabetes can be diagnosed using methods that are not as influenced by stress. To diagnose a cat, it is advisable to perform a general urine test with glucose detection and relative density and a serum fructosamine determination (71). Urinary glucose occurs when serum glucose levels in cats exceed 200-288 mg/dl (11-16 mmol/l). As for the relative density of urine, it is typically 1.026-1.035 (71). Fructosamine is defined as the total of plasma proteins that have undergone the process of protein glycation. Its concentration in the blood can determine the blood glucose concentration up to 2-3 weeks before its determination. Decreased fructosamine levels are also observed when plasma protein levels are decreased and in hyperthyroidism (71). Unfortunately, the use of fructosamine is not always effective because healthy cats with naturally elevated fructosamine levels and T2DM cats with normal fructosamine levels have been reported (18). Cats with suspected T2DM may also have glycosylated hemoglobin, which indicates glucose levels approximately 70 days before the test. Additionally, this method has disadvantages, the results may be reduced in the case of anemia, and the too-long time required to reflect blood glucose concentration makes it an innefective diagnostic tool (71).




3 Adipokines

All substances secreted by adipose tissue are called adipokines, although the types differ. Adipokines can be hormones, such as leptin, adiponectin, plasminogen activator inhibitor-1 (PAI-1), or cytokines, such as interleukin 8 (IL-8) or tumor necrosis factor-alpha (TNFα) and chemokines (73). Among adipokines, leptin, adiponectin, resistin, and omentin, as well as cytokines and chemokines (TNF-α, IL-6), result in chronic inflammation, which may play a key role in the development of insulin resistance and T2DM and increase the risk of obesity-related cardiovascular disease, collectively referred to as the metabolic syndrome (1, 2, 74, 75).

The view of adipose tissue changed significantly after 1994, when the Ob gene and its product, leptin, were identified and characterized, and now adipose tissue is known to be an organ involved in endocrine function, the central nervous system, the immune system, and energy metabolism (8).

The observed increase in adipokines in obese patients includes cytokines, e.g., interleukin 6 (IL-6), interleukin 8 (IL-8), interleukin 18 (IL-18), TNF-α; acute phase proteins, e.g., C-reactive protein (CRP), plasminogen activator inhibitor-1 (PAI-1), haptoglobin; and chemokines, e.g., monocyte chemoattractant protein-1 (MCP-1) (16, 76). The increase in adiponectin concentration is inversely proportional to body weight gain. It has been observed that there is diurnal variation in adiponectin levels, with an increase in the morning and a decrease at night (20). Adipokines play important roles in the pathophysiology of obesity and diabetes in humans (77). There is a need to determine what role they play in T2DM in cats and whether they could be used as biomarkers of disease progression in the future (Table 1).


Table 1 | Changes in levels of selected adipokines in cats and humans with T2DM and obesity compared to healthy individuals.




3.1 Leptin

Leptin is known as the central satiety signal because it regulates body composition and energy expenditure (20). It also influences sympathetic nervous system activity, hematopoiesis, and reproductive function and modulates the immune responses by having a pro-inflammatory effect and activating T cells (9, 16, 20). Additionally, is known to regulate nutritional intake, which may impact thermogenesis because it increases energy expenditure, stimulates lipolysis, and inhibits lipogenesis (24, 98). Leptin is produced by adipocytes and in minor amounts by the central nervous system (CNS), skeletal muscles, stomach, and placenta (20, 99). Although leptin has an inhibitory effect on adipose tissue cell differentiation, its secretion increases during adipocyte maturation from preadipocytes. Leptin release is initiated by TNFα and chemokines (9). High leptin levels are closely associated with high body fat mass and may lead to further weight gain and therefore the development of insulin resistance (100). Thus, along with IL-6, resistin, and TNF-α, leptin acts as an indicator of obesity initiation and insulin resistance (22).

In humans, leptin is a marker for the development of obesity, and as body fat increases, leptin levels increase (90). Additionally, it has been proposed as a biomarker for type 2 diabetes. In addition, although leptin levels increase in obese and T2DM patients, interestingly, it has been noted that diabetics with high BMI have lower leptin levels than non-diabetics with high BMI (85, 86). It has been indicated that low leptin levels have a significant effect on increasing the risk of developing insulin resistance and type 2 diabetes (86). Leptin affects the body’s insulin sensitivity by decreasing the storage capacity of triglycerides in muscle tissues and increasing fatty acid oxidation (90). Because of these unique abilities, leptin has been proposed as a potential therapeutic agent in obesity and type 2 diabetes (101).

Correlations between increased leptin levels and increased BCS and body fat mass have been demonstrated in cats (44, 58, 78–80, 87–89). Leptin levels are not dependent on the sex of the animal (88). In a study by Zapata et al. (58), diabetic cats had leptin levels 221% higher than those in normal-weight cats. Healthy cats that were obese had levels 172% higher compared to those of normal weight (58). In a study by Appleton et al. (89), lower insulin sensitivity, with higher insulin concentrations and indices, was observed in healthy, lean cats aged 1-5 years driven to overweight/obesity. Following an increased in body weight, the cats that had the highest fasting plasma leptin concentrations also had the highest fasting insulin concentrations, along with decreased insulin sensitivity (89). Increased leptin levels are also correlated with increased cat insulin resistance not only in obese but also in lean individuals (24, 89). Additionally, increased insulin levels in obese cats stimulate leptin production as in other animal species (89). As the animal’s weight decreased, serum leptin concentrations gradually decreased (81). Leptin levels in lean cats have been shown to increase with increasing age (102). It has been shown that the HC/HB diet has no effect on blood leptin levels in cats (44).



3.2 Adiponectin

Adiponectin is secreted by adipocytes in white adipose tissue (103). Adiponectin has anti-inflammatory effects (16). Adiponectin has several important functions, such as improving glucose and lipid metabolism, modulating insulin action, preventing inflammation, and preventing atherosclerosis (20, 104). Adiponectin receptors are located in the liver and skeletal muscle, and it has been suggested that the greatest increase in insulin sensitivity occurs in the liver. Adiponectin, together with AMP-activated protein kinase, increases glucose uptake in skeletal muscle, oxidizes fatty acids in muscle and liver, initiates the insulin signal transduction cascade in these two tissues, and increases insulin sensitivity (20, 24). Hosogai et al. (104) showed that the presence of ER stress concurrently with obesity affects the downregulation of adiponectin mRNA (104).

In humans, adiponectin levels are lower in patients with obesity, insulin resistance, and T2DM and its reduced levels can be used to predict the development of these diseases (77). Adiponectin in humans has been proposed as a biomarker for diabetes-related cardiac complications and for assessing vascular changes in peripheral type 2 diabetes. Adiponectin levels have also been proposed as a risk factor for cardiovascular disease and coronary artery disease (91). Interestingly, adiponectin has also been indicated as a target for the treatment of type 2 diabetes (77, 91, 101).

Most studies have shown that, in cats, with increasing BCS, adiponectin levels decrease (44, 78–84). However, contrary studies have also been published (82, 105, 106). Adiponectin levels in cats are not dependent on the sex of the animal (88). According to the study by Öhlund et al. (107), adiponectin levels do not differ between healthy individuals of Burmese breed, prone to developing T2DM, and Birman breed with low risk of developing DM (107). In a study by Takashima et al. (81) on healthy cats with normal BCS suffering from obesity that then lost 8% of their weight during a 9-week weight-loss period, it was shown that adipokine levels did not significantly increase in association with weight loss (81). Therefore, the hypothesis was proposed that it is not the degree of obesity that affects adiponectin levels, but other factors, such as, for example, low muscle mass (81). In the same study, a correlation between adiponectin and insulin levels was not found (81). Zapata et al. (58) showed, that compared to healthy cats of normal weight, cats with diabetes had 61% lower adiponectin levels, and cats with diabetes had 45% lower levels compared to healthy obese cats. High molecular-weight (HMW) adiponectin multimers, which are associated with insulin sensitivity, account for approximately 80% of adiponectin in cats, whereas they only account for 30% in humans (17). It has been shown that the HC/HB diet had no effect on blood adiponectin levels in cats (44).



3.3 Resistin

Because resistin’s mRNA has been detected in humans in circulating mononuclear cells, not adipocytes, and is released from non-fat adipose tissue cells, Fain (3) proposed that resistin is a cytokine secreted by cells of the immune system (3). Resistin is insulin-resistant and impairs glucose homeostasis. Its function is to downregulate inflammation in macrophages, peripheral blood mononuclear cell (PBMC) and vascular cells (108).

Resistin levels are elevated in obese humans, and also in humans with T2DM, but there are no data for cats with T2DM (91). Resistin is involved in the development of insulin resistance and T2DM, and for this reason, it too has been proposed as a biomarker for these diseases. In addition, in humans, it has also been proposed as a biomarker for diabetes complications related to chronic periodontitis and cardiovascular disease (91, 109).

It has been reported that resistin levels increase with increasing BCS and body fat mass in cats (78, 79). Cats with obesity have higher resistin mRNA expression in adipose tissue compared to lean cats (78). In addition to adipose tissue, in cats resistin expression may also occur in the lung and spleen (81). However, in the previously described study by Takashima et al. (81), resistin levels also did not change significantly. Resistin was negatively correlated with insulin in the blood of the cats studied (81), which is confusing, since an important role in the pathogenesis of insulin resistance and T2DM has also been indicated (79).



3.4 Omentin

Omentin, although not yet studied in cats with T2DM, deserves consideration because of its unique properties. It has regulatory functions, modulates insulin secretion and insulin sensitivity, and can increase insulin action, affecting fat accumulation, adverse fat breakdown, and inflammation (55, 110). In humans, omentin-1 levels are lower in individuals with T2DM compared to healthy controls (110).

In people with obesity and T2DM, omentin levels are lower than in healthy people, but not in patients with type 1 diabetes (91, 92). Omentin has anti-inflammatory, anti-obesity and anti-diabetic properties, and these are indicated when omentin is proposed as a therapeutic target (90, 91). Omentin has also been proposed as a marker for predicting obesity and T2DM risk (90).

In cats, Williams et al. showed that blood concentrations of omentin are not dependent on BCS, but are 56% higher in males (88). In cats, omentin levels were also not correlated with insulin or glucose levels, as has been reported in humans (88).



3.5 TNF-α

TNF-α has various important functions related to adipose tissue regulation, it responds to inflammation, induces apoptosis, stimulates lipolysis, modulates insulin sensitivity, induces insulin resistance, inhibits adipocyte differentiation, disrupts leptin homeostasis, and induces chemokine secretion (9, 16). TNF-α stimulates IL-6 and MCP-1 expression and inhibits adiponectin mRNA expression. Wang et al. (16) described the lack of effect of TNF-α on leptin expression in humans (16). Among the roles of TNF-α are also the promotion of lipid mobilization, inhibition of adipocyte differentiation, and reduction of lipid storage capacity (79).

In humans, TNF-α levels are elevated in people with T2DM and obesity, and TNF-α itself plays roles in the development of insulin resistance (93). TNF-α and its receptors have been indicated to be biomarkers for the progression of diabetic kidney disease (111, 112) and for assessing the degree of diabetic retinopathy (93).

In cats, TNF-α levels increase with increasing BCS and body weight, and increased levels of TNF-α expression have been shown in adipose tissue and skeletal muscle in obese cats (94, 95). However, in a study by Hoenig et al. in cats that were driven to obesity, TNF-α levels did not show significant changes (80).



3.6 IL-6

IL-6 is a pro-inflammatory cytokine secreted from leukocytes, endothelial cells, and adipocytes. Its plasma levels in obese patients are directly proportional to weight loss and fat loss. It regulates the development of chronic diseases such as cardiovascular disease (CVD), where it induces the secretion of a risk marker, hepatic C-reactive protein, and type 2 diabetes mellitus (113). By decreasing lipoprotein lipase (LPL) activity, it increases blood lipid levels (113). By inhibiting the expression of the insulin receptor, insulin receptor substrate-1, and glucose transporter type 4 in 3T3-L1 adipocytes, IL-6 suppresses insulin activity (113) A correlation has been shown between increased IL-6 levels and the occurrence of insulin resistance (3). Additionally, attenuating adiponectin mRNA synthesis and secretion, and inhibition of insulin signaling in hepatocytes contribute to insulin resistance (113).

In humans, IL-6 levels increase in patients with T2DM and obesity (96, 97). IL-6 has been shown to be correleted with the development of complications in diabetes, including diabetic neuropathy, in which high levels of IL-6 are associated with increased nerve degeneration (90, 114).

Plasma IL-6 levels are elevated in obese cats (17). Here again, Hoeing et al. showed no significant changes in IL-6 levels in cats that had gained weight (80).




4 Conclusion

T2DM is a serious disease that an increasing number of domestic cats are suffering from. The multitude of factors that can cause this disease indicate its severity. Some of the risk factors, such as nutrition and the development of obesity, can be influenced by the pet’s caregiver. Therefore, it is worthwhile for veterinary professionals to educate cat guardians on the proper management of the animal to limit the development of the disease.

The domestic cat is still a very poorly studied species in terms of the pathogenesis of diabetes mellitus. Most of the information on the subject is still based on data obtained from humans. This is enabled by the high similarity of feline diabetes to human T2DM. In order to better understand the exact mechanisms of the disease, especially regarding adipokines, studies focusing not only on obesity, which is indeed also an important factor in the development of T2DM, but also on cats already suffering from diabetes themselves, are needed.

The data collected in the above review indicate a promising role for the presented adipokines as biomarkers of type 2 diabetes in cats. Adipokines may be a promising means to control disease progression and recovery in the animal. Notably, adipokines have been proposed as biomarkers of disease in humans, e.g., resistin as a biomarker for diabetes complications related to chronic periodontitis and cardiovascular disease. Biomarkers are useful in the course of disease progress, as they can be used not only for risk assessment and screening, but also to determine the severity of the disease and to select and monitor therapy (109). It is particularly important to discover rapid, sensitive and effective methods for risk assessment in feline type 2 diabetes.
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Backgrounds

As a systemic skeletal dysfunction, osteoporosis (OP) is characterized by low bone mass and bone microarchitectural damage. The global incidences of OP are high.



Methods

Data were retrieved from databases like Gene Expression Omnibus (GEO), GeneCards, Search Tool for the Retrieval of Interacting Genes/Proteins (STRING), Gene Expression Profiling Interactive Analysis (GEPIA2), and other databases. R software (version 4.1.1) was used to identify differentially expressed genes (DEGs) and perform functional analysis. The Least Absolute Shrinkage and Selection Operator (LASSO) logistic regression and random forest algorithm were combined and used for screening diagnostic markers for OP. The diagnostic value was assessed by the receiver operating characteristic (ROC) curve. Molecular signature subtypes were identified using a consensus clustering approach, and prognostic analysis was performed. The level of immune cell infiltration was assessed by the Cell-type Identification by Estimating Relative Subsets of RNA Transcripts (CIBERSORT) algorithm. The hub gene was identified using the CytoHubba algorithm. Real-time fluorescence quantitative PCR (RT-qPCR) was performed on the plasma of osteoporosis patients and control samples. The interaction network was constructed between the hub genes and miRNAs, transcription factors, RNA binding proteins, and drugs.



Results

A total of 40 DEGs, eight OP-related differential genes, six OP diagnostic marker genes, four OP key diagnostic marker genes, and ten hub genes (TNF, RARRES2, FLNA, STXBP2, EGR2, MAP4K2, NFKBIA, JUNB, SPI1, CTSD) were identified. RT-qPCR results revealed a total of eight genes had significant differential expression between osteoporosis patients and control samples. Enrichment analysis showed these genes were mainly related to MAPK signaling pathways, TNF signaling pathway, apoptosis, and Salmonella infection. RT-qPCR also revealed that the MAPK signaling pathway (p38, TRAF6) and NF-kappa B signaling pathway (c-FLIP, MIP1β) were significantly different between osteoporosis patients and control samples. The analysis of immune cell infiltration revealed that monocytes, activated CD4 memory T cells, and memory and naïve B cells may be related to the occurrence and development of OP.



Conclusions

We identified six novel OP diagnostic marker genes and ten OP-hub genes. These genes can be used to improve the prognostic of OP and to identify potential relationships between the immune microenvironment and OP. Our research will provide insights into the potential therapeutic targets and pathogenesis of osteoporosis.
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Introduction

Osteoporosis (OP) is a systemic bone disease characterized by low bone mass and destruction of bone microarchitecture (1), which increases the fragility of the bone and fracture risk (2, 3). OP is the fourth leading chronic disease after heart disease, dementia, and lung cancer (4). Bone homeostasis depends on osteoclast resorption and osteoblast formation, and an imbalance in this tightly coupled process can lead to the development of osteoporosis (5). Hip and vertebral fractures are two common osteoporotic fractures (6). Elderly patients with osteoporotic fractures often require hospitalization, resulting in poor quality of life, long-term medical care, disability, and even death (7). This creates a substantial economic and social burden worldwide and is a global public health challenge (8, 9). Due to its asymptomatic nature, patients with OP are often not diagnosed until the first osteoporotic fracture occurs. Therefore, it is very important to find biomarkers that enable early diagnosis.

In recent years, it has been established that bone and immune cells share the same progenitor cells and are affected by the same cytokines (3). They are functionally linked, and the infiltration of immune cells plays a vital role in the occurrence and development of OP (10). Factors such as the balance between Th1/Th2/Treg cells (3), inflammatory T cells (Th17) (4, 10), regulatory B cells (Bregs) (4), and macrophages (11) play an important role in regulating osteoblasts and osteoclast homeostasis, which in turn affects osteoporosis (12). Regarding the immune system, assessing the varying degrees of immune cell infiltration and identifying the compositional differences in the infiltrating immune cells can help elucidate the molecular pathological mechanism of OP and develop new immunotherapeutic targets.

In this study, to explore the potential diagnostic marker genes for OP, six OP diagnostic marker genes were screened for prognosis of OP, which can predict the prevalence of OP. First, the two OP immune signature subgroups were divided using a consensus clustering method, and differential expression analysis was performed to obtain 40 differentially expressed genes (DEGs). Secondly, eight OP-related differential genes were screened using Weighted gene co-expression network analysis (WGCNA), Gene Ontology (GO) functional annotation, Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment, and Gene Set Enrichment (GSEA) analysis disease ontology (DO) disease annotation, and Gene Set Variation Analysis (GSVA) were performed on eight DEG. To conduct network analysis, we identified 10 hub genes using the cytoHubba function of Cytoscape software. RT-qPCR was performed on the plasma of osteoporosis patients and control samples. The results revealed a total of eight genes that had significantly different expression levels, and the following signaling pathways such asMAPK signaling pathway (p38,TRAF6) and NF-kappa B signaling pathway (c-FLIP, MIP1β), had significant different expressions. Out of the eight OP-related DEGs, six diagnostic marker genes were tested using Least Absolute Shrinkage and Selection Operator (lasso) regression and random forest using the new dataset. The Cell-type Identification by Estimating Relative Subsets of RNA Transcripts (CIBERSORT) algorithm was used to evaluate the level of immune cell infiltration in the two clusters, and the results showed that there were significant differences in proportions of monocytes, CD4 memory activated T cells, memory, and naïve B cells. Based on six OP-related diagnostic marker genes, two distinct molecular subtypes were identified using a consensus clustering approach. Prognostic analysis was carried out, and four key diagnostic marker genes were identified. Finally, the interaction network with miRNA, transcription factors (TF), RNA binding protein (RBP), and the drugs were constructed for key genes. Our study suggests that targeting these six diagnostic marker genes and ten hub genes may enhance the diagnosis and treatment of OP.



Materials and methods


Data downloaded

Download GSE56815 (13), GSE7158 (14) and GSE56116 (15) datasets from GEO database, In which GSE56815 contains 40 osteoporosis samples (OP) and 40 control samples from GPL96 sequencing platform, GSE7158 contains 12 osteoporosis samples Osteoporosis samples (OP) and 14 control samples were obtained from the GPL570 sequencing platform, and GSE56116 included 10 osteoporosis samples (OP) and 3 control samples from the GPL1433 sequencing platform, all of which were human peripheral blood sample. The above data were integrated for downstream analysis, the R package sva (16) was used to correct for batch effects between different datasets and log2 normalization was performed, and then the batch-corrected expression distribution was visualized using boxplots, where 62 osteoporosis samples and 57 control samples were included.

In order to analyze the expression of osteoporosis-related genes in all samples, we first obtained osteoporosis-related genes from the GeneCards database (17) through the keyword “Osteoporosis”, a total of 4657 genes, and intersected with the existing expression profiles. All 4657 genes were retained.



Unsupervised clustering of samples

The R package factoextra (18) was used to determine the optimal number of clusters. The k-means clustering method was used for unsupervised clustering of all patients based on the optimal number of clusters, and the samples were divided into two categories. Finally, the R package was used to see the final clustering effect. Heatmap was used to visualize the gene expression profile of the two groups. The R package ggpubr (19) was used to construct the grouping histogram based on the sample clustering label. The Wilcoxon rank-sum test method was used to study the statistically significant differences between the groups. P<0.05 was considered to be statistically significant.



Immune infiltration analysis

CIBERSORT is a deconvolution algorithm based on the principle of linear support vector regression to study the expression matrix of immune cell subtypes. It uses RNA-Seq data to estimate the abundance of immune cells in a sample (20). CIBERSORT: R package was used to estimate the quantity of 22 immune cells between disease and control samples in the datasets. The immune cell composition was visualized using boxplots. Differences in immune cell proportions were calculated using the Wilcoxon test, and P< 0.05 was considered statistically significant.

Pearson correlation was used to investigate the correlation between the immune cell expression in all patients. The two genes were correlated if the absolute value of the correlation coefficient > 0.3 and the P< 0.05. Correlations between matching gene pairs were plotted using the R package ggplot2 (21).



Osteoporosis-related DEGs

In order to analyze the effect of different gene expression levels on patients with different subtypes of osteoporosis, the R package limma (22) was used to perform differential gene analysis between the two groups of patient samples in the integrated dataset. The significant differential genes (DEGs) were screened. Log2 (fold change) (log2FC) > 1.5 and Padj < 0.05 was set as the thresholds of DEGs. Genes with log2FC> 1.5 and Padj < 0.05 were up-regulated DEG, and genes with log 2FC <-1.5 and Padj < 0.05 were down-regulated DEG. The volcano plot shows the up-regulated DEG, and the R package pheatmap (23) shows the expression heat map of these DEG in all the samples. The R package ggpubr (19) was used to analyze the expression of osteoporosis-related genes in the two groups and construct grouped box plots based on the two subtype samples. Wilcoxon rank sum test method was used to test the statistically significant difference between the groups. P< 0.05 was considered statistically significant.



Weighted gene co-expression network analysis

Weighted gene co-expression network analysis (WGCNA) is a systems biology method used to describe gene association patterns between different samples, and can be used to identify gene sets with highly coordinated changes. And identify candidate biomarker genes or therapeutic targets based on the interconnectivity of gene sets and the association between gene sets and phenotypes. We used the R package WGCNA (24) to calculate the key gene sets associated with the disease and normal two groups of samples and used them for subsequent analysis.



Functional enrichment analysis

To investigate the biological differences between sample groups, gene set enrichment analysis (GSEA) was performed on DEG. Gene Ontology (GO) enrichment analysis is commonly used for large-scale functional enrichment analysis of genes at different dimensions and levels, mainly: biological process (BP), molecular function (MF), and cellular component (CC) (25). Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis is widely used for storing information about genomes, biological pathways, diseases, and drugs (26). Disease Ontology (DO) is the annotation of genes in the context of the disease. All the significantly DEG were subjected to GO, KEGG pathway enrichment, and disease annotation using the R package clusterProfiler (27) and the DOSE: R Package (28) to identify significantly enriched biological processes. The enrichment results were represented as bubble graphs for visualization. The significance threshold for the enrichment analysis was set at a corrected p-value < 0.05.

Gene Set Enrichment Analysis (GSEA) is a computational method used to determine whether a predefined gene set shows statistical differences between the two biological states. It is typically used to estimate expression in a dataset sample, changes in biological process, pathways, and activity (29). To investigate the differences in biological processes between the two groups of samples, based on the gene expression profiling dataset, the reference gene sets “c5.go.v7.5.1.entrez.gmt” and “c2.cp. kegg.v7.5.1.entrez.gmt” were downloaded from the Molecular Signatures Database MSigDB (30), for enrichment analysis and visualization of the dataset using the GSEA method included in the R package “clusterProfiler.” Adjusted p-values < 0.05 were considered statistically significant.

Gene Set Variation Analysis (GSVA) (31), is a non-parametric unsupervised analysis method. It mainly converts the gene expression matrix between different samples into the gene expression sets between samples. Quantity matrices were used to evaluate gene set enrichment results from microarray transcriptome data. To evaluate whether different pathways are enriched in different samples, the “c5.go.v7.5.1.entrez.gmt” and “c2.cp.kegg.v7.5.1.entrez.gmt” gene sets were retrieved from the MSigDB. Further, GSVA was performed at the gene expression level to calculate the differences in functional enrichment between groups (disease and control groups).



Validation of osteoporosis marker genes

The identified diagnostic marker genes were validated using the osteoporosis dataset GSE7429 (32) retrieved from the GEO. The sequencing platform used for this dataset was GPL96 for humans. Data was first log-normalized and then divided into disease and control groups based on gene expression data of each marker. Lasso regression analysis was performed for univariate and multivariate analysis. The receiver operating characteristic (ROC) curve was used to evaluate the performance of marker genes in predicting the groups. ROC curves were drawn using the R package pROC (33).



Network analysis

The Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) (34) database searches for interactions between known and predicted proteins. The STRING database was used to select genes with a combined score greater than 400 to construct a protein-protein interaction (PPI) network related to DEG. Cytoscape (v3.7.2) (35) is used to visualize the PPI network model. PPI network analysis was performed using the CytoHubba (36) function in Cytoscape.



Estimation of key genes

Ridge regression was first used to screen for osteoporosis-related genes. The analysis was performed using the R package glmnet (37) and was used to select the best lambda value. Only genes with coefficients other than zero were retained after regression analysis. The genes were further screened using logistic regression. The genes used to construct the model, and their corresponding coefficients were displayed in the form of forest plots using the R package forestplot (38).

To examine the multivariate influence of eigengenes in the diagnostic model, a new logistic multivariate regression model was constructed using the R package rms (39) on the genes with significant absolute weights in the previous model. To verify the predictive grouping efficacy of key genes, the ROC package pROC (33) was used to draw the ROC curve of the model and calculate the area under the curve (AUC).



Panorama of key genes

The R package RCircos (40) was used to map the location of genes on the chromosomes. The chromosome data were provided by the R package, and the information regarding the location of genes on chromosomes was downloaded from the ENSEMBL (41) database. Boxplot was constructed using R package ggplot2 to analyze the differences in the expression of key genes in all the patients. The Gene Expression Profiling Interactive Analysis (GEPIA2, 42) explores the RNA-seq expression data from tumor and normal tissues retrieved from TCGA and GTEx databases. GEPIA2 was used to obtain the expression of key genes in tumor and normal samples from various human tissues.



Multidimensional network analysis of key genes

TF controls gene expression by interacting with target genes at the transcriptional stage. miRNet database (43) was used to construct the regulatory network of key genes, TFs, and miRNAs. RBP is an important protein of the cells, which interacts with RNA by recognizing certain RNA binding domains. It is widely involved in RNA splicing, transport, sequence editing, intracellular localization, translation control, and post-transcriptional regulation. The regulatory network of key genes-RBP was constructed using the RBP2GO database (44). RNAactDrug database (45) was used to build a key gene-drug regulatory network.



Real-time fluorescence quantitative PCR

Peripheral blood of four clinical osteoporosis patients and three healthy adults were obtained from the Second Affiliated Hospital of Inner Mongolia Medical University. (This study was performed in line with the principles of the Declaration of Helsinki. Approval was granted by the Ethics Committee of Second Affiliated Hospital of Inner Mongolia Medical University. The ethical review number: YKD202002055). 5ml peripheral venous blood was collected with EDTA-K2 anticoagulant blood collection tube. After centrifugation at 1500 r/min for 15 minutes, the uppermost plasma was obtained. Total RNA was extracted from plasma samples. The genomic DNA was removed from the RNA sample, and RNA was reverse transcribed using the PrimeScript™ RT reagent Kit with gDNA Eraser (RR047A, Takara, Japan). Real-Time quantitative PCR was performed using the SYBR® Premix Ex Taq (Takara, Japan, RR820A) kit using a real-time PCR machine (ABI-7500, Applied Biosystems, USA). The PCR amplification was carried out for a total of 42 cycles. The mean + standard error of three independent experiments were calculated, with each experiment repeated three times. Relative mRNA expression levels were calculated using GAPDH as an internal reference.



Statistical analysis

All data processing and analysis were conducted using R software (version 4.1.1). The student’s t-test was used to compare the two continuous variables groups and evaluate the statistical significance of normally distributed variables. The independent and the differences among non-normally distributed variables were analyzed using the Mann-Whitney U test (i.e., the Wilcoxon rank sum test). Chi-squared test or Fisher’s exact test was used to compare and analyze statistical significance between two groups of categorical variables. Correlation coefficients between different genes were calculated using Pearson correlation analysis. The t-test was used to compare the mean values of two groups of samples, and the analysis of variance (ANOVA) test was used to compare the mean values of multiple groups of samples. All statistical P values were two-sided. P < 0.05 considered statistically significant.




Results


Gene Expression Omnibus data preprocessing

In order to clearly show the specific process of this study, the bioinformatics analysis process is specially summarized as shown in the figure (Figure 1). To construct a panorama of osteoporosis-related genes in all samples, the expression profiles of all three datasets were integrated. Datasets from different sources generally have severe batch effects. Hence the raw data was first analyzed and then corrected for batch effects and log normalization. Boxplots were drawn using the data OP and Normal groups retrieved from datasets GSE56815, GSE7158, and GSE56116 (Figures 2A, B). The results show that after batch correction and log normalization, the distribution of expression profiles of all the samples tends to be overall consistent., which was more conducive to improving the accuracy and robustness of the downstream analysis (Figure 2). The batch effect was removed to obtain an integrated dataset, which included 62 osteoporosis and 57 control samples.




Figure 1 | Flowchart.






Figure 2 | Gene Expression Omnibus (GEO) data preprocessing. (A, B) are the differences in data distribution before and after data set processing. (C, D) results from PCA dimensionality reduction before and after data set processing.





Overall immune level analysis and differential analysis of immune signature subtypes in osteoporosis

The immune microenvironment is a complex integrated system composed mainly of immune cells, inflammatory cells, fibroblasts, interstitial cells, various cytokines, and chemokines. The analysis of infiltrated immune cells in samples plays an important role in understanding the pathology, prognosis, and treatment of the disease. To analyze the differences in immune levels between normal and disease states, we analyzed the overall immune profile of normal (NO) and osteoporotic (OP) patient samples (Figures 3A–D). CIBESORT analysis of immune infiltration analysis (Figure 3A) reveals that the content of monocytes was high in OP and normal samples. Compared to normal samples, the OP patient samples only showed significant differences in the expression levels of M0, M1 Macrophages, and activated dendritic cells (Figure 3B). Further, the correlation of immune cell content in normal and OP patient samples was analyzed. The results revealed a significant correlation between the memory B cells and monocyte content in normal samples and various immune cells (Figure 3C). In OP patient samples, a significant correlation between the content of the activated mast cells and M0 macrophages, and various other immune cells (Figure 3D).




Figure 3 | Overall immune level analysis and differential analysis of immune signature subtypes in osteoporosis. (A) The content of immune cells between the osteoporosis (OP) and the control group. Different colors represent different immune cells, and the horizontal axis represents the patient id. (B) Histogram of immune cell content, the horizontal axis represents immune cells, the vertical axis represents cell content, red represents the control group samples, and blue represents the disease group samples. 3C-D: Correlation of immune cell content in the normal group (C) and disease group samples (D); red indicates a negative correlation, and blue indicates a positive correlation. (E, F) Consistent clustering result graph, different colors represented different groups. (G) Cumulative Distribution Function (CDF) plot of consensus clustering, showing the curve of the CDF as the number of clusters changes. (H) Delta Area plot, calculating the relative change in the area under the curve (AUC) of the CDF as the number of clusters increases. (I, J) Heatmaps of differentially expressed genes (DEG), where red is for cluster 1 and blue is for cluster 2. (K, L) the volcano plot for DEG, the abscissa is log2FoldChange, the ordinate is -log10 (adjust P-value), red nodes indicate up-regulated DEG, gray nodes indicate genes that are not significantly differentially expressed, and blue nodes indicate down-regulated genes DEG.



Here, a consensus clustering method commonly used in tumor typing is used. We wanted to use this method to divide the 62 OP patient samples from the 3 datasets into an appropriate number of subgroups. Furthermore, differential expression analysis was performed on its different subgroups. The obtained differential expression results can not only represent the difference between OP and normal samples, but also reflect the differential genes between different types (or grades) of OP. Different expression patterns were identified in 62 osteoporosis patient samples using a consensus clustering method (ConsensusClusterPlus package in the R software). Figures 3E, F show the matrix heatmaps for k=2 and k=6, and the clustering results are better separated when k=2. Secondly, considering the consistent Cumulative Distribution Function (CDF) plot and the Delta Area Plot, the CDF at k=2 had a lower slope of decline and a lower change in the AUC (Figures 3G, H). Two osteoporosis subtypes (cluster1 and cluster2) were finally identified (Figures 3E–H), with cluster 1 containing 34 samples and cluster 2 containing 28 samples. (Figure 3E).

To understand the biological differences between the two patient subgroups, the DEG analysis was first performed on the two patients’ subgroups. The threshold was set as padj<0.05 and foldchange>1.5 or foldchange<-1.5. and a total of 40 DEGs were identified during the analysis. There were 36 up-regulated genes and four down-regulated genes (Figures 3I, K). The OP-related genes retrieved from GeneCards were intersected, and a total of 17 genes that were significantly different between the two groups of patients and related to OP were retained (Figures 3J, L).



Functional enrichment analysis between samples

To explore the relationship between the differentially expressed OP-related genes, WGCNA analysis was performed on the DEG between the two groups of patients (Figure S1A). A co-expression module was identified (Figure S1B), and the gene set with the highest correlation was identified and subjected to subsequent analysis (Figures S1C, D) 1198 key genes were obtained. After intersecting with differentially expressed OP-related genes, eight genes were obtained for subsequent analysis (Table S1).

To explore the influence of the differential genes on the biological functions of different patient subtypes, GO enrichment analysis was performed on the differential genes. The biological processes enriched by these differential genes were myeloid cell differentiation, regulation of stress-activated MAPK cascade (Figure 4A), and cell groups such as vesicle lumen and tertiary granule (Figure 4B). The molecular functions enriched by these differential genes were ubiquitin protein ligase binding and ubiquitin-like protein ligase binding (Figure 4C). KEGG pathway enrichment analysis revealed these differential genes significantly enriched pathways such as Salmonella infection and MAPK signaling pathway (Figure 4D). In addition, Disease ontology analysis (DOSE) was performed on the differential genes. The results revealed that the DEG between different patient subtypes was significantly enriched in heart valve disease (Figures 4E, F).




Figure 4 | DEGs identification and functional enrichment analysis between samples. (A-C) GO enrichment analysis was performed on up-regulated, and down-regulated genes, and biological process (BP), molecular function (MF), and cellular component (CC) were displayed. Node size indicates the number of genes enriched in the pathway, and node color indicates -log10 (p-value). (D) Results of KEGG pathway analysis, the node size represents the number of genes enriched in the pathway, and the node color represents the p-value. (E, F) DOSE enrichment results. (G) Overall Gene Ontology enrichment analysis results. (H) gsea-go enrichment pathway analysis results. (I, J) The overall and partial gsea_dose enrichment results are displayed. (K, L) GSVA enrichment results.



GSEA analysis was performed on the differential genes, and the results revealed significant differences in the following biological processes between the two groups of patient samples. In cluster 1 patient samples, the regulation of response to stimulus, negative regulation of the cellular process, and negative regulation of biological and other biological processes were activated (Figures 4G, H). Simultaneously, among the seven related pathways annotated by DOSE, the disease pathway was significantly annotated (Figures 4I, J).

The results of GSVA analysis showed that go_chloride_transprt was activated in the cluster 2 patient samples, and in the cluster 1 patient samples, kegg_ubiquitin_mediated_proteolysis was inhibited (Figures 4K, L).



Validation of diagnostic marker genes in a new dataset

To evaluate if the key identified genes could serve as diagnostic marker genes for osteoporosis and to test the robustness of the predicted diagnostic marker genes, new datasets (GSE7429, GPL96) were retrieved from GEO. The data were preprocessed consistently, and the association of genes with OP was first tested using lasso regression and random forest. Univariate analysis (Figures 5A–C) revealed that none of the eight key genes were significant associated (EGR2, RARRES2, ZYX, SLC4A2, MAP4K2, MAT1A, PPP1R15A, SPI1). Hence, the performance of key genes in predicting disease samples was evaluated by plotting the ROC curves of the key genes. There were eight key genes related to OP differences. ROC curves of each of the eight key genes associated with OP in normal and OP tissue samples were constructed. The results revealed six key genes with predicted AUC > 0.6, namely RARRES2, ZYX, SLC4A2, EGR2, MAT1A, and SPI1 (Figure 5D). The results show that these six genes could successfully distinguish between OP and normal samples.




Figure 5 | Validation of diagnostic marker genes in a new dataset. (A, C) lasso regression analysis results. (B) Univariate analysis results. (D) ROC curve, indicating the diagnostic performance of the genes.





Verification of Hub genes and signaling pathway molecules in clinical samples

To understand the relationship between the DEG-related to OP in the biological network, eight OP-related differential genes were analyzed using WGCNA, and 11 PPI regulatory networks were downloaded from the STRING database (Figure S2A). The regulatory relationship was imported into Cytoscape for network analysis, and the top ten hub genes were identified (Figure S2B). Hub genes were TNF, RARRES2, FLNA, STXBP2, EGR2, MAP4K2, NFKBIA, JUNB, SPI1, CTSD. Figure S2C shows the diagnostic genes that distinguish OP samples from control samples scattered in the PPI network, further reiterating that the research focus was still on validating the diagnostic genes.

The peripheral blood from clinical samples was collected to explore the expression of hub genes. The mRNA expression of TNF, RARRES2, FLNA, STXBP2, EGR2, MAP4K2, NFKBIA, JUNB, SPI1, and CTSD in the plasma of the control group and the OP group was detected (Figures 6A–J). The RT-qPCR results showed that compared to the control group, the mRNA expression levels of TNF, RARRES2, FLNA, MAP4K2, and SPI1 in the plasma of the OP group were significantly increased, the mRNA expression levels of EGR2, JUNB, and CTSD were significantly decreased in the OP group. There was no significant difference in the mRNA expression levels of STXBP2 and NFKBIA between the two groups.




Figure 6 | RT-qPCR results of the expression level of Hub genes and signaling pathway molecules. Comparison of mRNA expression levels of 10 Hub genes and 4 signaling pathway molecules in plasma of control group (n=3) and OP group (n=4). Among them, the mRNA expression levels of TNF (A), RARRES2 (B), FLNA (C), MAP4K2 (F), SPI1 (I),MIP1b (L), p38 (M), and TRAF6 (N) in the plasma of the OP group were significantly increased. the mRNA expression levels of EGR2 (E), JUNB (H), CTSD (J) and c-FLIP (K) were significantly decreased in the OP group. There was no significant difference in the mRNA expression levels of STXBP2 (D) and NFKBIA (G) between the two groups. P-values were calculated using a two-sided unpaired Student’s t-test. (*P < 0.05, **P < 0.01,***P < 0.001 vs. Control).



To further explore the expression of MAPK and NF-kappa B signaling pathway-related genes, the peripheral blood from clinical samples was collected, and total RNA was extracted to study the expression levels of c-FLIP, MIP1β, p38, and TRAF6 in the plasma of the control group (Control) and the osteoporosis group (OP) (Figures 6K–N). The results of RT-qPCR showed that compared to the control group, a significant decrease in the mRNA expression level of c-FLIP in the plasma of the OP group was observed, and a significant increase in the mRNA expression levels of MIP1β, p38, and TRAF6 was observed.



Immune infiltration analysis and molecular subtype construction based on key OP-related diagnostic marker genes

The CIBERSORT results showed (Figure 7A) that the monocyte content was significantly high in the two groups of OP patients. Compared to cluster 1, OP patients in cluster 2 had lower levels of CD8 in Monocytes and T cells (Figure 7B). OP patients in cluster 1 had a low content of activated dendritic cells, resting mast cells, neutrophils, and activated CD4 memory T cells compared to cluster 2 (Figure 7B). The correlation between differentially expressed characteristic genes related to OP, the diagnostic marker genes, and immune cell content was analyzed. The results showed a significant positive correlation between the expression levels of monocytes and various differentially expressed characteristic genes related to OP (Figure 7C). Monocytes positively correlated with multiple diagnostic marker genes, and a negative correlation was observed between activated CD4 memory T cells and multiple diagnostic marker genes (Figure 7D). Simultaneously, the correlation between the immune cell content of samples from patients in cluster 1 and samples from patients in cluster 2 was calculated. The results showed a significant correlation between the content of the memory B cells and various immune cells in samples from cluster 1 (Figure 7E). The content of monocytes in the samples significantly correlated with the content of various other immune cells (Figure 7F).




Figure 7 | Immune infiltration analysis and molecular subtype construction based on key OP-related diagnostic marker genes. (A) The accumulation of immune cells between cluster 1 and cluster 2, different colors represent different immune cells, and the horizontal axis represents the patient id. (B) Histogram of immune cell content, the horizontal axis represents immune cells, the vertical axis represents cell content, red represents cluster 1 samples, and blue represents cluster 2 samples. (C) Correlation diagram between OP differentially expressed genes and immune cells, the horizontal axis represents immune cells, the vertical axis represents genes, the color of nodes represents the size of the correlation, and the size of the nodes represents the level of significance. (D) Correlation diagram between key genes and immune cells, the horizontal axis represents immune cells, the vertical axis represents key genes, the color of the nodes represents the size of the correlation, and the size of the nodes represents the level of significance. (E, F) Correlation of immune cell content in cluster 1 (E) and cluster 2 samples (F); red indicates a negative correlation, and blue shows a positive correlation. (G) Graph of Consistent clustering results. (H) PCA analysis of cluster1 and cluster2. (I, J) Heat map (I) and box plot (J) shows the expression of OP-related differentially expressed genes between the two groups. (K, L) Heatmap (K) and boxplot (L) show the expression levels of key genes between the two groups. Red represents cluster1, and blue represents cluster2. (*P < 0.05, **P < 0.01, ***P < 0.001, ns P > 0.05 no significance vs. Control).



Based on the six OP-related diagnostic key genes, two different molecular subtypes and two patient subgroups (cluster1 and cluster2) were identified (Figure 7G) using a consensus clustering method (“ConsensusClusterPlus” package in the R software). Cluster 1 contained 28 samples, and cluster 2 had 34 samples. The PCA clustering results showed significant differences between the two clusters (Figure 7H).

The heatmaps and box plots were constructed based on the expression to observe changes in isoforms and gene expression. WGCNA analysis revealed a significant increase in the OP-related DEG in cluster1 (Figures 7I, J). Simultaneously, the expression of diagnostic marker genes in cluster1 was significantly higher compared to cluster2 (Figures 7K, L).



Key gene correlation analysis based on osteoporosis subtypes

To analyze the influence of key diagnostic genes on patients with different subtypes of OP, logistic univariate regression analysis was used to identify six genes with poor influence on OP (Figure 8C). Coefficients for six genes were calculated based on LASSO analysis (Figures 8A, B). The correlation between the expression of key genes was calculated, and the RARRES2 gene showed a significant positive correlation with multiple other genes (Figure 8D).




Figure 8 | Key gene correlation analysis based on osteoporosis subtypes. (A, B) Lasso regression analysis results. (C) Univariate analysis results. (D) Similarity between key genes, the size of the point represents significance; the larger the point, the more significant the color indicates the correlation, and the redder the color, the more relevant. (E–H): ROC curve, indicating the diagnostic performance of the genes.



To analyze whether the key genes could better distinguish the two molecular subtypes, the gene expression was multiplied by the corresponding coefficient and added to establish the OP prediction score. The final prediction score of each sample was calculated. The results revealed that these four genes (RARRES2, SLC4A2, SPI1, ZYX) could better predict different subtypes of OP patients (Figures 8E–H).




Discussion

In recent years, due to the lack of reliable early diagnostic tools and methods, most OP patients have suffered pathological fractures, which would require internal fixation and surgical interventions. This causes causing severe physical, mental, and economic burdens to the patients. Previous studies have shown that the immune microenvironment may play an important role in the occurrence and development of OP (4, 11, 46). However, the specific targets and therapeutic mechanisms of OP remain unclear and require further investigation. Our study screened 40 DEGs, eight OP-related differential genes, ten hub genes, six OP diagnostic marker genes, and four OP diagnostic marker key genes. Furthermore, the correlation between OP prognostic models and immune signatures and immune cell infiltration profile revealed that the immune microenvironment might be involved in the pathogenesis of OP.

WGCNA analysis screened eight OP-related differential genes. GO, KEGG, GSEA, DOSE, and GSVA enrichment analysis was also performed. The results showed that OP-related genes mainly enriched the MAPK signaling pathway, TNF signaling pathway, apoptosis, and Salmonella infection. RT-qPCR results showed significant differences in the MAPK signaling pathway (p38, TRAF6) and NF-kappaB signaling pathway (c-FLIP, MIP1β). Previous studies have shown that OPG/RANK/RANKL (9), IL-1β (47),TRAF6 (48), NFATc1, OSCAR and NF-κB (49), and other genes related to apoptosis, inflammation, and osteogenic differentiation (6). These genes regulate bone metabolism via the MAPK signaling pathway and TNF signaling pathway, which affects OP. Salmonella infection can lead to mild intestinal inflammation, which releases cytokines and other factors like interleukin-6 (IL-6), IL-8, IL-12, LPS-induced tumor necrosis factor alpha (LITAF) and interferon gamma (IFN-γ). The increases in expression of these pro-inflammatory cytokines affect bone metabolism, leading to bone loss (50). The above findings further corroborate the reliability of our analysis and prediction.

Further, the network analysis using the CytoHubba function in Cytoscape software identified ten hub genes. RT-qPCR results showed a significant increase in the mRNA expression levels of TNF, RARRES2, FLNA, MAP4K2, and SPI1 in the plasma of the OP patients group compared to the control group. Further, the mRNA expression levels of EGR2, JUNB, and CTSD were significantly decreased compared to the control sample group. Lastly, the mRNA expression levels of STXBP2 and NFKBIA were no significant difference. Previous studies have shown that TNF-α can act as an osteoclast factor, and TNF-β acts as an anti-osteoclast factor (4), which affects bone metabolism by regulating RANKL expression (3). Han L et al. (51) showed that RARRES2 protein secreted by adipocytes (52) has an inhibitory effect on osteoblast differentiation and proliferation by inhibiting Wnt/β-catenin signaling and activating RANK signaling. Osteocyte differentiation and proliferation are stimulatory. Therefore, maintaining low RARRES2 levels could be a strategic approach for OP prevention and treatment. Yang C et al. (53) showed that FLNA accumulates in the osteoblasts, and the osteoclasts were observed in the human OP samples. A report suggests that negative regulation of FLNA in mice is age-related and postmenopausal osteoporosis in vitro osteogenic differentiation in OP promotes RANKL-induced osteoclast differentiation (54). Zhang X et al. (55) showed an increase in MAP4K2 expression upstream of JNK in aged osteoblasts. Yang C et al. (56) showed the involvement ofSPI1 in OP development by regulating autophagy. Previous studies have shown that EGR2 is a zinc finger transcription factor, and EGFR signaling activates the MAPK/ERK pathway to stimulate EGR2 expression (57). Further, mounting evidence indicates that IL-27 inhibits RANKL-mediated osteoclast differentiation (8) in an EGR2-dependent manner (10). A previous report suggests that BMP-2-induced Smad1 protein activation leads to JUNB synthesis, which is involved in the trans-differentiation of myoblasts to osteoblasts and contributes to bone repair after OP (58). CTSD deficiency can lead to lysosomal autophagy, which plays a protective role in OP development (59). Previous studies show that STXBP2regulates vascular homeostasis in endothelial cells (60), along with various factors NFKBIA which significantly affect osteoclastogenesis (7, 61). However, in our study, there was no significant difference in the expression of STXBP2 and NFKBIA, as shown by RT-qPCR. Therefore, in the future, increasing the sample size would be a need for in-depth analysis. Taken together, it is suggested that the above molecules may play an important role in the diagnosis and treatment of OP.

In addition, for these eight OP-related differential genes, six diagnostic marker genes were tested by lasso regression and random forest using the new dataset. In recent years, osteoporosis treatment has focused on modulating the local immunity of the bone tissues. This provides a suitable microenvironment for positive regulation of bone metabolism, promotion of osteogenic differentiation, and inhibition of osteoclast differentiation (12). A report suggests that bone cells and the immune system share common progenitor cells, cytokines, and growth factors that interact during normal conditions and pathological states (3). However, the specific role of the immune system in OP is not fully understood. In this study, the CIBERSORT evaluated the immune cell infiltration in the two clusters. The results showed significant differences in monocytes, activated CD4 memory T cells, and memory and naïve B cells. Liu P et al (62) showed that monocytes express high levels of glucocorticoid receptors, which accumulate in the bone marrow during GC-induced osteoporosis, and have osteoclast differentiation potential. Gazzola L et al (63) revealed that higher levels of activated CD4+/CD8+ T cells are an independent predictor of osteopenia and osteoporosis. Titanji K et al (64) showed that individuals with HIV infection had significantly higher bone resorption and osteopenia, which were associated with B cell dysfunction. It is likely that a significant increase in RANKL-expressing B cells and a significant decrease in OPG-expressing B cells could be related to the induction of B cells naïve (46). Taken together, the immune microenvironment is under the tight regulation of cell-associated factors, which may play an important role in OP.

Moreover, two distinct molecular subtypes were identified using a consensus clustering approach based on six OP-related diagnostic marker genes. Prognostic analysis identified four key diagnostic marker genes (RARRES2, SLC4A2, MAP4K2, PPP1R15A). Among them, RARRES2, MAP4K2, and SPI1 could be used as hub genes, and significant difference in expression in OP have been established. ZYX can repair the vascular endothelial injury by regulating endothelial cell exocytosis to reorganize the local actin network (65). Previous studies have shown that SLC4A2-mediated osteoclast anion exchange affects bone resorption by regulating pHi (66, 67). PPP1R15A promotes apoptosis, alleviating stress-induced osteoblast damage (68, 69). Finally, interaction networks with miRNAs, TFs, RBPs, and drugs for key genes were constructed. The study’s results suggest that ten hub genes and six diagnostic marker genes could be used as diagnostic markers for OP.

However, this study has some obvious limitations. First, this study used bioinformatics analysis and proposed a theoretical diagnostic model. We have conducted a preliminary investigation to study the expression levels of Hub genes and pathway-related genes. A specific regulatory relationship needs to be further verified, for which a large sample size would be required to validate and enhance the clinical translational value of our diagnostic and prognostic model. Secondly, the immune characterization and cellular infiltration analysis were based on limited genetic data; thus, heterotypic cellular interactions and disturbances caused by different diseases may lead to bias in the immune analysis. Finally, further experimental validation using RT-qPCR, western blotting, and immunohistochemical analysis is required to fully understand the role of Hub genes and their underlying regulatory mechanisms associated with OP.



Conclusion

In conclusion, we identified genes that may be differentially expressed in the OP and performed functional enrichment analysis on eight OP-related differential genes. CytoHubba function of Cytoscape software was used to conduct network analysis, and as a result, ten hub genes were identified. Further, RT-qPCR results confirmed that eight genes were significantly differential expressed, of which MAPK signaling pathway (p38, TRAF6), NF-kappa B signaling pathway (c-FLIP, MIP1β) were significantly differentially expressed between OP and control samples. The molecular features of OP prognosis based on six diagnostic marker genes were constructed. The immune infiltration analysis showed significant differences in monocytes, activated CD4 memory T cells, memory, and naïve B cells. Two different molecular subtypes of OP were identified using the consensus clustering method. Four key diagnostic marker genes were obtained from the prognostic analysis. Further, an interaction network with miRNA, TF, RBP, and drug was constructed for this purpose. We have identified a more accurate and reliable prognosis strategy for patients with early OP, which has enhanced our understanding of OP pathogenesis.
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Background

Systemic sclerosis (SSc) is an autoimmune connective tissue disease that affects multiple organs, leading to elevated morbidity and mortality with limited treatment options. The early detection of organ involvement is challenging as there is currently no serum marker available to predict the progression of SSc. The aptamer technology proteomic analysis holds the potential to correlate SSc manifestations with serum proteins up to femtomolar concentrations.





Methods

This is a two-tier study of serum samples from women with SSc (including patients with interstitial lung disease - ILD - at high-resolution CT scan) and age-matched healthy controls (HC) that were first analyzed with aptamer-based proteomic analysis for over 1300 proteins. Proposed associated proteins were validated by ELISA first in an independent cohort of patients with SSc and HC, and selected proteins subject to further validation in two additional cohorts.





Results

The preliminary aptamer-based proteomic analysis identified 33 proteins with significantly different concentrations in SSc compared to HC sera and 9 associated with SSc-ILD, including proteins involved in extracellular matrix formation and cell-cell adhesion, angiogenesis, leukocyte recruitment, activation, and signaling. Further validations in independent cohorts ultimately confirmed the association of specific proteins with early SSc onset, specific organ involvement, and serum autoantibodies.





Conclusions

Our multi-tier proteomic analysis identified serum proteins discriminating patients with SSc and HC or associated with different SSc subsets, disease duration, and manifestations, including ILD, skin involvement, esophageal disease, and autoantibodies.





Keywords: connective tissue disease, interstitial lung disease, proteomics, aptamer technology, immunology





Introduction

Systemic sclerosis (SSc) is a connective tissue disease characterized by a pathogenetic triad composed of microangiopathy, immune system activation, and fibrosis. SSc is associated with significant morbidity and mortality largely dependent on the early detection of organ involvement including skin, lung, gastrointestinal tract, and heart (1–3).

Serum autoantibodies are the only available biomarkers for precision medicine in SSc as anti-centromere antibodies (ACA) are commonly observed in the limited form (lcSSc) and associated with an increased risk of pulmonary arterial hypertension (PAH) while anti-RNA polymerase III antibodies are linked to scleroderma renal crisis and anti-topoisomerase I (anti-Scl-70) antibodies are observed in the diffuse form (dcSSc) with a higher incidence of interstitial lung disease (ILD) (4, 5). However, autoantibodies are of limited use to predict the onset of specific complications (6–8); other biomarkers, such as uric acid and NT-ProBNP are instrumental to assess the risk of having PAH (9), KL-6 may predict the progression of SSc-ILD (10), while the combination of serum NT-ProBNP and troponins may be evocative of myocardial involvement (11, 12).

In recent years, proteomic analysis has been broadly used to identify biomarkers as it illustrated by the transcriptional profile changes associated with specific disease manifestations (13–19). Aptamers are short single-stranded oligonucleotides capable of folding into various structures, and have the ability to bind to proteins, peptides, and small molecules at concentrations ranging from femtomolar to micromolar, with high reproducibility and low variability rates (20) and holds promising in SSc to elucidate the molecular mechanisms of disease pathogenesis and internal organ involvement (21). We took advantage of proteomic aptamer analysis and different validation cohorts of SSc patients with and without ILD to identify biomarkers for SSc phenotypes.





Methods




Patients

Six patients who met the 2013 European League Against Rheumatism/American College of Rheumatology classification criteria for SSc (22) were enrolled from the Scleroderma Unit, Rheumatology and Clinical Immunology, IRCCS Humanitas Research Hospital in Rozzano, Italy. Clinical data were recorded, including organ involvement based on clinical features, laboratory results, and findings from diagnostic imaging (radiological imaging, echocardiography, lung function tests, and other relevant examinations). SSc-ILD was diagnosed based on high resolution computed tomography (HRCT) scans, following the guidelines set by the Fleischner Society (23). PAH was defined using right-heart catheterization in the presence of suspected/suggestive signs, symptoms, echocardiographic abnormalities, or pulmonary function abnormalities (24). Myocardial involvement was diagnosed based on compatible findings at cardiac magnetic resonance (25) in patients with suspected/suggestive signs or symptoms, electrocardiographic and 24-hour Holter ECG alterations, or elevated serum myocardial enzymes (11, 12). Serum autoantibodies were assessed using commercially available kits in routine laboratory analysis. Early SSc was defined as a disease duration less than 3 years from the onset of the first non-Raynaud manifestation (26). Patients were naïve to any immunosuppressive or vasoactive treatment. Seven healthy controls (HC) were enrolled (2 females, 5 males, median age 54 years, interquartile 46-67 years).

We also used two separate and independent cohorts of SSc patients and HC to validate our findings, as described below.

In all cases and controls, serum samples were collected using serum separator tubes, allowed to clot, aliquoted, and stored at -80° C.

This study was conducted in accordance with the Declaration of Helsinki, and the research protocol was approved by the local ethics committee (study number 831); all subjects provided their informed consent.





Aptamer proteomic analysis

Serum aliquots of 150 μL were prepared from all collected samples and subjected to proteome profiling using a high throughput multiplexing aptamer-based SOMAscan® assay, targeting 1310 serum proteins (Somalogic Inc., Boulder, CO), as previously described (27). The technique utilizes a panel of protein-specific Slow Off-rate Modified DNA aptamers (SOMAmers), which are constructed from chemically modified nucleotides capable of specifically recognizing and binding proteins with high specificity and affinity. The SOMAmer reagents are labeled with a 5’fluorophore and a biotin, immobilized on streptavidin coated beads, and incubated with serum samples. Complexes consisting of SOMAmer reagents and target proteins are formed on the beads. The SOMAmer reagents are then quantified through fluorescence using microarrays containing specific sequences. The relative intensity of fluorescence correlates to the amount of protein in the original sample.





Validation with ELISA tests

Proteins that showed significantly different concentrations at the proteomic aptamer analysis (SomaSuite, vide infra) were selected for further validation and clinical correlations based on their pathogenic significance (as supported by previous literature) or if their relative fluorescence intensity was notably elevated. For validation, solid-phase enzyme immunoassays, ELISA tests, were employed to quantitatively determine the levels of the most relevant proteins in separate cohorts of SSc patients and HC. The following kits were used for ELISA testing: Human CD177, Eotaxin1, Leptin, Angiopoietin 2 (Ang2), Kininogen HMW, TPSB2, MMP12, IL-22BP (Raybiotech, USA), and Human Calpain 1, Aldolase A, BAFFR, Fractalkine, and Calgranulin B (S100 A9) (Mybiosuorce, Vancouver Canada), following the manufacturer’s instructions. All candidate proteins were first validated in an independent cohort of 30 patients with SSc and 10 HC (8 women, median age 71 years, interquartile range 62-74 years). Three proteins (Ang2, IL-22BP, and TPSB2) that exhibited statistical significance for multiple variables and displayed critical and innovative correlations with disease pathogenesis were further validated in an expanded cohort consisting of 89 patients with SSc and 43 HC (35 females, 8 males, median age 65 years, interquartile range 50-70 years).





Statistical analysis

Data analysis of the SomaLogic results was conducted using SomaSuite software (Somalogic, Boulder, CO, USA). Statistical analysis of the ELISA data was performed using Stata16 software (StataCorp. 2019. Stata Statistical Software: Release 16. College Station, TX: StataCorp LLC). Non-parametric data were analyzed using the Wilcoxon rank-sum (Mann-Whitney) test for individual comparisons. To account for multiple comparisons, the Kruskal-Wallis correction was applied. A significance level of p < 0.05 was considered statistically significant. Variables that reached statistical significance in the univariate analysis were entered into a logistic regression analysis with both forward and backward stepwise selection procedure to identify independent risk factors for selected variables.

Pathway analysis was performed by Reactome peer-reviewed pathway database (https://reactome.org) through the over-representation analysis: a statistical test (hypergeometric distribution) that determines whether certain Reactome pathways are over-represented (enriched) in the submitted data. The probability score was corrected for false discovery rate using the Benjamani-Hochberg method.






Results




Patients

The characteristics of the three cohorts of patients, namely the SOMAscan, first ELISA validation, and extended ELISA validation groups, are illustrated in Table 1, with slight differences in terms of rarer organ involvements. Among the six patients studied with the SOMAscan proteomic aptamer analysis, all were female, with a median age of 64.5 years (interquartile range – IQR 41-73). One (17%) had dcSSc, 3 (50%) were ACA-positive, and 2 (33%) were anti-Scl-70 positive. Three patients (50%) had ILD and 5 (83%) had gastrointestinal involvement, while no patient had PAH.


Table 1 | Demographic features of SSc patients analyzed by SomaLogic, the initial and extended validation cohorts.



In the first validation cohort there were 30 patients, with a median age of 63.5 years (IQR 48-75). Seven (23%) had dcSSc, 14 (47%) were ACA-positive, and 13 (43%) were anti-Scl-70 positive. Additionally, 3 (10%) had anti-RNA polymerase III antibodies. Out of the 30 patients, 14 (47%) were in the early stage of SSc, 12 (40%) had ILD, 6 (20%) had cardiomyopathy, 14 (47%) had gastrointestinal involvement, and 2 (7%) had PAH.

The extended validation cohort consisted of 89 patients, with a median age of 64 years (IQR 52-73.5). Seventeen (19%) had dcSSc, 47 (53%) were ACA-positive, and 30 (34%) were anti-Scl-70 positive. Moreover, 6 (7%) had anti-RNA polymerase III antibodies. Among the 89 patients, 38 (43%) were in the early stage of SSc, 30 (34%) had ILD, 17 (19%) had cardiomyopathy, 43 (48%) had gastrointestinal involvement, and 14 (16%) had PAH.





Proteomics of SSc and SSc-ILD using aptamers

Our first-tier proteomic analysis using SOMAscan technology revealed significant differences in serum levels of 33 proteins between patients with SSc and HC (Table 2). Patients with SSc exhibited altered expression of proteins involved in various biological processes, including extracellular matrix formation and cell-to-cell adhesion (elevated Calpain, EphA5, IDS, MATN2, MMP-12, TNR4, and reduced levels of desmoglein-1, SNP25), angiogenesis (increased levels of anti-angiogenic factors such as Ang2 and high molecular weight kininogen), lymphocyte recruitment, activation, and signaling (elevated levels of CXCL-1, LAG3 and decreased levels of SH21A), and overall inhibition of neutrophil function (decreased levels of G-CSF-R, CD177, calgranulin B; Figure 1). Nine proteins differentiated patients with SSc-ILD and without ILD or HC (Table 3). SSc-ILD patients showed elevated serum levels of proteins involved in intracellular signaling and cell cycle regulation (FCRL3, PDE11, Stratifin), as well as increased levels of MCP-3, a monocyte chemoattractant, and sICAM-5, the ligand for leukocyte adhesion protein LFA-1, compared to patients without ILD. Patients with SSc-ILD exhibited higher levels of IL-22BP, the decoy receptor for IL-22, and lower levels of BAFF.


Table 2 | Significantly different (p < 0.05) protein serum levels in SSc patients compared with HC as assessed using the aptamer (SomaLogic) proteomics platform.






Figure 1 | Pathways and interactions (https://reactome.org) of proteins showing significantly different (p < 0.05) serum levels in SSc patients compared with HC, as assessed using the aptamer (SomaLogic) proteomics platform.




Table 3 | Significantly different (p < 0.05) protein serum levels in SSc with ILD compared with SSc without ILD and HC as assessed using SomaLogic proteomics.







Validation of protein biomarkers and association with disease manifestations

In the second-tier analysis, we selected 13 proteins from the first analysis to be validated in the independent cohort (Tables 4–7).


Table 4 | Serum concentration -median (IQR)- of validated proteins in HC, and SSc according to the presence or absence of SSc-ILD.




Table 5 | Serum concentration -median (IQR)- of validated proteins in SSc patients, according to the cutaneous subset.




Table 6 | Serum concentration -median (IQR)- of validated proteins in SSc patients, according to disease duration and organ involvement.




Table 7 | Serum concentration -median (IQR)- of validated proteins in SSc patients, according to autoantibody profile.



We observed significantly higher levels of serum Ang2 in SSc, especially in SSc-ILD compared to HC [median (IQR): 1.15 ng/mL (0.60-2.41) in SSc, 1.45 ng/mL (0.79-3.09) in SSc-ILD, 0.58 ng/mL (0.34-0.82) in HC; p = 0.0001 for both comparisons]. IL-22BP was also present at higher concentrations in sera from patients with SSc-ILD [36.3 ng/mL (18.7-57.8)], with a progressive decrease in SSc without ILD [24.7 ng/mL (13.7-50.8)] and HC [20.4 ng/mL (13.9-37.6); p = 0.02 SSc-ILD vs. HC].

Concentrations of MMP-12 were significantly lower in SSc, particularly in SSc-ILD, compared to HC [0.10 ng/mL (0.06-0.16) in SSc, 0.09 ng/mL (0.05-0.13) in SSc-ILD, 0.20 ng/mL (0.16-0.33) in HC; p = 0.003 for SSc vs. HC and p = 0.01 for SSc-ILD vs. HC].

In terms of skin involvement, patients with SSc were stratified into three subsets (28), namely dcSSc, lcSSc, and SSc sine scleroderma (Table 5). Higher levels of calgranulin B were observed in dcSSc compared to other SSc forms [65.7 ng/mL (62.2-81.8) in dcSSc vs. 25.6 ng/mL (16.6-40.8) in the other subsets; p = 0.02]. In comparison to patients with skin involvement (i.e., dcSSc and lcSSc), patients with SSc sine scleroderma exhibited lower serum levels of leptin [0.18 ng/mL (0-1.21) in sine vs. 2.58 ng/mL (0.79-4.70) in the other subsets; p = 0.03], and higher levels of aldolase A [123 ng/mL (116-148) in sine vs. 84.7 ng/mL (74.7-96) in the other subsets; p = 0.003].

Results comparing disease duration (early SSc vs. long-standing disease) are illustrated in Table 6. Serum levels of MMP-12 were significantly lower in the early SSc group [0.07 ng/mL (0.03-0.10) in early SSc vs. 0.15 ng/mL (0.09-0.20) in long-standing disease; p = 0.003] and CD177 [9.13 ng/mL (6.24-11.3) in early SSc vs. 12.3 ng/mL (9.34-20.0) in long-standing disease; p = 0.03]. Multivariate analysis confirmed that MMP-12 is independently associated to early SSc [OR 5.7×10-10; 95% CI (7.2×10-19-0.45); p = 0.04].

Lower concentrations of fractalkine [1.62 ng/mL (10.8-3.22) vs. 2.95 ng/mL (2.77-4.61); p = 0.02] and higher concentrations of eotaxin [1.16 ng/mL (0.88-3.12) vs. 0.74 ng/mL (0.43-1.08); p = 0.03] were associated with gastrointestinal involvement, along with a non-significant increase in MMP-12 [0.13 ng/mL (0.09-0.20) vs. 0.09 ng/mL (0.03-0.14); p = 0.08] (Table 6). No significant differences were found when stratifying patients with SSc based on the presence of PAH or cardiomyopathy (Table 6).

We also compared patients based on autoantibody profiling, specifically ACA, anti-Scl-70, and anti-RNA polymerase III (Table 7). Patients with ACA had significantly higher levels of MMP-12 [0.14 ng/mL (0.10-0.20) for ACA vs. 0.07 ng/mL (0.04-0.11) for anti-Scl-70 vs. 0.03 ng/mL (0.03-0.09) for anti-RNA polymerase III; p = 0.01]. Calgranulin B showed the lowest values in ACA-positive subjects [24.2 ng/mL (15.2-33.1) for ACA vs. 59.7 ng/mL (28.2-75.7) for other antibodies; p = 0.01] and the highest levels with anti-Scl-70 [62.2 ng/mL (28.3-79.4) for anti-Scl-70 vs. 25.3 ng/mL (16.6-40.8) for other autoantibodies; p = 0.03].






Discussion

The complex pathogenesis of SSc encompasses aberrant inflammation, dysregulated fibrosis, and microvascular disease (2). Comprehensive proteomic analysis is an ideal approach for identifying relevant molecules involved in various disease mechanisms, including potential prognostic factors, predictive molecules, and therapeutic targets. Proteomic analyses have already been performed and associated to clinical phenotype in SSc (29–32), as shown by the report that the higher expression of CXCL4 from peripheral blood and skin plasmacytoid dendritic cells in association with the incidence and progression of ILD and PAH in SSc (33). In addition, altered serum levels of collagen IV, endostatin, IGFBP-2, IGFBP-7, MMP-2, neuropilin-1, NT-proBNP, and RAGE have been described in SSc-PAH patients (34). Further, patients with a prominent signature based on CD40 ligand, CXCL4, and anti-PM/Scl-100 antibodies have shown a preferential positive response to treatment with the tyrosine kinase inhibitor imatinib (35).

Only a few studies have been conducted using the aptamer tools for proteomics in SSc (36–39). Within the studies investigating the preclinical phase of SSc (36, 39) one identified three proteins involved in the dysregulated angiogenesis and fibrosis being differentially expressed in patients with preclinical SSc at risk of evolving into overt disease, thus confirming the importance of microvascular disease in the earliest phases of SSc pathogenesis (36). Piera-Velazquez and Colleagues elegantly demonstrated that proteomic analysis of serum exosomes differs between patients with primary Raynaud’s phenomenon and patients with Raynaud’s phenomenon at risk of evolving into SSc (39). In the other two studies available (37, 38), the aptamer analysis was applied to describe longitudinal changes in patients with established SSc and organ damage. It was indeed demonstrated that serum levels of ST2 and spondin-1 predicted the changes in mRSS, also providing evidence of a peculiar cytokine signature (i.e., TNF, IFN-γ, TGF-β, and IL-13) (37). Additionally, chemerin was identified as a potential biomarker with pathogenic significance for increased pulmonary vascular resistances in patients with SSc-PAH (38). In another study, 82 proteins were found to be differentially expressed in sera from SSc-PAH patients compared to SSc patients without lung vascular involvement, including an IFN-γ signature and two other proteins of interest, Midkine (implicated in the pathogenesis of arterial hypertension, renal disease, and lung fibrosis) and Follistatin-like 3 (FSTL3, regulated by TGF-β) in association with SSc-PAH (40). A composite three-biomarker index (including Ca15-3, surfactant protein D, and ICAM-1) has been recently described to predict ILD in patients with SSc, and is associated to disease severity (41). Several reasons could explain the differences found in the proteomic profile between previous studies and our results. First, the types of samples, such as whole blood, serum, and exosomes, is expected to provide different analytical outcomes. Second, the correlation between the duration of the disease history and the timing of sample collection might have played a role, not only in the case of early vs. longstanding SSc but also in patients with isolated Raynaud’s phenomenon at risk of evolving towards established disease. Third, such results ultimately reflect the heterogeneity of SSc, indicating various internal organ involvements, as well as multiple nuances of disease severity and rates of disease progression.

Our multi-tier study including an aptamer-based analysis and a validation on independent cohorts supports the alterations in different biomarkers to reflect abnormal extracellular matrix formation, angiogenesis, vascular remodeling, and immune cell recruitment and function, which recapitulate the fundamental pathogenic aspects of SSc and some of the proposed biomarkers (Ang2, IL-22BP, and TPSB2) require a detailed discussion.

Angiopoietin-2 (Ang2) is a vascular growth factor secreted by endothelial cells that induces their own activation and promotes leukocyte chemotaxis. In the presence of a pro-inflammatory cytokine environment, this signaling pathway leads to vascular instability and endothelial inflammation (42). By stimulating the release of IL-6 and IL-8 from monocytes, Ang2 enhances the inflammatory-driven fibrogenic process, a hallmark of SSc (43). Our analysis revealed significantly increased serum levels of Ang2 in SSc patients compared to HC, which is consistent with previous literature findings (44). Furthermore, we observed significantly higher levels of serum Ang2 in early SSc and SSc-ILD patients compared to HC. Previous studies have shown that serum Ang2 levels decrease after treatment with intravenous cyclophosphamide in SSc-ILD patients, and this reduction correlates with concentrations of KL-6, an established biomarker of lung involvement (45). Overall, these results support the crucial role of aberrant angiogenesis across the pathogenic processes underlying SSc since the earliest phases, throughout the development of established disease, along with providing further support for the correlation between serum Ang2 concentrations and SSc-ILD.

IL-22 is an inflammatory cytokine produced by CD4+ T cells and innate T cells, including NKT, γδ T cells, and innate lymphoid cells (ILC) (46); IL-22BP is a soluble decoy receptor that acts as an IL-22 inhibitor (46). Ambivalent proinflammatory and modulating functions have been attributed to both IL-22 and IL-22BP in a tissue- and disease-dependent manner (47–49). A protective anti-inflammatory effect of IL-22 has been demonstrated in the case of pulmonary inflammation, with lower levels being detectable in the bronchoalveolar lavage fluid (BALF) of patients with acute respiratory distress syndrome and sarcoidosis (50). Moreover, IL-22 is essential to allow alveolar repair following Influenza pneumonia (51), while elevated IL-22BP expression increases the risk of severe pulmonary infections (52). On the other hand, a prominent IL-22-based inflammatory signature has been described in patients with SSc (53), with increased circulating Th22 cells (54) and serum IL-22 levels being associated with SSc-ILD (55). Expression of IL-22 in scleroderma skin is linked to both the inflammatory (56) and fibrotic responses that are responsible for disease progression (57). In our study, serum levels of IL-22BP were significantly increased in patients with SSc-ILD compared with HC. This points towards a role for reduced IL-22 function in the pathogenesis of SSc-ILD. A mouse model study reported that bleomycin-induced lung fibrosis leads to a decrease in IL-22, and administering exogenous IL-22 can inhibit the inflammatory and fibrotic process (58). We speculate that the protective role of IL-22 may be compromised in patients with SSc-ILD and modulating the IL-22/IL-22BP system could be a promising therapeutic target. Further studies are needed to clarify the role of cells producing IL-22 in the pathogenesis of scleroderma lung disease, with a particular focus on innate-like lymphocytes (59), which represent an intriguing crossroad between the environment, innate, and adaptive immunity.

Conflicting evidence has been reported regarding matrix metalloproteinase (MMP)-12, an enzyme with critical functions in extracellular matrix remodeling in animal models of lung fibrosis (60, 61). In vitro studies have shown that dermal fibroblasts from SSc patients overexpress MMP-12, thus affecting angiogenic homeostasis (62). Increased levels of MMP-12 in serum and tissue have been reported in SSc patients, and these levels are associated with longer disease duration and more severe skin and lung involvement (63). Furthermore, the rs2276109 polymorphism of the MMP-12 gene has been linked to SSc susceptibility in a large Italian cohort (64). Our results partially contrast with previous evidence. While we initially observed higher MMP-12 levels in SSc patients during SOMAscan analysis, we found significantly lower values during ELISA validation, especially in SSc-ILD, early SSc, and anti-Scl-70 or anti-RNA polymerase III positivity, suggesting a potential correlation between serum MMP-12 levels and milder forms of the disease. Such observations could suggest the presence of an ineffective extracellular matrix turnover, as reflected by lower levels of MMP-12, in those patients with a higher burden of fibro-inflammatory lesions. This is notably the case of individuals with SSc-ILD, as well as rapidly progressive cutaneous fibrosis associated with anti-RNA polymerase III antibodies. However, due to the discrepancy of previous evidence, further research is warranted also in this case to clarify these associations.

Dysfunction of the myeloid cell compartment has been implicated in both the inflammatory and fibrotic phases of SSc pathogenesis (65). To support this view, we found significant differences in serum concentrations of myeloid-derived proteins in SSc patients compared to HC, including calgranulin B, and CD177. Calgranulin B is a calcium-binding protein expressed in neutrophils, monocytes, and macrophages, and it is overexpressed in the lungs of patients with idiopathic pulmonary fibrosis and nonspecific interstitial pneumonia (66). Our analysis showed that SSc-ILD patients and dcSSc patients have higher circulating levels of calgranulin B. CD177 is a neutrophil membrane molecule involved in the regulation of diapedesis (67), and CD177+ neutrophils produce large amounts of IL-22 (68). As mentioned earlier, the ambivalent role of IL-22 may help explain the mild reduction in soluble CD177 that we observed in patients with early SSc. Further research is required to elucidate the role of the myeloid compartment in the pathogenesis of different subsets of SSc.

Two proteins associated with gastrointestinal involvement in patients with SSc are eotaxin and fractalkine. Eotaxin’s role in recruiting eosinophils and mast cells has been extensively studied in asthma (69), and its pro-fibrotic effects have been demonstrated in both animal models (70) and human conditions (71, 72). Recently, Piera-Velazquez and colleagues demonstrated that patients with early SSc have higher levels of eotaxin in circulating exosomes compared to subjects with primary Raynaud’s phenomenon (39). We are the first to report that increased serum levels of eotaxin and lower serum concentrations of fractalkine are significantly associated with esophageal involvement in patients with SSc.

Leptin warrants also a discussion as this is a metabolic hormone produced by adipose tissue cells and has potential, albeit conflicting, roles in autoimmune inflammation (73) and fibrosis (74). Its effects on the fibrotic process appear to be tissue- or organ-dependent (74). Contradictory data have been reported on serum leptin concentrations in patients with SSc (75–78), and it has been suggested that these variations may reflect heterogeneity in disease duration, activity, and different phenotypes and endotypes. We are the first to report low levels of leptin in patients with SSc sine scleroderma compared to subjects with cutaneous involvement (both lcSSc and dcSSc).

To our knowledge, this is the first study to investigate serum proteins using proteomic aptamer analysis in a deeply phenotyped and endotyped cohort of SSc patients to assess the potential pathogenetic roles, spanning from extracellular matrix formation, angiogenesis, and immune cell homing and function. The strength of our study is that patient sera were obtained at the time of diagnosis, prior to any immunosuppressive or vasoactive treatment initiation, therefore our findings are expected to accurately represent the serum proteome of treatment-naïve individuals with SSc. Functionality assays, including gene expression and epigenetic studies, could serve as powerful tools to test and enhance the pathogenic validity of our observations. For instance, by studying the modulation of angiogenic pathways (mainly represented by Ang2 in our dataset), extracellular matrix remodeling (such as MMP-12), or myeloid cell function, we could gain a deeper understanding of whether these processes play a “disease-modifying” role at various stages of the disease or in different organs. Silencing IL-22 in mice-models of SSc lung disease may prove helpful to understand if IL-22 has a different role in the lung compared to the skin. Functionality analysis could reveal critical and potentially practice-changing information while the checkpoint driving dysregulated fibrosis could be intercepted, or it might be revealed that targeting certain pathways (e.g., aberrant angiogenesis, lymphocyte activation) is crucial but only in certain disease phases. Among the limitations of our study, the small sample size used for the aptamer analysis and the validation performed on a larger cohort should be noted, as well as the arbitrary choice of the candidate proteins, based on their presumed pathogenic significance and available data from previous literature. Furthermore, while the composition of the validation cohorts adequately reflects the distribution of different disease subsets and organ manifestations, this is not the case for the SOMAscan cohort due to the low prevalence of dcSSc, absence of subjects with SSc sine scleroderma, anti-RNA polymerase III antibodies, and PAH.





Conclusions

Serum and tissue proteomics offer valuable tools for characterizing various aspects of the disease, aligning with the principles of precision medicine, while prospective validation of these biomarkers is warranted. The potential biomarkers that distinguish patients with SSc from HC identified in this work play functional roles in extracellular matrix metabolism, angiogenesis, and immune cell function, which are critical checkpoints in the pathogenesis of the disease. Biomarkers related to altered angiogenesis can differentiate patients with early SSc from HC, while other molecules exhibit differential expression in patients with SSc depending on factors such as disease subset, autoantibody profile, extent of skin fibrosis, and internal organ involvement, including ILD.
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Crohn’s disease (CD), a form of inflammatory bowel disease (IBD), is characterized by impaired epithelial barrier functions and dysregulated mucosal immune responses. IL-22 binding protein (IL-22BP) is a soluble inhibitor regulating IL-22 bioactivity, a cytokine proposed to play protective roles during CD. We and others have shown that IL-22BP is produced in IBD inflamed tissues, hence suggesting a role in CD. In this work, we extended the characterization of IL-22BP production and distribution in CD tissues by applying enzyme-linked immunosorbent assays to supernatants obtained from the culture of endoscopic biopsies of patients, and reverse transcription-quantitative polymerase chain reaction on sorted immune cell subsets. We reveal that IL-22BP levels are higher in inflamed ileums than colons. We observe that in a cell-intrinsic fashion, populations of mononuclear phagocytes and eosinophils express IL-22BP at the highest levels in comparison to other sources of T cells. We suggest the enrichment of intestinal eosinophils could explain higher IL-22BP levels in the ileum. In inflamed colon, we reveal the presence of increased IL-22/IL22BP ratios compared to controls, and a strong correlation between IL-22BP and CCL24. We identify monocyte-derived dendritic cells (moDC) as a cellular subtype co-expressing both cytokines and validate our finding using in vitro culture systems. We also show that retinoic acid induces the secretion of both IL-22BP and CCL24 by moDC. Finally, we report on higher IL-22BP levels in active smokers. In conclusion, our work provides new information relevant to therapeutic strategies modulating IL-22 bioactivity in CD, especially in the context of disease location.
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Introduction

Inflammatory bowel disease (IBD) is a group a chronic inflammatory conditions of the gastrointestinal tract, the main clinical entities of which are Crohn’s disease (CD) and ulcerative colitis (UC) (1). IBD results from dysregulated mucosal immune responses against the microbiota, triggered by environmental factors in genetically susceptible individuals (2). Inflammatory responses in IBD alter the intestinal epithelial barrier, further amplifying immune pathogenicity. The cytokine interleukin-(IL) 22 is proposed to play central roles during IBD inflammation (3, 4). IL-22 is induced during IBD flares, as a result of increased production by CD4+ T cells and group 3 innate lymphoid cells (ILC3) (5). IL-22 receptor (IL-22R) expression is mostly limited to epithelial cells and protective functions for IL-22 on the gut epithelium have been suggested in several rodent models of intestinal inflammation (6, 7). IL-22 supports gut epithelial barrier properties by inducing the secretion of antimicrobial peptides (6) and mucins (7), as well as intestinal epithelial cell (IEC) survival and proliferation (8). When dysregulated, however, IL-22 actions on IEC can promote tumor cell proliferation (9, 10). IL-22 binding protein (IL-22BP; encoded by the gene IL22RA2) is a soluble inhibitor specific for IL-22 (11), which regulates the level of IL-22 bioactivity in vivo (12, 13). Concordantly, we have observed increased IL-22-dependent protection against DSS-induced colitis in IL-22BP-deficient rats (14). In mice, IL-22BP worsens T cell-dependent colitis (15) but prevents tumorigenic long-lasting pro-proliferative actions of IL-22 (12). We and others have shown that the expression of IL22RA2 is down-regulated during infectious colitis but not in IBD inflamed tissues, hence suggesting possible pathophysiological relevance for the IL-22BP-dependent modulation of IL-22 bioactivity (14, 15). IL-22BP is produced by various cell types, which include subsets of intestinal dendritic cells (DCs) and macrophages in the gut lamina propria (LP) and secondary lymphoid structures (12, 15–18). In human, we have revealed that IL-22BP is also produced by gut eosinophils in the LP of both healthy and inflamed IBD tissues (14). Finally, CD4+ T cells have also been proposed to contribute to IL-22BP levels detected in IBD (15, 19).

Several layers of disease heterogeneity exist in CD. It has so far remained unclear whether the general findings about IL-22BP regulation in IBD discussed above can be extrapolated homogenously to patients with CD, especially when considering intestinal segments of disease location. In the light of therapeutic strategies modulating IL-22 bioactivity in IBD that are currently under evaluation, we thus sought to extend further the characterization of IL-22BP production and distribution in intestinal tissues from a cohort of CD patients.



Material and methods


Patients

Patients were recruited, from January 2016 to October 2019, from the Institut des Maladies de l’Appareil Digestif (IMAD), the gastroenterology department and the digestive endoscopy unit at CHU Nantes Hospital. The protocol was approved, and informed consent was obtained from all participants in accordance with the institutional review board (DC-2008-402). A cohort 1 of CD patients was constituted to explore cytokine secretions in supernatants from ex vivo biopsy cultures. Cohort 1 included a total of 43 CD patients for whom endoscopic biopsies in involved areas were collected during colonoscopies planned for routine care (Supplementary Table 1). Control biopsies were also analyzed and collected from surgical specimens of colon cancers, on unaffected areas of the colon or the ileum, at least 10 cm distant from the tumor. A cohort 2 that included mesenteric lymph nodes and intestinal mucosa obtained from ileocecal resections of 6 patients with active CD was constituted for gene expression analyses in sorted immune cell subsets (Supplementary Table 2).



Ex vivo cultures of gut biopsies

During the colonoscopy procedure, biopsies were collected with forceps directly in ice cold RPMI and processed within 2h. Biopsies (controlled for weight) were put into 4-well Petri dishes filled with in 500µL serum-free medium (RPMI 1640, Gibco™) supplemented with BSA (0.01%), 200µg/mL Penicillin/Streptomycin (Gibco ™; ref 15140-122) and 0.25µg/mL Fungizone (Gibco™; ref 15290-026), and cultured ex vivo during 6 h at +37°C in a 95% O2/5% CO2 atmosphere on a low-speed rocking platform. Supernatants were collected and stored at -80°C until use.



ELISA assay for 22BP

IL-22BP quantification was performed with the Human IL-22BP ELISA DuoSet kit (R&D System, ref DY-1087-05) according to manufacturer’s instruction. Briefly, a 96-well microplate was coated with a rabbit monoclonal anti-IL-22BP [4µg/mL] and incubated at room temperature (RT) overnight. The next day, after blocking with Reagent Diluent (R&D System, ref DY006), 100-µL standard dilutions and samples were added to each well and incubated 2 hours at RT. Then, 100µL/well of goat anti-IL-22BP [70ng/mL] were added and 2 h incubation at RT was performed. Finally, ELISA was revealed and plates were read at 450 nm with TECAN Spark® instrument. Of note, the combination of antibodies used in this assay has the potential to detect all three isoforms of IL-22BP existing in humans (20).



Multiplex assay

Levels of soluble cytokines (CCL4, CXCL10, CXCL2, CCL24, CCL11, IFNγ, IL-10, IL-17A, IL-22, IL-27, IL-6, IL-8, CCL2, OSM, CXCL1, CXCL11, CXCL5, CCL26, IL-1β, IL-18, IL-23, IL-33, IL-7, CXCL9, TNF) were quantified in supernatants obtained after ex vivo biopsy cultures with a multiplex assay from Biotechne (Rennes, France) and a Luminex MAGPIX® instrument (Supplementary Table 3).



Eosinophil counts

Eosinophil counts were scored in a blinded fashion by a trained pathologist. Hematoxylin and eosin-stained slides from intestinal tissues of 36 CD patients were analyzed with an Olympus BH2 microscope. A high-power field (HPF) included an area of 0.196mm2. For each slide, eosinophil counts were defined by averaging the results obtained in 5 different HPFs selected randomly. Results of eosinophil counts were reported as the number of eosinophils/mm2.



Isolation of intestinal lamina propria cells

Tissues from surgical resections were collected in ice cold RPMI 1640 (Gibco™) and processed within one hour after the end of the surgery. The mucosa was stripped and cut into small pieces before transfer into complete RPMI media. Epithelial cells were dissociated in an EDTA-enriched dissociation medium (HBSS w/o Ca2+ Mg2+ (Gibco™) - HEPES 10mM (Gibco™) - EDTA 5mM at +37°C through two 15 min cycles of agitation at 100 rpm. After each cycle, intestinal fragments were hand-shaken for 30 s and vortexed vigorously for another 30 s. Epithelium-free fragments were washed in PBS, and transferred in the digestion medium (HBSS with Ca2+ Mg2+ - Fetal Calf serum (FCS) 2% - DNase I 0.1mg/mL (Sigma-Aldrich, ref 11284932001) – Collagenase IV 0.5mg/mL (Sigma-Aldrich, ref C5138) for 40 min at +37°C under 100 rpm agitation; and vortexing every 20 min. Cell suspensions were filtered through 70µm pore size cell strainers (BD Biosciences) and washed with FACS-buffer (with EDTA 1mM) twice before being processed for cell sorting.



Intestinal mesenteric lymph nodes isolation

Tissues were collected in ice cold RPMI 1640 (Gibco™) from the resected specimens and processed within one hour after the end of the surgery. After removing the adipose tissue, mesenteric lymph nodes were cut in small pieces and transferred into the digestion medium (10mL of complete RPMI with Collagenase D (2mg/mL- Sigma-Aldrich, ref 1108882001) and DNase I (0,1 mg/mL)). After 30 min of incubation at +37°C 100 rpm, EDTA (1mM) was added to block the reaction. Cell suspensions were filtered through 70µm pore size cell strainers (BD Biosciences) and processed for cell sorting.



Cells sorting

Single cell suspensions were incubated in PBS containing the flow cytometry antibody cocktail (Supplementary Table 4) for 20 min at 4°C in the dark. Dead cells were excluded by gating on 4’,6-diamidino-2-phenylindole (DAPI)-negative cells. Cell sorting was performed on a BD FACS Aria Cell sorter (BD Biosciences) using the gating strategies shown in Figure 2.



Real-time quantitative PCR

Sorted cells were suspended in TRIzol reagent (Thermo Fisher Scientific) and frozen at -80°C. Total RNA was extracted using an RNeasy mini kit (Qiagen,Valencia, CA) according to manufacturer’s instructions. Reverse transcription was performed using Murine Moloney Leukemia Virus Reverse Transcriptase (Thermo Fisher Scientific) following manufacturer’s instructions. Gene expressions were assessed with the TaqMan Fast Advanced Master Mix reagent (Applied Biosystems, Foster City, Calif). Primers and probes were from Applied Biosystems (Supplementary Table 5). With regard to IL22RA2 mRNA detection, all three isoforms can be detected with the probe used in this study. Real-time PCR was performed using the StepOne Plus System (Applied Biosystems). Relative expression was normalized to hypoxanthine-guanine phosphoribosyltransferase and calculated using 2^-ddct method. Results were expressed in arbitrary units (a.u.).



Monocyte-derived dendritic cells

Monocytes from healthy volunteers were isolated either by elutriation of PBMCs (Clinical Development and Transfer Platform, Nantes, France) or by magnetic labelling (untouched cells, Human monocyte Isolation kit II). To obtain monocyte-derived DC (moDC), 2.5x106 monocytes were incubated in a 6-well plate in 5 mL of complete medium (RPMI 1640 medium containing 10% FCS, 1% L-glutamine, 1% antibiotics, 1mM Sodium Pyruvate, 1mM HEPES, 1% non-essential amino acids) supplemented with recombinant human IL-4 (200U/mL) and recombinant human GM-CSF (100U/mL) for 6 days at 37°C with 5% CO2. When indicated, cells were treated with retinoic acid (RA) (100nM, Sigma Aldrich), LPS (1 µg/mL, Sigma Aldrich) and TNF (50 ng/mL, Miltenyi). After 6 days, moDC and supernatants were collected and frozen at −80°C until use.



Immunofluorescence staining from mesenteric lymph nodes

Lymph nodes isolated from 3 CD patients were frozen in tissue-Tek. Sections were fixed for 15 min in paraformaldehyde. After rehydration, a 10 min step saturation was performed with H2O2 (3%). For double staining, mouse IgG anti-hIL-22BP (MAB 1087 from R&D System, [1/800]) or isotype control (mouse IgG1, DDXCMO1P from Dendritic products [1/800] were incubated at room temperature (RT) for 1 hour. After washing, several steps are carried out in order to amplify the IL-22BP signal: polymer enhancer (M023 from ImPath) then HRP-2 (M024 from ImPath) and finally Opal 650 (FP1496A from Akoya) following manufacturer’s instruction. Then, after washing and a second step of saturation with goat serum 1.5%, a second purified antibody: rabbit anti-hCD3 (A0452 from Dako, [1/800]) or isotype control rabbit IgG (I-1000 from Vector) was added and incubated at RT during 1 hour. Purified antibody was revealed with adapted secondary antibody labelled withAlexa488 (goat anti-rabbit, A11008) from Life Technologies. After washing, DAPI (Molecular Probes, D1306) was incubated 30 min. Slides were mounted with Vectashield® Vibrance™ Antifade Mounting Medium (H-1700 Vector Laboratories). Images were obtained with A1 R Si Confocal microscope (MicroPICell).



Cytokine correlation plots

Pairwise correlations between cytokines were calculated and visualized as a correlogram using R function corrplot. Spearman’s rank correlation coefficient (ρ) was indicated by heat scale; significance was indicated by *P < 0.05, **P < 0.01, and ***P < 0.001.



Statistical analysis

Statistical analysis was performed with GraphPad Prism Software (GraphPad Software, San Diego, CA). Means comparisons of unpaired samples were performed using the Mann–Whitney U-test or the Kruskal–Wallis test with Dunn’s post-test. The Wilcoxon signed-rank test was used for paired samples. P-values <0.05 were considered statistically significant.

Multiple linear regression analysis: Since, the distribution of IL-22BP values was not Gaussian, we transformed it by ranking the values and converting them to a normal distribution using the R function qnorm. Multiple linear regression was then performed using the lm() function. Adjusted P-values were calculated after multiple-comparison using post hoc Bonferroni correction.




Results


IL22BP levels are higher in the ileum than in the colon of Crohn’s disease patients

Both IL-22 and IL-22BP mediate their biological functions as secreted soluble proteins (11, 21). To explore IL-22BP production in a biologically relevant manner in CD, we thus quantified secreted levels released after short ex vivo culture of intestinal biopsies. Soluble IL-22BP was consistently detected in supernatants from both controls and CD biopsies (see Supplementary Table 1 for patient characteristics), and though means were not statistically significant, the highest levels were detected in a subset of CD patients (Figure 1A). To begin explore what factors would preferentially associate with IL-22BP heterogenous distributions in CD, we ran a multiple linear regression analysis that included several disease-relevant clinical parameters such as age, sex, disease location, disease phenotype and medication (Table 1). This analysis revealed disease location as the strongest factor (Bonferroni adjusted P-value <0.0001). Accordingly, higher levels of IL-22BP were detected in the supernatants of ileal vs. colonic CD biopsies (Figure 1B). IL-22 levels in turn, were similar between biopsy supernatants from both locations, which translated into IL-22/IL-22BP ratios, a surrogate to infer IL-22 bioactivity, higher in the colon as compared to the ileum of CD patients (Figures 1C, D). In fact, the analysis of IL-22BP and IL-22 in control patients indicated that both proteins were produced at higher levels in ileal vs. colonic biopsies (Figures 1E, F), an observation confirming previous reports about the physiological distribution of IL-22 across intestinal segments (22). Remarkably, however, IL-22 induction was largely limited to CD colons (Figures 1G, H). IL-22BP mean levels in turn, remained similar between controls and CD patients when controlling for gut segments (Figures 1I, J). Concordantly, in comparison to controls, IL-22/IL-22BP ratios were unchanged in the ileum but increased significantly in CD colons (Figures 1K, L).




Figure 1 | IL22BP levels are higher in the ileum than in the colon of Crohn’s disease patients. (A) Levels of soluble IL-22BP were quantified by ELISA in the supernatant of gut (both ileum and colon locations) endoscopic biopsies from controls (Ctrls) (n=16) and Crohn’s disease (CD) (n=43) patients after 6 hours of ex vivo culture. (B, C) Quantification of soluble IL-22BP (B) and IL-22 (C) in culture supernatants of biopsies from CD patients with inflamed lesions in the ileum (n=11) or in the colon (n=32). (D) Comparison of IL-22/IL-22BP ratios in the supernatants of CD patients with inflamed ileum and colon. (E, F) Quantification of soluble IL-22BP (E) and IL-22 (F) levels in the supernatant of gut biopsies from Ctrls ileum (n=4) and colon (n=12). (G, H) Comparison of IL-22 levels in the ileum (G) and the colon (H) of Ctrls and CD patients. (I, J) Comparison of IL-22BP levels in the ileum (I) and the colon (J) of Ctrls and CD patients. (K, L) Comparison of IL-22/IL-22BP ratios in the ileum (K) and the colon (L) of Ctrls and CD patients. Statistical significance for mean comparisons was assessed by the Mann-Whitney U-test in a two-sided manner, using a nominal significance threshold of P <  0.05. *P < 0.05, **P < 0.01, ***P < 0.001 ns, not significant.




Table 1 | Multiple linear regression to assess associations between clinical parameters of CD and IL-22BP levels.



Altogether, these results suggest that regional specialization in the intestine are characterized by higher levels of IL-22BP production in the ileum as compared to the colon in both controls and CD patients.



The highest levels of IL22BP expression are detected in CD MNP and eosinophils

Various cell types can produce IL-22BP in IBD intestinal tissues, including populations of mononuclear phagocytes (MNP), which encompass dendritic cells (DCs) and macrophages, CD4+ T cells and eosinophils (14, 15, 19). So far, however, no systematic direct comparison of IL22RA2 levels of expression by these different immune cell subsets has been performed specifically in intestinal tissues of CD patients. We thus analyzed IL22RA2 expression in FACS-sorted populations of MNP (CD45+ HLA-DR+ CD11c+), eosinophils (CD45+ SIGLEC-8+), CD4+ T cells (CD45+ CD3+ CD4+), CD4- T cells (CD45+ CD3+ CD4-), and B cells (CD45+ CD3- CD19+) isolated from surgically resected intestinal tissues of CD patients (Figures 2A, B; Supplementary Figure 1A). Compared to the three lymphocytes fractions, MNP and eosinophils expressed higher levels of IL-22BP mRNA (Figure 2B). We observed similar trends between MNP and T cells isolated from CD mesenteric lymph nodes (MLN) (Figures 2C, D; Supplementary Figure 1B). Of note, similar mRNA levels were detected between populations of naïve and non-naïve T cells. Using indirect immunofluorescence (IIF) approaches, we previously verified IL-22BP protein expression in major basic protein (MBP)+ eosinophils and HLA-DR+ MNP in the gut LP but not in CD3+ T cells (14). We could not detect IL-22BP in CD3+ MLN cells either (Supplementary Figure 1C), hence possibly reflecting a lack of method sensitivity to capture lower expression levels in T cells. Finally, while we could observe increased expression levels of activation-induced IL2RA (encoding for CD25) in sorted gut and MLN T cells upon simulation with PMA and ionomycin, no difference existed for IL22RA2 (Supplementary Figures 1D-G).




Figure 2 | The highest levels of IL22BP expression are detected in CD MNP and eosinophils. (A) Representative dot plots of the gating strategy used to sort indicated cell subsets from the lamina propria (LP) of intestinal surgical resections from Crohn’s disease (CD) patients. (B) IL22RA2 expression was analyzed by RT-qPCR in indicated FACS-sorted cell subsets from CD patient gut LP samples (n=6). Grey and red dots refer to cells sorted from surgical resections respectively defined as non-inflamed and inflamed after pathology examination. (C) Representative dot plots of the gating strategy used to sort indicated cell subsets from mesenteric lymph nodes (MLN) of CD patients. (D) IL22RA2 expression was analyzed by RT-qPCR in indicated FACS-sorted cell subsets from CD patient MLNs (n=5) with inflamed ileum (circles) or colon (square). (E) Levels of soluble CCL11 were quantified in gut endoscopic biopsy supernatants from controls (Ctrls) (n=12) and CD (n=37) patients after 6 hours of ex vivo culture. Dots and squares refer to ileum and colon tissues respectively. (F) Representative pictures of slides from formalin-fixed, paraffin-embedded (FFPE) sections of CD tissues stained with standard hematoxylin and eosin (HES) coloration. Original magnification x 200. (G) Eosinophil counts were scored in a blinded manner by a trained pathologist on HES slides from CD patients (n=36). Each count was obtained by averaging the results obtained from the analysis of 5 different fields and was expressed as eosinophils per mm2. (H) Comparison of soluble IL-22BP levels in the supernatant of endoscopic colonic biopsies of CD patients stratified into eosinophils (EOS)high and EOSlow based on the median value. Mean comparisons of unpaired samples were performed using the Kruskal Wallis (for > 2 conditions) or the Mann-Whitney U-test. P-value < 0.05 were considered statistically significant. *P < 0.05, **P < 0.01, ***P < 0.001 ns, not significant.



Taken together, these data suggest that in a cell-intrinsic fashion, MNP and eosinophils express IL-22BP at the highest levels in intestinal tissues of CD patients.



High levels of IL22BP in the ileum associate with higher proportions of eosinophils

In inflamed CD tissues, the strongest factor linked to IL-22BP variability was disease location (Table 1), and as for controls, IL-22BP secretion in biopsy supernatants was higher in the ileum than in the colon (Figure 1). Interestingly, the levels of CCL11 (aka. eotaxin-1), the main driver of eosinophil homeostatic recruitment in the intestine (23), were also higher in biopsy supernatants from the ileum than from the colon of controls (Figure 2E), concordant with the reported increased abundance of gut resident eosinophils in the small intestine (24–26). This suggested that the higher levels of IL-22BP we detected in inflamed CD ileums as compared to CD colons could in part be explained by the heterogenous distribution of resident-eosinophils across intestinal segments. Accordingly, we confirmed the existence of higher eosinophil numbers in CD ileums than in CD colons (Figures 2F, G). Blood-derived eosinophil infiltration has been reported during colonic inflammation, including in CD (27–29), and CCL11 levels were indeed moderately increased in CD colons as compared to controls (Figure 2E). Median-based stratification of colonic CD patients into eosinophilhigh and eosinophillow, however, did not reveal differences in IL-22BP production between the two subgroups (Figure 2H). Importantly, we previously reported that IL22RA2 expression was undetectable in human peripheral blood eosinophils (14). This suggested that the contribution of eosinophil-derived IL-22BP detected in CD lesions could in fact reflect a pre-established production by tissue-imprinted gut-resident eosinophils but not by recently recruited eosinophils in inflamed tissues.

In consequence, our interpretation of these data is that homeostatic enrichment of tissue-resident eosinophil contributes to create an IL-22BP-rich environment that is maintained upon inflammation induction in CD ileums and participate to limit the extent of IL-22 bioavailability.



IL22BP levels correlate with CCL24 produced by monocyte-derived dendric cells in the colon of CD patients

In the colon of CD patients, IL-22BP detected in biopsy supernatants spanned a wide range of concentrations, and while means did not differ from controls, a subset of patients nevertheless exhibited levels reaching those observed in the ileum (Figures 1B). As described above, this variability could not be explained by colonic eosinophil abundance (Figure 2H), which suggested a role for other IL-22BP sources (i.e. MNP and/or T cells). We were unable to examine IL-22BP production by flow cytometry because in our hands none of the anti-IL-22BP antibodies commercially available could be confidently validated. To infer possible sources, we hypothesized that IL-22BP secretion should be correlated with other cytokines in biopsy supernatants, in part as a consequence of shared cellular origins. We characterized the cytokine milieu associated with IL-22BP secretion in the CD colon through a multiplex analysis on the same biopsy supernatants as used for IL-22BP quantification. We then realized a correlation matrix to identify possible cytokines sharing similar regulation of expression as IL-22BP (Figure 3A). The strongest correlate of IL-22BP secreted levels was CCL24 (aka. eotaxin-2; spearman r=0,7; P<0,0001). Accordingly, the median-based stratification of CD patients based on their CCL24 levels in the colon showed that almost all CCL24low patients had IL-22BP levels below the lower limit of quantification, while it was the opposite for CCL24high patients (Figure 3B). We thus compared CCL24 expression between T cells and MNP isolated from the CD lamina propria. The highest levels were detected in MNP (Figure 3C), which suggested they could be the privileged source responsible for heterogenous IL-22BP secreted levels across colonic CD patients.




Figure 3 | IL22BP levels correlate with CCL24 produced by monocyte-derived dendric cells in the CD colon. (A) Spearman correlation and hierarchical clustering of indicated cytokines quantified in culture supernatants of endoscopic colonic biopsies from 28 CD patients. (B) Comparison of soluble IL-22BP levels in CD patients stratified into CCL24low and CCL24high patients based on the median level. (C) CCL24 expression was analyzed by RT-qPCR on FACS-sorted cells from CD lamina propria, as in Figure 2A. (D) Heatmap representing the expression of IL22RA2 and CCL24 in indicated cell types using the clustering analysis of a previously published single-cell RNA-sequencing (scRNA-seq) dataset (Martin JC, Cell, 2019). (E–G) Human blood classical monocytes from healthy donors were differentiated into monocyte-derived DC (moDC) with GM-CSF and IL-4 for 6 days in the presence of indicated ligands. At day 6 of culture IL22RA2 mRNA expression was analyzed by RT–qPCR in moDC (E), and levels of IL-22BP (F) and CCL24 (G) were quantified in culture supernatants. (H, I) Comparison of soluble IL-22 (H) and IL-22/IL-22BP ratios (I) in culture supernatants of colonic CD biopsies from CCL24high or CCL24low patients. (J) Comparison of soluble IL-22BP levels in culture supernatants of colonic CD biopsies (n=32) from patients stratified according to their smoking status. (K) Pie charts representing the proportion of active smokers vs. non-smokers in the colon of CCL24high or CCL24low CD patients. *P < 0.05, **P < 0.01, ***P < 0.001 ns, not significant.



In an attempt to further refine the nature of a possible MNP subset producing both IL-22BP and CCL24, we reanalyzed a CD single-cell RNA-sequencing (scRNA-seq) dataset we published recently (30). While the contribution of eosinophils could not be evaluated in these data because of known technical limitations to capture intestinal granulocytes with the scRNAseq 10x Genomics Chromium Single Cell 3’ v2 Chemistry [see (30, 31)], our analysis confirmed the highest expression levels of IL22RA2 were present in MNP populations of DCs followed by lymphocyte populations including Type 3 cytokine-producing T cells, while CCL24 was preferentially detected in macrophages (Figure 3D) (see (30) for detailed description about cluster annotations). Interestingly, only monocyte-derived dendritic cells (moDC) displayed shared detectable expression of both genes (Figure 3D), and we validated that moDC differentiated ex vivo co-secreted IL-22BP and CCL24 (Figures 3E–G). Importantly, we previously showed that retinoic acid (RA) was a potent inducer of IL22RA2 expression in moDC (16), which we could further confirm at the protein level in moDC supernatants (Figures 3E, F). Rather interestingly, the same held true for CCL24 (Figure 3G), suggesting IL-22BP and CCL24 inductions could share similar regulatory pathways, such as RA activity in moDC. In turn, the activation of moDC with LPS for 24h had no effect on CCL24 secreted levels but decreased the production of IL-22BP (Figures 3E, F), hence supporting ours and others previous observations (16, 32).

Other myeloid-derived cytokines showed significant positive correlations with IL-22BP, though weaker than for CCL24 (Spearman; P <0,05) (Figure 3A). These included IL-6, IL-27 and IL-23, the most potent inducer of IL-22 in CD4+ T cells and ILC3 (33, 34). Concordantly, IL-22 correlated with IL-22BP and was also increased in CCL24high patients, hence leading to similar IL-22/IL-22BP ratios between the two subgroups of CCL24high and CCL24low patients (Figures 3H, I). The co-regulation of IL-22/IL-22BP secretion in the colon of CD patients was in agreement with previous results we and others reported in IBD (14, 15). Because CD4+ T cells also produce IL-22BP in IBD tissues (15), it is thus possible that Type 3 cytokine-producing T cells contribute to increase both IL-22 and IL-22BP levels in the colon of CD patients.



Higher levels of IL-22BP are detected in the colon of actively smoking CD patients

Finally, we analyzed IL-22BP secretion in the colon of CD patients based on their smoking status. The production of IL-22BP was significantly higher in actively smoking patients (Figure 3J). A role for tobacco smoking has been suggested for the reprogramming of macrophages into the production of more immunoregulatory molecules, including CCL24 among others (corresponding to in vitro so-called “M2” macrophages) (35–37). Because a strong association existed between IL-22BP and CCL24 secretions in CD colons, we compared the proportions of smokers and non-smokers between CCL24high and CCL24low CD patients and verified an enrichment of smokers in the CCL24high subgroup, though not reaching statistical significance (Figure 3K). While this would deserve further investigations, it is thus possible that tobacco-derived metabolites be part of the signals shaping moDC toward higher production of IL-22BP and CCL24 in the CD colon.




Discussion

Our understanding of the pathophysiological functions assumed by the IL-22/IL-22BP axis in IBD is currently described in a rather homogenous way, frequently intermixing conclusions obtained from mouse and human studies, and including results generated in both CD and UC. By providing new insights focused on a more detailed characterization of IL-22BP biology in tissues from CD patients specifically, our study unravels a more complex picture arguing against a such generalization. Our work reveals that the distribution of IL-22BP production is not homogenous between CD patients and we suggest this could be the product of multiple factors related to IL-22BP complex biology in the human gut. First, we show that IL-22BP levels are higher in both control and inflamed ileums when comparing to control and inflamed colons of CD patients respectively, and we suggest this could be explained by distinct homeostatic distributions of gut resident-eosinophils between the two segments. This is of particular relevance as the injection of recombinant IL-22 is currently under evaluation in IBD clinical trials (NCT03650413), and it is thus unclear whether the IL-22BP-rich environment created in the ileum could lead to more interference with the biological actions of the drug in involved ileum vs. colon of CD patients. In addition, our data suggest that a raise of IL-22 bioactivity is more likely to be achieved in inflammatory responses developing in the colon, hence indicating that greater clinical benefits of IL-22 injections may nevertheless be expected in involved ileums of CD patients. More human studies will be needed to address this important question, as we previously showed that lL-22BP expression in gut resident-eosinophils is a feature not conserved in rodents (14). The reason why IL-22 is not induced in inflamed ileums despite higher homeostatic production in control tissues would also deserve more investigations. Beyond the difference of IL-22BP production created by regional specializations across gut segments, we also uncover additional heterogeneity in inflamed colons of CD patients. In particular, we observe a strong correlation between IL-22BP and CCL24 secretion and suggest this could be the consequence of a shared production by moDC with variable intensity across subsets of patients. Importantly, while, CCL24 was initially described as an eosinophil chemoattractant trough the receptor CCR3, experiments in rodents suggested it was not involved in eosinophil infiltration during colitis (29, 38). Our data further suggest that IL-22BP variability among inflamed CD colons was likely not explained by the level of infiltration of blood-derived eosinophils but relied more on other IL-22BP cellular sources such as moDC. CCR3 is also expressed by subsets of T cells (39) and it is possible that CCL24-mediated T cell infiltration participates to the total production of IL-22BP in the colon of CD patients (15).

Importantly, three isoforms of IL-22BP exist in humans (11). Experimental evidences suggest that contrary to isoforms 2 and 3, IL-22BP isoform 1 is not spontaneously secreted owing to the presence of an additional 32-amino acids exon responsible for endoplasmic reticulum retention (20, 32, 40). Intracellular isoform 1 is in fact proposed to participate in the regulation of the unfolded protein response (20). Both isoforms 2 and 3, however, can antagonize IL-22, isoform 2 being the most potent, hence indicating secreted IL-22BP is necessarily bioactive (32). We showed in our previous studies that gut DC/Macs and eosinophils, as well as monocyte-derived dendritic cells dominantly express IL-22BP bioactive isoform 2, and to a lower extent isoform 1, but not isoform 3 (14, 16). Overall, this indicates that all three subsets produce bioactive IL-22BP, dominantly through their expression of IL-22BP isoform 2.

Supporting the existence of similar regulatory pathways for both IL-22BP and CCL24 in inflamed CD colons, we report that retinoic acid increases the secretion of both proteins by moDC. As suggested by the higher IL-22BP levels we noticed in tobacco smokers, it is likely that additional factors contribute to differential regulations of IL-22BP production across patients. In that regard, it is interesting to note that IL-22BP levels also correlated with those of IL-22 and IL-23, the main driver of IL-22 expression in lymphocytes. Recent evidence suggests that lymphotoxin (LT)α1β2 upregulates IL-22BP via the noncanonical NF-κB pathway in moDC (19). Because NF-κB is involved in the generation of IL-22-producing T cells, in part indirectly through the induction of IL-23 secretion in MNP (41), one may speculate that privileged cellular circuits exist in inflamed colons of a subset of CD patients, in which LTα1β2 from CD4 T cells drives both IL-22BP and IL-23 expression in moDC (42, 43). The latter in turn can promote IL-22 production in CD4 T cells. While this would deserve further investigations, specific cellular niches in subsets of CD patients could thus participate to increase both IL-22 and IL-22BP global levels associated with a more localized impact on epithelial cell biology (44). Clarifying the existence, tissue distribution and pathophysiological actions of such cellular circuits would be especially relevant in light of the upcoming IL-23 blockers in the CD therapeutic armamentarium (45, 46).

In conclusion, our work provides new important information about the biology of IL-22BP in CD, which can open the way to therapeutically relevant future studies with regard to the modulation of the IL-22/IL-22BP axis in patients.
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Background

Recent in vitro studies strongly implicated mast cell-derived proteases as regulators of IL-33 activity by enzymatic cleavage in its central domain. A better understanding of the role of mast cell proteases on IL-33 activity in vivo is needed. We aimed to compare the expression of mast cell proteases in C57BL/6 and BALB/c mice, their role in the cleavage of IL-33 cytokine, and their contribution to allergic airway inflammation.



Results

In vitro, full-length IL-33 protein was efficiently degraded by mast cell supernatants of BALB/c mice in contrast to the mast cell supernatants from C57BL/6 mice. RNAseq analysis indicated major differences in the gene expression profiles of bone marrow-derived mast cells from C57BL/6 and BALB/c mice. In Alternaria alternata (Alt) - treated C57BL/6 mice the full-length form of IL-33 was mainly present, while in BALB/c mice, the processed shorter form of IL-33 was more prominent. The observed cleavage pattern of IL-33 was associated with a nearly complete lack of mast cells and their proteases in the lungs of C57BL/6 mice. While most inflammatory cells were similarly increased in Alt-treated C57BL/6 and BALB/c mice, C57BL/6 mice had significantly more eosinophils in the bronchoalveolar lavage fluid and IL-5 protein levels in their lungs than BALB/c mice.



Conclusion

Our study demonstrates that lung mast cells differ in number and protease content between the two tested mouse strains and could affect the processing of IL-33 and inflammatory outcome of Alt -induced airway inflammation. We suggest that mast cells and their proteases play a regulatory role in IL-33-induced lung inflammation by limiting its proinflammatory effect via the IL-33/ST2 signaling pathway.
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Introduction

Asthma is a heterogeneous inflammatory airway disease with different underlying pathophysiologic mechanisms and disease endotypes, which often manifest by similar clinical complaints (1, 2). In mild asthma, mostly the type 2 phenotype, an eosinophilic immune response is observed, while only a minor percentage of patients show a non-type 2 phenotype (3). In severe asthma, a mixed inflammatory phenotype is also characterized by increased IL-33 levels. Of interest, in children, severe asthma is more common in the case of sensitization to the fungus Alternaria alternata (Alt) and is strongly associated with increased IL-33 sputum levels (4). In this regard, a clinical trial has shown that IL-33 targeting could efficiently reduce exacerbations in patients with severe asthma (5). In contrast, patients with mild or moderate asthma have less clinical benefit from an IL-33 targeting therapy. IL-33 is an alarmin, which in allergic airway inflammation is mainly secreted by epithelial cells in response to aeroallergens and signals through a cell surface receptor complex of ST2 (IL-1 receptor-like 1, IL1RL1) and IL-1 receptor accessory protein (IL1RAcP) to stimulate cytokine production in type 2 ILCs and T helper 2 cell, inducing the production of IL-4, IL-5, and IL-13 (6–8). Endogenous serine proteases and cysteine proteases, such as calpains, were suggested to regulate the activity of IL-33 via enzymatic cleavage (9–11). Recently, we have demonstrated the contribution of neutrophilic proteases in IL-33 processing in an allergic asthma mouse model using Alt (12). IL-33 is produced as a full-length protein lacking a signal sequence by a not entirely clear release mechanism. The cleavage of full-length IL-33 (IL-33FL) by human mast cell tryptase, chymase, and cathepsin G in vitro results in cleaved IL-33 (IL-33C), which is up to 30-fold more potent towards innate lymphoid cells type 2 (ILC2s) (9). It is known that the functional, inflammatory parameters in severe asthma are linked to the presence of activated mast cells (13–15) which, via their release of cytokines, proteases, and alarmins, could potentially contribute to the persistence and the exacerbation of the airway inflammation (13, 16, 17); and possibly to the loss of corticosteroid sensitivity in severe asthma (18). In asthmatic patients, bronchoalveolar lavage fluid (BALF) contains increased levels of tryptase (19, 20). The presence of an active form of IL-33 acting on ST2-expressing immune cells could contribute to the sustained type 2 immune response in the airway epithelium (8, 21). Remarkably, in humans, the phenotype of mast cells seems to be different in the same disease with different inflammatory profiles: In mild asthma, tryptase-positive mast cells localize in the submucosa while in severe asthma, mast cells are mostly localized in the airway submucosa and epithelium and express chymase (13, 20). We showed earlier that different inbred mouse strains respond differently to an IL-33 mediated asthma model, using the bacterial allergen, S. aureus protease-like protein D (22).

In the current study, we analysed the link between the type of inflammatory response towards Alt and the characteristics of mast cells in the two inbred mouse strains C57BL/6 and BALB/c. The strain-dependent mast cell heterogeneity in the regulation of IL-33 processing in vivo was addressed.



Results




Differential inflammatory response of BALB/c and C57BL/6 mice towards Alt

The IL-33-dependent model of Alt-induced airway inflammation was chosen to evaluate an impact on the processing of IL-33 and inflammatory parameters in two commonly used mouse strains (6, 14, 23). C57BL/6 and BALB/c mice received six intratracheal (i.t.) applications of 20 μg Alt extract every 48 hours (Figure 1A), in a slightly modified application schedule from our previous work (14). The Alt-treated BALB/c and C57BL/6 mice showed higher numbers of total BALF cells compared to PBS-treated mice (Figure 1B). The BALF of Alt-treated C57BL/6 mice contained more eosinophils in BALF as compared to Alt-treated BALB/c mice (Figures 1C, D). In turn, BALB/c mice had higher neutrophil numbers in the BALF (Figures 1E, F). The percentage of CD4+ (Figure 1G) cells was stronger increased in BALF of BALB/c mice compared to C57BL/6 mice. CD8+ cells were higher in BALF of BALB/c mice (Figure 1H). Furthermore, in the lungs of both mouse strains, marked eosinophilia was observed (Figure 1I), while the percentage of neutrophils remained comparable between Alt-treated mice and controls of both mouse strains (Figure 1J). Of note, no major difference in the percentages of lung CD4+ and CD8+ cells was seen (Figures 1K, L). Serum IgE levels were higher in Alt-treated mice as compared to PBS -treated controls (Figure 1M).




Figure 1 | BALB/c and C57BL/6 mice were given six intratracheal applications of 20 µg Alternaria alternata (Alt) extract in PBS, controls received PBS alone. Forty-eight hours after the last application mice were sacrificed, and experimental samples were collected (A). The absolute cell numbers in the bronchial lavage fluid (BALF) are presented for total cell counts (B), eosinophils (C) and neutrophils (E) in BALF. The percentage of eosinophils (D) and neutrophils (F) in BALF are presented. The BALF and lungs were analysed by flow cytometry and the infiltration of eosinophils (I), neutrophils (J), CD4+ T cells (G, K) and CD8+ T cells (H, L) in the BALF and lungs are presented as percentage. Mouse serum was collected 48h following the final Alt application and the levels of total IgE in serum were determined using enzyme-linked immunosorbent assay (M). The data are presented as scatter plots ± standard deviation (S.D.). Statistical significance between the groups was determined by one-way ANOVA with Dunn’s test for multiple comparisons. N=4-6 per group. *p < 0.05, **p < 0.01.






Processing of IL-33 in Alt-induced allergic airway inflammation in C57BL/6 and BALB/c mice

Notably, despite the comparable degree of inflammatory response in the lungs of C57BL/6 and BALB/c mice, IL-33 levels were significantly higher in BALB/c than in C57BL/6 (Figure 2A). The expression of a cleaved/mature form of IL-33 (IL-33C; ~ 18 kDa) was higher in the lungs of BALB/c mice, while in C57BL/6 mice, the non-processed full-length form of IL-33 (IL-33FL ~ 30 kDa) was more abundant (Figures 2B, C). IL-33 positive cells were abundantly present in the lungs of mice after Alt treatment (Figure 2D). RT-PCR didn’t show differences between both strains in the respective treatment groups in the expression of IL-33 receptor IL1Rl1 (Figure 2E). Interestingly, IL-5 and IL-13 levels tend to increase in both mouse strains treated with Alt (Figures 2F, G), while IL-4 and G-CSF were slightly but not significantly increased in both mouse strains, and IL-25 levels in the lungs were comparable in all experimental groups tested (Figure S1).




Figure 2 | The analysis of cytokine response in the lungs of mice with intratracheal applications of 20 µg of Alt extract and PBS-treated controls. The levels of IL-33 (A) in the lung homogenates were measured by Luminex. Full-length IL-33 (IL-33FL) and cleaved forms (IL-33C) were analysed by western blotting and one representative blot is shown (B) and area under the peak (AUP) was quantified using ImageJ software (C). Representative images of IL-33 immunostaining in the lungs of C57BL/6 and BALB/c treated with PBS or the Alt extract for six times every 48 hours (D). IL1rl1 gene expression levels analysed in lungs by RT-qPCR (E). The levels of IL-5 (F), IL-13 (G) in the lung homogenates were measured by Luminex. The data are presented as scatter plot with a bar ± standard deviation (S.D). Statistical significance between the groups was determined by one-way ANOVA with Dunn’s test for multiple comparisons. N=4-6 per group. *p < 0.05, **p < 0.01, ***p < 0.001.






Increased mast cell numbers and mast cell protease expression in the lungs of Alt-treated BALB/c mice

The lungs of Alt-treated BALB/c mice showed increased numbers of mast cells, positive for toluidine blue and chymase compared to PBS controls (Figures 3A-D). In agreement with the immunohistochemical staining, the lungs of BALB/c mice treated with Alt extract showed increased expression levels of genes encoding mast cell proteases such as Mcpt1, Mcpt2, Mcpt4, Tpsab1, Tpsb2, Cma1, Cpa3 (Figures 3E–L). As expected, PBS-treated mice lacking significant numbers of mast cells did not express the proteases mentioned above. Only very few mast cells could be found in the lung sections of PBS or Alt-treated C57BL/6 mice demonstrating nearly complete lack of mast cell response in C57BL/6 mice treated with Alt extract. The gene expression levels of mast cell proteases in the lungs of Alt-treated C57BL/6 mice were almost undetectable. The gene expression levels of Prss34 (Mcpt11) were upregulated in both mouse strains with slightly higher levels in Alt-treated BALB/c mice than in Alt-treated C57BL/6 mice (Figure 3M).




Figure 3 | To visualize mast cells, formalin-fixed paraffin-embedded lung sections were stained with toluidine blue (A) and the number of mast cells was quantified in four different fields per mouse under magnification of forty times (B). Chymase - positive mast cells in the lungs of mice were visualized by immunohistochemistry (C) and quantified (D). Expression of mast cell proteases in the lungs of BALB/c and C57BL/6 mice treated with six intratracheal applications of 20 µg Alt extract or PBS. Values of gene expression of Mcpt1 (E), Mcpt2 (F), Mcpt4 (G), Tpsab1 (H), Tpsab2 (I), Tpsg1 (J), Cma1 (K), Cpa3 (L) and Prss34 (M) were normalised using reference genes Hprt1 and Rpl32. The data are presented as scatter plot with a bar ± standard deviation (S.D.). Statistical significance between the groups was determined by one-way ANOVA with Sidak’s test for multiple comparisons. n=4-6 per group. *p < 0.05, ***p < 0.001, ****p < 0.0001. ns, not significant.






Differential protease expression profiles in bone marrow-derived mast cells of BALB/c versus C57BL/6 mice

To test if the enzymatic content of mast cells from C57BL/6 mice might be different from BALB/c mast cells, we have used BMMCs differentiated in vitro in the presence of IL-3 as earlier described (24). The purity of BMMCs reached about 97% on day 20 and was consistent from day 20 to day 40 as analysed by expression of c-kit and FcϵRI by flow cytometry (Figure 4A). The total RNA was isolated from BMMCs on days 20, 30, and 40 of in vitro culture, and the expression levels of several mast cell proteases were tested. RT-qPCR showed a gradual increase from day 20 to day 40 in Mcpt1, Mcpt2, and Mcpt4 gene expression in differentiating BMMCs of both mouse strains (Figures 4B–D). Remarkably, while BMMCs from BALB/c mice showed very high expression levels of Tpsab1 at all differentiation stages tested (Figure 4E), the BMMCs from C57BL/6 mice had higher levels of Tpsb2, Tpsg1, and Prss34 (Figures 4F–H). The gene expression of Ctsg and Cma1 were significantly lower in BMMCs from C57BL/6 compared to BALB/c mice on days 30 and 40 (Figures 4I, J). Thus, despite identical culture conditions, mast cells differentiated in vitro from the bone marrow of C57BL/6 and BALB/c mice show a differential protease expression profile.




Figure 4 | Representative dot plots of in vitro differentiated BMMCs from BALB/c and C57BL/6 mice cultured in vitro for 20, 30 or 40 days, respectively. Viable mast cells were analyzed for their expression of FceRI and c-kit using flow cytometry (A). Next, gene expression analysis by RT-qPCR of mast cell proteases in these cultured BMMCs from I BALB/c and C57BL/6 mice was performed. Values of gene expression of Mcpt1 (B), Mcpt2 (C), Mcpt4 (D), TpI1 (E), Tpsb2 (F), Tpsg1 (G), Prss34 (H), Ctsg (I) and Cma1 (J) were normalised to reference genes Hprt1 and Rpl32. The data represent individual values, bars ± standard deviation (S.D.). Statistical significance between the groups was determined by Mann-Whitney test comparing BALB/c and C57BL/6 mice at each individual time point. The BMMCs were collected from two separate experiments, n=5 per group. *p < 0.05, **p < 0.01.



The difference observed on RT-qPCR between mast cells derived from C57BL/6 versus BALB/c prompted us to perform RNA sequencing (RNAseq) analysis to deeper characterize the phenotype of mast cells derived from different mouse strains. RNAseq analysis was performed in BMMCs of BALB/c and C57BL/6 mice on day 20. In total, 460 genes were upregulated and 263 downregulated in BMMCs of BALB/c mice compared to C57BL/6 mice. A full list of genes is provided in Supplementary Data and online repository, accession number GSE216642. 17 genes encoding proteases and 4 protease inhibitors that were differentially expressed between the BMMCs of BALB/c and C57BL/6 are summarized in (Table 1). Importantly, the expression of proteases involved in the cleavage of IL-33 is different between the two mouse strains at the baseline, showing that Cma1 and Cma2 were upregulated, while Mcpt4 and Ctsg were downregulated in the BMMCs of C57BL/6 mice compared to BALB/c mice.


Table 1 | List of selected genes differentially expressed by RNAseq analysis in three biological replicates of in vitro differentiated mast cells from C57BL/6 as compared to BALB/c.






BMMCs from BALB/c mice rapidly degraded IL-33

Next, we tested whether the full-length IL-33 protein could be processed in vitro by mast cell supernatants of BMMCs of both mouse strains. GFP-murine IL-33-mCherry fusion protein (Figure 5A) was used for a cleavage assay with BMMCs supernatants. DNP-IgE/DNP activated BMMCs of C57BL/6 mice did not degrade IL-33, while supernatants of similarly activated BALB/c BMMCs effectively degraded IL-33 after 10 min of co-incubation (Figures 5B, C). Importantly, the efficiency of IL-33 cleavage was linked to the degree of mast cell degranulation after IgE crosslinking. C57BL/6 BMMCs showed a much weaker release of β-hexosaminidase in response to IgE-DNP complex formation than BALB/c BMMCs (Figure 5D).




Figure 5 | IL-33 degrading abilities of supernatants from C57BL/6 and BALB/c BMMCs. Schematic representation of the GFP-murine IL-33-mCherry fusion protein used for IL-33 cleavage assay with BMMCs supernatants (A). Supernatants from C57BL/6 or BALB/c BMMCs, which were either stimulated with IgE+DNP or left untreated were incubated with GFP-murine IL-33-mCherry for 1 h (B). IL-33 degradation was analysed by western blotting. Supernatants from IgE+DNP stimulated C57BL/6 or BALB/c BMMCs were incubated with GFP-murine IL-33-mCherry for 10, 30, 60, or 240 min at 37°C. IL-33 incubated only in buffer for 240 min at 37°C served as negative control. IL-33 degradation was analysed by western blotting (C). Beta-hexosaminidase degranulation assay of untreated or IgE+DNP stimulated BMMCs from C57BL/6J or BALB/c mice (D). Data are presented as mean ± SEM.






Discussion

It is well-known that mast cells play a central role in mediating allergic diseases. Mast cells contribute to the activation of immune cells through their broad range of mediators. Next to proteases and histamine, they can also release cytokines. It is known that TNF-α, IL-4, and IL-13 release is triggered by IL-33 and drives the type 2 inflammatory pattern seen in asthma (25–29). We have previously shown that the inflammatory response to S. aureus protease like protein D (SplD) and Alt extract, which are IL-33 dependent asthma models, can vary among different genetic backgrounds in mice. In these models, a stronger eosinophilic response was found in C57BL/6 than BALB/c mice (12, 30, 31). Similar observations were made in other type 2 response inducing asthma models of ovalbumin-alum and house dust mite (32–35). We, therefore, hypothesized in this work that mast cells might differ between C57BL/6 and BALB/c mice, leading to a different inflammatory response.

In this study, we provide a comprehensive comparative analysis of BMMCs from BALB/c and C57BL/6 mice showing significant differences in expression of major mast cell proteases and protease inhibitors. RNA sequencing analysis of BMMCs in vitro from both strains has shown that tryptase genes were differentially expressed, namely C57BL/6 mice lacked Tpsab1 expression but had higher levels of Tpsb2 and Tpsg1 instead, while Ctsg and Cma1 were higher in BMMCs from BALB/c mice. It is known that mast cell chymase and cathepsin G can also generate more potent forms of IL-33 through its enzymatic processing (9). Some genetic differences were reported earlier, such as mutations in mMCP-7 of C57BL/6 mice that leads to its loss of expression (36). A frameshift mutation in the protease inhibitor Serpina3i that leads to a truncated and probably unfunctional protein in BALB/c mice (31). Their role in the differential regulation of IL-33 has been suggested (30).

Moreover, we here demonstrate in vitro that activated BMMCs from C57BL/6 and BALB/c mice show different enzymatic activity towards IL-33. Mast cells are known to regulate the processing of IL-33 in a dichotomic way: their proteases degrade IL-33 (37, 38) or generate active processed forms of IL-33 in vitro (9), generating a more functionally potent form of IL-33. The observed functional differences between mast cells of C57BL/6 and BALB/c mice could be explained by their different protease content and their IgE-dependent activation potential. A lower degranulation activity by IgE cross linkage of C57BL/6 bone marrow mast cells than BALB/c mast cells has also recently been demonstrated elsewhere (39). However, the exact mechanisms leading to this immune phenotypic difference need to be addressed in future studies. Mast cells of rodents are classically distinguished into two different phenotypes, mucosal and connective tissue mast cells. Connective tissue mast cells express high levels of chymases (Mcpt-4, Mcpt-5) and tryptases (Mcpt-6, Mcpt-7), while mucosal tissue mast cells mostly show an upregulation of Mcpt-1 and Mcpt-2 (40). The transcription program of mast cells varies depending on their differentiation stage (41, 42) and organ-specific localization (43). The studies were mostly performed in C57BL/6 mice, while the information on BALB/c mast cell expression profile is scarce (41, 42). In our experiments, we have seen an upregulation of markers characteristic for both types of mast cells in the lungs of BALB/c mice receiving Alt extract with a strong increase of Mcpt-1, Mcpt-2, Mcpt-4, Mcpt-6 and Mcpt-7 next to an upregulation of Cma1 and Cpa3. In C57BL/6 mice, a nearly complete absence of mast cells and their proteases was seen in the lungs after the treatment with Alt. Even though Prss34 expression was increased in Alt-treated C57BL/6 mice, BALB/c mice treated with the Alt extract had even higher levels of Prss34.

In our model, we repeatedly exposed mice to Alt extract as an in vivo mouse model of allergic IL-33-dependent airway inflammation, because Alt triggers the airway epithelium resulting in the release of alarmins, including ATP, IL-33, and TSLP, which induce ILC2 proliferation and a type 2-driven immune response (4, 44). In our study, BALB/c mice respond to Alt with features of allergic airway inflammation, including strong eosinophilic inflammation and neutrophilia in the BALF and lungs, in agreement with previous studies (4, 12, 44). Further, as seen previously, C57BL/6 mice presented an even higher eosinophilic response in the BALF as well as higher lung IL-5 levels than BALB/c mice. Based on the low numbers of mast cells and the low mast cell protease expression levels in the lungs of C57BL/6 mice compared to BALB/c mice, we suggest a protective effect of mast cells, that dampen IL-5 and the eosinophilic response in BALB/c mice.

Interestingly, IL-33 protein levels were remarkably higher in the lungs of BALB/c mice treated with Alt. We have noted before that IL-33 protein levels by Luminex, however, do not reflect the levels of cleaved IL-33 (IL-33C) found by western blotting (12). We demonstrated different processing patterns of IL-33 seen by western blotting between BALB/c mice with the prevailing IL-33C and C57BL/6 mice, where also full-length IL-33 was detected. Therefore, we hypothesize that this different cleavage pattern is a consequence of different proteolytic regulation of IL-33 by endogenous proteases upon intratracheal treatment with the Alt extract. Based on our previous results, we expect that Mcpt-4 present in the lungs of BALB/c mice degrades IL-33 (31). Next to mast cell proteases, also neutrophilic proteases, such as proteinase 3, and caspases can degrade IL-33 and inactivate it (10, 45). We recently demonstrated the importance of neutrophil proteases in the regulation of IL-33 in a comparable Alt-induced asthma model (12). Consistent with our previous results, we here showed that BALB/c mice respond with a stronger neutrophilic inflammation than C57BL/6 mice, which, in addition to the mast cell proteases, influences the IL-33 signaling pathway. In our previous study, depletion of neutrophils in vivo by i.p. injections of anti-Ly6G antibodies in Alt-treated BALB/c mice resulted in a significant decrease of elastase and reduced processing of IL-33C supporting the additional effect of neutrophilic proteases in the regulation of IL-33 processing (12). However, in our previously used SplD-induced asthma model, where C57BL/6 mice also presented a stronger eosinophilic response than BALB/c mice, the neutrophilic response was negligibly weak, and still IL-33 was processed in a comparable way to the here shown Alt-induced allergic airway inflammation model, which underlines the importance of mast cell proteases in the regulation of IL-33 (22). Remarkably, the expression levels of ST2 receptor were comparable between the lungs of Alt -treated C57BL/6 and BALB/c mice, excluding the role of possible deficient IL-33/ST2 signaling axis in this regulation.

To conclude, our study demonstrates that mast cells differ in number and protease content between the two mouse strains most often used in asthma and allergy research. These differences might influence the phenotypic outcome in IL-33-dependent models of type 2 inflammation which are unlikely to be related to different efficiency of the IL-33/ST2 signalling axis. The mast cells and their proteases play a regulatory role in IL-33-induced inflammation by limiting its proinflammatory effect via the IL-33 signalling pathway because the models of allergic inflammation tested including BALB/c mice show a weaker eosinophilic response compared to C57BL/6 mice.



Materials and methods




Mice: experimental procedures

All experimental procedures were approved by the local Ethical Committee of Ghent University. Seven-week-old female BALB/c or C57BL/6J wild-type mice (Janvier, Saint-Berthevin, France) received six intratracheal applications of 50 µl PBS alone or 20 µg of Alt extract (Stallergenes Greer, London, UK) in 50 µl PBS. Animals were kept in individually ventilated cages in a 12-hour/12-hour light/dark cycle. The experiments were performed under light gaseous anaesthesia with isoflurane/air (Ecuphar, Breda, The Netherlands). Mice were euthanized with an intraperitoneal (i.p.) injection of 150 µl Dolethal (Vétoquinol, Lure, France). Lungs were perfused with 0.9% NaCl. For the cytokine analysis, a piece of the lung was snap-frozen in liquid nitrogen and stored at -80°C for further analysis. To perform immunohistochemical staining a piece of the lung was immersed in 10% formalin and paraffin-embedded. The 5μm sections were cut and used for the subsequent staining.




Flow cytometry

BALFs were collected with PBS containing protease inhibitor cocktail (Roche, Mannheim, Germany), 0.5% bovine serum albumin and ethylenediaminetetraacetic acid (EDTA) (Sigma-Aldrich, Bornem, Belgium). The lungs were enzymatically dissociated by incubation in 1 mg/ml collagenase type II (Worthington Biochemical, New Jersey, USA) at 37°C for one hour shaking to obtain single cell suspension. Red blood cells were lysed by cell lysis solution (VersaLyse Lysing solution, Beckman Coulter, Marseille, France). 1 x 106 cells were stained with the following antibodies: purified CD16/CD32 (clone 93), CD4-FITC (clone RM4-4), CD8a-PerCp-Cy5.5 (clone 53-6.7), CD11c-PE-Cy7 (clone HL3), CD11b-PerCP-Cy5.5 (clone M1/70) and Gr1-FITC (clone RB6-8C5) purchased from Thermo Fisher Scientific and Siglec F-PE (clone ES22-10D8) from Miltenyi Biotec (Bergisch Gladbach, Germany). To exclude the dead cells the LIVE/DEAD Fixable Near-IR Dead Cell Stain Kit (Merck Millipore, Massachusetts, USA) was used. The following gating strategy was applied for flow cytometry to analyze eosinophils and neutrophils in BALF and lungs. First, the subset of viable cells was gated through the selection of singlets viable cells. Next from CD11c- population eosinophils were defined as CD11b+, SiglecF+, and neutrophils as SSClow, CD11b+, Gr1+ as earlier described in (12). CD4+ and CD8+ T cells were gated as subsets of singlet/viable SSClow cells. Murine lungs and BALF were analysed by flow cytometry using the FACS Canto II (BD Biosciences, Erembodegem, Belgium).




Luminex assays

A Luminex analysis was performed to measure the protein concentration of IL-4, IL-5, IL-13, IL-25, IL-33, and G-CSF in mouse lung homogenates. The mouse magnetic Luminex kit (R&D Systems, Minnesota, USA) was used and all steps were performed according to the manufacturer’s protocol. The lung homogenates (1 mg/ml) were diluted 1/2 by adding 25 μl of each sample to 25 μl Calibrator Diluent RD6-52. A standard curve for each cytokine analysed was generated using a series of dilution (diluted 1/3) of the Standard Cocktails in Calibrator Diluent RD6-52. A diluted biotin-antibody cocktail and streptavidin- phycoerythrin (PE) solution were made according to the manufacturer’s protocol in a 1/10 dilution. The plate was read using the Bio-Rad analyzer, Bioplex 200 system with Luminex xMAP technology (Bio-Rad, California, USA).




Total IgE analysis

The levels of total IgE in serum of mice were analyzed with an ELISA kit from ThermoFisher Scientific according to manufacturer instructions. The reaction was read using automated spectrophotometric plate reader and the SkanIt Software (Multiscan FC, Thermo Fisher Scientific).




In vitro differentiation of murine bone marrow-derived mast cells

The mast cells were differentiated in vitro from BMMCs of naive wild type BALB/c and C57BL/6 mice. The BMMCs were differentiated for 40 days in Dulbecco’s modified Eagle’s medium with 10% fetal bovine serum, L-glutamine, penicillin/streptomycin and 1 mM sodium pyruvate (all from Thermo Fisher Scientific) supplemented with 5 ng/ml IL-3, 5 ng/ml IL-9, 1 ng/ml TGF-β1 and 30 ng/ml stem cell factor (all from PeproTech, London, UK). On days 20, 30 and 40 of the culture, the purity of obtained mast cells was tested by flow cytometry using anti-c-Kit-PE and anti-FcϵRI-PE-Cy7 antibodies (Thermo Fisher Scientific). The representative dot plots are provided in Figure 4A. The experiment was repeated with four separate cultures. RNA from murine bone marrow-derived mast cells was isolated on days 20, 30 and 40.




BMMCs stimulation

BMMCs were stimulated by DNP-IgE complex formation. 2x107cells/mL of BMMCs were preincubated with 0.15 µg/mL anti-DNP IgE (Sigma-Aldrich) overnight and stimulated for 1 h with 200 ng/mL DNP-HSA (Sigma-Aldrich) in Tyrodes buffer (10 mM HEPES, 130 mM NaCl, 6.2 mM D-glucose, 3.0 mM KCl, 1.4 mM CaCl2, 1.0 mM MgCl2 and 0.1% BSA, pH 7.15, sterile filtered) at 37°C. Supernatants were frozen and stored at -20°C until usage.




IL-33 cleavage assay

Supernatants were incubated with 1µg of a full-length murine IL-33 GFP and mCherry fusion protein in a total volume of 20µL for 10, 30, 60 or 240 min. IL-33 degradation was detected by Western blot using mouse IL-33 antigen affinity-purified polyclonal goat IgG (dilution 1:300; R&D Systems) with polyclonal peroxidase labelled anti-goat IgG (H+L) (1:1000; Vector Laboratories Inc., Burlingame, CA, USA).




Beta-hexosaminidase degranulation assay

Degranulation of BMMCs from C57BL/6 and BALB/c mice was tested as previously described (22).




Immunohistochemistry

Formalin-fixed paraffin-embedded lung sections were deparaffinized and dehydrated. The slides were exposed to citrate buffer for antigen retrieval and endogenous peroxidase was blocked by incubation in 3% H2O2. Lung sections were stained with anti-mast cell chymase (Abcam) and anti- IL-33 (R&D systems). The ImmPRESS®-AP Horse Anti-Goat IgG Polymer Detection Kit, Alkaline Phosphatase (Vectorlabs, Burlington, California, USA) and Dako REALTM Detection System, Alkaline Phosphatase/RED, Rabbit/Mouse (Agilent Technologies, Santa-Clara, California, USA) was used to visualize the binding. The slides were counterstained with haematoxylin and mounted with Aquatex (Sigma-Aldrich). The cells positive for IL-33 or chymase were counted in five power fields per mouse lung at magnification of forty times.




Toluidine blue staining

Formalin-fixed paraffin-embedded murine lung sections were deparaffinized and dehydrated and stained for 15 minutes with toluidine blue (Sigma-Aldrich) working solution at pH 2.3. The slides were air-dried and mounted with a non-aqueous medium (Pertex, 00811, Histolab). The images were taken using Nikon Eclipse Ni-U upright microscope with NIS BR imaging software.




Reverse transcription quantitative polymerase chain reaction

Snap frozen mouse tissue samples (± 20-25 mg) were disrupt using a mortar and pestle containing liquid nitrogen and thawed directly into lysis solution (QIAGEN, Antwerp, Belgium), while murine bone marrow-derived mast cells were directly vortexed for 5 min in lysis solution. The lysate was then homogenized using a QIAshredder homogenizer (QIAGEN). The RNA isolation was further performed using the RNeasy Mini Kit (QIAGEN) following the manufacturer’s instructions. The RNA concentration was measured with Nanodrop (Thermo Fisher Scientific, Waltham, Massachusetts, United States) and the quality of the RNA was assessed with the Fragment Analyzer™ Automated CE System (Agilent technologies, California, USA). 500 ng of the isolated RNA was transcribed into cDNA with the iScript Advanced cDNA Synthesis Kit (Bio-Rad) and subsequently diluted with nuclease-free water to 2.5 ng/µl cDNA (total RNA equivalent). Real-time PCR amplifications were performed in a 384-well plate LightCycler LC480 System (Roche Diagnostics, Mannheim, Germany). qPCR reactions (5 µl) contain 5 ng cDNA, 2x SsoAdvanced Universal SYBR Green Supermix (Bio-Rad) and 250 nM forward and reverse primer (Table 2). The PCR protocol consisted of 2 minutes polymerase activation at 95°C and 44 cycles of 5 seconds at 95°C, 30 seconds at 60°C and 1 second at 72°C followed by a dissociation curve analysis from 60°C to 95°C. For murine BMMCs, RT-qPCR was performed for mouse mast cell proteases (Mcpt1, Mcpt2, Mcpt4), tryptase α/β1 (Tpsab1), tryptase β2 (Tpsb2), tryptase γ1 (Tpsg1), serine protease 34 (Prss34), cathepsin G (Ctsg) and mast cell chymase 1 (Cma1). For mouse lung tissue, RT-qPCR was performed for mouse mast cell proteases (Mcpt1, Mcpt2, Mcpt4), tryptase α/β1 (Tpsab1), tryptase β2 (Tpsb2), tryptase γ1 (Tpsg1), mast cell chymase 1 (Cma1), carboxypeptidase A3 (Cpa3) and serine protease 34 (Prss34). The primer sequences of all target genes were shown in Table 2. IL1rl1 (encoding ST2) Taqman (QuantiTect Probe PCR kit; Mm00516117_ml) was purchased from Applied Biosystems. The expression of 2 reference genes, hypoxanthine phosphoribosyltransferase 1 (Hprt1) and ribosomal protein L32 (Rpl32) was used to normalize for transcription and amplification variations among samples after a validation with geNorm (Biogazelle, Zwijnaarde, Belgium). The normalized relative quantities (NRQs) were calculated with the qBase+ software (Biogazelle, Belgium) and the final gene expression levels are expressed as NRQs per 5 ng cDNA.


Table 2 | List of primers used in the study.






Western blotting

Tissue homogenates of 20 - 25 mg of mouse lung tissue were made by a mechanical dissociation in a mixture of tissue lysis buffer (Thermo Fisher Scientific) and protease inhibitor cocktail (Roche, Sigma-Aldrich, Merck KGaA, Darmstadt, Germany) with a TissueLyser LT (QIAGEN). The supernatant was collected and centrifuged for 10 min at 3000 rpm at 4°C. The tissue homogenate was stored in -20°C. For spectrophotometric determination of the concentration of total proteins in the tissue homogenate, a standard series of dilution with bovine serum albumin (Sigma- Aldrich, Merck KGaA, Darmstadt, Germany) was used. Homogenate samples were diluted 1:20 with NaCl (0,9%) (Versylene Fresenius). The dye solution was prepared by diluting 1 part protein assay dye reagent concentrate (Bio-Rad) with 4 parts distilled water. Subsequently, the optical density was measured at a wavelength of 570 nm using the SkanIt Software (Multiscan FC, Thermo Fisher Scientific). Samples of mouse lung homogenates were prepared for gel electrophoresis with 25 μg protein. For gel electrophoresis, Mini-protean TGX stain-free precast gels (Bio-Rad) were used and 10 μl of the Precision Plus Protein Dual Color Standards (Bio-Rad) was added. The proteins were blotted on a nitrocellulose membrane (Bio-Rad). After blotting, the membrane was washed with a washing buffer and adding a blocking buffer (5% skim milk powder in 1x TBST), the membrane was incubated with the primary antibody (goat anti-IL-33, 0,6 μg/ml)) overnight at 4°C while shaking. After washing, the membrane was incubated with the appropriate secondary antibody (anti-goat IgG horseradish peroxidase (HRP) (1 μg/ml)). Visualization was done with the Chemidoc imaging system (Bio-Rad) after incubation with SuperSignal West Dura (Thermo Fisher Scientific).




RNAseq analysis, RNAseq pipeline and data quantification

RNA was isolated from 1*106 murine mast cells per condition as described above. The integrity of RNA was tested using Fragment Analyzer and 100 ng of total RNA was used for RNA sequencing analysis. The TruSeq Stranded mRNA kit (Illumina) was used to prepare a RNAseq library according to the manufacturer’s protocol, followed by PE100 cycles sequencing on one lane of a NovaSeq 6000 S1 run (Illumina).




Bioinformatics

All fastq files passed quality control with FastQC v0.11.5 (46). Salmon v0.8.2 (47) was used to align raw RNAseq reads against Ensembl Mus musculus GRCm39 and get quantification estimates at the transcript level. All subsequent analyses were conducted in R software v 4.0.3 (48). Differential analysis was computed using tximport v1.10.0 (49) and the negative binomial generalized linear modeling implemented in DESeq2 package version 1.30.1 (50) Genes were regarded to be differentially expressed when the q value cutoff (FDR adjusted p-value using Benjamini–Hochberg mode l (51) was lower than 0.05. In order to obtain significantly different genes, we set the selection criteria as: the multiple of difference| Fold Change| > 2. To visualize the differentially - expressed (DE) genes identified using the methods described above, the Bioconductor Enhanced Volcano (52) and g plots (53) packages were used. Enhanced Volcano was used to display each gene’s shrunken log2 fold change (LFC) against its adjusted p-value. A gene classification and functional annotation analysis were performed using the ‘Gene Functional Classification’ and ‘Functional Annotation Charts’ tools of the Database for Annotation, Visualization and Integrated Discovery (DAVID Bioinformatics Resources 6.8, NIAID/NIH) (54). As annotation category, KEGG_PATHWAYS was selected for pathways analysis.




Statistical analysis

The data were analysed using D’Agostino & Pearson test for normal (Gaussian) distribution (alpha = 0.05). When three or more experimental groups were compared, the normally distributed data were analysed by parametric one-way ANOVA with Dunnett’s multiple comparisons test. The data, which were not normally distributed, were analysed by non-parametric Kruskal-Wallis test with Dunn’s test for multiple comparisons. Significance was determined as followed: * p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001.
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Cytokines and receptors of the IL-1 family are key mediators in innate immune and inflammatory reactions in physiological defensive conditions, but are also significantly involved in immune-mediated inflammatory diseases. Here, we will address the role of cytokines of the IL-1 superfamily and their receptors in neuroinflammatory and neurodegenerative diseases, in particular Multiple Sclerosis and Alzheimer’s disease. Notably, several members of the IL-1 family are present in the brain as tissue-specific splice variants. Attention will be devoted to understanding whether these molecules are involved in the disease onset or are effectors of the downstream degenerative events. We will focus on the balance between the inflammatory cytokines IL-1β and IL-18 and inhibitory cytokines and receptors, in view of future therapeutic approaches.
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1 Introduction

The interleukin-1 (IL-1) superfamily encompasses eleven structurally and evolutionarily related cytokines that mainly act by binding to specific receptors (1). The IL-1 receptor (IL-1R) complexes are formed by a ligand-binding chain and an accessory chain necessary for signal transduction. The IL-1R family comprises ten related transmembrane molecules with extracellular Ig-like domains and intracellular TIR (Toll-Like Receptor/IL-1 Receptor) domains (2). Most IL-1 and IL-1R molecules are involved in inflammation/immunostimulation and its regulation. It is notable that, while IL-1R are derived from invertebrate TIR-containing receptors involved in innate immunity, IL-1 cytokines only appeared in vertebrates (likely linked to the development of adaptive immunity) and the majority of them is only present in mammals (3, 4).

In mammals, eleven cytokines of the IL-1 family have been identified, the inflammatory IL-1α, IL-1β, IL-18, IL-36α, IL-36β, IL-36γ, and the regulatory/anti-inflammatory IL-1Ra, IL-33, IL-36Ra, IL-37 and IL-38 (overview in 1). IL-1 family cytokines mainly act by binding to receptor complexes, composed by a ligand binding chain and an accessory signal transducing chain. Signalling is initiate by the pairing of the intracellular TIR domains of the two receptor chains. Receptors of the IL-1R family are ten structurally related transmembrane proteins, which may also give rise to soluble receptors upon gene splicing or proteolysis of the membrane chains (overview in 2). IL-1R1 binds the agonist ligands IL-1α and IL-1β, and its signalling depends on the engagement of the accessory chain IL-1R3. IL-1R1 also binds IL-1Ra but in this case fails to recruit the IL-1R3, and no activation occurs. Binding of IL-38 has also been reported. IL-1R2 is similar to IL-1R1 in its ligand binding capacity and IL-1R3 engagement, but it lacks the intracellular TIR domain and its therefore an inhibitory receptor. IL-1R4 is the receptor for IL-33, an uses the same IL-1R3 as accessory chain for signalling. IL-1R5 is the receptor for IL-18, and uses its specific accessory chain IL-1R7. It was reported that IL-37 also binds to IL-1R5 but is unable to recruit IL-1R7. IL-1R6 is the ligand binding chain for all the IL-36 isoforms (IL-36α, IL-36β, IL-36γ) and uses the promiscuous IL-1R3 as accessory chain. IL-1R6 also binds the receptor antagonist IL-36Ra and fails to engage the accessory chain. Binding of IL-38 has also been reported. IL-1R8 is an inhibitory receptor, which can interact with several IL-1R complexes and interfere with their signalling and may also act as inhibitory accessory chain for IL-37 bound to IL-1R5 and IL-38 bound to IL-1R6. IL-1R9 is an orphan receptor, although binding to IL-38 has been reported, predominantly expressed in neurons and likely involve in IL-1-independent neuronal functions. Likewise, IL-1R10 is abundantly expressed in the brain and has no IL-1-dependent functions (for complete references, please see the reference lists of 1, 2).

IL-1 and IL-1R molecules expressed in brain have as their main role the modulation of neuronal plasticity and function, in addition to mediating immune protective functions, in both physiologic and pathologic condition (5–8). IL-1, originally described as endogenous pyrogen or leukocytic pyrogen, is mainly produced in the hypothalamus in response to inflammatory agents and can induce fever by upregulating cyclooxygenase-2, the enzyme responsible for the synthesis of the vasoactive and inflammatory prostaglandin E2 (9, 10). A central nervous system (CNS)-restricted expression of splice variants of different IL-1 and IL-1R family members, as truncated forms with regulatory functions, have been identified for both IL-1 (11) and IL-18 (12–14). In the case of IL-37, only one of its five splice variants (IL-37a) is present in the brain (15). Some IL-1R members are only present in the brain, including a particular variant of the accessory receptor chain IL-1R3 (IL-1R3b), expressed in neurons and involved in IL-1-mediated neuroprotection. Notably, the receptor complex for IL-1α and β in the brain can be the canonical one (IL-1R1 plus IL-1R3, present everywhere in the body) that mediates inflammatory effects, or the alternative one (IL-1R1 plus IL-1R3b, specific for the brain) that mediates neuroprotective effects (2, 16–18). Other brain-specific receptors are the two orphan receptors IL-1R9 and IL-1R10, which are mostly expressed in neurons. IL-1R9 is likely involved in memory and learning capacity, as its mutations are linked to X-linked mental retardation and autism (2, 19, 20). The functions of IL-18 in the brain are also peculiar, since the cytokine is active (inflammation and homeostasis) even in the absence of its receptor IL-1R5, while IL-1R5 seems to be involved in the pathogenesis of experimental allergic encephalomyelitis (EAE, the mouse model of multiple sclerosis) in the absence of its IL-18 ligand (21, 22). This suggests that a CNS-specific network of IL-1 family cytokines and receptors is crucial in maintaining brain homeostasis, thus highlighting the limitation of a simplistic inflammatory paradigm to explain the function of these cytokines in neuroinflammatory diseases.

In this perspective, we examine the available experimental and clinical evidence of the involvement of these molecules in two major neurodegenerative diseases, Alzheimer’s disease (AD) and multiple sclerosis (MS), and propose a more global picture of the pathogenic and pathological role of the IL-1/IL-1R system.




2 Alzheimer’s disease



2.1 Disease pathogenesis and inflammation

Alzheimer’s disease (AD) in its sporadic form is the most common dementia diagnosis, characterized by a long progressive process of neuronal damage that affects memory and thinking and ultimately leads to death, in general preceded by a preclinical condition named mild cognitive impairment (MCI) (23).

The main pathological hallmarks of AD are the extracellular accumulation of amyloid β (Aβ) peptides and the intraneuronal neurofibrillary tangles (NFT) formed by aggregation of hyperphosphorylated tau proteins. Neuroinflammation is the third core feature of the disease (24, 25). Many inflammation-related genes have been identified as important AD risk factors (26), and increased inflammatory responses in the brain and periphery have been widely reported in AD (27, 28). Innate immune cells, primarily brain-resident microglia, have a dual role in AD neuroinflammation (29–33). Microglia have a protective function by releasing neurotrophic factors and clearing misfolded proteins, and can degrade Aβ thereby reducing its accumulation. Indeed, a transition of microglia from homeostatic to disease-associated populations endowed with protective potential has been described as a function of the disease progression (34). However, during the course of AD, microglia can be hyperactivated by accumulating danger-associated molecular patterns (DAMPs), mainly Aβ and tau, and secrete neurotoxic and inflammatory cytokines that cause persistent neuroinflammation and initiate/exacerbate neurodegeneration (35–38). The focus on neuroinflammation and inflammasome activation as cause of neuronal damage in AD (39–43) leads to assessing the role of the inflammatory cytokines generated by inflammasome activation, in particular the IL-1 family cytokines IL-1β and IL-18 (44).



2.1.1 IL-1

In the brain, IL-1β is required for learning and memory processes, but, when expressed at aberrant levels, it is involved in infection- and sterile inflammation-induced cognitive dysfunction (45, 46). It has also been suggested that low levels of IL-1 act in the CNS to perform non-immunological functions, while higher concentrations could engage brain non-neuronal cells to produce neuroinflammation (47). Notably, brain IL-1β is produced by and target different cells, ranging from microglia, infiltrating leukocytes, astrocytes, to neurons. By activating different specific cell types, including endothelial cells, neurons and choroid plexus cells, IL-1 may exert different functions of both immunological and non-immunological nature, and neuroinflammation itself may be the result of multiple responses to IL-1 by different brain cell types (8).

In AD, IL-1β is an important mediator of neuroinflammation (48, 49), but also a protective factor (50), able to influence the balance between beneficial and detrimental outcomes (51). In mice lacking the gene encoding the IL-1 inhibitor IL-1Ra the AD-like pathology is exacerbated (52), while the IL-1R1 blockade results in decreased neuroinflammation, attenuated tau pathology and reversal of cognitive deficits (53). Modulation of levels of IL-1Ra or different IL-1R has been observed in brain and blood of AD patients (54–58). Overall, the available experimental and clinical data do not support an exclusively detrimental role of IL-1-driven inflammation in AD.




2.1.2 IL-18

IL-18, its receptors IL-1R5 and IL-1R7 and its inhibitory protein (IL-18BP) are normally expressed in the brain and modulated in both experimental and clinical AD conditions (21). Similar to IL-1, IL-18 could exert both detrimental and protective functions in AD. Thus, while IL-18 dysregulation has been observed in AD patients in association with severity of symptoms and correlated to increased Aβ production in vitro (59–62), a protective function has been also reported in IL-18-deficient mice in both physiological (63) and AD-like conditions (64).




2.1.3 IL-33

A third IL-1 family cytokine, IL-33, is being explored in CNS diseases (65). IL-33 is constitutively expressed in astrocytes and to a minor extent in oligodendrocytes, microglia and neurons; its receptor IL-1R4 is expressed on astrocytes, endothelial cells, glial cells and neurons (6). IL-33 can induce microglia cell proliferation and production of inflammatory IL-1β and TNFα, and anti-inflammatory IL-10 (66). In animal models, IL-33 decreases inflammatory responses and improves AD-like pathology (67). In patients, IL-33 expression in the brain is variably modulated relative to healthy subjects (68, 69). Patients with measurable circulating IL-33 levels have preserved cognitive functions, compared with those that do not express the cytokine (70). Eventually, in MCI patients treated with the neuroprotective compound homotaurine, the improvement of cognitive functions correlates with increased IL-33 plasma levels (71), confirming the potential protective role of this cytokine in AD development.





2.2 Mechanisms of IL-1/IL-1R family in AD pathology

IL-1β, IL-18 and IL-33 are dysregulated in AD and likely exerting a dual role: driving the inflammatory pathogenic processes associated with the disease and providing protection to the damaged CNS. The functions of these mediators in brain homeostasis and pathology can be pleiotropic, redundant, synergic and cross-regulating, aiming to switch off or amplify the inflammatory response in a context-dependent manner. In this scenario, the IL-1R signaling could lead to the production of inflammatory cytokines and participate in Aβ-induced inflammasome activation in microglia, while it might even increase the Amyloid Precursor Protein non-amyloidogenic processing in neurons, thereby preventing neurotoxic Aβ generation (72). Overall, whether and when the different molecules belonging to the IL-1/IL-1R family are either beneficial or detrimental to neuronal function in the course of AD, and how their negative feedback mechanisms influence this, is still a matter of intense research (39). However, the general deregulation of IL-1 family members observed in patients consistently reflect the AD-linked activation of the innate immune system, strongly suggesting that an inflammatory condition, although not exclusively detrimental or beneficial, is indisputably present in AD.

It is likely that neuroinflammation is both a response to Aβ and tau NFT that exacerbates their deleterious effects, and a cause of the disease, that increases brain deposit of Aβ and tau phosphorylation starting before onset of symptoms (73, 74). Convincing new data in patients show that microglia activation and consequent neuroinflammation are associated with disease development and progression (75). The infectious hypothesis (76, 77) offers a fascinating explanation of the etiological meaning of inflammation in the disease and the underlying role of IL-1 family cytokines. According to the observation that Aβ has antimicrobial functions (78), several microbial infections (herpesviruses, periodontal bacteria, gut microbiota dysbiosis) have been associated to AD. By inducing inflammasome activation, infectious agents can induce the release of IL-1 family cytokines, which can contribute to blood brain barrier alterations, amplify pre-existing inflammation in the brain, influence Aβ pathology (note that infections upregulate Aβ production) and tau-related neurodegeneration. Indeed, it has been proposed that the AD pathology can be modulated by innate immune mechanisms associated with infectious burden, including long-term innate memory, which affect epigenetic reprogramming of microglia and the release of IL-1 family cytokines (79, 80).





3 Multiple sclerosis



3.1 Pathology and inflammation

Multiple sclerosis (MS) is a chronic inflammatory neurological disorder driven by myelin-targeting CD4+ T cells. The two main disease phenotypes are the relapsing-remitting form (RRMS) and the primary progressive MS, with a steady loss of function (PPMS) (81, 82). RRMS patients may evolve to a progressive disease course, diagnosed as secondary progressive MS (SPMS). The characteristic demyelinating lesions are localized in both white and grey matter, and contain an abundant inflammatory infiltrate with activated macrophages, microglia, CD8+ and CD4+ T cells, B and plasma cells (83). Inflammatory mediators released by innate and adaptive immune cells lead to damage of oligodendrocytes, the cells responsible for myelin deposition, and axonal injury. A wealth of information, in particular in experimental models, suggests a role for the gut microbiota in bidirectionally modulating brain inflammation in MS, with changes in bacterial composition inducing upregulation vs. downregulation of the production of IL-1β and other inflammation-related factors (84–87).



3.1.1 IL-1β

Acting on astrocytes and endothelial cells, IL-1β increases the permeability of the blood-brain barrier and allows leukocyte recruitment (88); acting on T cells, it induces the encephalitogenic phenotype of Th17 (89). IL1B transcript and IL-1β protein are detected in CNS lesions of MS patients (88), and microglia display an intense IL-1β staining (90). Changes in IL-1 levels in sera and cerebro-spinal fluid (CSF) are non-univocal, possibly due to patients’ heterogeneity and the interference of therapies. Elevated serum levels of IL-1β were reported (91), and the difference with normal subjects was higher for untreated RRMS patients with active disease (92). Other authors report normal levels of IL-1α and IL-1β in active patients, who however had received immunosuppressive therapy (93). Conflicting data have been obtained also in the analysis of CSF. Markedly increased levels of IL-1β in CSF were reported by some authors (91, 94) but not confirmed by others (95, 96). The possible relationship between IL-1β levels and disease activity is also challenged by the observation that in a group of active patients neither serum nor CSF levels were affected by high dose steroid treatment (91).

Soluble inhibitors and decoy receptors are also modulated in MS. IL-1Ra, undetectable in normal CNS, is expressed in lesional foamy macrophages, which also express the anti-inflammatory factors IL-10 and Transforming Growth Factor β, and markers typical of anti-inflammatory M2 macrophages (97). IL-1Ra levels are significantly higher in CSF but not in serum, and even if not correlated with disease activity, they are further increased by steroid treatment (91). IL-1Ra levels are strongly related with disability index, suggesting the potential role of IL-1Ra as serum biomarker of disease progression (98). On the contrary, the soluble decoy receptor IL-1R2 is not elevated in serum compared to normal controls, but steroid treatment induces an increase of its levels (91). In CSF, sIL-1R2 is undetectable irrespective of the disease stage. Finally, soluble IL-1R3 levels are significantly elevated in sera and CSF of MS patients, but not related to disease activity and not modulated by therapy.




3.1.2 IL-18

IL-18 levels were elevated in sera (99–101) and also in CSF, especially in patients with active lesions (99). The findings in CSF, however, were not confirmed in other studies (102). An increase in serum IL-18 levels is detected in untreated RRMS (93) but also in SPMS (102). As observed in most inflammatory disorders, the increase in IL-18 serum levels is accompanied by a parallel increase in its soluble inhibitor IL-18BP, aimed at counteracting the IL-18 inflammatory effects. Although free IL-18 was not evaluated, the IL-18BP/IL-18 ratio was higher in RRMS patients than in controls (93).




3.1.3 Other IL-1 family members

IL-33 has been extensively investigated in MS and EAE. The expression levels of both the cytokine and its receptor IL-1R4 are increased in lesions of MS patients and EAE mice (65, 103). Serum levels of IL-33 are elevated in patients and decreased by treatment with IFNβ (103). Longitudinal assessment of peripheral expression of IL-33 in RRMS revealed peak expression after relapses, but a clear correlation with clinical recovery was not demonstrated (104). In EAE mice, administration of IL-33 attenuates the disease, while antibody-mediated or genetic blockade exacerbates it (105–107). Similarly, IL-1R4 deficient mice develop a severe form of EAE. In this model, IL-33 induces M2 macrophage polarization indirectly, by stimulating mast cells to produce IL-13, and M2 cells then limit the expansion of pathogenic Th17 cells (108). The contribution of IL-1R4+ Treg, activated by IL-33, should also be taken into account. Controversial results have been obtained on the direct effect of IL-33 on myelination (109, 110), but on the whole the data are consistent with the notion that IL-33 is involved in neuroprotection and repair.

Interesting data underline the role of IL-37, an anti-inflammatory member of the IL-1 family. Intracellularly, IL-37 acts as an anti-inflammatory transcriptional regulator. Extracellularly, IL-37 signaling is allegedly mediated by a receptor complex formed by IL-1R5 and IL-1R8. IL-37 is barely detectable in PBMC from normal or MS patients; in the brain, its low expression levels are further downregulated in active MS lesions (111). Notably, the level of IL-37 gene expression in PBMC of MS patients is associated with a lower number of relapses (112). IL-1R5 and IL-1R8 are expressed at similar levels in PBMC and brain from normal or MS patients, and the levels of IL-1R5 (which is also the receptor for IL-18) tend to increase in active lesions. In sera, IL-37 is detectable in 8% of RRMS patients in a stable disease phase and 42% in the active stage; its levels are increased by treatment with a disease-modifying agent, fingolimod (112). Data from patients suggest that the anti-inflammatory activity of IL-37 may be defective in MS, as also confirmed by animal experiments. EAE is milder in transgenic mice expressing human IL-37, with reduced inflammatory infiltrate and decreased numbers of Th1 cells and inflammatory macrophages in lesions (111). This beneficial effect of IL-37 on EAE is lost in mice lacking IL-1R8, indicating that the cytokine confers protection acting through the inhibitory receptor IL-1R8. Moreover, administration of recombinant IL-37 reduces neurological deficits and demyelination in EAE mice. Thus, IL-37 is protective in neuroinflammation and may represent a novel treatment in MS.






4 The NLRP3 inflammasome

The NOD-like receptor 3 (NLRP3) inflammasome, a multiprotein complex that regulates production and release of inflammatory cytokines, in the brain is mainly expressed in microglia but also in astrocytes and neurons. Besides being involved in protection from bacterial, fungal and viral agents, NLRP3 plays a role in neurodevelopment and neuroprotection, but its aberrant activation is crucial in neuroinflammation (113).

Different pathways, including impaired autophagy and dysregulated cell death mechanisms, upregulate NLRP3 activity in AD (114). Aβ and tau can directly activate NLRP3 in microglia (115–117), and several compounds that ameliorate AD-associated pathology reduce NLRP3 activity.

Strong evidence points to a critical role of inflammasome activation in MS. Caspase-1 is more expressed in peripheral blood mononuclear cells (PBMC) of MS patients than in controls (118). Its serum levels can be considered a biomarker of MS, even if they do not identify more active or more severe patients (101). In untreated patients, upregulation of NLRP3 gene expression and higher caspase 1 activity were detected in circulating monocytes (119). NLRP3 upregulation characterized patients with PPMS and was associated with hyperexpression of several inflammatory chemokines and cytokines. IL-1β was one of the most expressed genes, correlated with faster disease progression in PPMS (119). There is a marked increase in the number of IL-1β, caspase-1, and gasdermin D (GSDMD)-positive cells in white matter of MS versus non-MS patients. GSDMD, activated by inflammatory caspases, forms membrane pores responsible for pyroptosis an inflammasome-driven programmed cell death (120). In MS lesions, inflammasome activation and pyroptosis are detected in microglia and oligodendrocytes, suggesting a role in demyelination. Inhibition of inflammasome activation and caspase-1-dependent IL-1β production have already been exploited in MS therapy: IFNβ treatment reduces NLRP3 activity and induces IL-10, thus decreasing the production of pro-IL-1α, pro-IL-1β and mature cytokines (121).

In experimental autoimmune encephalomyelitis (EAE), the mouse MS model, blockade of caspase-1 expression or activity attenuates neuroinflammation (122). Caspase-1 inhibition also reduces GSDMD activation and pyroptosis, limiting oligodendrocyte death and demyelination (120). Similarly, NLRP3 KO or IL-18 KO mice have a less severe disease course, with a marked reduction of CNS inflammatory infiltrate (123, 124). Microglia-specific deletion of the gene encoding the NFκB regulatory protein A20 leads to microglial cell proliferation, susceptibility to LPS-induced inflammation and increased EAE severity, reversed by NLRP3 or caspase-1 genetic deletion (125), indicating a critical role of microglia in MS, mediated by inflammasome activation. The inflammasome involvement in neuroinflammation is also suggested by data in a cohort of MS patients, in which low penetrance mutations of the NLRP3 gene were detected in 16% of the cases (126). These mutations are associated with mild symptoms (suggestive of autoinflammatory disease) and increased production of IL-1β and IL-18 (127).




5 IL-1 family molecules in other main neurodegenerative diseases

Inflammation is involved in other neurological diseases, both neurodegenerative (see below) and of traumatic or other origin (trauma, stroke, autism, schizophrenia, epilepsy). Focusing on neurodegenerative disorders, these are classified in four main groups: amyloidoses, tauopathies, alpha-synucleinopathies, and TDP (transactivation response DNA binding protein)-43 proteinopathies, all characterised by abnormal protein conformations and the formation of protein aggregates in neuronal cells in different brain areas (128, 129). AD is the most common and prevalent of both amyloidoses and tauopathies, along with frontotemporal dementia with parkinsonism and some forms of prion diseases. Main α-synuclein-related diseases include Parkinson’s disease (PD), Dementia with Lewy Bodies, and Multiple System Atrophy, while Amyotrophic Lateral Sclerosis (ALS) is mainly associated with TDP-43 pathology. The Huntington disease (HD) is associated with mutations in the huntingtin protein, which clumps within neurons provoking cell damage and death (130).

Although it is well known and documented that all neurodegenerative diseases share the chronic aberrant inflammation (131), less is known on the role of IL-1 family cytokines and receptors in specific neurodegenerative diseases (132). In addition to AD and MS, reviewed in the previous sections, here we will briefly examine the involvement of IL-1 family molecules in PD, HD, and ALS.

PD is characterised by the death of dopaminergic neurons in the substantia nigra and by the cytoplasmatic aggregation of fibrillar α-synuclein in Lewy bodies (133). Increase of α-synuclein released outside the cells drives the activation of microglia, and the microglia-dependent production of TNF-α, NO, and IL-1β sustains the neuroinflammatory process in PD (134). Recent results in the 6-OHDA mouse model showed that the increased levels of IL-1β and TNF-α have a different kinetics, with TNF-α appearing in the advanced disease stage, while increased level of IL-1β in serum were already evident with a moderate degree of lesion in substantia nigra, suggesting a prognostic value for this inflammatory cytokine (135). Although the results on the level and role of IL-1β in PD patients are conflicting (136), the activation of the NLRP3 inflammasome seems to be determinant for the development of PD at least in vitro. Indeed, when activated, the inflammasome can cause the aggregation of α-synuclein in a neuronal cell model of PD, as caspase-1 directly cleaves α-synuclein generating a truncated protein highly prone to aggregation and able to provoke cell death (137). The involvement of the NLRP3 inflammasome activation in PD also includes two additional mechanisms, the interaction with the parkin protein, whose mutations are responsible of autosomal recessive familial and sporadic early-onset PD (138, 139); and the association with mitochondrial dysfunction that affects neuron performance and favours neuronal degeneration (140). Although IL-1β is a major product of the NLRP3 inflammasome activation, its role in causing/sustaining inflammation in PD patients is still debated (141).

Increasing evidence suggest that inflammation contributes to the development of HD, but the involvement of IL-1 family is still poorly known. The role of IL-1β has been investigated in mice expressing a mutant and pathogenic huntingtin crossed with animals knocked out for IL-1R1 (142). These mice showed more severe neurological symptoms compared to control mice expressing IL-1R1, suggesting a protective role for IL-1R1 signalling in preventing the HD neuropathology. Whether IL-1β is the molecule that activates IL-1R1 signalling is not known. Although IL-1β has been identified as one of the inflammation-related markers of the disease in the porcine HD model (143), its level does not increase in plasma of HD patients, at variance with IL-6 or other inflammatory factors (144, 145). An involvement of the NLRP3 inflammasome has been also suggested for HD, although evidence is still poor and mostly from pre-clinical studies (146).

ALS is a neuromuscular disorder characterized by the progressive loss of anterior-lateral horn spinal cord motoneurons (147). Sporadic ALS affects the 90-95% of patients, while the familiar form affects the remaining 5-10% of patients. The two most relevant genetic mutations associated with ALS are a defect in the hexanucleotide repeat expansion (HRE) in intron 1 of the C9orf72 gene (which makes a protein that regulates actin dynamics and endosomal recycling of GluR1 at the synapse) (148), and in the free radical scavenging enzyme Cu,Zn-superoxide dismutase (SOD1) gene (149). The involvement of inflammation in the etiopathogenesis of ALS is starting to be investigated, but studies are still limited (150, 151). In a recent study, the authors suggest hyperinflammation and immunodeficiency as primary triggers of motoneuron death in ALS, and underline the complex link between the development ALS and T cell and monocyte profiles of patients, as well as polymorphisms in cytokine and chemokine receptors, suggesting a need for personalised therapies based on immunophenotyping (152). In this regard, recently new polymorphisms in the gene encoding IL-1β and in genes involved in oxidative stress (e.g., SOD2) have been identified as modifiers of ALS progression (153). IL-1β is one of the main biomarkers of inflammation in ALS (151, 152). Even if it is not the best marker of ALS severity (154), its plasma levels negatively correlate with survival in ALS patients with genetic variant C9orf72HRE (155). Among the IL-1 family cytokines and receptors, it has been observed that only IL-18 is associated with sporadic ALS, whereas the serum levels of the cytokines IL-33 and IL-36 and the soluble receptors sIL-1R2 and sIL-1R4 were comparable between ALS patients and healthy controls, and IL-1β, IL-1Ra and IL-37 were below detection (156). The possible pathogenic role of IL-18 in ASL has been also recently underlined by a Whole Genome Sequencing study, which identified a genetic variant in a noncoding region of the gene encoding the IL-18 receptor accessory protein (IL18RAP) able to reduce mRNA stability and motor neuron neurotoxicity, thereby decreasing 5x the risk of developing ALS (157). A protective role has been suggested for another member of IL-1 family, IL-33 (158). In the ALS mouse model transgenic for G93A-superoxide dismutase 1 (SOD1-G93A), long-term IL-33 administration delays disease onset in females but not males, probably through peripheral Th2 response (159).




6 Conclusions and perspectives

The role of IL-1 family cytokines and receptors in the etiology and pathogenesis of neurodegenerative diseases is still poorly understood. However, there is strong evidence of their involvement in the initiation and regulation of inflammation associated to most CNS diseases, and their participation to neuroinflammation has been widely described in AD an MS. This is evident despite the limitations due to the current lack of reliable animal models that realistically recapitulate the pathological features of the human diseases, such as in the case of sporadic AD (160). In humans, longitudinal molecular monitoring of inflammation is also hampered by the reduced accessibility of human brain and the limited availability of clinical studies with extensive follow-ups (161, 162).

From the combined in vivo and in vitro functional and molecular evidence, it is clear that these factors play a homeostatic and neuroprotective role in healthy conditions. It is notable that the IL-1 family system in the CNS includes several molecules and functions that are CNS-restricted, implying tissue-specific needs and consequent functional adaptation. Disease conditions imply an imbalance of the IL-1 system network (Table 1).


Table 1 | IL-1 family cytokines and receptors in brain physiology and pathology.



From the available experimental and clinical evidence, we can draw the following conclusions and suggestions.

	•  IL-1 family cytokines and receptors are altered in AD and MS and related to the neuroinflammatory conditions.

	• Alterations in the amount of produced inflammatory cytokines (IL-1, IL-18) likely switch their role from neuroprotection/homeostasis to pathological inflammation.

	• The excess of inflammatory cytokines causes an excessive induction of feedback mechanisms, e.g., the production of downregulating factors (IL-1Ra, IL-18BP, IL-33, IL-37), which however do not succeed in rebalancing the excessive inflammation.

	• Unbalanced IL-1 family molecules contribute to alterations in adaptive immune responses, thereby amplifying the autoimmune aspects of neurodegenerative diseases.

	• Whether anomalies in the IL-1 family cytokine and receptor network are cause or effect of neuroinflammation and neurodegeneration in AD and MS is not an appropriate question, as it seems that these factors are involved in all steps of disease, from its induction to its establishment and downstream symptoms (Figure 1).

	• The CNS-restricted peculiarities of the network of IL-1 family cytokines and receptors suggest a tissue-specific physiological balance and pathological dysregulation. A more thorough understanding of the CNS specificities in the IL-1 family system will open the way to a precision rebalancing approach for therapeutic purposes.






Figure 1 | IL-1 family involvement in Alzheimer’s disease (AD) and Multiple Sclerosis (MS). IL-1 family cytokines and receptors are crucial in maintaining brain homeostasis, with an important role in the modulation of neuronal plasticity and function, in addition to mediating immune protective functions. In physiological conditions, many activities of IL-1 family cytokines depend on binding to specific receptors, but independent functions have been observed for both cytokines (e.g., IL-18) and receptors (e.g., IL-1R9). In disease conditions (AD, MS), IL-1 family members are substantially modulated during disease progression (triangles), associated with increased inflammation (partly dependent on inflammasome activation) and likely involved in all disease phases, from initiation and establishment to progression, without a clear association with either disease initiation or progression. MΦ, macrophages.







Author contributions

DB, PM, PI and PB wrote the manuscript and critically revised it. DB and PI contributed to figures and tables. All authors contributed to the article and approved the submitted version.





Funding

This work was supported by the EU Commission H2020 projects PANDORA (GA671881) and ENDONANO (GA 812661) (PI, DB), the project MIUR/PRIN-20173ZECCM of the Italian Ministry of Research (PI) and the projects RC 2018-2021, ADIMB, CoEN 2019-Pathfinder IV and RF-2021-12374301 by the Italian Ministry of Health (PB).





Conflict of interest

The reviewer JB declared a shared affiliation, with no collaboration, with one of the authors, DB, to the handling editor at the time of the review.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





References

1. Dinarello, CA. Overview of the IL-1 family in innate inflammation and acquired immunity. Immunol Rev (2018) 281:8–27. doi: 10.1111/imr.12621

2. Boraschi, D, Italiani, P, Weil, S, and Martin, MU. The family of the interleukin-1 receptors. Immunol Rev (2018) 281:197–232. doi: 10.1111/imr.12606

3. Rivers-Auty, J, Daniels, MJD, Colliver, I, Robertson, DL, and Brough, D. Redefining the ancestral origins of the interleukin-1 superfamily. Nat Commun (2018) 9:1156. doi: 10.1038/s1467-018-03362-1

4. Boraschi, D. What is IL-1 for? the functions of IL-1 across evolution. Front Immunol (2021) 13:872155. doi: 10.3389/fimmu.2022.872155

5. Alboni, S, Cervia, D, Sugama, S, and Conti, B. Interleukin 18 in the CNS. J Neuroinflamm (2010) 7:9. doi: 10.1186/1742-2094-7-9

6. Fairlie-Clarke, K, Barbour, M, Wilson, C, Hridi, SU, Allan, D, and Jiang, H-R. Expression and function of IL-33/ST2 axis in the central nervous system under normal and diseased conditions. Front Immunol (2018) 9:2596. doi: 10.3389/fimmu.2018.02596

7. Liu, X, and Quan, N. Microglia and CNS interleukin-1: beyond immunological concepts. Front Neurol (2018) 9:8. doi: 10.3389/fneur.2018.00008

8. Liu, X, Nemeth, DP, McKim, DB, Zhu, L, DiSabato, DJ, Berdysz, O, et al. Cell-type-specific interleukin 1 receptor 1 signaling in the brain regulates distinct neuroimmune activities. Immunity (2019) 50:317. doi: 10.1016/j.immuni.2018.12.012

9. Dinarello, CA. Cytokines as endogenous pyrogens. J Infect Dis (1999) 179:S294–304. doi: 10.1086/513856

10. El-Rahi, AS. Pathogenesis of fever. In: Clinical manual of fever in children, nature public health emergency collection (2019). Springer, Cham. p. 53–68. doi: 10.1007/978-3-319-92336-9_3

11. Smith, DE, Lipsky, BP, Russell, C, Ketchem, RR, Kirchner, J, Hensley, K, et al. A novel CNS-restricted isoform of the IL-1R accessory protein modulates neuronal responses to IL-1. Immunity (2009) 30:817. doi: 10.1016/j.immuni.2009.03.020

12. Andre, R, Wheeler, RD, Collins, PD, Luheshi, GN, Pickering-Brown, S, Kimber, I, et al. Identification of a truncated IL-18Rβ mRNA: a putative regulator of IL-18 expressed in rat brain. J Neuroimmunol (2003) 145:40–5. doi: 10.1016/j.jneuroim.2003.09.005

13. Alboni, S, Cervia, D, Ross, B, Montanari, C, Gonzalez, AS, Sanchez-Alavez, M, et al. Mapping of the full length and the truncated interleukin-18 receptor alpha in the mouse brain. J Neuroimmunol (2009) 214:43–54. doi: 10.1016/j.jneuroim.2009.06.016

14. Alboni, S, Montanari, C, Benatti, C, Blom, JMC, Simone, ML, Brunello, N, et al. Constitutive and LPS-regulated expression of interleukin-18 receptor beta variants in the mouse brain. Brain Behav Immun (2011) 25:483–93. doi: 10.1016/j.bbi.2010.11.011

15. Boraschi, D, Lucchesi, D, Hainzl, S, Leitner, M, Maier, E, Mangelberger, D, et al. IL-37: an anti-inflammatory cytokine of the IL-1 family. Eur Cytokine Netw (2011) 22:127–47. doi: 10.1684/ecn.2011.0288

16. Smith, DE, Lipsky, BP, Russell, C, Ketchem, RR, Kirchner, J, Hensley, K, et al. A central nervous system-restricted isoform of the interleukin-1 receptor accessory protein modulates neuronal responses to interleukin-1. Immunity (2009) 30:817–31. doi: 10.1016/j.immuni.2009.03.020

17. Nguyen, L, Rothwell, NJ, Pinteaux, E, and Boutin, H. Contribution of interleukin-1 receptor accessory protein b to interleukin-1 actions in neuronal cells. Neurosignals (2011) 19:222–30. doi: 10.1159/000330803

18. Huang, Y, Smith, DE, Ibáñez-Sandoval, O, Sims, JE, and Fridman, WJ. Neuron-specific effects of interleukin-1β are mediated by a novel isoform of the IL-1 receptor accessory protein. J Neurosci (2011) 31:18048–59. doi: 10.1523/JNEUROSCI.4067-11.201

19. Carrié, A, Jun, L, Bienvenu, T, Vinet, MC, McDonell, N, Couvert, P, et al. A new member of the IL-1 receptor family highly expressed in hippocampus and involved in X-linked mental retardation. Nat Genet (1999) 23:25–31. doi: 10.1038/12623

20. Piton, A, Michaud, JL, Peng, H, Aradhya, S, Gauthier, J, Mottron, L, et al. Mutations in the calcium-related gene IL1RAPL1 are associated with autism. Hum Mol Genet (2008) 17:3965–74. doi: 10.1093/hmg/ddn300

21. Bossù, P, Ciaramella, A, Salani, F, Vanni, D, Palladino, I, Caltagirone, C, et al. Interleukin-18, from neuroinflammation to alzheimer’s disease. Curr Pharm Des (2010) 16:4213–24. doi: 10.2174/138161210794519147

22. Gutcher, I, Urich, E, Wolter, K, Prinz, M, and Becher, B. Interleukin 18-independent engagement of interleukin 18 receptor-α is required for autoimmune inflammation. Nat Immunol (2006) 7:946–53. doi: 10.1038/ni1377

23.2022 alzheimer’s disease facts and figures. Alzheimer’s Dementia (2022) 18:700–89. doi: 10.1002/alz.12638

24. McGeer, PL, and McGeer, EG. The amyloid cascade-inflammatory hypothesis of Alzheimer disease: implications for therapy. Acta Neuropathol (2013) 126:479–97. doi: 10.1007/s00401-013-1177-7

25. Kinney, JW, Bemiller, SM, Murtishaw, AS, Leisgang, AM, Salazar, AM, and Lamb, BT. Inflammation as a central mechanism in alzheimer’s disease. Alzheimers Dement (2018) 4:575–90. doi: 10.1016/j.trci.2018.06.014

26. Bellenguez, C, Küçükali, F, Jansen, IE, Kleineidam, L, Moreno-Grau, S, Amin, N, et al. New insights into the genetic etiology of alzheimer’s disease and related dementias. Nat Genet (2022) 54:412–36. doi: 10.1038/s41588-022-01024-z

27. Heneka, MT, Carson, MJ, El Khoury, J, Landreth, GE, Brosseron, F, Feinstein, DL, et al. Neuroinflammation in alzheimer’s disease. Lancet Neurol (2015) 14:388–405. doi: 10.1016/S1474-4422(15)70016-5

28. Ennerfelt, HE, and Lukens, JR. The role of innate immunity in alzheimer’s disease. Immunol Rev (2020) 297:225–46. doi: 10.1111/imr.12896

29. Rezai-Zadeh, K, Gate, D, and Town, T. CNS infiltration of peripheral immune cells: d-day for neurodegenerative disease? J Neuroimmune Pharmacol (2009) 4:462–75. doi: 10.1007/s11481-009-9166-2

30. Mildner, A, Schlevogt, B, Kierdorf, K, Bottcher, C, Erny, D, Kummer, MP, et al. Distinct and non-redundant roles of microglia and myeloid subsets in mouse models of alzheimer’s disease. J Neurosci (2011) 31:11159–71. doi: 10.1523/JNEUROSCI.6209-10.2011

31. Le Page, A, Dupuis, G, Frost, EH, Larbi, A, Pawelec, G, Witkowski, JM, et al. Role of the peripheral innate immune system in the development of alzheimer’s disease. Exp Gerontol (2018) 107:59–66. doi: 10.1016/j.exger.2017.12.019

32. Fani Maleki, A, and Rivest, S. Innate immune cells: monocytes, monocyte-derived macrophages and microglia as therapeutic targets for alzheimer’s disease and multiple sclerosis. Front Cell Neurosci (2019) 13:355. doi: 10.3389/fncel.2019.00355

33. Leng, F, and Edison, P. Neuroinflammation and microglial activation in Alzheimer disease: where do we go from here? Nat Rev Neurol (2020) 17:157–72. doi: 10.1038/s41582-020-00435-y

34. Keren-Shaul, H, Spinrad, A, Weiner, A, Matcovitch-Natan, O, Dvir-Szternfeld, R, Ulland, TK, et al. A unique microglia type associated with restricting development of alzheimer's disease. Cell (2017) 169:1276–90.e17. doi: 10.1016/j.cell.2017.05.018

35. Cuello, AC. Early and late CNS inflammation in alzheimer’s disease: two extremes of a continuum? Trends Pharmacol Sci (2017) 38:956–66. doi: 10.1016/j.tips.2017.07.005

36. Hickman, S, Izzy, S, Sen, P, Morsett, L, and El Khoury, J. Microglia in neurodegeneration. Nat Neurosci (2018) 21:1359–69. doi: 10.1038/s41593-018-0242-x

37. Hansen, DV, Hanson, JE, and Sheng, M. Microglia in alzheimer’s disease. J Cell Biol (2018) 217:459–72. doi: 10.1083/jcb.201709069

38. Cai, Y, Liu, J, Wang, B, Sun, M, and Yang, H. Microglia in the neuroinflammatory pathogenesis of alzheimer’s disease and related therapeutic targets. Front Immunol (2022) 13:856376. doi: 10.3389/fimmu.2022.856376

39. Lau, S-F, Fu, AKY, and Ip, NY. Cytokine signaling convergence regulates the microglial state transition in alzheimer’s disease. Cell Mol Life Sci (2021) 78:4703–12. doi: 10.1007/s00018-021-03810-0

40. Passaro, AP, Lebos, AL, Yao, Y, and Stice, SL. Immune response in neurological pathology: emerging role of central and peripheral immune crosstalk. Front Immunol (2021) 12:676621. doi: 10.3389/fimmu.2021.676621

41. Bai, H, and Zhang, Q. Activation of NLRP3 inflammasome and onset of alzheimer’s disease. Front Immunol (2021) 12:701282. doi: 10.3389/fimmu.2021.701282

42. Milner, MT, Maddugoda, M, Götz, J, Burgener, SS, and Schroder, K. The NLRP3 inflammasome triggers sterile neuroinflammation and alzheimer’s disease. Curr Opin Immunol (2021) 68:116–24. doi: 10.1016/j.coi.2020.10.011

43. Liang, T, Zhang, Y, Wu, S, Chen, Q, and Wang, L. The role of NLRP3 inflammasome in alzheimer’s disease and potential therapeutic targets. Front Pharmacol (2022) 13:845185. doi: 10.3389/fphar.2022.845185

44. Chan, AH, and Schroder, K. Inflammasome signaling and regulation of interleukin-1 family cytokines. J Exp Med (2019) 217:e20190314. doi: 10.1084/jem.20190314

45. Yirmiya, R, and Goshen, I. Immune modulation of learning, memory, neural plasticity and neurogenesis. Brain Behav Immun (2011) 25:181–213. doi: 10.1016/j.bbi.2010.10.015

46. Skelly, DT, Griffin, ÉW, Murray, CL, Harney, S, O’Boyle, C, Hennessy, E, et al. Acute transient cognitive dysfunction and acute brain injury induced by systemic inflammation occur by dissociable IL-1-dependent mechanisms. Mol Psychiatry (2019) 24:1533–48. doi: 10.1038/s41380-018-0075-8

47. An, Y, Chen, Q, and Quan, N. Interleukin-1 exerts distinct actions on different cell types of the brain in vitro. J Inflammation Res (2011) 2011:11. doi: 10.2147/JIR.S15357

48. Mrak, RE, and Griffin, WST. Interleukin-1 and the immunogenetics of Alzheimer disease. J Neuropathol Exp Neurol (2000) 59:471. doi: 10.1093/jnen/59.6.471

49. Allan, SM, Tyrrell, PJ, and Rothwell, NJ. Interleukin-1 and neuronal injury. Nat Rev Immunol (2005) 5:629–40. doi: 10.1038/nri1664

50. Shaftel, SS, Kyrkanides, S, Olschowka, JA, Miller, JH, Johnson, RE, and O’Banion, MK. Sustained hippocampal IL-1β overexpression mediates chronic neuroinflammation and ameliorates Alzheimer plaque pathology. J Clin Invest (2007) 117:1595. doi: 10.1172/JCI31450

51. Shaftel, SS, Griffin, WST, and O’Banion, MK. The role of interleukin-1 in neuroinflammation and Alzheimer disease: an evolving perspective. J Neuroinflamm (2008) 5:1–12. doi: 10.1186/1742-2094-5-7

52. Craft, JM, Watterson, DM, Hirsch, E, and Van Eldik, LJ. Interleukin 1 receptor antagonist knockout mice show enhanced microglial activation and neuronal damage induced by intracerebroventricular infusion of human beta-amyloid. J Neuroinflamm (2005) 2:15. doi: 10.1186/1742-2094-2-15

53. Kitazawa, M, Cheng, D, Tsukamoto, MR, Koike, MA, Wes, PD, Vasilevko, V, et al. Blocking IL-1 signaling rescues cognition, attenuates tau pathology, and restores neuronal β-catenin pathway function in an alzheimer's disease model. J Immunol (2011) 187:6539–49. doi: 10.4049/jimmunol.1100620

54. Yasuhara, O, Matsuo, A, Terai, K, Walker, DG, Berger, AE, Akiguchi, I, et al. Expression of interleukin-1 receptor antagonist protein in post-mortem human brain tissues of alzheimer’s disease and control cases. Acta Neuropathol (1997) 93:414–20. doi: 10.1007/s004010050633

55. Taipa, R, das Neves, SP, Sousa, AL, Fernandes, J, Pinto, C, Correia, AP, et al. Proinflammatory and anti-inflammatory cytokines in the CSF of patients with alzheimer’s disease and their correlation with cognitive decline. Neurobiol Aging (2019) 76:125–32. doi: 10.1016/j.neurobiolaging.2018.12.019

56. Garlind, A, Brauner, A, Höjeberg, B, Basun, H, and Schultzberg, M. Soluble interleukin-1 receptor type II levels are elevated in cerebrospinal fluid in alzheimer’s disease patients. Brain Res (1999) 826:112–6. doi: 10.1016/S0006-8993(99)01092-6

57. Italiani, P, Puxeddu, I, Napoletano, S, Scala, E, Melillo, D, Manocchio, S, et al. Circulating levels of IL-1 family cytokines and receptors in alzheimer’s disease: new markers of disease progression? J Neuroinflamm (2018) 15:342. doi: 10.1186/s12974-018-1376-1

58. Zettergren, A, Höglund, K, Kern, S, Thorvaldsson, V, Johan Skoog, M, Hansson, O, et al. Association of IL1RAP-related genetic variation with cerebrospinal fluid concentration of Alzheimer-associated tau protein. Sci Rep (2019) 9:2460. doi: 10.1038/s41598-018-36650-3

59. Motta, M, Imbesi, R, Di Rosa, M, Stivala, F, and Malaguarnera, L. Altered plasma cytokine levels in alzheimer’s disease: correlation with the disease progression. Immunol Lett (2007) 114:46–51. doi: 10.1016/j.imlet.2007.09.002

60. Bossù, P, Ciaramella, A, Salani, F, Bizzoni, F, Varsi, E, Di Iulio, F, et al. Interleukin-18 produced by peripheral blood cells is increased in alzheimer’s disease and correlates with cognitive impairment. Brain Behav Immun (2008) 22:487–92. doi: 10.1016/j.bbi.2007.10.001

61. Ojala, J, Alafuzoff, I, Herukka, S-K, van Groen, T, Tanila, H, and Pirttilä, T. Expression of interleukin-18 is increased in the brains of alzheimer’s disease patients. Neurobiol Aging (2009) 30:198–209. doi: 10.1016/j.neurobiolaging.2007.06.006

62. Sutinen, EM, Pirttilä, T, Anderson, G, Salminen, A, and Ojala, JO. Pro-inflammatory interleukin-18 increases alzheimer’s disease-associated amyloid-β production in human neuron-like cells. J Neuroinflamm (2012) 9:199. doi: 10.1186/1742-2094-9-199

63. Yamanishi, K, Doe, N, Mukai, K, Ikubo, K, Hashimoto, T, Uwa, N, et al. Interleukin-18-deficient mice develop hippocampal abnormalities related to possible depressive-like behaviors. Neuroscience (2019) 408:147–60. doi: 10.1016/j.neuroscience.2019.04.003

64. Tzeng, T-C, Hasegawa, Y, Iguchi, R, Cheung, A, Caffrey, DR, Thatcher, EJ, et al. Inflammasome-derived cytokine IL18 suppresses amyloid-induced seizures in Alzheimer-prone mice. Proc Natl Acad Sci USA (2018) 115:9002–7. doi: 10.1073/pnas.1801802115

65. Sun, Y, Wen, Y, Wang, L, Wen, L, You, W, Wei, S, et al. Therapeutic opportunities of interleukin-33 in the central nervous system. Front Immunol (2021) 12:654626. doi: 10.3389/fimmu.2021.654626

66. Yasuoka, S, Kawanokuchi, J, Parajuli, B, Jin, S, Doi, Y, Noda, M, et al. Production and functions of IL-33 in the central nervous system. Brain Res (2011) 1385:8–17. doi: 10.1016/j.brainres.2011.02.045

67. Fu, AKY, Hung, K-W, Yuen, MYF, Zhou, X, Mak, DSY, Chan, ICW, et al. IL-33 ameliorates alzheimer’s disease-like pathology and cognitive decline. Proc Natl Acad Sci USA (2016) 113:E2705–13. doi: 10.1073/pnas.1604032113

68. Chapuis, J, Hot, D, Hansmannel, F, Kerdraon, O, Ferreira, S, Hubans, C, et al. Transcriptomic and genetic studies identify IL-33 as a candidate gene for alzheimer’s disease. Mol Psychiatry (2009) 14:1004–16. doi: 10.1038/mp.2009.10

69. Xiong, Z, Thangavel, R, Kempuraj, D, Yang, E, Zaheer, S, and Zaheer, A. Alzheimer’s disease: evidence for the expression of interleukin-33 and its receptor ST2 in the brain. J Alzheimers Dis (2014) 40:297–308. doi: 10.3233/JAD-132081

70. Liang, C-S, Su, K-P, Tsai, C-L, Lee, J-T, Chu, C-S, Yeh, T-C, et al. The role of interleukin-33 in patients with mild cognitive impairment and alzheimer’s disease. Alzheimers Res Ther (2020) 12:86. doi: 10.1186/s13195-020-00652-z

71. Toppi, E, Sireno, L, Lembo, M, Banaj, N, Messina, B, Golesorkhtafti, S, et al. IL-33 and IL-10 serum levels increase in MCI patients following homotaurine treatment. Front Immunol (2022) 13:813951. doi: 10.3389/fimmu.2022.813951

72. Wang, H, and Wang, X. Interleukin 1 receptor and alzheimer’s disease-related neuroinflammation. in mechanisms of neuroinflammation. InTech (2017) 2017. doi: 10.5772/intechopen.69067

73. Zhang, B, Gaiteri, C, Bodea, L-G, Wang, Z, McElwee, J, Podtelezhnikov, AA, et al. Integrated systems approach identifies genetic nodes and networks in late-onset alzheimer’s disease. Cell (2013) 153:707. doi: 10.1016/j.cell.2013.03.030

74. Zhao, J, Zhao, D, Wang, J, Luo, X, and Guo, R. Inflammation–cause or consequence of late onset alzheimer’s disease or both? a review of the evidence. Eur J Inflammation (2022) 20. doi: 10.1177/1721727X221095383

75. Pascoal, TA, Benedet, AL, Ashton, NJ, Kang, MS, Therriault, J, Chamoun, M, et al. Microglial activation and tau propagate jointly across braak stages. Nat Med (2021) 27:1592–9. doi: 10.1038/s41591-021-01456-w

76. Fulop, T, Witkowski, JM, Bourgade, K, Khalil, A, Zerif, E, Larbi, A, et al. Can an infection hypothesis explain the beta amyloid hypothesis of alzheimer’s disease? Front Aging Neurosci (2018) 10:224. doi: 10.3389/fnagi.2018.00224

77. Itzhaki, RF, Golde, TE, Heneka, MT, and Readhead, B. Do infections have a role in the pathogenesis of Alzheimer disease? Nat Rev Neurol (2020) 16:193–7. doi: 10.1038/s41582-020-0323-9

78. Soscia, SJ, Kirby, JE, Washicosky, KJ, Tucker, SM, Ingelsson, M, Hyman, B, et al. The alzheimer’s disease-associated amyloid β-protein is an antimicrobial peptide. PLoS One (2010) 5:e9505. doi: 10.1371/journal.pone.0009505

79. Wendeln, A-C, Degenhardt, K, Kaurani, L, Gertig, M, Ulas, T, Jain, G, et al. Innate immune memory in the brain shapes neurological disease hallmarks. Nature (2018) 556:332–8. doi: 10.1038/s41586-018-0023-4

80. Salani, F, Sterbini, V, Sacchinelli, E, Garramone, M, and Bossù, P. Is innate memory a double-edge sword in alzheimer’s disease? a reappraisal of new concepts and old data. Front Immunol (2019) 10:1768. doi: 10.3389/fimmu.2019.01768

81. Dobson, R, and Giovannoni, G. Multiple sclerosis: a review. Eur J Neurol (2019) 26:27–40. doi: 10.1111/ene.13819

82. Cree, BAC, Arnold, DL, Chataway, J, Chitnis, T, Fox, RJ, Pozo Ramajo, A, et al. Secondary progressive multiple sclerosis. New Insights Neurol (2021) 97:378–88. doi: 10.1212/WNL.0000000000012323

83. Attfield, KE, Torp Jensen, L, Kaufmann, M, Friese, MA, and Fugger, L. The immunology of multiple sclerosis. Nat Rev Immunol (2022) 22:734–50. doi: 10.1038/s41577-022-00718-z

84. Chen, J, Chia, N, Kalari, KR, Yao, JZ, Novitna, M, Soldan, MMP, et al. Multiple sclerosis patients have a distinct gut microbiota compare to healthy controls. Sci Rep (2016) 6:1–10. doi: 10.1038/srep28484

85. Cekanaviciute, E, Yoo, BB, Runia, TF, Debelius, JW, Singh, S, Nelson, CA, et al. Gut bacteria from multiple sclerosis patients modulate human T cells and exacerbate symptoms in mouse models. Proc Natl Acad Sci USA (2017) 114:10713–8. doi: 10.1073/pnas.1711235114

86. Rutsch, A, Kantsjö, JB, and Ronchi, F. The gut-brain axis: how microbiota and hist inflammasome influence brain physiology and pathology. Front Immunol (2020) 11:604179. doi: 10.3389/fimmu.2020.604179

87. Mestre, L, Carrillo-Salinas, FJ, Feliú, A, Mecha, M, Alonso, G, Espejo, C, et al. How oral probiotics affect the severity of an experimental model of progressive multiple sclerosis? bringing commensal bacteria into the neurodegenerative process. Gut Microbes (2020) 12:1813532. doi: 10.1080/19490976.2020.1813532

88. Lin, CC, and Edelson, BT. New insights into the role of IL-1β in experimental autoimmune encephalomyelitis and multiple sclerosis. J Immunol (2017) 198:4553–60. doi: 10.4049/jimmunol.1700263

89. Lukens, JR, Barr, MJ, Chaplin, DD, Chi, H, and Kanneganti, TD. Inflammasome-derived IL-1β regulates the production of GM-CSF by CD4(+) T cells and γδ T cells. J Immunol (2012) 188:3107–15. doi: 10.4049/jimmunol.1103308

90. Burm, SM, Peferoen, LA, Zuiderwijk-Sick, EA, Haanstra, KG, 't Hart, BA, van der Valk, P, et al. Expression of IL-1β in rhesus EAE and MS lesions is mainly induced in the CNS itself. J Neuroinflamm (2016) 13:138. doi: 10.1186/s12974-016-0605-8

91. Dujmovic, I, Mangano, K, Pekmezovic, T, Quattrocchi, C, Mesaros, S, Stojsavljevic, N, et al. The analysis of IL-1β and its naturally occurring inhibitors in multiple sclerosis: the elevation of IL-1 receptor antagonist and IL-1 receptor type II after steroid therapy. J Neuroimmunol (2009) 207:101–6. doi: 10.1016/j.neuroim.2008.11.004

92. D'Angelo, C, Reale, M, Costantini, E, Di Nicola, M, Porfilio, I, de Andrés, C, et al. Profiling of canonical and non-traditional cytokine levels in interferon-β-treated relapsing-remitting-multiple sclerosis patients. Front Immunol (2018) 9:1240. doi: 10.3389/fimmu.2018.01240

93. Thöne, J, Kleiter, I, Stahl, A, Ellrichmann, G, Gold, R, and Hellwig, K. Relevance of endoglin, IL-1α, IL-1β and anti-ovarian antibodies in females with multiple sclerosis. J Neurol Sci (2016) 362:240–3. doi: 10.1016/j.jns.2016.01.057

94. Hauser, SL, Doolittle, TH, Lincoln, R, Brown, RH, and Dinarello, CA. Cytokine accumulations in CSF of multiple sclerosis patients: frequent detection of interleukin-1 and tumor necrosis factor but not interleukin-6. Neurology (1990) 40:1735–9. doi: 10.1212/wnl.40.11.1735

95. Maimone, D, Gregory, S, Arnason, BG, and Reder, AT. Cytokine levels in the cerebrospinal fluid and serum of patients with multiple sclerosis. J Neuroimmunol (1991) 32:67–74. doi: 10.1016/0165-5728(91)90073-g

96. Tsukada, N, Miyagi, K, Matsuda, M, Yanagisawa, N, and Yone, K. Tumor necrosis factor and interleukin-1 in the CSF and sera of patients with multiple sclerosis. J Neurol Sci (1991) 104:230–4. doi: 10.1016/0022-510x(91)90315-x

97. Boven, LA, Van Meurs, M, Van Zwam, M, Wierenga-Wolf, A, Hintzen, RQ, Boot, RG, et al. Myelin-laden macrophages are anti-inflammatory, consistent with foam cells in multiple sclerosis. Brain (2006) 129:517–26. doi: 10.1093/brain/awh707

98. Blandford, SN, Galloway, DA, Williams, JB, Arsenault, S, Brown, J, MacLean, G, et al. Interleukin-1 receptor antagonist: an exploratory plasma biomarker that correlates with disability and provides pathophysiological insights in relapsing-remitting multiple sclerosis. Mult Scler Relat Disord (2021) 52:103006. doi: 10.1016/j.msard.2021.103006

99. Chen, YC, Chen, SD, Miao, L, Liu, ZG, Li, W, Zhao, ZX, et al. Serum levels of interleukin (IL)-18, IL-23 and IL-17 in Chinese patients with multiple sclerosis. J Neuroimmunol (2012) 243:56–60. doi: 10.1016/j.jneuroim.2011.12.008

100. Losy, J, and Niezgoda, A. IL-18 in patients with multiple sclerosis. Acta Neurol Scand (2001) 104:171–3. doi: 10.1034/j.1600-0404.2001.00356.x

101. Keane, RW, Dietrich, WD, and de Rivero Vaccari, JP. Inflammasome proteins as biomarkers of multiple sclerosis. Front Neurol (2018) 9:135. doi: 10.3389/fneur.2018.00135

102. Nicoletti, F, Di Marco, R, Mangano, K, Patti, F, Reggio, E, Nicoletti, A, et al. Increased serum levels of interleukin-18 in patients with multiple sclerosis. Neurology (2001) 57:342–4. doi: 10.1212/wnl.57.2.342

103. Christophi, GP, Gruber, RC, Panos, M, Christophi, RL, Jubelt, B, and Massa, PT. Interleukin-33 upregulation in peripheral leukocytes and CNS of multiple sclerosis patients. Clin Immunol (2012) 142:308–19. doi: 10.1016/j.clim.2011.11.007

104. Sriram, S, Shaginurova, G, Tossberg, JT, Natarajan, C, Spurlock, CF 3rd, and Aune, TM. Longitudinal changes in the expression of IL-33 and IL-33 regulated genes in relapsing remitting MS. PloS One (2018) 13:e0208755. doi: 10.1371/journal.pone.0208755

105. Chen, H, Sun, Y, Lai, L, Wu, H, Xiao, Y, Ming, B, et al. Interleukin-33 is released in spinal cord and suppresses experimental autoimmune encephalomyelitis in mice. Neuroscience (2015) 308:157–68. doi: 10.1016/j.neuroscience.2015.09.019

106. Jiang, HR, Milovanović, M, Allan, D, Niedbala, W, Besnard, AG, Fukada, SY, et al. IL-33 attenuates EAE by suppressing IL-17 and IFN-γ production and inducing alternatively activated macrophages. Eur J Immunol (2012) 42:1804–14. doi: 10.1002/eji.201141947

107. Xiao, Y, Lai, L, Chen, H, Shi, J, Zeng, F, Li, J, et al. Interleukin-33 deficiency exacerbated experimental autoimmune encephalomyelitis with an influence on immune cells and glia cells. Mol Immunol (2018) 101:550–63. doi: 10.1016/j.molimm.2018.08.026

108. Finlay, CM, Cunningham, KT, Doyle, B, and Mills, KHG. IL-33-stimulated murine mast cells polarize alternatively activated macrophages, which suppress T cells that mediate experimental autoimmune encephalomyelitis. J Immunol (2020) 205:1909–19. doi: 10.4049/jimmunol.1901321

109. Allan, D, Fairlie-Clarke, KJ, Elliott, C, Schuh, C, Barnett, SC, Lassmann, H, et al. Role of IL-33 and ST2 signalling pathway in multiple sclerosis: expression by oligodendrocytes and inhibition of myelination in central nervous system. Acta Neuropathol Commun (2016) 4:75. doi: 10.1186/s40478-016-0344-1

110. Natarajan, C, Yao, SY, and Sriram, S. TLR3 agonist poly-IC induces IL-33 and promotes myelin repair. PloS One (2016) 11:e0152163. doi: 10.1371/journal.pone.0152163

111. Sánchez-Fernández, A, Zandee, S, Amo-Aparicio, J, Charabati, M, Prat, A, Garlanda, C, et al. IL-37 exerts therapeutic effects in experimental autoimmune encephalomyelitis through the receptor complex IL-1R5/IL-1R8. Theranostics (2021) 11:1–13. doi: 10.7150/thno.47435

112. Cavalli, E, Mazzon, E, Basile, MS, Mammana, S, Pennisi, M, Fagone, P, et al. In silico and in vivo analysis of IL-37 in multiple sclerosis reveals its probable homeostatic role on the clinical activity, disability, and treatment with fingolimod. Molecules (2019) 25:20. doi: 10.3390/molecules25010020

113. Jha, D, Bakker, ENTP, and Kumar, R. Mechanistic and therapeutic role of NLRP3 inflammasome in the pathogenesis of alzheimer's disease. J Neurochem (2023) 00:1–25. doi: 10.1111/jnc.15788

114. Kumar, S, Budhathoki, S, Oliveira, CB, Kahle, AD, Calhan, OY, Lukens, JR, et al. Role of the caspase-8/RIPK3 axis in alzheimer’s disease pathogenesis and aβ-induced NLRP3 inflammasome activation. JCI Insight (2023) 8:e157433. doi: 10.1172/jci.insight.157433

115. Heneka, MT, Kummer, MP, Stutz, A, Delekate, A, Schwartz, S, Vieira-Saecker, A, et al. NLRP3 is activated in alzheimer’s disease and contributes to pathology in APP/PS1 mice. Nature (2013) 493:674–8. doi: 10.1038/nature11729

116. Ising, C, Venegas, C, Zhang, S, Scheiblich, H, Schmidt, SV, Vieira-Saecker, A, et al. NLRP3 inflammasome activation drives tau pathology. Nature (2019) 575:669–73. doi: 10.1038/s41586-019-1769-z

117. Tejera, D, Mercan, D, Sanchez-Caro, JM, Hanan, M, Greenberg, D, Soreq, H, et al. Systemic inflammation impairs microglial aβ clearance through NLRP3 inflammasome. EMBO J (2019) 38:e101064. doi: 10.15252/embj.2018101064

118. Huang, WX, Huang, P, and Hillert, J. Increased expression of caspase-1 and interleukin-18 in peripheral blood mononuclear cells in patients with multiple sclerosis. Mult Scler (2004) 10:482–7. doi: 10.1191/1352458504ms1071oa

119. Malhotra, S, Cost, C, Eixarch, H, Keller, CW, Amman, L, Martinez-Banaclocha, H, et al. NLRP3 inflammasome as prognostic factor and therapeutic target in primary progressive multiple sclerosis patients. Brain (2020) 143:1414–30. doi: 10.1093/brain/awaa084

120. McKenzie, BA, Mamik, MK, Saito, LB, Boghozian, R, Monaco, MC, Major, EO, et al. Caspase-1 inhibition prevents glial inflammasome activation and pyroptosis in models of multiple sclerosis. Proc Natl Acad Sci USA (2018) 115:E6065–74. doi: 10.1073/pnas.1722041115

121. Guarda, G, Braun, M, Staehli, F, Tardivel, A, Mattmann, C, Förster, I, et al. Type I interferon inhibits interleukin-1 production and inflammasome activation. Immunity (2011) 34:213–23. doi: 10.1016/j.immuni.2011.02.006

122. Furlan, R, Martino, G, Galbiati, F, Poliani, PL, Smiroldo, S, Bergami, A, et al. Caspase-1 regulates the inflammatory process leading to autoimmune demyelination. J Immunol (1999) 163:2403–9. doi: 10.4049/jimmunol.163.5.2403

123. Gris, D, Ye, Z, Iocca, HA, Wen, H, Craven, RR, Gris, P, et al. NLRP3 plays a critical role in the development of experimental autoimmune encephalomyelitis by mediating Th1 and Th17 responses. J Immunol (2010) 185:974–81. doi: 10.4049/jimmunol.0904145

124. Inoue, M, Williams, KL, Gunn, MD, and Shinohara, ML. NLRP3 inflammasome induces chemotactic immune cell migration to the CNS in experimental autoimmune encephalomyelitis. Proc Natl Acad Sci USA (2012) 109:10480–5. doi: 10.1073/pnas.1201836109

125. Voet, S, Mc Guire, C, Hagemeyer, N, Martens, A, Schroeder, A, Wieghofer, P, et al. A20 critically controls microglia activation and inhibits inflammasome-dependent neuroinflammation. Nat Commun (2018) 9:2036. doi: 10.1038/s41467-018-04376-5

126. Schuh, E, Lohse, P, Ertl-Wagner, B, Witt, M, Krumbholz, M, Frankenberger, M, et al. Expanding spectrum of neurologic manifestations in patients with NLRP3 low-penetrance mutations. Neurol Neuroimmunol Neuroinflamm (2015) 2:e109. doi: 10.1212/NXI.0000000000000109

127. Verma, D, Särndahl, E, Andersson, H, Eriksson, P, Fredrikson, M, Jönsson, JI, et al. The Q705K polymorphism in NLRP3 is a gain-of-function alteration leading to excessive interleukin-1β and IL-18 production. PLoS One (2012) 7:e34977. doi: 10.1371/journal.pone.0034977

128. Kovacs, GG. Molecular pathological classification of neurodegenerative diseases: turning towards precision medicine. Int J Mol Sci (2016) 17:189. doi: 10.3390/ijms17020189

129. Dugger, BN, and Dickson, DW. Pathology of neurodegenerative diseases. Cold Spring Harb Perspect Biol (2017) 9:a028035. doi: 10.1101/cshperspect.a028035

130. Nopoulos, PC. Huntington disease: a single-gene degenerative disorder of the striatum. Dialogues Clin Neurosci (2016) 18:91–8. doi: 10.31887/DCNS.2016.18.1/pnopoulos

131. Guzman-Martinez, L, Maccioni, RB, Andrade, V, Navarrete, LP, Pastor, MG, and Ramos-Escobar, N. Neuroinflammation as a common feature of neurodegenerative disorders. Front Pharmacol (2019) 10:1008. doi: 10.3389/fphar.2019.01008

132. Luís, JP, Simões, CJV, and Brito, RMM. The therapeutic prospects of targeting IL-1R1 for the modulation of neuroinflammation in central nervous system disorders. Int J Mol Sci (2022) 23:1731. doi: 10.3390/ijms23031731

133. Petrucci, S, Consoli, F, and Valente, EM. Parkinson Disease genetics: a “continuum” from mendelian to multifactorial inheritance. Curr Mol Med (2014) 14:1079–88. doi: 10.2174/1566524014666141010155509

134. Hirsch, EC, and Hunot, S. Neuroinflammation in parkinson's disease: a target for neuroprotection? Lancet Neurol (2009) 8:382–97. doi: 10.1016/S1474-4422(09)70062-6

135. Sophiabadi, M, Rastgoo, N, and Haghdoost-Yazdi, H. Dopaminergic neuronal death in substantia nigra associates with serum levels of total bilirubin, selenium, and zinc: evidences from 6-hydroxydopamine animal model of parkinson's disease. Biol Trace Elem Res (2022) 200:4058–67. doi: 10.1007/s12011-021-03012-6

136. Saghazadeh, A, Ferrari, CC, and Rezaei, N. Deciphering variability in the role of interleukin-1β in parkinson's disease. Rev Neurosci (2016) 27:635–50. doi: 10.1515/revneuro-2015-0059

137. Wang, W, Nguyen, LT, Burlak, C, Chegini, F, Guo, F, Chataway, T, et al. Caspase-1 causes truncation and aggregation of the parkinson's disease-associated protein α-synuclein. Proc Natl Acad Sci U S A (2016) 113:9587–92. doi: 10.1073/pnas.1610099113

138. Yan, YQ, Fang, Y, Zheng, R, Pu, JL, and Zhang, BR. NLRP3 inflammasomes in parkinson's disease and their regulation by parkin. Neuroscience (2020) 446:323–34. doi: 10.1016/j.neuroscience.2020.08.004

139. Ahmed, S, Kwatra, M, Ranjan Panda, S, Murty, USN, and Naidu, VGM. Andrographolide suppresses NLRP3 inflammasome activation in microglia through induction of parkin-mediated mitophagy in in vitro and in vivo models of Parkinson disease. Brain Behav Immun (2021) 91:142–58. doi: 10.1016/j.bbi.2020.09.017

140. Khot, M, Sood, A, Tryphena, KP, Khan, S, Srivastava, S, Singh, SB, et al. NLRP3 inflammasomes: a potential target to improve mitochondrial biogenesis in parkinson's disease. Eur J Pharmacol (2022) 934:175300. doi: 10.1016/j.ejphar.2022.175300

141. Piancone, F, La Rosa, F, Marventano, I, Saresella, M, and Clerici, M. The role of the inflammasome in neurodegenerative ddiseases. Molecules (2021) 26:953. doi: 10.3390/molecules26040953

142. Wang, CE, Li, S, and Li, XJ. Lack of interleukin-1 type 1 receptor enhances the accumulation of mutant huntingtin in the striatum and exacerbates the neurological phenotypes of huntington's disease mice. Mol Brain (2010) 3:33. doi: 10.1186/1756-6606-3-33

143. Valekova, I, Jarkovska, K, Kotrcova, E, Bucci, J, Ellederova, Z, Juhas, S, et al. Revelation of the IFNα, IL-10, IL-8 and IL-1β as promising biomarkers reflecting immuno-pathological mechanisms in porcine huntington's disease model. J Neuroimmunol (2016) 293:71–81. doi: 10.1016/j.jneuroim.2016.02.012

144. Corey-Bloom, J, Fischer, RS, Kim, A, Snell, C, Parkin, GM, Granger, DA, et al. Levels of interleukin-6 in saliva, but not plasma, correlate with clinical metrics in huntington's disease patients and healthy control subjects. Int J Mol Sci (2020) 21:6363. doi: 10.3390/ijms21176363

145. Bjorkqvist, M, Wild, EJ, Thiele, J, Silvestroni, A, Andre, R, Lahiri, N, et al. A novel pathogenic pathway of immune activation detectable before clinical onset in huntington’s disease. J Exp Med (2008) 205:1869–77. doi: 10.1084/jem.20080178

146. de Oliveira Furlam, T, Roque, IG, Machado da Silva, EW, Vianna, PP, Costa Valadão, PA, Guatimosim, C, et al. Inflammasome activation and assembly in huntington's disease. Mol Immunol (2022) 151:134–42. doi: 10.1016/j.molimm.2022.09.002

147. Hardiman, O, Al-Chalabi, A, Chio, A, Corr, EM, Logroscino, G, Robberecht, W, et al. Amyotrophic lateral sclerosis. Nat Rev Dis Primers (2017) 5:17071. doi: 10.1038/nrdp.2017.71

148. Smeyers, J, and Banchi E-G and Latouche, M. C9ORF72: what it is, what it does, and why it matters. Front Cell Neurosci (2021) 15:661447. doi: 10.3389/fncel.2021.661447

149. Zou, ZY, Zhou, ZR, Che, CH, Liu, CY, He, RL, and Huang, HP. Genetic epidemiology of amyotrophic lateral sclerosis: a systematic review and meta-analysis. J Neurol Neurosurg Psychiatry (2017) 88:540–9. doi: 10.1136/jnnp-2016-315018

150. Lyon, MS, Wosiski-Kuhn, M, Gillespie, R, Caress, J, and Milligan, C. Inflammation, immunity, and amyotrophic lateral sclerosis: i. etiology and pathology. Muscle Nerve (2019) 59:10–22. doi: 10.1002/mus.26289

151. Staats, KA, Borchelt, DR, Tansey, MG, and Wymer, J. Blood-based biomarkers of inflammation in amyotrophic lateral sclerosis. Mol Neurodegeneration (2022) 17:11. doi: 10.1186/s13024-022-00515-1

152. Béland, LC, Markovinovic, A, Jakovac, H, De Marchi, F, Bilic, E, Mazzini, L, et al. Immunity in amyotrophic lateral sclerosis: blurred lines between excessive inflammation and inefficient immune responses. Brain Commun (2020) 2:fcaa124. doi: 10.1093/braincomms/fcaa124

153. Ravnik-Glavač, M, Goričar, K, Vogrinc, D, Koritnik, B, Lavrenčič, JG, Glavač, D, et al. Genetic variability of inflammation and oxidative stress genes affects onset, progression of the disease and survival of patients with amyotrophic lateral sclerosis. Genes (2022) 13:757. doi: 10.3390/genes13050757

154. Brodovitch, A, Boucraut, J, Delmont, E, Parlanti, A, Grapperon, AM, Attarian, S, et al. Combination of serum and CSF neurofilament-light and neuroinflammatory biomarkers to evaluate ALS. Sci Rep (2021) 11:703. doi: 10.1038/s41598-020-80370-6

155. Olesen, MN, Wuolikainen, A, Nilsson, AC, Wirenfeldt, M, Forsberg, K, Madsen, JS, et al. Inflammatory profiles relate to survival in subtypes of amyotrophic lateral sclerosis. Neurol Neuroimmunol Neuroinflamm (2020) 7:e697. doi: 10.1212/NXI.0000000000000697

156. Italiani, P, Carlesi, C, Giungato, P, Puxeddu, I, Borroni, B, Bossù, P, et al. Evaluating the levels of interleukin-1 family cytokines in sporadic amyotrophic lateral sclerosis. J Neuroinflamm (2014) 11:94. doi: 10.1186/1742-2094-11-94

157. Eitan, C, Siany, A, Barkan, E, Olender, T, van Eijk, KR, Moisse, M, et al. Whole-genome sequencing reveals that variants in the interleukin 18 receptor accessory protein 3’UTR protect against ALS. Nat Neurosci (2022) 25:433–45. doi: 10.1038/s41593-022-01040-6

158. Lin, CY, Pfluger, CM, Henderson, RD, and McCombe, PA. Reduced levels of interleukin 33 and increased levels of soluble ST2 in subjects with amyotrophic lateral sclerosis. J Neuroimmunol (2012) 249:93–5. doi: 10.1016/j.jneuroim.2012.05.001

159. Korhonen, P, Pollari, E, Kanninen, KM, Savchenko, E, Lehtonen, S, Wojciechowski, S, et al. Long-term interleukin-33 treatment delays disease onset and alleviates astrocytic activation in a transgenic mouse model of amyotrophic lateral sclerosis. IBRO Rep (2019) 6:74–86. doi: 10.1016/j.ibror.2019.01.005

160. Dawson, TM, Golde, TE, and Tourenne, CL. Animal models of neurodegenerative diseases. Nat Neurosci (2018) 21:1370. doi: 10.1038/s41593-018-0236-8

161. Zhou, R, Ji, B, Kong, Y, Qin, L, Ren, W, Guan, Y, et al. PET imaging of neuroinflammation in alzheimer’s disease. Front Immunol (2021) 12:739130. doi: 10.3389/fimmu.2021.739130

162. Haage, V, and De Jager, PL. Neuroimmune contributions to alzheimer’s disease: a focus on human data. Mol Psychiatry (2022) 27:3164–81. doi: 10.1038/s41380-022-01637-0s




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Boraschi, Italiani, Migliorini and Bossù. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 28 June 2023

doi: 10.3389/fimmu.2023.1211730

[image: image2]


Macrophage IL-1β contributes to tumorigenesis through paracrine AIM2 inflammasome activation in the tumor microenvironment


Zhi Huan Chew 1,2,3,4†, Jianzhou Cui 1,2,3†, Karishma Sachaphibulkij 1,2,3, Isabelle Tan 1,2,3, Shreya Kar 5,6, Kai Kiat Koh 1,2,3, Kritika Singh 5, Hong Meng Lim 1,2,3, Soo Chin Lee 5,7,8, Alan Prem Kumar 5,6,8, Stephan Gasser 3,9,10 and Lina H. K. Lim 1,2,3,4*


1 Department of Physiology, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore, 2 Immunology Translational Research Program, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore, 3 Immunology Program, Life Sciences Institute, National University of Singapore, Singapore, Singapore, 4 Graduate School for Integrative Sciences and Engineering, National University of Singapore, Singapore, Singapore, 5 Cancer Science Institute of Singapore, National University of Singapore, Singapore, Singapore, 6 Department of Pharmacology, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore, 7 Centre for Cancer Research, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore, 8 Department of Haematology-Oncology, National University Hospital, Singapore, Singapore, 9 Department of Microbiology and Immunology, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore, 10 10Roche Pharma Research and Early Development, Roche Innovation Center, Roche Glycart AG, Schlieren, Switzerland




Edited by: 

Giselle Penton-Rol, Center for Genetic Engineering and Biotechnology (CIGB), Cuba

Reviewed by: 

Paola Allavena, University of Milan, Italy

Chiara Colarusso, University of Salerno, Italy

*Correspondence: 

Lina H. K. Lim
 linalim@nus.edu.sg










†These authors have contributed equally to this work



Received: 25 April 2023

Accepted: 08 June 2023

Published: 28 June 2023

Citation:
Chew ZH, Cui J, Sachaphibulkij K, Tan I, Kar S, Koh KK, Singh K, Lim HM, Lee SC, Kumar AP, Gasser S and Lim LHK (2023) Macrophage IL-1β contributes to tumorigenesis through paracrine AIM2 inflammasome activation in the tumor microenvironment. Front. Immunol. 14:1211730. doi: 10.3389/fimmu.2023.1211730



Intracellular recognition of self and non-self -nucleic acids can result in the initiation of effective pro-inflammatory and anti-tumorigenic responses. We hypothesized that macrophages can be activated by tumor-derived nucleic acids to induce inflammasome activation in the tumor microenvironment. We show that tumor conditioned media (CM) can induce IL-1β production, indicative of inflammasome activation in primed macrophages. This could be partially dependent on caspase 1/11, AIM2 and NLRP3. IL-1β enhances tumor cell proliferation, migration and invasion while coculture of tumor cells with macrophages enhances the proliferation of tumor cells, which is AIM2 and caspase 1/11 dependent. Furthermore, we have identified that DNA-RNA hybrids could be the nucleic acid form which activates AIM2 inflammasome at a higher sensitivity as compared to dsDNA. Taken together, the tumor-secretome stimulates an innate immune pathway in macrophages which promotes paracrine cancer growth and may be a key tumorigenic pathway in cancer. Broader understanding on the mechanisms of nucleic acid recognition and interaction with innate immune signaling pathway will help us to better appreciate its potential application in diagnostic and therapeutic benefit in cancer.
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Introduction

The innate immune system serves as the first-line defense against bacteria, viruses, and other pathogens(1). DNA is typically found in the nucleus of eukaryotic cells, and the presence of DNA in aberrant locations, such as the cytoplasm and endosomes triggers immune activation, sensed by a group of proteins collectively known as DNA sensors(2). We and others have reported that cytosolic DNA is found in cancer cells and tissues and not in healthy tissues, suggesting that it is a unique cancer phenotype (3). Whether the tumor cells or innate immune cells in the tumor microenvironment recognizes cancer derived cytosolic nucleic acids has been recently questioned, and the involvement of DNA sensors has appeared to be important both intrinsically and for tumor surveillance (4). Another class of DNA sensors are the inflammasomes and namely, the AIM2 inflammasome senses dsDNA(5) and has been implicated in the development (6) as well as regulation (7) of various cancers.

The inflammasomes are a family of oligomeric protein complex made up of the sensor component which, upon sensing of PAMPs and DAMPs, binds adaptor protein ASC, which activates caspase-1, and triggers the release of pro-inflammatory cytokines such as IL-1β, making the inflammasomes one of the critical drivers of inflammation(8). Inflammasomes are defined by their sensor, which include AIM2, Pyrin, and NLRP1 and NLRP3. The diversity and specificity of sensors allow responsiveness to a broad range of stimuli, either extrinsic (microbial molecules) or intrinsic (danger signals). Activation of inflammasomes requires two different signals, encompassing a priming step which usually involves microbial molecules which would induce nuclear factor kappa B (NF-κB)-dependent expression of the sensor protein and pro-IL-1β and a second signal provided by various structurally unrelated microbial molecules such as toxins or danger signals (e.g., DNA, ATP or uric acid), which, together with the first signal, will trigger inflammasome multimerization and activation(9). The AIM2 inflammasome consists of AIM2, an adaptor molecule ASC (apoptosis-associated speck-like protein containing a CARD), and pro-caspase-1. Upon inflammasome activation, caspase-1 is cleaved, which in turn, cleaves IL-1β and gasdermin-D which frees the N-terminal effector domain from the C-terminal inhibitory domain. Oligomerization of the gasdermin-D N terminal subsequently forms a pore in the membrane and leads to membrane rupture and pyroptosis.

As mentioned, AIM2 is a cytosolic DNA sensor protein which can have inflammasome dependent and independent functions. AIM2 has been implicated in the development of various cancers including prostate cancer, squamous cell carcinoma (10, 11), as well as non-small cell lung cancer through the regulation of mitochondrial dynamics (12) and renal cell carcinoma through FOXO3a-ACSL4 inhibition of ferroptosis(13). However, other studies have reported that AIM2 acts as a tumor suppressor gene in many cancers including colon cancer and endometrial cancer (6, 14),inhibiting cancer proliferation, invasion and migration through various mechanisms, including suppressing glioma-associated oncogene-1 (GLi1) (15), inactivating PI3K/AKT/mTOR signaling (16), Moreover, the trigger mechanisms of the AIM2 inflammasome remain unknown. Cytosolic DNA, including ssDNA, dsDNA, and DNA/RNA hybrids, are present in all tested cancer cell lines and cancer samples (3, 17). Strikingly, cytosolic DNA is not found in healthy tissues, suggesting that it is a unique cancer phenotype and hence giving us a clue to study the link between cancer cells and AIM2 inflammasome activation.

Based on previous reports that cancer cells contain cytosolic nucleic acids (3) and cancer cells can activate macrophages, we hypothesized that macrophages can be activated by tumor-derived nucleic acids to induce inflammasome activation in the tumor microenvironment, which in turn, can affect cancer progression.





Materials and methods




Mice

All animal work was approved by the National University of Singapore Institutional Animal Care and Use Committee (IACUC), an AALAAC accredited institution and was in accordance with the National Advisory Committee for laboratory Animal Research (NACLAR) Guidelines. TRAMP-C2 cells were injected subcutaneously into C57BL6 mice or AIM2-/- mice on the same background. Tumors were homogenized or treated with collagenase before isolating CD11b+ cells through a column and incubating overnight, after which supernatants were collected for ELISA analysis.





Cell lines, drugs and treatments

Human THP-1, U937, HeLa cells, A549, HCT-116, and mouse TRAMP-C2 cells were purchased from ATCC (USA). A549, HeLa and TRAMP-C2 cells were grown in DMEM medium (Invitrogen, USA), while HCT116 cells were cultured in McCoy’s 5A medium (Invitrogen, USA), and both mediums are supplemented with 10% heat-inactivated FCS (Hyclone, USA) and 1% pen/strep (Invitrogen). THP-1 and U937 cells were cultured in RPMI medium (Hyclone, USA) supplemented with 10% heat-inactivated FCS (Hyclone, USA). All cells were grown at 37°C in a humidified 5% CO2 incubator (Thermo Scientific, USA). THP1 cells were differerentiated in PMA (#tlrl-pma, InvivoGen, USA) and stimulated with 1 μg/ml LPS (#tlrl-peklps, InvivoGen, USA) overnight before fresh cell medium was replaced and the cells were either treated with 50% cancer CM or transfected with 1 μg/ml poly (dA:dT) (#tlrl-patc, InvivoGen, USA) with lyovec transfection reagent. Inhibitors THP1 Cells were primed with 100 ng/ml PMA, followed by LPS (1 μg/ml) for 3 hours prior to treatment 1 hour with 1 μg/ml Poly(dA:dT) complexes (AIM2 inflammasome inducer) or A549 tumor CM in the presence of ODN TTAGGG (A151; AIM2 inhibitor, 0.5 μM) or MCC950 (NLRP3 inhibitor, 0.5 μM). Cell supernatants were detected using ELISA.





Bone marrow derived macrophage isolation and differentiation

Bone marrow derived macrophages (BMDMs) from mice were obtained by flushing the femurs and tibias of mice with DMEM media. Briefly, red blood cells were removed through osmotic lysis and the bone marrow cell suspension was washed twice with PBS and cultured with BMDM media (DMEM medium containing 10% FBS (v/v), 100 U/mL penicillin, 100 µg/mL streptomycin, 2 mM L-glutamine and 20% L-929-conditioned DMEM (v/v) as a source of M-CSF). After 3 days of culture, the cells were supplemented with fresh BMDM media. At day 7, culture media and non-adherent cells were removed, and the remaining adherent cells were replenished with fresh BMDM media before experiments.





Tumor conditioned media preparation

A549, Hela, MCF7 cells are cultured in T-75 flasks until 80% confluency before the existing media was replaced by new DMEM medium. The cells were grown for another 24 h in the new DMEM media before the conditioned media was collected and filtered using 0.45 µm filter (Millipore, USA) prior to use.





Flow cytometry

Cells were stained with Fixable Viability Dye eFluor 506 (1:1000) in 1x PBS for 30 min at 4°C (Thermo Fisher Scientific, USA) before incubated with Fc block (BioLegend, USA) for 15 min at 4°C. Cells were stained with fluorescence-conjugated antibodies (BioLegend, USA) diluted in FACS buffer and incubated on ice for 30 min in the dark. Macrophages were identified as CD45+ Ly6G- Gr1- F4/80+ CD11b+ cells. Cells were analyzed on a BD LSRFortessa (BD Biosciences, USA) or Attune NxT Flow Cytometer (Thermo Fisher Scientific, USA). Data analysis was performed using FlowJo software (FlowJo, USA).





Immunohistochemistry

Immunohistochemistry (IHC) was performed using the Leica Bond max autostainer (Leica Biosystems, Nussloch GmbH) and bond polymer refine detection kit (DS9800, Leica Biosystems) following the manufacturer’s instructions. Briefly, tissues were fixed in formalin, dehydrated and cleared before adding paraffin (pre-heated to 60oC) and left overnight. Sectioning was performed with a microtome. Formalin-fixed tissue sections were de-waxed, rehydrated and antigen retrieval was achieved using citrate buffer at pH 6 for 20 minutes. Endogenous peroxidase activity was quenched in 0.3% hydrogen peroxide for 10 minutes and non-specific sites were blocked with 3% bovine serum albumin for 20 minutes. Further, single immunostaining with primary antibodies for CD68 (1:50, Bio-Rad), inducible nitric oxide synthase (iNOS, 1:50, Abcam), mannose receptor CD206 (1:200, Abcam) followed by incubation with respective HRP-linked secondary antibodies (for CD68: goat anti-rat antibody Bio-Rad; for iNOS and CD206: goat anti-rabbit antibody, DAKO) was performed. 3,3’-diaminobenzidine (DAB) was used as the chromogen to obtain the brown colour. Counterstaining was with hematoxylin for 10 min. The mean score of five high-power fields (HPF) (×400) was counted for each slide under a light microscope (Olympus BX43) and digital images were acquired using Olympus cellSens Entry imaging software. In the IHC stained sections, macrophages observed with their cytoplasm stained tan or brown were considered positive.





Immunofluorescence

Cytosolic dsDNA and DNA-RNA staining were performed as described previously (16). Briefly, 50% formamide (VWR International, USA) diluted in PBS was added for 10 mins at room temperature, followed by incubation for 15 mins at 75°C to denature dsDNA. Cells were washed with PBS and incubated with blocking buffer (1% BSA (Sigma Aldrich), 2% goat serum (Hyclone) in PBS) for 1 h to prevent non-specific binding of antibodies. Cells were then stained with dsDNA (1:200, Sigma-Aldrich, USA) or S9.6 DNA-RNA hybrids (1:100, Kerafast, Boston, USA) antibodies overnight in 4°C. Cells were subsequently washed with PBST (0.1% Tween) thrice followed by anti-mouse IgG coupled with Cy3 (Millipore, Singapore) or anti-rabbit IgG coupled to Alexa Fluor 488 (Invitrogen, Singapore). Finally, DNA fluorophore DAPI (0.5 μg/ml in PBS, KPL Inc., USA) was added for 10 min. Slides were washed once in PBS before mounted with Da-/- fluorescent mounting medium (Da-/-, UK). Confocal images of staining were captured using a Zeiss Axio Imager Z1 fluorescent microscope equipped with AxioVision 4.8 software (Carl Zeiss MicroImaging, USA) or confocal TCS SP5 (Leica, Singapore). Images were analyzed using Photoshop CS4 (Adobe, USA) or ImageJ. Colocalisation of AIM2 with DNA or other proteins were quantified using Metamorph (Metamorph NX, version 8.12, Molecular Devices, USA).





Western blot

Cells were lysed with RIPA (Radio-Immunoprecipitation Assay) buffer containing protease inhibitors (Calbiochem, USA). 30 μg of total protein was loaded onto a SDSPAGE gel and electroblotted onto Hybond ECL membrane (GE Healthcare, UK). The blots were stained with primary antibodies (AIM2 (1:1000, Cell Signaling Technology, USA), NLRP1 (1:200, Santa Cruz Biotechnology, USA), NLRP2 (1:1000, Proteintech, USA), NLRP3 (1:1000, Adipogen, USA), NAIP (1:1000, Adipogen, USA), ASC (1:1000, Cell Signaling Technology, USA), Caspase 1 (1:200, Santa Cruz Biotechnology, USA), IL1β (1:1000, R & D, USA), Tubulin (!;1000, Cell Signaling Technology, USA), Actin (1:1000, Cell Signaling Technology, USA) overnight at 4°C after blocked with 5% low fat milk (Bio-Rad, USA). The blots were washed with TBST and incubated with a secondary HRP-linked antibody (1:5000, Santa Cruz Biotechnology, USA). Blots were washed TBST before visualization using ECL reagents according to manufacturer’s instructions (Perkin Elmer, USA). Each protein bands’ intensities were normalized against its loading control band intensity for quantification using ImageJ. Briefly, an area of interest rectangle was created around each band and the integrated density was measured, background subtracted, and divided by its specific loading control band.





ELISA assay

Cytokines in culture supernatant and tissue lysates were measured by ELISA using commercially available kits. Mouse IL-1β (88-7013, eBioscience, USA) and human IL-1β (88-7261-86, eBioscience, USA) were used in accordance with the manufacturer’s protocol. Absorbance was read with a Tecan Spark 10M microplate reader (Tecan, USA) at absorbance values as indicated in the manufacturer’s protocol.





Isolation of CD11b+ tumor-associated macrophages

Tumors were mechanically dissociated and strained through a 40 µm nylon mesh before digestion into single cells with collagenase type II (0.5 mg mL−1), collagenase type IV (0.5 mg mL−1), hyaluronidase (10 U/mL) and DNase I (0.01 mg mL−1) for 2 h at 37 °C. The dissociated cells were collected, lysed by RBC lysis buffer before CD11b+ tumor associated macrophages were isolated out of these suspensions by the MACS technology according to the manufacturer’s instructions using 10 μl CD11b microbeads (130049601; Miltenyi, USA) per 1x107 cells. The isolated CD11b+ cells were grown overnight in complete RPMI media overnight before the cells and cell supernatants were collected for analysis.





siRNA transfection

AIM2-specific siRNA and scrambled siRNA (Thermo Fisher) were used according to manufacturer’s instructions. THP-1 cells were seeded at a concentration of 5x105/well in a 12 well plate (Greiner Bio-science) before silencing with a final concentration 10 nM of siRNA and grown overnight before treatment with or without 100ng/ml PMA, 1 μg/ml LPS, and 50% A549 tumor conditioned media for another 24 h.





MTT cell proliferation assay

A549 cells were seeded in 24 well plates and treated with IL-1β (#29-8018-65, Thermo Scientific, USA) at the indicated concentrations for 72 h, after which cell viability was measured using an MTT Cell Proliferation and Cytotoxicity Assay Kit (Boster Bio), according to the manufacturer’s instructions. Absorbance was measured using a TECAN spectrophotometer (Tecan Trading AG, Switzerland) at 490 nm.





Migration and invasion assay

A549 cells were seeded into cell migration chambers (SPL, Korea) of PET membrane with 8.0 μm pore size. IL-1β was added to the cells and the chambers were incubated for 24 h in a humidified chamber at 37°C, 5% CO2. For the invasion assay, inserts were coated with 10% Matrigel prior to cell seeding. For co-culture, the bottom chamber was seeded with mouse BMDM cells stimulated with LPS (1 µg/ml) one day prior to TRAMPC2 cell seeding before the chambers were incubated for 24 h. At the end of the incubation period, the inserts were washed using 1xPBS. Inserts were fixed with 100% methanol for 15 minutes before washing and air drying, followed by cell staining using 0.5% crystal violet (filtered) for 30 minutes. The upper membrane of the inserts was rinsed and cleaned to remove excess stain and non-migrated cells. Five microscopic fields of each insert were captured using Nikon Stereoscopic Microscope SMZ1500 and Digital Camera DXM1200F (Nikon, Melvile, NY, USA).





Statistics

Unpaired Student’s T-Test or One-way/Two-way analysis of variance (ANOVA) with Tukey’s post-test was performed when appropriate. Results are presented as mean values ± standard error (SE).

A p-value of < 0.05 or less was deemed significant.






Results




Higher dsDNA and infiltration of CD68+ and CD206+ cells in the mouse mammary tumor microenvironment

The presence of nucleic acids have been reported in cancer tissues and cell lines (3) which could activate DAMPs in tumor associated macrophages (TAMs). We first confirmed the expression of dsDNA and in a spontaneous breast cancer mouse model which develops tumors at ~6-9 months of age- MMTV-Wnt+ mice, compared to non-tumor fat pads. Indeed, tumors expressed more dsDNA compared to normal mammary tissue (Figure S1A). We next investigated the tumor microenvironment in MMTV-Wnt+ fatpads and tumor (which developed at 9 months) and MMTV-Wnt- fat pads. Many more CD11b+F480+ cells were present in tumor tissue (Figure S1B). Interestingly macrophage infiltration occurs early before tumor development, confirmed by immunohistochemistry of MMTV-Wnt+ and MMTV-Wnt- fat pads stained with CD68 and counterstained with Haemotoxylin (at 2,4,6 and 9 months of age). Figure 1A shows mouse mammary tissue composed of fat pads (black arrow), ducts (red arrow) and acinar structures (yellow arrow). MMTV-Wnt+ pads exhibit ductal and acinar proliferation with branching and budding, progressing from 2 months to 6 months in comparison to their respective age matched control littermates. Formation of malignant tumor is observed at 9 months which shows atypical epithelial cells forming enlarged irregular glands with intraluminal papillary projections. At places, there is also formation of cysts filled with secretory material and many solid areas of tumor cells can be seen. Macrophages were stained with CD68 (400x) and a significant increase in CD68+ cells was seen in fat pads from MMTV-WNT+ mice progressing from 2-6 months and tumors at 9 months (Figures 1B, C). In addition, staining of sections with an inflammatory macrophage marker, iNOS or an alternatively activated macrophage marker CD206 demonstrated a time-dependent and significant increase in the number of CD206 expressing cells at 9 months of age, when the tumor had formed (Figure 1D). Next to assess if tumor-derived nucleic acids can activate the inflammasome in leukocytes in the tumor microenvironment, CD11b+ cells isolated and cultured overnight from MMTV-Wnt+ tumors secreted more IL-1β and expressed higher levels of inflammasome components AIM2 and NLRP3 as compared to CD11b+ cells derived from normal fat pads (Figures 1E, F).




Figure 1 | Higher dsDNA and infiltration of CD11b+ cells in the mouse mammary tumor microenvironment. (A) Immunohistochemical expression of CD68 and Haemotoxylin and Eosin staining of MMTV-WNT- and MMTV-WNT+ mammary fat pads at 2,4,6 and 9 months and upon tumor resection at 9 months. (Magnification, 100x). (B) Immunohistochemical expression of CD68 in 9-month MMTV-WNT- mammary fat pads and MMTV-WNT+ tumors. Blue corresponds to nuclear staining and brown corresponds to positive staining (magnification, 400x). (C) CD68+ cells were counted in 5 high power fields. (D) iNOS+ and CD206+ cells were counted in 5 high power fields. * P<0.05 vs 2 months; # P<0.05, ### P<0.001 vs MMTV-WNT- at same time point. 2 replicates per age were performed (E) CD11b+ macrophages were isolated from normal mouse pads and MMTV tumors and grown overnight. IL1β production was analyzed using ELISA. (F) Inflammasome components (IL1β, AIM2, NLRP1,2,3) and activation (cleaved) were analyzed using western blotting. Graph shows the quantification of immunoblots using Image J (fold change vs Actin) * P<0.05 from n=3-4 mice. **p<0.01; ***p<0.001 **** p<0.0001.







Tumor secretome increases IL-1β production from macrophages

To determine if tumors secrete mediators which can enhance the IL-1β and inflammasome activation in macrophages, we collected conditioned media (CM) from TRAMPC2 mouse prostate cancer cells overnight. TRAMPC2 CM induced a high level of IL-1β production in LPS-primed bone marrow derived macrophages (BMDM) (Figure 2A). This was confirmed with human monocytic THP-1 cells either resting (monocytic) or differentiated with PMA (macrophage-like) and stimulated with CM from several human cancer cells (Figure 2B). Monocytic THP1 cells did not secrete IL-1β in response to LPS or LPS + CM, while macrophage-like THP1 cells secreted more IL-1β basally, when stimulated with LPS and significantly more when stimulated with both LPS+CM (Figure S2A). In addition, A549 tumor CM significantly enhanced the cleavage and maturation of inflammasome components caspase-1 and IL-1β and upregulated AIM2 (Figures 2C, D). Surprisingly, despite the presence of cytosolic DNA or exogenous DNA transfection, epithelial cancer cells do not produce appreciable amounts of IL-1β compared to myeloid THP-1 cells, implying that the IL-1β in the tumor microenvironment does not originate from the tumor cells themselves (Figure S2B).




Figure 2 | Tumor conditioned media stimulates inflammasomes in macrophages (A) IL-1β production in bone marrow derived macrophages primed with LPS and treated with either poly (dA: dT) or TRAMPC2 prostate cancer conditioned media (CM). (B) IL-1β production from PMA and LPS treated THP-1 treated with CM from A549, Hela or MCF7 cells (+) or DMEM only for 24 h (-). (C, D) Inflammasome components from PMA and LPS treated THP-1 treated with CM from A549 cells. Graph shows the quantification of immunoblots using Image J (fold change vs Actin) *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001. Data represents the mean ± SEM of at 3-5 independent experiments.







Silencing or inhibiting AIM2 or NLRP3 in macrophages reverses IL1β production induced by tumor CM

Next, AIM2 was either silenced with siRNA ((Figure 3A) or treated with A151, an inhibitor of AIM2 and TLR9 (Figure 3B) which resulted in the inhibition of IL-1β and inflammatory components after A549 CM in human THP1 cells, with quantified densitometry (Figure 3C). AIM2-/- and caspase 1-/- BMDM, treated with LPS and either dsDNA or tumor CM, similarly produced significantly less IL-1β compared to WT BMDM (Figures 3D, E). This shows that macrophage AIM2 is important for IL-1β secretion in response to tumor CM. However, as Caspase-1 plays a role here, we examined if other inflammasomes could also be involved. Inhibition of NLRP3 with MCC950 partially inhibited the release and cleavage of IL-1β and induced by LPS+ATP as well as A549 CM, indicating that the NLRP3 inflammasome activation is partially responsible (Figure S3).




Figure 3 | Silencing or inhibiting AIM2 in macrophages reverses IL1β production induced by tumor CM. (A) IL-1β levels from control, LPS or PMA Primed THP-1 cells transfected with AIM2 siRNAs or scrambled siRNAs (siRNA Control) and treated with A549 CM. (B, C) IL-1β levels and inflammasome activation in LPS and PMA primed THP-1 cells pre-treated with A151 for 1h prior to treatment with A549 CM. Graph shows the quantification of immunoblots using Image J (fold change vs Actin) (D,E) IL-1β levels in LPS-primed WT and AIM2-/- or Caspase1/11-/- BMDM treated with mouse TRAMP-C2 CM or Poly(dA:dT). Data represents mean ± SEM of at least 3 independent experiments. **p<0.01; ***p<0.001, **** p<0.0001. # p<0.05; ##p<0.01; ###p<0.001; ####p<0.0001.







AIM2-dependent IL1β production stimulates tumor cell proliferation

Exogenous IL-1β stimulated proliferation of TRAMPC2 cancer cells, and addition of exogenous IL-1β stimulated proliferation of TRAMPC2 cancer cells similarly in the presence of WT and AIM2-/- or Caspase1/11-/- macrophages (Figure 4A). However, coculture of TRAMPC2 cancer cells with BMDM increased their proliferation which was AIM2 and Caspase 1/11 dependent as this was not observed with AIM2-/- or Caspase1/11-/- BMDM (Figures 4B, C). In addition, IL-1β enhanced the migration and invasion of TRAMPC2 cancer cells (Figure 4D) which implies a pro-tumorigenic role for IL-1β.




Figure 4 | IL1β production from macrophages induces TRAMPC2 proliferation and migration/invasion (A-C) Proliferation rates of TRAMPC2 cells co-cultured with C57BL6, AIM2 -/- or Caspase 1/11 -/- bone marrow derived macrophages for 24h, with and without 0.25 ng/ml mouse IL-1β. *p<0.05, ** p<0.01 vs WT control; # p<0.05 vs WT+BMDM (D) Migration and invasion of TRAMPC2 cells cultured with IL-1β. Data are from n=3 mice *p<0.05; **p<0.01; ****p<0.0001.







Cytosolic DNA and DNA/RNA hybrids are increased in tumors and colocalize with AIM2

The presence of dsDNA and DNA-RNA hybrids has been reported in cancer tissues and cell lines (3, 17–19). We hypothesized that these cytosolic nucleic acids may act as intracellular ligands to stimulate AIM2 inflammasome activation. Therefore, we next determined if cytosolic DNA or DNA-RNA hybrids were present in the spontaneous mammary tumors in MMTV-Wnt+mice by staining MMTV-Wnt+ tumors and non-tumor fat pads from MMTV-Wnt- for both DNA-RNA hybrids and dsDNA using immunofluorescence staining. Both cytosolic dsDNA and DNA-RNA hybrids are constitutively present in tumor tissues and are not found in non-tumor mammary fat pads (Figure 5A). In addition, AIM2 colocalized with cytosolic DNA and DNA-RNA hybrids in A549 cells (Figures 5B, C) as well as other tested cell lines (U937, THP-1, Hela, and HCT-116, Figure S4).




Figure 5 | Tumor derived DNA-RNA hybrids activate AIM2 inflammasome. (A) MMTV Tissues and non-cancerous fat pads from mice were co-labelled for dsDNA or DNA/RNA hybrids (red) in the presence of DAPI (blue). (B, C) A549 cancer cells were co-labelled for AIM2 (green) and dsDNA (red) or -DNA-RNA hybrids (red) in presence of DAPI (blue). Co-localized regions are shown in yellow. Bar=20µm. Pearson’s correlation of colocalization between AIM2 and either dsDNA or S9.6 DNA-RNA hybrids is shown. (D) A549 CM was treated with DMSO, sDNAase I (10 μg/ml), RNAase H (10U/ml) or RNAase A (10 μg/ml) for 2h and added to primed and differentiated THP-1 cells for 24h. Cell supernatants were collected and IL-1β levels analyzed using ELISA. (E) Cells were treated as above and inflammasome components (IL-1β and Gasdermin-D) and activation (cleaved, GasderminD-N) were analyzed using western blotting. Graph shows the quantification of immunoblots using Image J (fold change vs Actin) (F) AIM2-/- and WT BMDMs were treated with LPS (1 μg/ml) for 6h and increasing concentrations of DNA-RNA hybrids or Poly (dA: dT). Oligonucleotides were transfected with lyovec transfection reagent for the indicated time according to the manufacturer’s recommendations. Cell supernatants were collected 24 h post- LPS priming, and IL-1β levels were quantified using ELISA. Data represents the mean ± SEM of at least 3 independent experiments. ***p<0.001; ****p<0.0001.



To determine which nucleic acid species in the tumor CM could be responsible for inflammasome activation, DNAase, RNAase H, and RNAase A which degrade dsDNA, DNA-RNA hybrids, and dsRNA, respectively, was added to A549 CM prior to addition to THP-1 cells. Tumor CM stimulated the production of IL-1β which was significantly inhibited with RNAase H, and not RNAase A. Interestingly, only a slight reduction was observed with DNAase treatment (Figure 5D). Furthermore, treatment with RNAase H significantly reduced the maturation of IL-1β, and inhibited gasdermin D-N expression (Figure 5E). Treatment with DNAase, to a smaller extent, reduced the maturation of IL-1β, but did not inhibit the IL1β release, suggesting that DNA-RNA hybrids present in tumor CM, could be responsible for the IL-1β secretion and inflammasome activation in THP1 macrophages, rather than dsDNA.

Finally, to validate that the AIM2 inflammasome can sense dsDNA and DNA-RNA hybrids, BMDM from WT and AIM2-/- mice were generated and transfected with different concentrations of DNA-RNA hybrids or dsDNA poly (dA: dT). The lowest concentration of DNA-RNA hybrid transfection (0.1μg/ml) increased IL-1β secretion which was AIM2 dependent. Interestingly, transfection of DNA-RNA hybrids at higher concentrations (1µg/ml and 5 µg/ml) did not increase IL-1β secretion compared to the transfected control. (Figure 5F). However, only higher concentrations of poly (dA: dT) stimulated IL-1β production. This data suggests that AIM2 can respond to both DNA-RNA hybrids and dsDNA, but is more sensitive to DNA-RNA hybrids as compared to dsDNA

In summary, this study shows that macrophage AIM2 is activated by nucleic acids secreted from the cancer cells, which leads to inflammasome activation, IL-1β cleavage and release from macrophages. IL-1β and coculture of tumor cells with macrophages enhances the proliferation of tumor cells which is AIM2 and caspase 1/11 dependent (Gigure 6). AIM2 is more sensitive to stimulation with DNA-RNA hybrids compared to dsDNA, suggesting that both dsDNA and DNA-RNA hybrids can activate AIM2 inflammasome in tumor associated macrophages in the tumor microenvironment.






Discussion

Understanding the tumor microenvironment and the intrinsic relationship between tumor cells and immune cells is essential for developing potential therapy options. The critical role of inflammation in the tumor microenvironment is beginning to be appreciated, with many tumor types showing an inflammatory signature (20). Although cancer inflammation is described as a double-edged sword (21), it is without question a key mediator of cancer development with both tumor-promoting and inhibiting properties. Inflammasomes are multimeric protein complexes that are key drivers of inflammation and can recognize DNA to trigger innate immune responses. The AIM2 inflammasome is a DNA sensor that has been reported to be activated by dsDNA (22). In particular, the AIM2 inflammasome has been reported to be an important tumor regulator with inflammasome-dependent and independent roles in cancer but its exact role remains unclear (6, 23–25). The complex role of AIM2 in the tumor microenvironment may be more complicated through its inhibition of several signaling pathways including AKT (16) as well as STING-type 1 interferon signaling (7b) Most importantly, how AIM2 gets activated in cancer remains unknown.

A strength of the paper is the use of the MMTV-WNT mouse model as we wished primarily to look at spontaneous cancer growth. The MMTV-WNT mouse develops tumors at ~6-9 months of age so it was possible to determine if the numbers of infiltrating macrophages increases with time pre-tumor. In vitro, other tumor cell lines were used, such as human Hela (cervical cancer), human HCT116 (colon cancer) and human A549 (lung cancer) as well as mouse TRAMPC2 (prostate cancer). This demonstrates that all cancer cell lines could stimulate AIM2 inflammasome activation in macrophages exposed to the conditioned media from these cell lines. Thus our observations are not tumor type specific, but we believe a reflection of cancer cells in general.

The role of IL-1β in cancer has both positive and negative functions and may be dependent on the cancer type and stage. Our study has shown that IL-1β enhances proliferation of prostate cancer cells at physiological concentrations. This is in line with studies showing that host IL-1β is required for in vivo angiogenesis and invasiveness of melanoma, prostate and breast tumor cells through the production of VEGF and cytokines by macrophages(26). Similarly, IL1 was shown to be produced by tumor infiltrating myeloid cells in the tumor microenvironment and neutralizing IL1 receptor inhibits breast cancer progression in vivo in a humanized mouse model(27), indicating the importance of paracrine IL-1β in tumor growth and progression. In other studies, monocyte-derived IL-1β inhibited prostate cancer proliferation and induced apoptosis(28). However, interestingly, IL-1β inhibits differentiation and metastasis of metastasis initiating cells and among patients with lymph node-positive breast cancer, high primary tumor IL-1β expression is associated with better overall survival and distant metastasis-free survival (29).

The other players in the inflammasome pathway such as Gasdermin-D are is also involved in the macrophage inflammasome-dependent proliferation of cancer where lung metastasis in Gasdermin D -/- mice was reduced (30). Similar to our study, macrophage gasdermin-D plays a role in the tumor microenvironment. In addition, Caspase-1 and Gasdermin-D deficient macrophages enhance the activation of cGAS-STING dependent type-1 interferon pathway. However, this was reported to be pytoptosis, IL1 and IL-18 independent and through K+ depletion and suppression of cGAS activation (31). NLRP3 also has been reported in a multitude of studies to be involved in tumor growth and development both as an oncogene and as a tumor suppressor gene. (32). The spatial and temporal activation and expression of AIM2 and NLRP3 in varying tumor types may explain the conflicting reports but more studies are needed to fully understand the importance of the inflammasomes and its components in cancer.

Although implicated in different types of cancer, the trigger for AIM2 in these cancers remains unknown. Our results show that DNA-RNA hybrids may be the trigger for AIM2 inflammasome in cancers. Firstly, macrophages exhibited a significant decrease in IL-1β release when treated with DNA-RNA hybrid-depleted tumor conditioned media. This effect is not seen using dsDNA-depleted tumor conditioned media. Secondly, AIM2 -/- macrophages have impaired levels of IL-1β following transfection with DNA-RNA hybrids. Thirdly, immunostaining revealed that AIM2 colocalizes with cytosolic DNA-RNA hybrids to a larger extent than dsDNA in various cells tested. Taken together, our results indicate AIM2 indeed interacts with DNA-RNA hybrids. To the best of our knowledge, DNA-RNA hybrids have not been previously linked to AIM2 inflammasome in cancer. However, AIM2 was reported to be activated by RNA viruses such as influenza viruses (33, 34), Chikungunya virus and West Nile virus (35). Given that DNA-RNA hybrids are generated as intermediates during replication of the various viruses within infected cells (36, 37), RNA viruses may activate AIM2 via direct sensing of the DNA-RNA hybrids produced when the viral RNA is reverse transcribed into DNA. However, one report finds that bacterial DNA-RNA hybrids from Enterohemorrhagic Escherichia coli are sensed by NLRP3 inflammasome (38). Our preliminary data indicates that while tumors express high levels of AIM2 and NLRP3, tumor CM increases the expression of AIM2, but not NLRP1, NLRP2 or NLRP3 inflammasomes, suggesting that AIM2 and NLRP3 inflammasomes may play complementary roles in inflammasome activation in response to tumor-derived mediators. It is important to note that our model here reports AIM2 sensing of endogenous self-DNA-RNA hybrids and not foreign bacterial hybrids.

Given the understanding that AIM2 recognizes dsDNA (10, 39), our study is one of the first to describe AIM2 recognition of DNA-RNA hybrids and at a higher sensitivity than dsDNA. It may be possible that AIM2 is only capable of sensing dsDNA more than 80bp in length (40). While the length of dsDNA in the tumor cells we used (A549, Hela, MCF-7) remains elucidated, it is certainly possible that the dsDNA present in these tumor cells is too short to trigger AIM2 activation in this model.

In summary, we show that tumors express cytosolic DNA and have higher numbers of infiltrating macrophages. Macrophages release IL-1β indicative of inflammasome activation after stimulation with LPS and tumor-CM, which is AIM2 dependent. IL-1β and coculture of tumor cells with macrophages enhances the proliferation of tumor cells which is AIM2 and Casp1/11 dependent. We propose that cancer cells release nucleic acids into the tumor microenvironment, which activates macrophages to produce an acute pro-tumor response (Figure 6). Accordingly, understanding paracrine tumor cytosolic DNA and immune cell interactions in cancer pathogenesis is a critical step for therapeutic development. Broader understanding of the mechanisms of nucleic acid interaction with innate immune signaling pathways would provide novel targets for anticancer research and future molecular therapy.




Figure 6 | DNA-RNA hybrids and dsDNA in the tumor microenvironment activate and trigger AIM2 induced inflammation in macrophages to produce a pro-tumor response. Cancer cells secrete cytosolic DNA into the tumor microenvironment which is taken up by the macrophages. DNA-RNA hybrids and dsDNA bind and activate AIM2 inflammasome in macrophages, which produce pro-tumorigenic responses.
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Introduction

The interleukin-1 (IL-1) family and the NLR family pyrin domain-containing 3 (NLRP3) inflammasome contribute to atherogenesis but the underlying mechanisms are incompletely understood. Unlike IL-1β, IL-1α is not dependent on the NLRP3 inflammasome to exert its pro-inflammatory effects. Here, a non-genetic model was applied to characterize the role of IL-1α, IL-1β, and NLRP3 for the pathogenesis of atherosclerosis.





Methods

Atherogenesis was induced by gain-of-function PCSK9-AAV8 mutant viruses and feeding of a high-fat western diet (WTD) for 12 weeks in C57Bl6/J wildtype mice (WT) and in Il1a-/-, Nlrp3-/-, and Il1b-/- mice.





Results

PCSK9-Il1a-/- mice showed reduced atherosclerotic plaque area in the aortic root with lower lipid accumulation, while no difference was observed between PCSK9-WT, PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice. Serum proteomic analysis showed a reduction of pro-inflammatory cytokines (e.g., IL-1β, IL-6) in PCSK9-Il1a-/- as well as in PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice. Bone marrow dendritic cells (BMDC) of PCSK9-WT, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- mice and primary human monocytes showed translocation of IL-1α to the plasma membrane (csIL-1α) upon stimulation with LPS. The translocation of IL-1α to the cell surface was regulated by myristoylation and increased in mice with hypercholesterolemia. CsIL-1α and IL1R1 protein-protein interaction on endothelial cells induced VCAM1 expression and monocyte adhesion, which was abrogated by the administration of neutralizing antibodies against IL-1α and IL1R1.





Conclusion

The results highlight the importance of IL-1α on the cell surface of circulating leucocytes for the development of atherosclerosis. PCSK9-Il1a-/- mice, but not PCSK9-Nlrp3-/- or PCSK9-Il1b-/- mice, are protected from atherosclerosis after induction of hypercholesterolemia independent of circulating cytokines. Myristoylation and translocation of IL-1α to the cell surface in myeloid cells facilitates leukocyte adhesion and contributes to the development of atherosclerosis.





Keywords: atherosclerosis, inflammation, hyperlipidemia, interleukin - 1, mouse model



Graphical Abstract | The role of cell-surface (cs) IL-1α in the initiation of atherosclerosis.







Introduction

Atherosclerosis is a chronic inflammatory disease driven by intimal lipid accumulation (1, 2). Reactive oxygen species modify plasma lipoproteins in the subendothelial space, where they are engulfed and digested by macrophages (3). Processing of oxidized lipoproteins inside the cell leads to cholesterol crystal formation and activation of the NOD-, LRR- and pyrin domain-containing protein 3 (NLRP3) inflammasome, initiating the release of pro-inflammatory cytokines such as IL-1β (4, 5). During plaque progression, different subsets of leukocytes adhere to endothelial cells and infiltrate the atherosclerotic plaque contributing to the inflammatory environment (6, 7).

IL-1 cytokines are considered inflammatory mediators of atherosclerosis (8). Two related but distinct IL-1 genes, IL1A, and IL1B, encode IL-1α and IL-1β, respectively. Both share the same receptor, and upon binding of either cytokine, interleukin 1 receptor type I (IL1R1) associates with interleukin 1 receptor accessory protein (IL1RAP/IL1R3) to form a trimeric structure that mediates NfκB-dependent pro-inflammatory signaling (9). The inactive IL-1β precursor protein is cleaved by caspase 1 to the mature form of IL-1β (10).

In contrast to IL-1β, both the precursor and the cleaved form of IL-1α are biologically active. Pro-IL-1α can also be presented on the cell surface (csIL-1α) upon activation of the TLR, e.g., in the presence of lipopolysaccharides (LPS) (11). The precise mechanism of binding IL-1α to the outer cell membrane is incompletely understood (12). It was observed that csIL-1α plays a role in acute myocardial infarction (AMI) and chronic kidney disease (CKD) and is associated with an increased risk of cardiovascular events (13). However, its functional role in atherogenesis is not fully elucidated.Previous studies of atherogenesis in mice depended on cross-breeding with either Ldlr- or ApoE-deficient animals. Both models exhibit high plasma cholesterol levels and the development of atherosclerotic lesions in susceptible areas (14). Studies on genes involved in atherosclerosis require inbreeding in either Ldlr-/- or ApoE-/- animals with the associated potential confounders. However, studies of gene candidates without the genetic bias of the atherosclerosis model itself were not available. We therefore applied a nongenetic gain-of-function PCSK9-AAV8 atherosclerosis model to address the question whether atherosclerosis development depends on IL-1α or the NLRP3 inflammasome and whether IL-1α expressed at the cell surface is involved in the development of atherosclerosis (15).





Materials and methods



Mice

Il1a-/- (n=6) and Il1b-/- (n=5) mice were a kind gift from Prof. Timotheus Speer (Goethe-Universität Frankfurt, Frankfurt am Main, Germany) (13). WT C57Bl6/J (n=10) and Nlrp3-/- (B6.129S6-Nlrp3tm1Bhk/J backcrossed to a C57BL/6J background, n=5) were purchased from Charles River (Sulzfeld, Germany). To induce atherosclerosis, the mice were injected with a mutated AAV8 virus, as described previously (15). Briefly, age-matched littermates were injected with rAAV8-PCSK9D377Y (1.0×1011 viral genomes/mouse) or saline as control at 10 weeks (Figure 1A). Mice received a western high-fat diet (Ssniff, 21% fat, 0.21% cholesterol) one-week post-virus injection for 12 weeks (referred as PCSK9-WT). Saline-treated control mice were fed a normal chow diet. Body weights were measured weekly. Mice were sacrificed after the given time point, and organs were harvested. In brief, the mice were anesthetized with 4-5% isoflurane. The absence of the pedal reflex confirmed successful anesthesia. Afterward, blood was collected, and mice were perfused for organ harvest. All protocols were approved by the Institutional Animal Care (42/2019, Veterinary Office of the Saarland) and were consistent with the guidelines from Directive 2010/63/EU of the European Parliament.




Figure 1 | Il1a knockout mice are protected from hyperlipidemic-induced atherosclerosis independent of the NLRP3-inflammasome. (A) Schematic overview of the experimental groups. Mice were injected with either rAAV8-PCSK9D377Y or Saline. One-week post-injection, mice were fed a western-type diet (21% fat, 0.21% cholesterol) for 12 weeks. Saline-injected mice received a normal chow (NC) diet. (B) Bar graph of plasma cholesterol [mg/dL] after 12 weeks of diet intervention. (C–H): Representative histological images of the aortic root stained with Hematoxylin/Eosin (H& E, (C), Oil-red O (ORO, E), and monocyte and macrophage (MOMA-2) staining (G) with their corresponding bar graphs (D, F, H). One-way ANOVA was performed with Sidak’s multiple comparisons posthoc test (*p < 0.05). H& E and ORO stainings were imaged with 4 × magnification, scale bar 100 µm (C, E), MOMA-2 staining with 10 × magnification, scale bar 100 µm (G). Data are presented as mean ± SD of PCSK9-WT (n=5), PCSK9-Il1a-/- (n=6), PCSK9-Nlrp3-/- (n=5), and PCSK9-Il1b-/- (n=5) animals.







Histology

Characterization of atherosclerotic lesions was performed in the aortic root. Cryopreserved sections (10 µm) were used for Hematoxylin and Eosin (H& E), MOMA-2, and Oil-red O (ORO) staining. MOMA-2 and ORO staining were performed as described previously (15). H& E staining was performed by fixation of cryoslides with Xylene 3x 5 min, followed by a descending series with alcohol. Slides were washed with H2O before the hematoxylin staining for 4 min. Then, sections were washed with H2O and incubated with Scott’s bluing water for 20 seconds, followed by 1 min in 95% EtOH. Staining with Eosin was performed for 1 min, and sections were incubated in an ascending series of alcohol followed by 3x 5 min in xylene. Stained sections were then covered with xylene-based mounting solution and coverslips. ImageJ software (Version 1.53k) was used for image analysis. MOMA-2 staining was imaged with a ZEISS Elyra microscope. The percentage of MOMA-2 positive area per lesion was calculated by measuring the MOMA-2 positive area and dividing it by the plaque area.





Isolation and culture of murine bone marrow-derived dendritic cells

Bone marrow cells were isolated from wildtype mice (16). 2×106 bone marrow cells were plated on a 10-cm dish in RPMI-1640 medium (Sigma Aldrich, USA) containing 10% fetal calf serum (Gibco, Thermo Fisher Scientific, USA), 1% Penicillin-Streptomycin, and 50 mM β-Mercaptoethanol (Gibco, Thermo Fisher Scientific, USA). To induce dendritic cell differentiation, the medium was supplemented with 20 ng/ml GM-CSF (Preprotech, Thermo Fisher Scientific, USA) and 10 ng/ml IL-4 (Preprotech, Thermo Fisher Scientific, USA) (17). Cells were harvested on day 7 by collecting the suspension cells in the supernatant. Differentiation was confirmed using flow cytometry by detecting the MHC-II and Cd11c double-positive cells (min. 70% double-positive cells) (Figure S2A). Harvested cells were replated for further experiments in a fresh culture dish.





Isolation and stimulation of human primary monocytes

Human primary monocytes were isolated from buffy coats of healthy volunteers via Ficoll (Cytiva, USA) gradient centrifugation. The study was conducted in accordance with the Declaration of Helsinki on Ethical Principles and was approved by the Ethical Committee of the Medical Faculty, University of Leipzig (ethics license: 272-12-13082012). Isolated PBMCs were incubated with CD14 beads (Milteny Biotech, Germany) for 15 min at 4°C and isolated with MACS magnetic separator. Isolated monocytes were cultured in RPMI-1640 (Sigma Aldrich, USA) with 10% Fetal calf serum and 10 mM Sodium Pyruvate (Merck, Germany). Cells were stimulated with 100 ng/ml ultrapure LPS (upLPS, Invivogen, USA) overnight.





Culture of human umbilical vein endothelial cells

Human Umbilical Vein Cells (HUVECs) were cultured in EBM Endothelial Cell Growth Basal Medium (Lonza, Swiss) supplemented with EGMTM Endothelial Cell Growth Medium SingleQuots (Lonza, Swiss). Passages 4 to 8 were used for experiments.





Serum analysis

Serum was collected for the measurement of plasma lipids and plasma proteins. 500-700 µl of blood were collected from each mouse and centrifuged at 3.500× g for 10 min at room temperature. Blood serum was transferred to a fresh 1.5 ml tube and snap-frozen in liquid nitrogen. Cholesterol was measured using LabAssay Cholesterol (Fuji Film, Japan) following the manufacturer’s instructions.

The Olink Mouse Exploratory Panel was used to measure circulating proteins. Serum was prepared according to the manufacturer’s instructions (Olink, Sweden) and measured with the Mouse Exploratory 96 panel. Protein concentration was determined using the proximity extension assay (PEA) technology described elsewhere (18). Briefly, oligonucleotide-labeled antibodies bind to their target proteins where they come into proximity with other labeled antibodies that bind to the same target. The oligonucleotides hybridize in proximity and form a basis for qPCR and quantification. The number of qPCR cycles stands in relation to the protein concentration and gives the arbitrary unit normalized protein expression (“NPX”) as the readout. To examine changes in the secretome in the hyperlipidemic mouse model vs. mice fed a normal chow (NC) diet, two-sideded t-test was performed, followed by enrichment analysis of the significant regulated proteins (FDR cutoff= 0.1).





Subcellular fractionation

Mouse BMDC were incubated overnight with culture medium or 100 ng/ml upLPS. Human monocytes were stimulated overnight with 100 ng/ml upLPS. Subcellular fractionation was performed using the Cell Signaling Kit (Cell signaling, USA) according to the manufacturer’s instructions. NaK- ATPase was used as a marker for the membrane fraction and GAPDH for the cytoplasmic fraction in immunoblotting.





Immunoblotting

Cytoplasm and membrane fractions were mixed with 4x Laemmli and β-mercaptoethanol. Equal volumes of fractions were directly loaded in a 4-12% pre-cast gradient gel (BioRad, USA) and separated by SDS-Page. Proteins were transferred to a nitrocellulose membrane (BioRad, USA), blocked with 5% non-fat dietary milk (NFDM, Carl Roth, Germany), and washed and incubated with the primary antibodies were either diluted in 5% NFDM or 5% bovine serum albumin (BSA, Serva, USA) overnight at 4°C: hIL-1α (1:500, sc-271618, clone G10, Santa Cruz, USA), mIL-1α (1:1,000, AF-400-SP, R&D, USA), GAPDH (1:5,000, sc-47724, clone 0411, Santa Cruz, USA), NaK ATPase (1:10,000, ab76020, Abcam, United Kingdom). The membrane was incubated with the secondary antibody coupled with horse radish peroxidase diluted in 5% NFDM for 1h on the following day. Classico Western HRP Substrate (Millipore) or SuperSigna West Femto (Thermo Fisher Scientific, USA) were used for development on iBright 1500 (Thermo Fisher Scientific, USA).





Proximity ligation assay

Duolink In Situ Red Starter Kit Mouse/Rabbit (Sigma Aldrich, USA) was used and performed following the manufacturer’s instructions. Briefly, HUVEC cells were seeded on a µ-slide Angiogenesis (ibidi, Germany) and were pre-stimulated with neutralizing IL1R1 antibody (10 µg/ml, #AB-269-NA, R&D Systems, USA) as indicated for 1h. Unstimulated or upLPS-stimulated monocytes were then added for 4h per well. Monocytes were washed 4 times to eliminate residual upLPS before seeding on HUVEC cells. After 4h, the supernatant was aspirated carefully, and cells were fixed with ROTI Histofix 4% (Carl Roth, Germany) for 20 min at room temperature. The primary antibodies hIL-1α (1:50, sc-271618, clone G10, Santa Cruz, USA) and IL1R1 Polyclonal Antibody (1:100, PA5-117479, Invitrogen, USA) were diluted in Duolink antibody dilution and stained overnight. 1 µg/ml rabbit IgG (Dianova, RIgG, Germany) was included as an isotype control.





Monocyte adhesion assay

To determine monocyte-to-endothelial adhesion, HUVEC cells 3were seeded on 96-well Flat Clear Bottom Black Polystyrene Microplates (Corning, USA). Isolated primary monocytes were stimulated with upLPS overnight or kept in culture medium. The next day, stimulated monocytes were pre-incubated with a neutralizing IL-1α antibody (1 µg/ml, mabg-hil1a-3, Invivogen, USA) as indicated for 1h. Afterward, monocytes were labeled with CellTrace™ Calcein Red-Orange, AM (Invitrogen, USA) for 30 min at 37° C. Monocytes were washed 4 times to eliminate residual upLPS and were co-incubated with HUVECs. After 4 h, fluorescence intensity was measured, as well as the remaining intensity after up to 4 washing steps. %adhesion of monocytes was calculated as stated: ((Fremaining fluorescence - Fblanc)/(Ftotal- Fblanc))x100.





Flow cytometry analysis of csIL-1α and VCAM1

For the staining of cell-surface IL-1α (12), cells were harvested and washed once with PBS. The cell number was adjusted to 1x106/ml, and cells were resuspended in FACS buffer (1% BSA, 0.05% sodium azide in PBS). Trustain mouse or human Fc block (1µg/ml, Biolegend, USA) was added and incubated for 10 min on ice. Anti-biotin IL-1α antibody (human: 10µg/ml, #531304, Biolegend, USA; mouse: 10µg/ml, #512503, Biolegend, USA) or appropriate IgG isotype control (human: Goat IgG Biotinylated control, 10 µg/ml, BAF108, Bio Techne, USA; mouse: Biotin Rat IgG1, 10 µg/ml, #400403, Biolegend, USA) was added and incubated for 30 min on ice. Anti-Streptavidin PE was added (2,5 µg/ml, eBioscience, USA) and incubated for 30 min on ice in the dark. Cells were incubated with 5 µl of 7AAD (BD Bioscience, USA) for 10 min at room temperature; cells were immediately measured. For the assessment of total IL-1α, cells were fixed after harvest with 250 µl of Cytofix (Biolegend, USA) for 20 min at 4°C. Staining of IL-1α was performed as described, but FACS buffer was exchanged with Permeabilisation buffer (Biolegend, USA). To detect VCAM1 on HUVECs, cells were pre-stimulated with neutralizing IL1R1 antibody (10 µg/ml, #AB-269-NA, R&D Systems, USA) as indicated for 1h. Unstimulated and upLPS-stimulated monocytes were added for 4h. Tnfα served as a positive control. Monocytes were washed 4 times to eliminate residual upLPS before seeding on HUVEC cells. Up-LPS stimulated HEK293 and handled as stimulated monocytes and were included as a control to verify the successful elimination of LPS (Figure S3A). After 4h, the supernatant was discarded, and cells were fixed with 0.5% Roti-Histofix (Carl Roth, Germany) and harvested. Staining was performed using 5 µg/ml anti-human CD106 APC Antibody (#305810, Biolegend, USA) or mouse IgG2a kappa Isotype control (eBM2a) APC (5 µg/ml, #17-4724-81, Thermo Fisher Scientific, USA) as the isotype control, for 45 min on a rotator at 4°C. Cells were measured at the BD FACS Lyrica. FlowJo® Software (Version 10.8.1) was used for further analysis.





Myristoylation assay

Myristoylation was detected using a myristoylated protein assay kit (abcam, USA) following the manufacturer’s instructions. Cells without myristic acid labeling served as background controls. To test the myristoylation inhibitor, cells were pre-incubated with 1 µM n-myristoyltransferase inhibitor IMP-1088 (Cayman Chemical, USA) for 1h before stimulation with 100 ng/ml upLPS overnight.





ELISA

Human (R&D Systems, USA) and mouse IL-1α (R&D Systems, USA) DuoSet ELISA kits, as well as human (R&D Systems, USA) and mouse IL-1β (R&D Systems, USA) DuoSet ELISA kits, were used in combination with DuoSet ELISA Ancillary Reagent kit (R&D Systems, USA). The assays were performed following the manufacturer’s instructions.





Illustrations

Graphical abstract and schematic overviews were generated by using icons from Servier Medical Art, provided by Servier, licensed under a Creative Commons Attribution 3.0 unported license.





Statistical analysis

Statistical analyses were performed with GraphPad Prism (version 8; GraphPad Software Inc., La Jolla, CA, USA). Data were tested for a gaussian distribution using the Kolmogorov–Smirnov or D’Agostino-Pearson normality test. Two-tailed unpaired t-test was performed to compare groups if not otherwise stated. One-way ANOVA with Sidak’s multiple comparisons test was performed to compare more than two groups. The significance level was set to p < 0.05.






Results



PCSK9-Il1a-/- mice are protected from hyperlipidemia-induced atherosclerosis, whereas PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice are not

To investigate the role of IL-1α and the NLRP3 inflammasome in a nongenetic mouse model of atherosclerosis, we induced hypercholesterolemia in WT, Il1a-/-, Nlrp3-/-, and Il1b-/- mice by a single injection of a hyperactive pro-protein convertase subtilisin/kexin type 9 (PCSK9)-adeno-associated virus (rAAV) followed by a Western-type diet (PCSK9) for 12 weeks (Figure 1A). PCSK9 control mice (PCSK9-WT) develop hypercholesterolemia and spontaneous atherosclerosis (Figures 1B–H), as recently described by our group (15). Cholesterol levels were similar in PCSK9-WT and PCSK9-Il1a-/-, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- animals (Figure 1B). PCSK9-Il1a-/- mice showed reduced atherosclerotic lesions (-76%) (Figures 1C, D) and lower lipid accumulation (Oil-red O, Figures 1E, F) than PCSK9 control mice. The development of atherosclerosis in PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice did not differ from the control wildtype animals (Figures 1C–F). No significant difference in macrophage infiltration in plaques (MOMA-2 positive cells) was observed in PCSK9-Il1a-/-, PCSK9-Il1b-/-, and PCSK9-Nlrp3-/- mice compared to PCSK9-WT animals (Figures 1G, H).





PCSK9-Il1a-/-, PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice show reduced levels of circulating cytokines

To determine whether the atheroprotective effect in PCSK9-Il1a-/- mice are associated with changes in the serum protein profile, we used the Olink Target 96 Mouse Exploratory Panel. The 92 proteins measured encompass various biological processes and thus provide an overview of regulated signaling pathways. The serum of PCSK9-WT control mice showed increased proteins annotated to cell-activating signaling pathways and vasculature-regulating mechanisms (Figures 2A, B). PCSK9-Il1a-/- led to a significant downregulation of pro-inflammatory proteins, such as IL-6, IL-1β, and CCL-2, compared to PCSK9-WT (Figure 2C). IL-6 was also downregulated in PCSK9-Nlrp3-/- and PCSK9-Il1b-/- but both groups show similar plaque development to PCSK9-WT (Figure 1C). Normal chow control group (NC) and PCSK9-Il1a-/- animals did not share similar regulated proteins (Figure 2D). Even though IL-1β was significantly upregulated in PCSK9-WT group, serum IL-1α levels did not show a significant difference between NC and PCSK9-WT (Figure 2E).




Figure 2 | PCSK9-Il1a-/-, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- mice show reduced levels of circulating cytokines. (A) Volcano plot of proteins regulated in Olink mouse exploratory panel comparing serum protein levels of mice fed a NC vs. PCSK9-WT mice. Red data points indicate the difference of the NPX mean between PCSK9-WT and NC for each protein. The dashed line intersecting the y-axis indicates the significance of p<0.05. (B) Shiny GO (19) (Version 0.77) enrichment analysis annotating the significantly regulated proteins to the Gene Ontology (GO) Biological Process (false detection rate (FDR) cutoff: 0.1). The top 10 regulated pathways are presented as a barplot with the colors indicating the -log10 FDR, with red as the highest and blue as the lowest. (C) Heatmap depicting the dynamics of proteins significantly regulated in Il1a-/- compared to PCSK9-WT. Data is presented as fold change of PCSK9-WT, PCSK9-Il1a-/-, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- to NC. (D) Venn Diagram representing serum proteins specifically regulated in only NC or PCSK9-Il1a-/- animals compared to PCSK9-WT. Shared regulated proteins are displayed at the intersection of both areas. (E) Bargraphs of serum IL-1α levels measured in the Olink 96 mouse exploratory panel. The dashed line indicates the limit of detection of the assay. Data is presented with the Olink NPX value as mean ± SD, *p<0.05. PCSK9-WT (n=5), PCSK9-Il1a-/- (n=6), PCSK9-Nlrp3-/- (n=5), and PCSK9-Il1b-/- (n=4).







Cell surface translocation of IL-1α is not influenced by NLRP3 and IL-1β in murine BMDC

Since serum levels of IL-1α were not increased in atherosclerotic PCSK9-WT mice (Figure 2E), we investigated the membrane-bound form of IL-1α. The shuttle from the cytoplasm to the plasma membrane requires de-novo synthesis of IL-1α, mediated by the TLR/NFκB signaling pathway. BMDCs, as an important representative of circulating immune cells, were used to study the translocation of IL-1α from the cytoplasm to the plasma membrane after a single stimulus of 100 ng/ml ultrapure LPS (upLPS) and cell fractionation (Figure 3A). Stimulation of the TLR leads to the accumulation of pro-IL-1α in the plasma membrane fraction (Figures 3B, C). The purity of the cell fractions was confirmed with markers for cytoplasm (glyceraldehyde-3-phosphate dehydrogenase (GAPDH)) and for plasma membrane (sodium-potassium ATPase (NaK- ATPase)). GAPDH was not detected in the membrane fraction, confirming no contamination of cytoplasmic IL-1α. The translocation to the plasma membrane was validated by flow cytometry on stimulated, unfixed cells (Figure 3D). 7-AAD was used to discriminate between dead and live cells and analyze the cell-surface IL-1α only in unfixed 7-AAD negative cells (Figure 3D). LPS increased de-novo synthesis of total IL-1α from 4.9 ± 6.6% to 42.9 ± 7.6% (fixed cells, Figure 3E) and induced the translocation of IL-1α to the plasma membrane (unfixed 7-AAD- cells, Figure 3F). LPS did not increase the permeability of the cells (Figure 3G). FACS analysis demonstrated that 5.3 ± 1.9% of the cells showed IL-1α plasma membrane localisation after LPS stimulation (Figure 3F). Stimulated BMDCs of PCSK9-WT, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- expressed IL-1α in their cytoplasm, which was translocated to the plasma membrane upon LPS stimulation (Figures 3H, I). Even though LPS alone was sufficient for the translocation of IL-1α to the plasma membrane, BMDCs did not secrete IL-1α or IL-1β to the extent of the positive control (LPS+ ATP, Figures S2B, C), which is in line with our in vivo findings.




Figure 3 | Cell surface translocation of IL-1α is not influenced by NLRP3 and IL-1β in murine BMDC. (A) Schematic overview of the experimental setup. Bone marrow-derived dendritic cells (BMDCs) were replated after 7 days of differentiation and stimulated with 100 ng/ml ultrapure Lipopolysaccharide (upLPS) overnight. Afterward, cells were harvested, and fractions were isolated using a detergent-based method. (B) Representative immunoblot of the membrane and cytoplasmic fraction of BMDCs with or without upLPS stimulation. Protein levels of IL-1α, GAPDH (glycerinaldehyde-3-phosphate-dehydrogenase, cytoplasmatic marker), and NaK ATPase (sodium–potassium ATPase, membrane marker) are presented. (C) Densiometric quantification of IL-1α in cytoplasmic fraction normalized to GAPDH and IL-1α in membrane fraction normalized to NaK ATPase. (D) Representative flow cytometry scatter plot of staining for IL-1α on stimulated BMDCs after gating for viable, non-fixated (7AAD-) cells. Total IL-1α was measured on fixed cells. (E) Barplot depicting the percentage of total IL-1α positive monocytes (7AAD+) with or without upLPS stimulation. (F) Barplot depicting the percentage of csIL-1α positive monocytes (7AAD-) with or without upLPS stimulation. (G) Barplot representing the percentage of non-permeable monocytes with or without upLPS stimulation. (H) Representative immunoblot of membrane and cytosolic fraction from upLPS-stimulated BMDCs of PCSK9-WT, PCSK9-Il1a-/-, PCSK9-Nlrp3-/-, and PCSK9-Il1b-/- animals. Protein levels of IL-1α, GAPDH (cytoplasmatic marker), and NaK ATPase (membrane marker) are presented with corresponding densiometric quantification (I) of log-transformed IL-1α expression. All data are presented as mean ± SEM, *p<0.05.







IL-1α surface expression on human monocytes induces IL1R1-mediated VCAM1 expression and monocyte adhesion on endothelial cells

To confirm the interaction of monocytic csIL-1α with endothelial IL1R1, a close proximity ligation assay (PLA) was performed. Incubation of LPS-stimulated monocytes with primary human endothelial cells (HUVEC) resulted in a positive PLA fluorescence signal which was not observed under control conditions (Figure 4A). To validate the pro-atherogenic effect of csIL-1α, VCAM1 expression on HUVECs was measured after treatment with upLPS-stimulated monocytes. Stimulated monocytes increased VCAM1 expression compared to treatment with unstimulated monocytes (25.9 ± 7.1% vs. 2.5 ± 1.4% VCAM pos. cells) on HUVECs, which was significantly reduced by the administration of neutralizing IL1R1 antibody (18.6 ± 6.3% VCAM1 pos. cells) (Figures 4B, C) indicating that csIL-1α/IL1R1 binding and signaling plays a major role in VCAM1 expression and can be abrogated by blocking of IL1R1. In addition, the induced VCAM1 expression through csIL-1α/IL1R1 binding promoted the adhesion of monocytes to HUVECs. Therefore, calcein-labeled monocytes were incubated with HUVECs, and the remaining fluorescence after washing was measured (Figure 4D). Monocytes pre-stimulated with LPS showed more endothelial adhesion than non-stimulated monocytes (6.7 ± 3.6% vs. 3.5 ± 2.5%). To study whether monocyte adhesion is dependent on csIL-1α expression and binding on endothelial IL1R1, the cells were co-stimulated with neutralizing IL-1α antibody, which reduced the monocyte adhesion to baseline level (Figure 4E).




Figure 4 | IL-1α surface expression on human monocytes induces VCAM1 expression and leads to increased adhesion on endothelial cells. (A) Schematic principle of proximity ligation assay (PLA) and representative picture of PLA. Direct binding of csIL-1α to the Interleukin-1 receptor 1 (IL1R1) leads to a fluorescence signal detectable at 594 nm. Human umbilical vein endothelial cells (HUVECs) were treated with monocytes for 6h, stimulated with and without upLPS (100 ng/ml). Cells were imaged at a 40× magnification (scale bar 50µm). HUVECs and monocytes are presented in blue, IL-1α/IL1R1 PLA signal is visible as red dots. (B) Representative flow cytometry histogram of vascular cell adhesion molecule–1 (VCAM1) stained HUVECs after 4h treatment with upLPS-stimulated monocytes. 10 µg/ml neutralizing IL1R1 (nIL1R1) antibody was added 1h before HUVEC-monocyte co-incubation. (C) Bar graph depicting the percentage of VCAM1- positive HUVECs after treatment with unstimulated and upLPS-stimulated monocytes. HUVECs were incubated with and without nIL1R1 antibody (10 µg/ml) for 1h before co-incubation. Data are presented as mean ± SEM of seven independent experiments; *p< 0.05. (D): Schematic experimental setup of monocyte adhesion assay. Primary monocytes were treated as indicated, labeled with Calcein and 4x washings. HUVECs were treated with and without 1 µg/ml neutralizing IL-1α antibody (nIL-1α) 1h before co-incubation. Then, HUVECs were treated with labeled monocytes for 4h. The initial fluorescence of adhering monocytes was measured as well as after two washes. Cells were imaged (4× magnification), scalebar 100 µM. (E) Quantification of adhering monocytes to HUVECs presented as mean ± SEM of four independent experiments. Repeated measure ANOVA was performed, followed by Sidak’s multiple comparison test (*p< 0.05).







Myristoylation regulates csIL-1α translocation in murine bone marrow cells and in human monocytes

The N- terminus of the 31-kDa IL-1α precursor is myristoylated on lysine residues Lys82 and Lys83 (20). Bone-marrow cells from the hyperlipidemic atherosclerotic mice (PCSK9-WT) showed significantly more protein myristoylation than cells from control mice on normal chow (10.0 ± 4.0% in control vs. 76.0 ± 35.7% in PCSK9-WT mice) (Figure 5A). Blocking of N-myristoyltransferases 1 and 2 (NMT1/2) with IMP-1088 [1µM] reduced protein myristoylation by 62 ± 12.9% (p< 0.05) (Figure 5B) in human monocytes under control conditions. Pre-incubation of human monocyte cells with IMP-1088 [1µM] for 1h before LPS treatment reduced the cell surface expression of IL-1α by 35 ± 8.7%, p<0.05 (Figure 5C).




Figure 5 | Myristoylation regulates csIL-1α in murine bone marrow cells and human monocytes. (A) Barplot depicting the percentage of murine bone marrow cells with myristoylated proteins. Bone marrow cells were cultured and myristoylated proteins were labeled overnight. Data are presented as mean ± SEM of NC (n=3) and PCSK9-WT (n=3), *p<0.05. (B) Mean fluorescence intensity of human primary monocytes under culture conditions (con) or with overnight incubation of N-myristoyltransferase inhibitor IMP-1088 [1 µM]. Data are presented as mean ± SEM of three independent experiments. One-sided paired t-test was performed, *p<0.05. (C) Percentage of csIL-1α presenting monocytes stimulated with 100 ng/ml upLPS and 1 µM IMP-1088 as indicated. Data are presented as mean ± SEM of four independent experiments, *p<0.05.








Discussion

The present study provides evidence for a significant contribution of IL-1α during the development of atherosclerosis. Our results revealed that circulating pro-inflammatory cytokines are not the only driving factor in atherogenesis. At the observed time points in early atherogenesis, IL-1α at the cell surface mediates leukocyte adhesion to endothelial cells independently of the NLRP3 inflammasome.

Cytokines are an important factor in immune cell activation and mediators of sterile inflammation. The study demonstrates that pro-inflammatory proteins such as IL-1β, IL-6, and CCL-2 are upregulated in the serum of PCSK9-WT animals (Figures 2D–F). However, PCSK9-Nlrp3-/- and PCSK9-Il1b-/- animals showed significantly reduced serum protein levels of IL-1β and IL-6 compared to PCSK9-WT mice despite similar plaque areas. The novel observation is that plaque development after 12 weeks of a high-fat diet appears to be largely independent of circulating pro-inflammatory cytokines.

Interestingly, circulating IL-1α was not significantly increased in PCSK9-WT animals (Figure 2C). However, the lack of Il1a resulted in a reduction in atherosclerotic lesions, suggesting a significant role of membrane-bound IL-1α protein in atherogenesis. Il1a knockout mice also had significantly lower serum levels of CCL-2 and CXCL-1 (Figures 2C, D). We also demonstrated that csIL-1α/IL1R1 binding and signaling plays an important role in VCAM1 expression on endothelial cells and that this expression can be abrogated by blocking IL1R1. This finding highlights the important role of IL-1α in monocyte adhesion and initiation of atherosclerosis.

PCSK9-Il1a-/- animals also show a reduction in circulating IL-1β (Figure 2C, dashed line), which are consistent with results from previous publications (21, 22). However, although PCSK9-Il1a-/- animals show reduced IL-1β secretion, this does not appear to be the driving factor for atherosclerosis, because PCSK9-Il1b-/- animals do not show a reduction in plaque size.

Although Il1a knock out animals show greatly reduced atherosclerosis development compared with PCSK9-WT animals, macrophage infiltration per plaque is unchanged. We found no significant differences in MOMA-2 expression per plaque in the Il1a-deficient mice. Thus, Il1a is thought to play a critical role in monocyte adhesion to the endothelium but has no protective effect on macrophage infiltration in existing plaques. However, there are other risk factors, such as elevated cholesterol levels, which are also elevated in Il1a knockout mice, and may lead to endothelial damage and thus macrophage infiltration in plaques.

Chen et al. provided a mechanism for IL-1α surface presentation via IL1R2 and GPI anchors (12). They showed that Il1r2 deficiency in mice reduced levels of csIL-1α, but the mechanism remained unclear. Our data show that csIL-1α is reduced in primary monocytes by adding the myristoylation inhibitor IMP-1088 before stimulation (Figure 5C). Protein N-myristoylation is an essential fatty acylation catalyzed by N-myristoyltransferases (NMTs), which is vital for proteins participating in various biological functions, including signal transduction, cellular localization, and oncogenesis (23). Lately, myristoylated IL-1α was linked to the mitochondrial membrane by binding to cardiolipin. The myristoylation at the lysine residues 82 and 83 increased the association between proteins and lipids and, thus, the integration of IL-1α in the membrane lipid bilayer in the presence of Ca2+ (24). CsIL-1α levels do not return to baseline, indicating that the different mechanisms of tethering IL-1α to the membrane are essential for the presentation, even though the exact mechanism of transport from IL-1α to the membrane remains elusive. Metabolic stimuli and TLR ligands can induce csIL-1α expression on myeloid cells, making this cytokine a considerable candidate in atherosclerosis initiation, driven by high levels of circulating free fatty acids or other metabolic stimuli, such as cholesterol or high glucose (25).

Nlrp3 deficiency did not reduce atherosclerotic lesion size compared to PCSK9-WT animals in the presented data. Previous PCSK9-Nlrp3-/- studies are controversial and differ in their genetic background and diet composition. Using ApoE-/- mice crossed with either Nlrp3-/-, Casp1-/- or Asc-/-, mice did not show a reduction in plaque size, macrophage infiltration, or plaque stability after 11 weeks of high-fat diet compared to ApoE-/- mice (4). However, chimeric Ldlr-/- mice transplanted with bone marrow from Nlrp3-/-, Asc-/-, and Il1a-/- mice revealed reduced plaque area after 4 weeks of a high-fat diet (26). The PCSK9-AAV8 atherosclerosis model used in this study has the advantage of being independent of genetic alterations to induce atherosclerosis. Knockout of Nlrp3 results in a reduction in circulating cytokines but not in plaque size, lipid accumulation, or macrophage infiltration. Thus, the study contributes to the observation that a constitutive Nlrp3 knockout does not protect against the development of atherosclerotic plaques.

Previous studies have shown that csIL-1α has an implication in different pathologies and is tested as a therapeutic target in different diseases. Monocytes from patients with acute myocardial infarction (AMI) and chronic kidney disease (CKD) exhibit increased levels of csIL-1α. The expression of csIL-1α was associated with an increased risk for atherosclerotic cardiovascular disease events (13). Bermekimab (MABp1) is a human antibody targeting IL-1α and was used in patients with refractory cancer. It was well tolerated and led to a decrease in plasma IL-6 (27). The antibody was also assessed in phase II clinical study with patients suffering from type II diabetes mellitus. MABp1 improved glycemia and reduced C-reactive protein, an important prognostic marker of systemic inflammation (28). Anakinra, an IL1R antagonist, has already been approved by the FDA and is beneficial for patients with rheumatoid arthritis and autoimmune diseases (29). Treatment of ApoE-/- mice with anakinra reduced plaque size of the aortic arch and serum triglycerides (30). However, anakinra blocks both IL-1α/IL1R and IL-1β/IL1R signaling, which may exert differential or opposite functions in certain diseases. Due to the diverse nature of IL-1α and its associated functions, it is critical to know precisely which IL-1α isoform to target in immunotherapy. Therefore, it appears highly relevant to uncover the detailed role of IL-1α isoforms and their regulation (e.g., by myristoylation) in various diseases.

Knockout of Il1b did not affect lesion size in the PCSK9-AAV8 model of hypercholesterolemia (Figure 1D). However, other studies show a plaque size reduction in ApoE-/-/Il1b-/- animals (31, 32). These controversies could be related to the animal model. Ldlr-deficient animals exhibit significantly smaller lesion sizes and necrotic cores than ApoE-/- mice at similar time points (33). In addition, Kamari et al. pointed out that Il1b-/- leads to only 32% plaque reduction, whereas Il1a-/- reduces plaque size by 52% in ApoE double knockout animals (32). Vromman et al. investigated the effects of monoclonal antibodies against IL-1α and IL-1β in atherosclerosis in vivo which demonstrated that IL-1β has a profound effect on late-stage atherosclerosis by increasing IL-10 in the plasma. In contrast, IL-1α appeard to be more critical in early atherosclerosis due to its influence on arterial outward remodelling (34). Therefore, the effect of Il1b-knockout might not be as pronounced in the PCSK9-AAV8 model compared to ApoE-/- animals but might be detectable at a later time point exhibiting progressed atherosclerotic lesions.

A limitation is that our study describes only a single time point in early atherogenesis (12 weeks). Our previous study observed that the inflammatory cytokines such as TNF-α increase significantly when comparing the PCSK9-AAV8 model at 12 weeks vs. 20 weeks (15). IL-1β may have a greater impact on atherosclerosis in established plaques. Therefore, it would be interesting to examine the changes in secretome as well as plaque characteristics in the applied knockout animals in combination with the PCSK9-AAV8 model at later time points in the future.

In conclusion, IL-1α deficiency reduces atherosclerotic plaque development. Low levels of pro-inflammatory cytokines in the knockout animals indicated independence of plaque development from circulating cytokines at this time point of the disease since csIL-1α mediates initial leucocyte-to-endothelial adhesion and activation of endothelial cells. Importantly, these data highlight the importance of IL-1α in atherosclerosis and the need for detailed understanding of the mechanisms of the translocation and presentation of IL-1α to the plasma membrane as a target for novel therapies, such as myristoylation inhibitors.
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Interleukin-36γ is causative for liver damage upon infection with Rift Valley fever virus in type I interferon receptor-deficient mice
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Type I interferons (IFN) are pro-inflammatory cytokines which can also exert anti-inflammatory effects via the regulation of interleukin (IL)-1 family members. Several studies showed that interferon receptor (IFNAR)-deficient mice develop severe liver damage upon treatment with artificial agonists such as acetaminophen or polyinosinic:polycytidylic acid. In order to investigate if these mechanisms also play a role in an acute viral infection, experiments with the Bunyaviridae family member Rift Valley fever virus (RVFV) were performed. Upon RVFV clone (cl)13 infection, IFNAR-deficient mice develop a severe liver injury as indicated by high activity of serum alanine aminotransferase (ALT) and histological analyses. Infected IFNAR-/- mice expressed high amounts of IL-36γ within the liver, which was not observed in infected wildtype (WT) animals. In line with this, treatment of WT mice with recombinant IL-36γ induced ALT activity. Furthermore, administration of an IL-36 receptor antagonist prior to infection prevented the formation of liver injury in IFNAR-/- mice, indicating that IL-36γ is causative for the observed liver damage. Mice deficient for adaptor molecules of certain pattern recognition receptors indicated that IL-36γ induction was dependent on mitochondrial antiviral-signaling protein and the retinoic acid-inducible gene-I-like receptor. Consequently, cell type-specific IFNAR knockouts revealed that type I IFN signaling in myeloid cells is critical in order to prevent IL-36γ expression and liver injury upon viral infection. Our data demonstrate an anti-inflammatory role of type I IFN in a model for virus-induced hepatitis by preventing the expression of the novel IL-1 family member IL-36γ.
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1 Introduction

Type I interferons (IFN) are a family of cytokines which are expressed early upon infection in order to guarantee the survival of the host until the adaptive immunity is activated. In order to elicit their pro-inflammatory function, type I IFN are induced e.g. upon sensing of pathogen-associated molecular patterns (PAMPs). PAMPs are recognized by pattern recognition receptors (PRRs) such as toll-like receptors (TLR) and the retinoic acid-inducible gene (RIG)-I-like receptors (RLR). Whereas most TLR signal via the adaptor protein myeloid differentiation primary response 88 (MyD88), signaling of RLR is dependent on the adaptor protein mitochondrial antiviral signaling protein (MAVS) (1). Type I IFN can be subdivided into 13 isoforms of IFN-α, one IFN-β, as well as IFN-ϵ, IFN-τ, IFN-κ, IFN-ω, IFN-δ, IFN-ζ, and IFN-v (2). All type I IFN bind to a common type I IFN receptor (IFNAR) in order to regulate the expression of hundreds of IFN-stimulated genes (ISG) (2, 3). It has been shown by several studies in the past that a positive feedback loop via the IFNAR is necessary for the formation of robust type I IFN responses. Small amounts of early type I IFN, mainly IFN-α4 and IFN-β, bind to the IFNAR in order to induce the production of high amounts of type I IFN (4–6). Nevertheless, depending on dose and route of infection, the IFNAR feedback loop is not strictly necessary for robust type I IFN expression upon infection with a variety of RNA-encoded viruses (7).

Even though type I IFN are generally considered as pro-inflammatory cytokines, they can also exert anti-inflammatory functions. Impaired induction of type I IFN in a model of TLR9 ligand-induced liver injury resulted in increased inflammation and liver damage. Here, the protective role of type I IFN was mediated via the attenuation of IL-1β expression and induction of the IL-1 receptor antagonist (RA) (8). Moreover, IL-1 family member-mediated immune pathology was shown for alcohol-induced hepatitis, fatty liver disease, as well as in a mouse model investigating lipopolysaccharide (LPS)/d-galactosamine (D-GalN)-induced liver injury (9, 10). In addition, in a previous study we showed that the artificial double-stranded RNA polyinosinic:polycytidylic acid (poly(I:C)) induced severe liver injury in IFNAR-deficient mice (IFNAR-/-). Deficient type I IFN signaling was associated with increased levels of IL-1β, which in turn was causative for the induction of severe liver damage as shown e.g. by high activity of serum alanine aminotransferase (ALT) (11, 12). As many viruses produce double-stranded RNA during their life cycle, poly(I:C) resembles a good model for a viral infection. To further explore the anti-inflammatory role of type I IFN upon a ‘real’ acute viral infection, we aimed to investigate the regulation of IL-1 family members in virus-induced hepatitis.

Rift Valley fever is an emerging zoonotic disease endemic in sub-Saharan African countries and the Arabian Peninsula. The disease is caused by the Rift Valley fever virus (RVFV), which is an enveloped virus with a segmented negative-sensed single-stranded RNA genome. It belongs to the Bunyaviridae family, genus Phlebovirus, and is primarily transmitted via Aedes mcintoshi mosquitos (13–18). RVFV outbreaks in the human population vary in extent, intensity, and location. Thus far, the largest outbreak was documented in Egypt 1977 with 10,000-20,000 cases and a mortality rate of up to 20% (16). RVFV predominantly infects domestic ruminant animals including sheep, cattle, goats, and camels (16). In humans, infection with RVFV usually causes a self-limiting mild disease with influenza-like symptoms. Nevertheless, a small percentage of patients develop complications with clinical symptoms ranging from hemorrhagic fever to acute hepatitis, severe encephalitis, or thrombosis (13, 17, 19). The liver is considered the major target organ for RVFV and viral replication was shown to induce apoptosis in hepatocytes accompanied by necrosis (13, 15, 18). In line with that, RVFV pathogenesis in mice is associated with a loss of liver function due to liver necrosis and hepatitis (15, 16, 20).

RVFV was described to mainly infect epithelial cells (such as hepatocytes), mesenchymal cells, neural cells, hematopoietic cells such as mononuclear phagocytes, and cells morphologically consistent with dendritic cells (DC) (15). Other studies identified macrophages to be the primarily virus shedding cells while DC and granulocytes are additional target cells for RVFV replication (17).

The genome of RVFV consists of three segments: large (L), medium (M), and small (S) (16, 18). RVFV clone (cl)13 is an avirulent virus variant, which harbors a large deletion in the S segment. It is naturally attenuated and was obtained by plaque purification from a field isolate obtained from a nonfatal human case during an outbreak in 1974 (19). RVFV cl13 has no pathogenicity for mice or hamsters and the animals survive infections with up to 106 plaque-forming units (pfu) without developing any signs of disease. Nevertheless, type I IFN are critical for the survival of mice upon RVFV cl13 infection as IFNAR-/- mice show up to 100-fold higher titers when compared to their wildtype (WT) counterparts and finally succumb to infection (19).

In order to investigate if type I IFN also exert anti-inflammatory effects upon an acute viral infection, we used RVFV cl13 and analyzed the induction of IL-1 family members. Interestingly, data revealed a critical role for the novel IL-1 family member IL-36γ which was known thus far to play a pro-inflammatory role in some human disorders such as psoriasis, inflammatory bowel disease, pulmonary disease, or rheumatoid arthritis (21–24). IL-36 cytokines are new members of the IL-1 family which comprise IL-36α, IL-36β, and IL-36γ (25–27). All bind to a heterodimeric receptor composed of the IL-36 receptor (IL-36R) and IL-1 receptor accessory protein (IL-1RAcP). IL-36 receptor antagonist (IL-36RA) and IL-38 have been shown to negatively regulate the IL-36 signaling pathway via competitive binding to IL-36R, suppressing agonist recognition and IL-1RAcP recruitment (21, 28–30). IL-36R is expressed in skin (especially on keratinocytes), epithelial cells within the lung, the gastrointestinal tract, and other tissues. Furthermore, several types of immune cells were shown to express IL-36R and respond to stimulation. In addition, human and mouse DC express IL-36R and binding of IL-36 promotes DC maturation and improves antigen presentation via upregulation of HLA-DR, CD83, and CD86 (21, 29, 31–33). IL-36 stimulates the production of various cytokines, chemokines, adhesion molecules, and pro-inflammatory mediators. IL-36 cytokines can be induced upon stimulation with different agents including cytokines, TLR ligands, bacterial or viral infections, or other pathological conditions (30, 34, 35).

In this study, we provide for the first time a mechanism for the type I IFN-mediated regulation of IL-36γ induction in the context of an acute viral infection.




2 Materials and methods



2.1 Mice

C57BL/6 WT mice were purchased from Harlan Winkelmann (Borchen, Germany). IFNAR-/- mice (6) were backcrossed at least 20 times on the C57BL/6 background. ISRE-eGFP mice express eGFP under the control of an interferon-stimulated response element (ISRE) (36). CD4Cre IFNARflox/flox and CD19Cre IFNARflox/flox mice (37), LysMCre IFNARflox/flox mice (38), and CD11cCre IFNARflox/flox (6) have been described before. To obtain MyD88-/-IFNAR-/- double-deficient mice and MAVS-/-IFNAR-/- double-deficient mice, MyD88-/- mice or MAVS-/- mice were intercrossed with IFNAR-/- mice as described before (7). All mice were bred under specific pathogen free conditions at the Zentrale Tierhaltung of the Paul-Ehrlich-Institut. Correct gene knock outs were verified by PCR analyses for all genotypes used. Health monitoring results of sentinel mice for all knock out mice showed no differences when compared to WT mice in our breeding. Fur structure, bearing, nutrition, and mating behavior of all knock out mice were inconspicuous. Mouse experimental work was carried out using 8 to 12 week old mice in compliance with regulations of German animal welfare.




2.2 Viruses and stimuli

For infection experiments RVFV cl13 (19) was used (under BSL2 conditions). Virus was propagated and titrated on Vero cells. Virus supernatants were harvested without further purification. Plaque assay analyses were performed as described earlier (39). In vivo infections were performed with 2x104 pfu RVFV cl13 in 200 µl via the intraperitoneal (i.p.) route. Recombinant human IL-1RA (Anakinra, kindly provided by Swedish Orphan Biovitrum) was diluted in PBS and i.p. injected 6 hours before, simultaneously with, and 10 hours after infection with 100 µg/g bodyweight in a maximal volume of 200 µl. Recombinant mouse IL-36γ/IL-1F9 (aa 13-164; R&D) was diluted in PBS and intravenously (i.v.) injected (1 µg in a volume of 200 µl). Recombinant mouse IL-36RA (R&D) was diluted in PBS and i.v. injected 12 hours and 24 hours hours after infection (6 µg in a volume of 200 µl).




2.3 Quantification of cytokine production and ALT activity

To determine serum cytokine levels and ALT activity, peripheral blood was taken retro-orbitally upon anesthetization using Isofluran (CP-Pharma) and serum was prepared. IL-36γ was determined by enzyme-linked immunosorbent assay (ELISA) according to manufacturer’s instructions (Cloud-Clone Corp). Levels of eight different cytokines were measured via ProcartaPlex multiplex immunoassay kit (Thermo Fisher Scientific) according to manufacturer’s instructions. ALT activity was determined using a commercially available kit (Hiss Diagnostics GmbH).




2.4 Histology

For histological analysis, livers were fixed in 10% buffered formalin and embedded in paraffin. Sections were stained with hematoxylin and eosin (H&E) as described before (11) and examined by light microscopy.




2.5 Quantitative real-time PCR

Total RNA was prepared from liver, spleen, and peritoneal exudate cells (PEC) using Trizol (Invitrogen)/chloroform extraction. Isolation of liver and spleen was described earlier (11). Samples were treated with DNaseI (Roche) for 15 min at 37°C. Absence of genomic DNA contamination was confirmed by standard PCR using a glyceraldehyde 3-phosphate dehydrogenase (GAPDH)-specific primer pair. Target- and reference-mRNA levels were examined by qRT-PCR using QuantiFast SYBR Green PCR kit (Qiagen). Primer pairs used were the following: GAPDH forward 5’-ACCACAGTCCATGCCATCAC-3’, GAPDH reverse 5’-TCCACCACCCTGTTGCTGTA-3’, pro-IL-1β forward 5’-TCTTTGAAGTTGACGGACCC-3’, pro-IL-1β reverse 5’-TGAGTGATACTGCCTGCCTG-3’, IL-1RA forward 5’-TCAGATCTGCACTCAATGCC-3’, IL-1RA reverse 5’-CTGGTGTTTGACCTGGGAGT-3’, IL-36γ forward 5’-CAGGCCCTTGTGACAGTTCCA-3’, IL-36γ reverse 5’- TTAGCAGCAAAGTAGGGTGTCCATTA-3’, IL-36α forward 5’- CCGATGAGCTGCCTGTTCTGC -3’, IL-36α reverse 5’- GTGGGCAGCTCCCTTTAGAGC -3’, IL-36β forward 5’- AATGTCAAGCCTGTCATTCTTAGC -3’, IL-36β reverse 5’- GTGGGCAGCTCCCTTTAGAGC -3’, IL-36RA forward 5’- CGCAGAGAAGGTCATTAAAGG -3’, IL-36RA reverse 5’- AGCTCTTTGATTCCTTGGC -3’. The expression levels of all target genes were normalized against GAPDH (ΔCt). Gene expression values were calculated based on the ΔΔCt method using the mean of the untreated control group as calibrator to which all other samples were compared. Relative quantities (RQ) were determined using the equation RQ=2-ΔΔCt.




2.6 Flow cytometry

Isolation of PEC was described elsewhere (7, 11). For FACS analyses, cells were stained for 20 min at 4°C with the following fluorochrome-labeled monoclonal antibodies: anti-CD11c-allophycocyanin (APC), anti-B220-PE (both from BD PharMingen), anti-CD11b-Pacific Blue (from Caltag/Invitrogen), and anti-F4/80-APC (AbD Serotec). Cells were washed and analyzed with a LSRII flow cytometer (Becton Dickinson). Analyses were performed using BD FACSDiva™ 8.0.1 and FlowJo® 7.6.5 and 10.7.1.




2.7 Statistics

For all animal experiments, the statistical evaluation was exploratory. All observed effects were described by specifying key statistical metrics (mean value, standard deviation, etc.). For normally distributed data, 95% confidence intervals are given for the mean estimates (also for mean differences). Statistical tests were decided at the two-sided significance level α=5%. For paired comparisons between several treatment groups, the associated p-values were adjusted. Data that are not normally distributed were transformed accordingly. If a transformation is not possible, non-parametric methods were used. All animal experiments were approved by the Regierungspräsidium Darmstadt with the license number F107_1027.

Either Welch’s t-test or Mann Whitney test were performed using GraphPad Prism 9.2.0.Values with p ≤ 0.05 are statistically significant which is illustrated by the number of stars: (*) for p ≤ 0.05, (**) for p ≤ 0.01, (***) and for p ≤ 0.001; ns = not significant.





3 Results



3.1 IFNAR-/- mice develop severe liver damage upon infection with RVFV

As shown before (7), IFNAR-/- mice succumb to infection with RVFV cl13, which is accompanied by body weight loss and a drop in body temperature, while their WT counterparts survive the infection and do not show such symptoms (Figures 1A-C). In line with this, WT mice mount IFN-α responses 12 hpi while IFNAR-/- mice produced high amounts of IFN-α (up to ~4500 pg/ml) at 30 hpi indicating uncontrolled IFN-α production in the course of infection (Supplementary Figure 1). As given in Figure 1D, infection with RVFV induces viremia with high viral loads in all organs tested in IFNAR-/- but not WT mice resulting in the death of IFNAR-/- mice 30 hours post infection (7). In addition, IFNAR-/- but not WT mice show high ALT activity in the peripheral blood 30 h post infection indicating a severe liver injury in these animals (Figure 1E). In conclusion, IFNAR-/- but not WT mice develop a severe liver damage upon infection with RVFV cl13.




Figure 1 | Infection with RVFV cl13 induces liver damage in type I IFN-deficient mice. C57BL/6 (WT) and IFNAR-/- mice were i.p. infected with 2x104 pfu/200 µl RVFV cl13 (n=4-7) and (A) survival, (B) body weight, and (C) body temperature was monitored at the indicated time points post infection. (D) Viral loads were analyzed 30 hours post infection (hpi) in the indicated organs by plaque assay (n=4). (E) ALT activity was measured 30 hpi within the serum of WT and IFNAR-/- mice (n=6). Error bars indicate standard deviations. * < 0.05 (Welch’s t-test); n.d., not detectable.






3.2 Liver damage in RVFV-infected IFNAR-/- mice is caused by IL-1 family member IL-36γ

Next, we aimed to investigate if liver damage upon RVFV cl13 infection is mediated by a dysregulation of the IL-1 family members IL-1β and/or IL-1RA as it has been shown before for poly(I:C) treatment (11, 12). Thus, we isolated livers of IFNAR-/- and WT mice 30 hours post RVFV cl13 infection and analyzed IL-1β (Figure 2A) and IL-1RA (Figure 2B) induction by ELISA. Unlike poly(I:C)-treated animals (11, 12), RVFV cl13-infected IFNAR-/- mice showed high IL-1β as well as IL-1RA expression while WT mice did not show any IL-1β or IL-1RA induction upon infection. To confirm that an IL-1β/IL-1RA imbalance is indeed not involved in RVFV cl13-mediated liver injury, RVFV cl13-infected IFNAR-/- mice were treated with recombinant IL-1RA (Anakinra) and analyzed for the development of liver damage by analyzing ALT activity within the serum (Figure 2C). Here, the administration of recombinant IL-1RA could not prevent the development of severe liver injury in RVFV cl13-infected IFNAR-/- mice indicating that IL-1β/IL-1RA are not involved in RVFV cl13-induced liver injury.




Figure 2 | Liver injury in RVFV cl13-infected IFNAR-/- mice is not mediated by a dysregulation of IL-1β/IL-1RA. C57BL/6 (WT) and IFNAR-/- mice were i.p. infected with 2x104 pfu/200 µl RVFV cl13. Levels of IL-1β (A) and IL-1RA (B) were measured 30 hpi within the serum by an ELISA method (n=4-13). (C) WT and IFNAR-/- mice were infected with 2x104 pfu/200 µl RVFV cl13. Then, a subset of infected IFNAR-/- animals was treated with 100 µg recombinant IL-1RA (Anakinra) per g body weight as described in material methods. ALT activity was measured 30 hpi within the serum (n=4-13) Error bars indicate standard deviations. ** < 0.01; *** < 0.001 (Welch’s t-test); n.s., not significant.



In a model of paracetamol (acetaminophen, APAP)-induced liver damage, the IL-1 family member IL-36γ and its antagonist IL-36RA were shown to play a role in the onset and regeneration of liver damage (40). Hence, we presumed that these IL-1 family members might be type I IFN regulated and thus involved in the RVFV cl13-induced liver damage in absence of IFNAR-signaling. To obtain a first insight, we analyzed the expression of IL-36γ upon RVFV cl13 infection by an ELISA method. As given in Figure 3A, IFNAR-/- but not WT mice show high levels of IL-36γ 30 hours post infection. To investigate if IL-36γ is sufficient to cause liver injury, we i.p. injected WT animals with 1 µg recombinant IL-36γ and analyzed ALT activity (Figure 3B). Indeed, WT mice developed a severe liver injury within 3 hours post IL-36γ injection as indicated by high ALT activity within the serum.




Figure 3 | IL-36γ is causative for the liver injury in RVFV cl13-infected IFNAR-/- mice. C57BL/6 (WT) and IFNAR-/- mice were i.p. infected with 2x104 pfu/200 µl RVFV cl13. (A) IL-36γ was measured 30 hpi within the serum using an ELISA method (n=4-6). (B) C57BL/6 (WT) mice were i.v. injected with 1 µg recombinant IL-36γ. ALT activity within the serum was measured 3 hours post treatment (n=3). (C) RVFV cl13-infected IFNAR-/- mice were i.v injected with 6 µg rIL-36RA in 200 µl 12 and 24 hpi. RVFV cl13-infected IFNAR-/- mice served as control. ALT activity was measured 30 hpi (n=5). (D) Histological analyses were performed using H&E staining. Liver sections of RVFV cl13-infected WT and IFNAR-/- mice were prepared 30 hpi as described earlier (11). Additionally, RVFV cl13-infected IFNAR-/- mice were rIL-36RA-treated (all n=2). Untreated animals served as controls. Arrows exemplarily indicate apoptotic bodies within the tissue. (E) Organs of WT and IFNAR-/- mice were harvested 30 hours post RVFV infection and analyzed for the viral load by plaque assay (n=2-6). Error bars indicate standard deviations. * < 0.05; ** < 0.01 (Welch’s t-test).



To further verify that IL-36γ was causative for the liver damage upon RVFV cl13 infection, RVFV cl13-infected IFNAR-/- mice were treated with recombinant IL-36RA 12 and 24 hours post infection (Figure 3C). Analyses of IFNAR-/- mice revealed that the administration of recombinant IL-36RA significantly reduced ALT activity (Figure 3C) and overall liver damage as indicated by histological analyses (Figure 3D). Of note, viral titers within all organs analyzed were not affected by IL-36RA treatment (Figure 3E). These data strongly indicate that the dysregulated IL-36γ expression in absence of type I IFN-signaling is causative for the liver injury observed upon RVFV cl13 infection.




3.3 Macrophage-like cells within the peritoneum are the main source of IL-36 γ in the absence of type I IFN signaling

To gain insight in which cells or organs are the source of IL-36γ upon RVFV cl13 infection, we analyzed spleens (as an organ harboring many immune cells), livers (as the site where the damage occurs), and PEC (because of the intraperitoneal route of infection) of WT and IFNAR-/- mice. To ensure that both genotypes show a comparable basal expression of IL-36γ, we analyzed uninfected mice by qRT-PCR analysis. As given in Figure 4A, spleen, liver, and PEC of WT and IFNAR-/- mice showed comparable basal levels of IL-36γ mRNA. Next, we infected WT and IFNAR-/- mice with RVFV for 24 hours and isolated spleen, liver, and PEC RNA for qRT-PCR analyses. As shown in Figure 4B, IFNAR-/- mice express high levels of IL-36γ mRNA in all organs/cells tested with the highest expression in PEC (up to 4000-fold induction) while WT mice did not show upregulation in spleen and liver and only minor upregulation (up to 80-fold) in PEC. These results strongly indicate that PEC are the main source of IL-36γ in IFNAR-/- mice upon RVFV cl13 infection and that type I IFN signaling in these cells prevents IL-36γ induction.




Figure 4 | PEC are the main source of IL-36γ upon RVFV cl13 infection of IFNAR-/- mice. (A) To exclude genotype-specific differences in basal expression levels, spleen, liver, and peritoneal exudate cells (PEC) of C57BL/6 (WT) and IFNAR-/- mice (each n=4) were isolated and RNA was prepared as described elsewhere (11). Expression of IL-36γ was determined by qRT-PCR analyses. All values were normalized to WT animals; n.s.=not significant (Mann Whitney test). (B) C57BL/6 (WT) and IFNAR-/- mice (n=4-9) were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl. Spleen, liver, and PEC were isolated 24 hpi infection and RNA was prepared as described earlier (11). Expression of IL-36γ was determined by qRT-PCR analyses. (C) ISRE-eGFP mice were either left untreated or infected with RVFV cl13 for 30 hours. PEC were isolated and analyzed for eGFP expression by flow cytometry. eGFP-positive cells were further characterized as CD11b+F4/80+ (one representative staining out of three is shown). Error bars indicate standard deviations; * < 0.05 (Welch’s t-test); n.s., not significant.



In order to clarify which cells within the peritoneum directly sense type I IFN upon infection, we used reporter mice expressing eGFP under the control of the ISRE for further experiments. Flow cytometric analyses of PEC derived from RVFV-infected mice demonstrated that eGFP-positive cells are mainly CD11b+F4/80+ and therefore show a myeloid/macrophage-like phenotype (Figure 4C).

To investigate if sensing of type I IFN in myeloid/macrophage-like cells is critical for IL-36γ expression, we used conditional knockout mice, deficient for the IFNAR in certain types of immune cells (DC-IFNAR-/- with specific IFNAR deletion in DC, Mye-IFNAR-/- with specific IFNAR deletion in myeloid cells, T-IFNAR-/- with specific IFNAR deletion in T cells, whereas all other cell types remain IFNAR-competent as described in (11)) and infected these mice with RVFV cl13. IFNAR-/- mice served as control. As given in Figure 5A, mice deficient for the IFNAR in myeloid cells (Mye-IFNAR-/-) and DC (DC-IFNAR-/-) develop a severe liver injury upon infection which was even more pronounced when compared to IFNAR-/- mice. In contrast, T-IFNAR-/- control-mice did not show enhanced ALT activity upon infection. In line with this, qRT-PCR analyses of PEC derived from those animals show IL-36γ induction in Mye-IFNAR-/- (350-fold) and DC-IFNAR-/- (500-fold) which was not observed in T-IFNAR-/- mice. As shown before, IFNAR-/- mice strongly upregulate IL-36γ mRNA upon infection (1000-fold) (Figure 5B). Of note, IL-36γ induction in Mye-IFNAR-/- mice was comparable to IFNAR-/- mice. These results indicate that upon RVFV cl13 infection the absence of IFNAR-signaling in myeloid cells/DC results in IL-36γ expression, which in turn mediates a severe liver damage.




Figure 5 | Myeloid cells need to sense type I IFN in order to protect from IL-36γ-mediated liver injury. IFNAR-/-, Mye-IFNAR-/-, DC-IFNAR-/-, and T-IFNAR-/- mice were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl. (A) ALT activity was measured 0 and 30 hpi infection (n=3-4). (B) Induction of IL-36γ within the PEC was determined by qRT-PCR analyses (n=5-8); * < 0.05; ** < 0.01 (Welch’s t-test); n.s., not significant.






3.4 MAVS is critically involved in the production of IL-36γ upon RVFV infection of IFNAR-/- mice

Viral infections can be sensed via different pathways such as those involving TLR or RLR (41, 42). To uncover which signaling pathway is involved in IL-36γ induction and liver damage upon RVFV infection, we used IFNAR-/- mice additionally deficient for MyD88 (MyD88-/-IFNAR-/- affecting most TLR pathways) and IFNAR-/- mice additionally deficient for MAVS (MAVS-/-IFNAR-/- not capable of using the RLR pathway). qRT-PCR analysis of PEC derived from those mice revealed that MAVS-/-IFNAR-/- did not induce any IL-36γ mRNA upon RVFV cl13 infection while IFNAR-/- and MyD88-/-IFNAR-/- showed high levels of IL-36γ mRNA. Interestingly, IL-36γ mRNA-levels were even significantly higher in MyD88-/-IFNAR-/- mice when compared to IFNAR-/- mice (Figure 6A). These data show that for IL-36γ mRNA expression by IFNAR-/- PEC, the MAVS-adapted RLR pathway is used while the MyD88-adapted TLR are of no relevance. Finally, we analyzed the ALT activity in the serum of these different knockout mice. While MyD88-/-IFNAR-/- showed levels comparable to those in IFNAR-/- mice, no ALT activity was detected in MAVS-/-IFNAR-/- mice indicating that these mice were indeed protected from the RVFV cl13-induced IL-36γ-mediated liver injury. Of note, plaque assay analyses revealed high viral loads in all organs tested, irrespective of the genotype of mice investigated (Figure 6C). Of note, higher levels of IL-36γ expression in MyD88-/-IFNAR-/- could not be correlated with increased viral loads in these mice.




Figure 6 | MAVS is critically involved in IL-36γ induction and IL-36γ-mediated liver injury upon RVFV cl13 infection of IFNAR-/- mice. IFNAR-/-, MAVS-/-IFNAR-/-, and MyD88-/-IFNAR-/- mice were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl for 30 hours. (A) IL-36γ induction was investigated by qRT-PCR analyses of the PEC (n=4-6). (B) ALT activity was measured in serum samples at 30 hours post infection (n=4-8). (C) Viral load in different organs was analyzed by plaque assay (n=4-7). Error bars indicate standard deviations; * < 0.05; ** < 0.01; n.s., not significant.



In conclusion, our study demonstrated a critical role for the IL-1 family member IL-36γ for the induction of liver damage in the course of viral infection. In line with results obtained using the artificial double-stranded RNA poly(I:C), the dysregulation of IL-1 family members in the absence of type I IFN results in severe liver injury independent of viral titers.





4 Discussion

It was shown before that members of the IL-1 family, especially IL-1β, play an important role in liver injury (11, 43). The current study demonstrates a pathological role for IL-36γ upon an acute viral infection. The pro-inflammatory cytokine IL-36γ was known before to be critically involved in several inflammatory disorders such as psoriasis (29, 44, 45), inflammatory bowel disease (23, 32, 44), rheumatoid arthritis (21), or systemic lupus erythematosus (SLE) (24). Accumulating evidences suggest that IL-36γ also plays a role during infectious diseases (24). Nevertheless, it is not fully understood yet if it promotes infection, drives immune-pathology, or rather plays a protective role.

A study by Wang et al. using a mouse model for influenza A virus (IAV) infection revealed that IL-36 contributes to lung damage and mortality by promoting inflammation. Mice deficient for the IL-36R were protected from IAV-induced lung injury and mortality. Furthermore, IL-36R-/- mice showed reduced lymphocyte activation, accumulation of myeloid cells, reduced permeability of the alveolar epithelial barrier, and less production of pro-inflammatory cytokines and chemokines (24, 46). In line with that, patients with IAV-induced acute respiratory syndrome (ARDS) show higher concentrations of IL-36γ in the plasma when compared to healthy individuals (47). In addition, IL-36γ and IL-36α are significantly upregulated in patients with pulmonary tuberculosis, bacterial pneumonia, or chronic hepatitis B virus (HBV) infection (47, 48).

Others reported a protective role for IL-36. Upon infection of mice, pretreatment with IL-36γ increased the resistance against Herpes simplex virus (HSV)-2 infection and disease (21). Mice lacking IL-36γ showed increased morbidity and mortality upon IAV infection which was associated with increased virus titers and higher levels of inflammatory cytokines (46). Furthermore, IL-36γ-/- mice showed higher bacterial load in the lung, systemic dissemination, and higher mortality upon infection with Staphylococcus pneumoniae when compared to WT mice (45). Blocking IL-36γ receptor binding and using recombinant IL-36γ (see Figure 3), we found IL-36γ to be causative for the liver damage induced upon infection with RVFV cl13 in absence of intact type I IFN signaling. Interestingly, neither IL-36α, IL-36β, nor IL-36RA were elevated in organs of RVFV cl13-infected IFNAR-/- mice when compared to untreated IFNAR-/- or WT mice (see Supplementary Figure 2).

IL-36γ was shown before to play a role in drug-induced liver injury. In a model of acetaminophen (APAP)-induced hepatitis, Scheiermann et al. showed elevated levels of IL-36γ within the liver of IFNAR-/- mice. However, application of IL-36RA increased the late phase of liver injury indicating a potential role for IL-36γ as a cytokine contributing to the decision between tissue damage and liver regeneration (40). Moreover, treatment with IL-36RA significantly reduced the production of pro-inflammatory cytokines in BALB/c mice in a model of Concanavalin (Con)A-induced liver injury (49). ConA-treated IL-36R-/- animals exhibited exaggerated T cell responses as shown by increased infiltration of effector T cells into the liver accompanied by the production of pro-inflammatory cytokines (29).

Interestingly, in our study, IL-36γ-mediated liver injury upon RVFV infection was completely independent from viral loads in various organs tested. In particular, while viral titers in MAVS-/-IFNAR-/- animals are comparable to those in IFNAR-/- mice (Figures 1, 6), ALT activity in these double-deficient mice is comparable to WT animals (Figure 6). This suggests an immunopathology caused by IL-36γ expression in an IFNAR-deficient situation, whereas the hepatocellular tropism of RVFV and thus a virus-induced hepatitis seem to play a minor role.

Upon drug-induced liver injury, hepatocytes were shown to be the major source of IL-36 promoting the inflammatory response (50). In line with this, IL-6, TNF-α, and IFN-γ were slightly elevated in RVFV cl13-infected IFNAR-/- mice when compared to RVFV cl13-infected WT mice (for all p-value = 0.0571, Mann-Whitney-Test). In addition, a minor expression of IL-12p70 and IL-18 was observed in RVFV cl13-infected IFNAR-/- mice while other cytokines such as IL2, IL-4 or IL-5 did not differ between RVFV cl13-infected IFNAR-/- and WT mice (Supplementary Figure 3). Our study revealed that type I IFN sensing by macrophages as well as DC is critical for the prevention of IL-36γ production and thus the IL-36γ-induced liver injury upon RVFV cl13 infection (see Figure 5). The protective role of myeloid cells was also shown before for poly(I:C)-induced liver damage. Here, myeloid-derived suppressor cells infiltrated the liver in a type I IFN-dependent manner in order to produce IL-1RA and therefore prevent IL-1β-mediated liver injury (11). Interestingly, in the current study, no enhanced IL-36RA expression was detected in qRT-PCR analyses of organs of WT mice (see Supplementary Figure 2) indicating that other factors are involved in order to regulate the expression of IL-36γ. Within the poly(I:C)-induced model of liver damage as well as in our current study, myeloid cells within the peritoneum are of particular importance. Along this line, deficient type I IFN signaling was associated with decreased liver recruitment of DC in a model of TLR9 ligand-induced liver damage (8). In addition, a study by Pinto et al. demonstrated that deletion of the IFNAR on subsets of myeloid cells such as macrophages and DC, resulted in uncontrolled replication of West Nile virus (WNV), production of pro-inflammatory cytokines, organ damage, and death (51). Interestingly, particularly cells of the macrophage lineage show increased susceptibility to RVFV cl13 infection in the absence of type I IFN. During initial stages of infection of IFNAR-/- mice, RVFV cl13 replicates within macrophages and DC (17). Ermler et al. demonstrated that murine conventional DC and macrophages express type I IFN in response to RVFV cl13 (14, 18).

In addition, RVFV cl13-infected human monocyte-derived macrophages were shown to secrete TNF-α and type I IFN (18). This together with our data implies that production as well as sensing of type I IFN by myeloid cells such as macrophages and DC, is critical in order to prevent IL-36γ production and thus the IL-36γ-induced liver damage upon RVFV cl13 infection. Besides immune cells, human lung fibroblasts and human bronchial epithelial cells were shown to produce IL-6 and CXCL8 upon treatment with IL-36 (30). Thus, other cells than immune cells such as hepatocytes might contribute to a production of pro-inflammatory cytokines and dysregulated immune reaction upon RVFV cl13 infection.

It was shown in several studies that myeloid cells sense PAMPs rather via RLRs than TLRs. For example, Dutta et al. revealed that MAVS signaling in myeloid cells was critical for the resistance to Ebola virus infection in mice (52). In line with this, a variety of RNA-encoded viruses were shown to induce IFNAR-independent type I IFN responses in a MAVS-dependent manner (7). Here, we show that IL-36γ production and accordingly liver damage were dependent on MAVS in RVFV cl13-infected IFNAR-/- mice while MyD88-adapted TLR are of no importance for IL-36γ production (see Figure 6). Along this line, others showed that upon infection with WNV no cytokine production was observed in MAVS-/-IFNAR-/- mice (51). Of note, production of pro-inflammatory cytokines by DC or fibroblasts upon IL-36γ stimulation was shown to be dependent on MyD88 indicating that induction and sensing of IL-36γ can be mediated by different pathways (23, 45).

The interaction between type I IFN and IL-36 was previously observed also in psoriasis patients. Here, the expression of IL-36 strongly correlated with type I IFN overexpression (53). In addition, IL-36 serum levels in patients correlate with SLE disease activity, a disorder characterized by an enhanced type I IFN signature (53). In epithelial cells, IL-36 was shown to increase antiviral immunity by enhancing the expression of type I IFN stimulated genes (ISG) via the IFNAR (54). This mechanism may have evolved in order to control viruses that developed immune evasion strategies by blocking the production of type I IFN.

In conclusion, our study demonstrated that pro-inflammatory IL-36γ is causative for the observed liver injury in IFNAR-/- mice upon an acute viral infection. The expression of IL-36γ is regulated by type I IFN, which need to be sensed by myeloid cells in order to prevent liver damage.
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Supplementary Figure 1 | RVFV cl13-infected IFNAR-/- mice express high levels of IFN-α in the serum 30 hpi while WT mice show low amounts 12 hpi. C57BL/6 (WT) and IFNAR-/- mice (n= 2-14) were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl. Serum was collected prior to infection as well as 30 hpi and tested using a multiplex kit for the presence of IL-6, TNF-α, and IFN-γ as described in the material and methods section. Error bars indicate standard deviations; *< 0.05; ** < 0.01; **** < 0.0001 (Welch’s t-test); n.s., not significant.

Supplementary Figure 2 | Spleen, liver, and PEC of RVFV cl13-infected IFNAR-/- mice do not upregulate IL-36α, Il-36β, or IL-36RA when compared to WT mice. C57BL/6 (WT) and IFNAR-/- mice (for IL-36α and IL-36β n=3-5; for IL-36RA n= 2-11) were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl. Spleen, liver, and PEC were isolated 24 hpi infection and RNA was prepared as described earlier (11). Expression of IL-36α, IL-36β, and IL-36RA was determined by qRT-PCR analyses. n.s., not significant (Welch’s t-test).

Supplementary Figure 3 | RVFV cl13-infected IFNAR-/- mice show slightly enhanced levels of IL-6, TNF-α, and IFN-γ within the serum when compared to WT mice. C57BL/6 (WT) and IFNAR-/- mice (n= 3-4) were i.p. infected with 2x104 pfu RVFV cl13 in 200 µl. Serum was collected prior to infection as well as 30 hpi and tested using a multiplex kit for the presence of a panel of eight different cytokines as described in the material and methods section. n.s., not significant (Mann-Whitney-Test).
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Introduction

Interstitial lung disease (ILD) is a heterogenous group of lung disorders where destruction and incomplete regeneration of the lung parenchyma often results in persistent architectural distortion of the pulmonary scaffold. Continuous mesenchyme-centered, disease-relevant signaling likely initiates and perpetuates the fibrotic remodeling process, specifically targeting the epithelial cell compartment, thereby destroying the gas exchange area.





Methods

With the aim of identifying functional mediators of the lung mesenchymal-epithelial crosstalk with potential as new targets for therapeutic strategies, we developed a 3D organoid co-culture model based on human induced pluripotent stem cell-derived alveolar epithelial type 2 cells that form alveolar organoids in presence of lung fibroblasts from fibrotic-ILD patients, in our study referring to cases of pulmonary fibrosis, as well as control cell line (IMR-90).





Results

While organoid formation capacity and size was comparable in the presence of fibrotic-ILD or control lung fibroblasts, metabolic activity was significantly increased in fibrotic-ILD co-cultures. Alveolar organoids cultured with fibrotic-ILD fibroblasts further demonstrated reduced stem cell function as reflected by reduced Surfactant Protein C gene expression together with an aberrant basaloid-prone differentiation program indicated by elevated Cadherin 2, Bone Morphogenic Protein 4 and Vimentin transcription. To screen for key mediators of the misguided mesenchymal-to-epithelial crosstalk with a focus on disease-relevant inflammatory processes, we used mass spectrometry and characterized the secretome of end stage fibrotic-ILD lung fibroblasts in comparison to non-chronic lung disease (CLD) patient fibroblasts. Out of the over 2000 proteins detected by this experimental approach, 47 proteins were differentially abundant comparing fibrotic-ILD and non-CLD fibroblast secretome. The fibrotic-ILD secretome profile was dominated by chemokines, including CXCL1, CXCL3, and CXCL8, interfering with growth factor signaling orchestrated by Interleukin 11 (IL11), steering fibrogenic cell-cell communication, and proteins regulating extracellular matrix remodeling including epithelial-to-mesenchymal transition. When in turn treating alveolar organoids with IL11, we recapitulated the co-culture results obtained with primary fibrotic-ILD fibroblasts including changes in metabolic activity.





Conclusion

We identified mediators likely contributing to the disease-perpetuating mesenchymal-to-epithelial crosstalk in ILD. In our alveolar organoid co-cultures, we were able to highlight the importance of fibroblast-initiated aberrant epithelial differentiation and confirmed IL11 as a key player in fibrotic-ILD pathogenesis by unbiased fibroblast secretome analysis.
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1 Introduction

Interstitial lung diseases (ILDs) comprise a variety of chronic pulmonary conditions that are characterized by structural remodeling of the gas exchange area (1). ILD pathophysiology is centered on sustained inflammation and progressive scarring, ultimately resulting in irreversible tissue destruction and organ failure. Despite the exact pathogenesis of ILD still being unclear, genetic predisposition, age, sex and environmental exposure are known drivers of the disease (2, 3).

In ILD pathogenesis, fibroblast activation occurs through the impact of exogenous stimuli side-by-side with their activation through innate immune cells, especially monocytes and neutrophils, communicating via growth factor signaling and cytokine secretion. Subsequently, lactic acid release from fibroblasts as well as epithelial cells, induced by matrix metalloproteinases (MMPs), fibroblast growth factors and metabolic changes in turn further enhances fibroblast activation and accumulation (4). As a result, fibroblasts become the main loci of extracellular matrix (ECM) production and deposition. Induced by repeated inflammatory epithelial injury that leads to further leucocyte attraction and infiltration of the airspace and further perpetuating the pro-fibrotic circle of events, activated fibroblasts are discussed to induce epithelial-to-mesenchymal transition (EMT) in alveolar epithelial cells via SMAD and MAPK signaling (5), (6).

Driving and upholding the outlined pathophysiologic processes in ILD that ultimately result in severe tissue destruction and loss of the alveolar epithelium in end-stage ILD, a tightly knit crosstalk between the activated fibroblast and the damaged epithelium has been proposed (7–9). Here, the role of pathologic growth factor signaling and secreted cytokines such as transforming growth factor ß (TGF-β) and Interleukin 17 (IL17) were highlighted.

Adding to their detrimental role, activated fibroblasts – next to their capacity for pro-fibrotic signaling and EMT induction – have been shown to alter repair and regeneration of the injured gas-exchange area by affecting alveolar epithelial type 2 stem cell potential (10).

To address apparent knowledge gaps in the cytokine-driven, disease-relevant mesenchymal-to-epithelial crosstalk, we used lung organoids derived from human induced pluripotent stem cells (hiPSCs) through chemical directed differentiation into a sophisticated co-culture model. hiPSC-derived alveolar type 2 cells (iAT2s) are recognized as a useful tool to study lung diseases and regeneration capacities, and are recently emerging as a novel tool in environmental and occupational hazard assessment (11, 12). iAT2-derived alveolar organoids recapitulate the characteristic three-dimensional (3D) structure of alveoli and are thereby ideal to mimic important functions of the gas exchange area in vitro. Their potential to study pulmonary disease in vitro (13, 14) is particularly versatile when targeting underlying molecular mechanisms (3).

By the integration of this sophisticated methodology in a novel co-culture model, we were able to investigate the impact of primary lung fibroblasts from ILD patients, in our study referring to cases of pulmonary fibrosis, on critical functions of hiPSC-derived alveolar organoids. The combination of this approach with unbiased secretome analysis allowed us to delineate functionally relevant signals of the pathologic crosstalk from the lung mesenchyme towards the alveolar epithelium with the aim to identify potential therapeutic targets.




2 Materials and methods


2.1 Human induced pluripotent stem cells (hiPSCs) and directed differentiation into lung progenitors

The hiPSC line BU3NGST was kindly provided by Prof. Darrell Kotton, Boston University, Center for Regenerative Medicine. This cell line is a dual-reporter construct composed of fluorochrome-encoding cassettes targeted to the endogenous NKX2.1 and SFTPC loci (BU3 NKX2.1GFP; SFTPCtdTomato) (15). hiPSCs were maintained in mTeSR1 (StemCell Technologies), on Matrigel (Corning) coated cell culture plates at 37°C/5% CO2 in a cell culture CO2 incubator. Cells were subcultured by using ReLeSR (StemCell Technologies) or Gentle Cell Dissociation Reagent (StemCell Technologies) (16, 17).

BU3NGSTs were differentiated into NKX2.1+ lung progenitor cells and iAT2s as described previously by Jacob et al. (16, 17). In short, hiPSCs were checked for their pluripotency via Alkaline Phosphatase staining (ES Cell Characterization Kit, CHEMICON International) or immunofluorescence staining of TRA 181 and SSEA 4 (ES cell characterization Kit, CHEMICON International). Induction of definitive endoderm was conducted via STEMdiff Definitive Endoderm Kit, (StemCell Technologies). On day 14 of differentiation, lung progenitor specification was evaluated by immunofluorescence staining of NKX2.1 (Invitrogen) and Albumin (ALB, R&D Systems). NKX2.1GFP+ lung progenitor cells were enriched by GFP signal for NKX2.1 based on a previously described protocol. The sorting was performed by FACS cell sorting at MACSQuant Tyto Cell Sorter (Miltenyi Biotec). For data evaluation FlowJo Version 7.2.1 and v10 was used. Purified lung progenitors were seeded in Matrigel (Corning) domes at a cell density of 50 cells/µL and passaged every second week. To increase SFTPCtdTomato+ cells CHIR withdrawal and addback was performed. At day 45 of differentiation, iAT2s were enriched by flow cytometry (MACSQuant Tyto Cell Sorter, Miltenyi Biotec) using tdTomato signal for SFTPC expression and subsequently cultured as 3D alveolar organoids. Differentiated SFTPCtdTomato+ iAT2s in 3D Matrigel were grown in CK+DCI medium, with media changes every 48 – 72 h. Alveolar organoids were passaged every 14 days.




2.2 Primary human fibroblast culture

Primary human lung fibroblasts from ILD patients, in our study referring to cases of pulmonary fibrosis,and non-CLD (P4) for co-culture experiments (ILD fibroblasts) and MS based secretome analysis (ILD and non-CLD fibroblasts) were isolated according to a published protocol (18) and obtained through the CPC-M bioArchive at the Comprehensive Pneumology Center in Munich, Germany.

All patients underwent surgery at the LMU Hospital and the Asklepios Pulmonary Hospital Munich-Gauting. Tissue from ILD patients (n = 3, Table 1) was provided through lung transplantation. Control fibroblasts were derived from lung tissue resections of age-matched non-CLD patients (female n = 1, = 3, male n = 2).


Table 1 | Patient characteristics.



The study was approved by the local ethics committee of the Ludwig-Maximilians University of Munich, Germany (Ethic vote #333-10) and written informed consent form was obtained for all study participants.

Human fetal lung fibroblasts (IMR-90, P8) for control co-cultures were obtained from ATCC (Catalog # CCL-186™) and grown in Dulbecco’s Modified Eagle Medium: Nutrient F-12 (DMEM/F12; Gibco) with 20% fetal bovine serum (FBS SUPERIOR, Sigma) and 1% penicillin-streptomycin (Pen Strep, Gibco).

Cells were seeded in 6-well plates. at a density of 1x105 cells in 2 mL media (DMEM/F12, 20% FBS, 1% penicillin/streptomycin) per well until reaching 80% confluency. Once confluent, each well was washed three times with a 15-minute incubation per wash with 1 mL of FBS-free culturing medium (DMEM/F12, 1% penicillin/streptomycin) to eliminate remaining FBS. Fibroblasts were cultured for 48 h in FBS-free medium, supernatants were collected and stored at -80°C for further analysis.




2.3 Secretome analysis by mass spectrometry


2.3.1 Sample preparation for proteomics

Each 500 µL supernatant was subjected to tryptic digest applying a modified filter aided sample preparation procedure (19, 20). After protein reduction and alkylation using DTT and iodoacetamide, samples were denatured in UA buffer (8 M urea in 0.1 M Tris/HCl pH 8.5) and centrifuged on a 30 kDa cut-off filter device (PALL or Sartorius) and washed thrice with UA buffer and twice with 50 mM ammoniumbicarbonate (ABC). Proteins were proteolysed for 2 h at room temperature using 0.5 µg Lys-C (Wako) and subsequently for 16 h at 37°C using 1 µg trypsin (Promega). Peptides were collected by centrifugation and acidified with 0.5% trifluoroacetic acid.




2.3.2 Mass spectrometric measurements

LC-MSMS analysis was performed on a Q-Exactive HF mass spectrometer (Thermo Scientific) each online coupled to a nano-RSLC (Ultimate 3000 RSLC; Dionex). For subsequent analysis on the Q-Exactive HF, tryptic peptides were accumulated on a nano trap column (300 µm inner diameter × 5 mm, packed with Acclaim PepMap100 C18, 5 µm, 100 Å; LC Packings) and then separated by reversed phase chromatography (nanoEase MZ HSS T3 Column, 100 Å, 1.8 µm, 75 µm X 250 mm; Waters) in a 80 minutes non-linear gradient from 3 to 40% acetonitrile in 0.1% formic acid at a flow rate of 250 nL/min. Eluted peptides were analyzed by the Q-Exactive HF mass spectrometer equipped with a PepSep PSS1 source. Full scan MS spectra (from m/z 300 to 1500) and MSMS fragment spectra were acquired in the Orbitrap with a resolution of 60.000 or 15.000 respectively, with maximum injection times of 50 ms each. The up to ten most intense ions were selected for HCD fragmentation depending on signal intensity (TOP10 method). Target peptides already selected for MS/MS were dynamically excluded for 30 seconds. Data are available via ProteomeXchange with identifier PXD039554 (21, 22).




2.3.3 Protein identification and label-free quantification

Proteome Discoverer 2.5 software (Thermo Fisher Scientific; version 2.5.0.400) was used for peptide and protein identification via a database search (Sequest HT search engine, SequestHT score:1) against Swissprot human database (Release 2020_02, 20432 sequences), considering full tryptic specificity, allowing for up to two missed tryptic cleavage sites, precursor mass tolerance 10 ppm, fragment mass tolerance 0.02 Da. Carbamidomethylation of Cys was set as a static modification. Dynamic modifications included deamidation of Asn, Gln and Arg, oxidation of Pro and Met; and a combination of Met loss with acetylation on protein N-terminus. Percolator was used for validating peptide spectrum matches and peptides, accepting only the top-scoring hit for each spectrum, and satisfying the cutoff values for false discovery rate (FDR) < 5%, and posterior error probability < 0.01.

The quantification of proteins was based on abundance values for unique peptides. Abundance values were normalized on total peptide amount and protein abundances were calculated summing up the abundance values for admissible peptides. The final protein ratio was calculated using median abundance values. The statistical significance of the ratio change was ascertained employing the T-test approach described in 23 (23), which is based on the presumption that we look for expression changes for proteins that are just a few in comparison to the number of total proteins being quantified. The quantification variability of the non-changing “background” proteins can be used to infer which proteins change their expression in a statistically significant manner. Proteins with increased or decreased abundance were filtered with the following criteria: proteins were considered to be decreased in abundance below an abundance of ratio of 0.5 fold and increased abundance above 2 fold, proteins identified with a single peptide were excluded and just significant proteins were considered (P value < 0.05, P values were adjusted for multiple testing by Benjamini-Hochberg correction). Additionally, at least two MSMS identifications had to be identified to include the protein ratio.




2.3.4 Enrichment analysis

Pathway enrichment analyses were performed in Cytoscape (3.9.0) with the ClueGo plugin (v2.5.8) for significantly increased or decreased proteins. The following ontologies were used: KEGG (8093), GO_MolecularFunction-EBI-UniProt (18336), GO_BiologicalProcess-EBI-UniProt (18058). Accession IDs were used as identifiers and the analysis was performed with the standard software settings provided in the ClueGo app (24).





2.4 Mesenchymal-epithelial co-culture

Primary lung ILD fibroblasts and IMR-90 (control fibroblast cell line) were grown in cell culture flasks until 70% confluency. A single cell suspension was prepared using 0.25% EDTA-Trypsin (Gibco). iAT2s were grown into alveolar organoids for up to two weeks in Matrigel domes. Single cell suspension was obtained with Dispase (Corning) and 0.25% EDTA-Trypsin as described by Jacob et al. (17). Human ILD and IMR-90 fibroblasts as well as iAT2s were counted and directly seeded either in equal 1:1 (Flow) or 1:5 (Fhigh) iAT2s to fibroblasts seeding densities in undiluted Matrigel domes in 8-chamber wells (20 µL Drops, Falcon), 96-well plates (50 µL Drops, Greiner) or 12-well plates (50 µL Drops, Greiner). Co-cultures used CK+DCI media that was changed every 48 h to 72 h for up to 12 days of cultivation.




2.5 Immunofluorescence microscopy

3D alveolar organoids mono- and co-cultures as described in section 2.1 (mono-culture) and 2.4 (co-culture) were cultured in 8-chamber wells for immunofluorescence analysis (Nunc Lab-Tek Chamber Slide System, 8-well, Permanox slide, 0.8 cm2/well). After alveolar organoids were formed, fixation was achieved with ice cold methanol and acetone (1:1v/v) for 5 minutes at -20°C. Cells were washed with PBS and stained with the respective primary antibody in buffer containing 0.1% BSA and 0.1% Triton X-100 overnight at 4°C. The next day, cells were washed 3 times with PBS and incubated in buffer with the respective fluorescent conjugated secondary antibody at a dilution of 1:500 and DAPI diluted 1:1.000 overnight at 4°C. The following day, cells were washed gently, growth camber removed and remaining microscope slide mounted with fluorescent mounting media (Dako) and covered with a coverslip. Slides were stored at 4°C until imaging. Imaging was performed using a confocal laser scanning microscope (CLSM) Zeiss LSM 880 with Airyscan and edited afterwards using ZEN 2.5 software (Zeiss). Detailed information on the primary and secondary antibodies are given in Supplementary Table 1.




2.6 Operetta high content imaging and Napari organoid counter

Live imaging of all alveolar organoid mono- and co-cultures was performed using the Operetta CLS high-content analysis system (Operetta CLS, PerkinElmer) at time points 5, 8 and 12 days during the co-culture experimental set-up. Pictures were analyzed by the Harmony 3.5.2 high-content imaging and analysis software with PhenoLOGIC.

Multi-plane confocal 3D images were visualized in Napari image viewer (Python) as maximum intensity projections and the automatic measurements obtained from the “Napari organoid counter” (25) were visually checked and manually curated, resulting in output of size and numbers of formed alveolar organoids between iAT2s and human fibroblasts (ILD and control IMR-90). The Canny Edge Detection (26) algorithm is used for identifying the organoids, while pre- and post-processing steps have been included, to ensure the image matches the detector’s expected input and the number of detected organoids along with their size is returned. More specifically, the organoids are approximated to ellipses and the algorithm fits orthogonal bounding boxes around each, with the height and width of each box corresponding to the two diameters of the organoid which are then in turn used to approximate the object’s area.Quantitative real-time PCR

Co-cultures were lysed in RLT Plus Lysis Buffer (Qiagen) and RNA isolation was performed with the RNeasy Mini Kit (Qiagen) according to the manufacturer’s instructions. Cell lysis from organoids and co-culture assays was performed with peqGOLD TriFast (VWR Life Science) as recommended by the manufactures followed by RNA isolation with the RNeasy Mini Kit (Qiagen). RNA was transcribed into cDNA by reverse transcriptase using the High-Capacity cDNA Reverse Transcription Kit (Thermo Fisher Scientific) according to the manufacturer’s instructions. 5 ng of cDNA was added to a final concentration volume of 10 µL, Random Nonamers (Metabion) and master mix (Invitrogen, Thermo Fisher Scientific) was added to each RNA sample. cDNA was diluted with ultrapure H2O. qPCR was performed in 96-well format using the quantitative real-time PCR System (Roche 480 LightCycler). 2 µL cDNA were added to a final reaction volume of 10 µL containing H2O, 480 SYBR Green (LightCycler, Roche Diagnostics) and the primer mix (100 µM). Gene expression was normalized to ß-Actin control for genes Vimentin (VIM), Integrin Subunit Beta 6 (ITGB6) and Cadherin 2 (CDH2), and normalized to an average of ß-Actin and HRPT control for genes Surfactant Protein C (SFTPC), Keratin 8 (KRT8), Collagen 1A1 (Col1A1), Matrix Metallopeptidase (MMP7) and Bone Morphogenic Protein 4 (BMP4), the fold change was calculated using the 2^ (-ddC) method. Sequence information of used primers are given in Supplementary Table 2. Data obtained from qPCR are presented relative to respective control co-cultures, to demonstrate influence of disease background.




2.7 Metabolic activity estimated by WST-1 assay

WST-1 assays were performed at day 2, 3, 5 and 7 of alveolar organoid co-cultures (human ILD or IMR-90 control fibroblasts). WST-1 reagent (Roche Diagnostics) was added to the culture medium in a 1:10 dilution. The culture medium was used as background control. After 2 h of incubation at 37°C and 5% CO2, 100 µL of media from every sample was transferred to a microplate (Thermo Scientific; Fisher Scientific) and the absorbance of the sample against the background was measured with a TECAN reader (TECAN; infinite M200 PRO).





3 Results


3.1 Fibroblast induced changes in organoid formation and metabolic activity in co-cultured alveolar organoids

An overview of the experimental workflow is provided in Supplementary Figures 1A–C. iAT2s (Figure 1A) were successfully co-cultured with both ILD, in our study referring to cases of pulmonary fibrosis, or IMR-90 control fibroblasts, resulting in the formation of proliferative alveolar organoids (Figure 1B). Cell-cell contact of iAT2s and fibroblasts in (ILD) co-culture was demonstrated by partial encapsulation of alveolar organoids by α-SMA expressing fibroblasts (Figure 1C, white arrows).




Figure 1 | (A) Representative maximum intensity projections from high-content images of iAT2s growing as alveolar organoids at day 12. Scale bar 500µm. (B) Immunofluorescence of 3D co-culture of iAT2s with ILD fibroblasts at day 12 (α-SMA: red, DAPI: cyan). Scale bar 50 µm. (C) Representative maximum intensity projections from high-content images of different co-culture conditions showing iAT2s growing with human fibroblasts for 12 days. Scale bar 500 µm. Zoom-ins show a 3x optical magnification. (D) Scatter plots (dashed black lines: median) indicate size (µm2) of organoids in co-cultures at day 12 across three independent biological replicates. (E) Number of formed organoids in co-cultures at day 12, N = 3. (F) Metabolic activity of co-cultured organoids at 5, 8 and 12 days of co-culture. Results show the increase in percentage across two biological replicates in comparison to d5 iAT2 organoids alone, representing the baseline of 100% metabolic activity (dashed grey line across dataset). Statistics: unpaired t-Test, *p<0.05, **p<0.01.



Image analysis of the 3D co-cultures revealed a reduction in organoid formation capacity in the presence of human fibroblasts (Figure 1D). Although alveolar organoid size was not significantly affected by fibroblast co-culture (Figures 1B, E), quantitative assessment of organoid size (area, µm2) and number of images obtained from alveolar organoids and co-cultures with either ILD or IMR-90 control fibroblasts in 1:1 (FILD/Control low) or 1:5 (FILD/Control high) seeding density (Figures 1B, D) demonstrated a negative correlation of fibroblast seeding density (ILD or IMR-90) with the alveolar organoid formation capacity.

In contrast, co-culture with ILD fibroblasts significantly increased metabolic activity of alveolar organoid in comparison to IMR-90 control co-cultures (Figure 1F).




3.2 Presence of ILD fibroblasts leads to aberrant epithelial gene expression changes

In order to relate the observed changes in organoid formation capacity and metabolic activity (Figure 1) to changes in gene expression, we measured critical markers of stem cell function and epithelial differentiation in co-cultured organoids.

Indicating changes in (stem) cell function and epithelial injury, we showed decreased expression of the alveolar stem cell marker SFTPC in the presence of ILD fibroblasts in both seeding ratios (Flow and Fhigh; Figure 2A). In line with this, Keratin 8 (KRT8) expression levels were reduced under the impact of ILD primary fibroblasts (Figure 2A). Further, the distal epithelial marker Integrin Subunit Beta 6 (ITGB6) as well as Bone Morphogenetic Protein 4 (BMP4) showed increased transcription in ILD co-cultures when high seeding densities were applied (Figure 2A). Genes associated with regulation of extracellular matrix formation and remodeling including Collagen 1A1 (Col1A1), N-Cadherin 2 (CDH2) and Vimentin (VIM) showed increased expression in alveolar organoids co-cultured with ILD fibroblasts in high seeding ratios (Figure 2B). Likewise, expression levels of Matrix Metallopeptidase 7 (MMP7) were increased in ILD co-cultures compared to control co-cultures. (Figure 2B).




Figure 2 | Relative gene expression at day 12 measured in AT2s co-cultures with ILD or IMR90 control fibroblasts in two seeding densities (high or low) compared to reference gene expression (HK; average of ß-Actin (ACTB) and hypoxanthine guanine phosphoribosyl transferase (HRPT)). (A) Epithelial and stem cell markers and (B) Genes associated with aberrant differentiation of epithelium. N = 3, unpaired t-Test, **p<0.005, ***p<0.0005.






3.3 ILD fibroblast secretome reveals proinflammatory signaling converging on IL11 stimulating epithelial remodeling

To characterize fibroblast driven communication resulting in gene expression and phenotypical changes in the alveolar epithelium in ILD, supernatants of ILD and non-CLD fibroblasts were subjected to mass spectrometry (MSMS).

MS analysis detected an overall of 2625 expressed proteins, of which 47 were significantly more and 55 significantly less abundant when comparing ILD-derived fibroblast to non-CLD controls (Supplementary Table 3, 4, Figure 3A). The top 15 differentially expressed proteins (increased and decreased abundance) are listed in Supplementary Tables 1, 2.




Figure 3 | Differential protein expression comparing ILD fibroblasts (FILD) vs. non-chronic lung disease fibroblasts (Fcontrol). (A) Volcano plot visualizing significantly regulated proteins (47 up, 55 down) detected by MS secretome analysis of ILD or non-CLD control fibroblasts. Data showing log2 fold change against the adjusted P value [log10]. Significantly upregulated proteins are depicted in red and significantly downregulated proteins in blue. (Total: 102 significantly regulated proteins with 5% FDR < 0.05, adj. p_value < 0.05). Pathway enrichment and protein interaction network of proteins with (B) increased and (C) decreased abundance using the Cytoscape plugin ClueGo. The following ontologies were used: KEGG, molecular functions and biological processes. The connectivity of the pathways is described by functional nodes and edges that are shared between proteins with a kappa score of 0.4. Only enriched pathways are visualized and the node size indicates the p-value (p-value ≤ 0.05). Proteins from the same pathway share the same node color and the bold fonts indicate the most important functional pathways that define the names of each group. Enriched Pathways: 1. rheumatoid arthritis, 2. chemokine-mediated signaling pathway, 3. neutrophil chemotaxis, 4. chemokine activity, 5. TNF signaling pathway, 6. IL17 signaling pathway, 7. cellular response to chemokine, 8. response to chemokine.



Proteins with increased abundance predominantly belonged to the C-X-C motif chemokine family (CXCL1, CXCL3, and CXCL8), as well as to the interleukin family (IL13RA, IL11) and included gap junction proteins (connexin 43, GJA1). Further, Pregnancy Specific Beta-1-Glycoprotein 4 (PSG4) as well as WNT signaling modulator SFRP4 were found amongst the top 15 proteins.

Accordingly, pathway enrichment analysis of proteins with increased abundance classified the responses as cytokine activity, chemokine-mediated signaling pathway and TNF-signaling pathway. Furthermore, cellular/response to chemokines, IL17 signaling pathways and neutrophil chemotaxis were identified, indicative of a strong inflammatory response.

ClueGo, a Cytoscape plug-in for network analysis, highlighted proteins associated with rheumatoid arthritis, a disease often complicated by the development of lung fibrosis and characterized by the presence of inflammatory chemokines (Figure 3B).

Proteins with decreased abundance in the in ILD secretome were dominated by candidates involved in ECM production, ECM assembly or ECM reorganization as well as coordination of myofibroblast differentiation (PDGFRL) together with a downregulation of proteins involved in complement and coagulation cascade pathways (Figure 3C).




3.4 IL11 acts as a driver for aberrant signatures in hiPSC-derived alveolospheres

Based on the MSMS secretome analysis, IL11 emerged as a top player in the mesenchymal-to-epithelial disease crosstalk. In consequence, we exposed alveolar organoids (Figure 4A) to IL11 in order to investigate its functional relevance. Experiments (Doselow = 0.5 ng/mL, Dosehigh = 5 ng/mL) (Figures 4B–D) recapitulated the results observed in epithelial-fibroblasts co-cultures (section 3.1), i.e., we demonstrated reduced organoid formation capacity (Figures 4Biii, C) and increased metabolic activity (WST-1) in IL11 treated alveolar organoids (treatment from day 7 - 14 of culture) (Figure 4D). In addition, treatment of growing alveolar organoid monocultures with IL11 (20 ng/mL) led to an increase in alveolar organoid size followed by apoptosis within 5 days of culture.




Figure 4 | (A) Immunofluorescence of untreated alveolar organoids at day 14 of culture (SFTPC: red, NKX2.1: green, DAPI: cyan). (B) Representative maximum intensity projections from high-content images of (i) untreated alveolar organoids, (ii) 0.5 ng/mL or (iii) 5 ng/mL IL11 treatment. Treatment started at day 7 of culture every 48h. Scale bar, 500 µm. (C) Organoid formation capacity of alveolar organoids treated with 0.5 or 5ng/mL IL11. (D) Metabolic activity of alveolar organoids treated with 0.5 or 5ng/mL IL11. (C, D) Each value is graphed as percentage of the respective starting culture at day 7 set to 100%.







4 Discussion

In ILD, sustained inflammation and scarring of the gas exchange area ultimately result in destruction of the pulmonary scaffold and organ failure. Excessive deposition of ECM as well as epithelial damage and dedifferentiation is widely transmitted by the misguided interaction of fibroblasts and epithelial cells (27). Therefore, improved understanding of the mesenchymal-to-epithelial crosstalk remains a centerpiece in finding new avenues to monitor and treat ILD. However, signaling factors with functional relevance and their distinct role in ILD pathogenesis remain understudied.

This study aimed at deciphering disease-relevant candidates of mesenchymal-to-epithelial crosstalk that could serve as potential targets for future therapeutic strategies. By advancing a sensitive human iPSC-derived alveolar organoid culture into a human fibroblast co-culture model, we successfully demonstrated the importance of fibroblast-driven, cytokine-centered signaling in inducing the impairment of key epithelial cell functions, including differentiation and metabolism. In combination with an unbiased proteomic approach, we were able to identify important mediators that translate these effects such as IL11, one of the top 15 proteins with increased abundance in ILD, in our study referring to cases of pulmonary fibrosis. The previously identified role of IL11 in chronic inflammatory lung diseases in line with its potential to drive pro-fibrotic mesenchymal-epithelial crosstalk, supported the relevance of our approach on the one hand, while we were able to contribute the important functional consequences of its signaling in our human alveolar organoid model on the other (7, 8, 28).

In our in vitro co-culture approach, primary human pulmonary fibroblasts and iAT2s formed alveolar organoids that successfully recapitulated tissue characteristics of the distal lung in three dimensions, in contrast to 2D, plastic culture conditions (Figure 1). Primary human fibroblasts, both ILD-derived and IMR-90 control cells, demonstrated effects that correlated with seeding density leading to reduced organoid number and increased organoid size after 12 days of co-culture. The findings indicate that the co-culture with fibroblasts per se is able to change the microenvironment of iAT2s, thereby impacting organoid formation. As studies indicated, that the activation of primary lung fibroblasts in a disease-comparable fashion is easily achieved (29), our findings likely explain the disease-independent fibroblast effects in alveolar organoids.

In contrast, the significant increase in metabolic activity was provoked by diseased human fibroblasts in high-seeding ratios, indicating their potential to impact on the metabolic program of the epithelial cell, potentially indicating epithelial dedifferentiation or EMT (30–32). These considerations are supported by the expression signature characterizing the co-cultures: The decrease in SFTPC expression (33–36) we observed in the ILD co-cultures points towards the loss of epithelial stem cell characteristics, as SFTPC expression is sensitive to epithelial inflammation and injury, lately supported by studies in Sars-CoV-2 infected alveolar organoids (10). Differentiation of AT2s is key for regeneration in injured alveoli marked by their expression of transient basaloid features such as Keratin 5 (KRT5) and the amount of alveolar KRT5+ basaloid cells directly correlates with disease progression in pulmonary fibrosis (29, 37, 38), mirrored by the decreased expression observed in our study. Closely related, downregulation of KRT8, an important marker of AT2 to (pre)AT1 transdifferentiation during epithelial regeneration (38, 39) was associated with the increased expression of EMT markers in a murine bleomycin lung injury model including pro-fibrogenic proteins such as ITGB6 (39). In line with these findings, we demonstrated increased ITGB6 expression in ILD co-cultures. Its release from the plasma membrane potentially reflects the activation of EMT-like processes in lung organoids, accompanied by the decrease of expressed KRT8. Further supporting these findings, we showed the elevated expression of BMP4 and MMP7, critical regulators of EMT in pulmonary fibrosis (40), in lung organoids co-cultured with ILD fibroblasts. MMP7 has furthermore been highlighted for its function as a plasma biomarker in idiopathic pulmonary fibrosis (33, 41), in line with its detection in our study.

Co-culture of alveolar organoids with ILD fibroblasts also specifically changed the expression of genes involved in ECM biosynthesis including the increased transcription of Col1A1, VIM and CDH2, well-known players in fibrotic lung disease (33, 34) (38), as compared to organoid monocultures. Linking back to the indications of aberrant basal transdifferentiation in fibroblast co-culture discussed above (29), the basaloid cells show increased ECM protein expression, next to their increase in BMP4 and ITGB6 expression, again successfully detected in our model.

We next were able to provide deeper insight into the relevant mediators of mesenchymal-to-epithelial crosstalk related to the observed changes in organoid phenotype by screening the supernatant of ILD or control fibroblasts using mass spectrometry (42). Cytokines that belong to the C-X-C motif family dominated the protein signature in the secretome, demonstrating their increased abundance in ILD. These signaling molecules act on the CXCR1 and CXCR2 receptor, as well as regulate the expression of cytokines from the interleukin family, central to the pathogenesis of fibrotic and inflammatory lung diseases such as IPF and acute respiratory distress syndrome (3, 8, 36, 43). The majority of the differentially abundant proteins are proinflammatory cytokines that primarily act on neutrophil, monocyte or lymphocyte recruitment (CXCL1, CXCL3, CXCL5, CXCL8). The proinflammatory response is complemented by the regulation of proteins that play a role in cellular senescence and activation of TGF-ß such as the Pregnancy-Specific Glycoprotein (PSG) family, PSG 4, 5, 6 or in the induction of a hypercoagulable tissue state (TFPI2). Other important proteins such as SFRP4 directly inhibit WNT signaling, thereby modulating cell growth and differentiation, particularly of AT2s to AT1s (44). WNT serum levels are discussed as biomarkers for lung fibrosis and EMT. WNT modulation and TGF-ß solubilization in particular could account for the change in organoid number and size and support our observations in gene expression levels that indicate epithelial transdifferentiation into aberrant basaloid cells or EMT in the presence of ILD fibroblasts.

IL11, centrally orchestrating the ILD protein profile as observed by pathway enrichment, was identified among the top 15 candidates in the ILD fibroblast secretome. IL11 is known to be expressed in pro-inflammatory fibroblasts extracted from IPF lungs. The cytokine belongs to the IL6 family and is induced by TGF-ß and other proinflammatory mediators [IL1β, IL17, IL22, reactive oxygen species (ROS)]. It can either activate fibroblasts to differentiate into myofibroblasts in an autocrine fashion through ERK/SMAD canonical signaling, which results in pro-fibrotic protein expression (COL1A1, ACTA2), or it stimulates epithelial cells (paracrine loop) through activating ERK signaling cascades, thereby inducing cellular senescence, EMT, cellular dysfunction and impaired regeneration (8). Results from our co-culture model indicate both autocrine and paracrine signaling of IL11 as we demonstrated indication of EMT, stem cell dysfunction as well as ECM production, i.e., upregulation of collagen expression in line with 8 (8). Similar to the results obtained from ILD fibroblast co-culture in different seeding densities, IL11 treatment of alveolar organoid monocultures resulted in a dose dependent increase in metabolic activity, elevated expression of mesenchymal markers and decreased AT2 stemness and identity. Dose-dependent, IL11 even induced apoptotic cell death, in line with its role in senescence and stem cell function observed in alveolar organoids (36). Similarly, IL11 alone induced fibrotic changes in healthy alveolar organoids whereas knock-out of IL11 expression in diseased organoids reversed organoid fibrosis in a model of the Hermansky-Pudlak syndrome-associated interstitial pneumonia, a disease with high similarity to IPF (3). Supporting our co-culture findings in this regard, IL11 exposure impacts on AT2 progenitor function, thereby likely suppressing the formation of mature AT2s as described by Kortekaas and colleagues (35, 36).

Taken together, our results strongly support the central role of IL11 signaling as the cytokine holds the potential to strongly influence the intricate crosstalk between the (then activated (myo)) fibroblasts and the injured epithelium, central in the progression of fibrosis in ILD. We successfully demonstrated the potential of our lung organoid co-culture model derived from hiPSCs and primary fibroblasts to display critical consequences of the malfunctional crosstalk such as aberrant dedifferentiation and basaloid-prone signatures (33, 45). In this context, IL11 likely holds an important role in misguided alveolar function, differentiation and thereby regeneration, important functions as a potential therapeutic target to regain alveolar crosstalk homeostasis (46).
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Endometriosis is an estrogen dominant, chronic inflammatory disease characterized by the growth of endometrial-like tissue outside of the uterus. The most common symptoms experienced by patients include manifestations of chronic pelvic pain- such as pain with urination, menstruation, or defecation, and infertility. Alterations to Leukemia Inhibitory Factor (LIF), a cytokine produced by the luminal and glandular epithelium of the endometrium that is imperative for successful pregnancy, have been postulated to contribute to infertility. Conditions such as recurrent implantation failure, unexplained infertility, and infertility associated diseases such as adenomyosis and endometriosis, have demonstrated reduced LIF production in the endometrium of infertile patients compared to fertile counterparts. While this highlights the potential involvement of LIF in infertility, LIF is a multifaceted cytokine which plays additional roles in the maintenance of cell stemness and immunomodulation. Thus, we sought to explore the implications of LIF production within ectopic lesions on endometriosis pathophysiology. Through immunohistochemistry of an endometrioma tissue microarray and ELISA of tissue protein extract and peritoneal fluid samples, we identify LIF protein expression in the ectopic lesion microenvironment. Targeted RT qPCR for LIF and associated signaling transcripts, identify LIF to be significantly downregulated in the ectopic tissue compared to eutopic and control while its receptor, LIFR, is upregulated, highlighting a discordance in ectopic protein and mRNA LIF expression. In vitro treatment of endometriosis representative cell lines (12Z and hESC) with LIF increased production of immune-recruiting cytokines (MCP-1, MCP-3) and the angiogenic factor, VEGF, as well as stimulated tube formation in human umbilical vein endothelial cells (HUVECs). Finally, LIF treatment in a syngeneic mouse model of endometriosis induced both local and peripheral alterations to immune cell phenotypes, ultimately reducing immunoregulatory CD206+ small peritoneal macrophages and T regulatory cells. These findings suggest that LIF is present in the ectopic lesions of endometriosis patients and could be contributing to lesion vascularization and immunomodulation.
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1 Introduction

Endometriosis, a chronic inflammatory gynaecological disease, is defined by the growth of endometrial like tissue outside of the uterus (1). Lesions, referred to as ectopic tissue, can manifest throughout the abdominal cavity constituting the subtypes of endometriosis based on lesion placement and depth: superficial peritoneal, deep infiltrating, and ovarian (2). While lesion presentation provides a means for categorizing disease stage, there is currently no relationship between endometriosis subtype and patient symptomatology. Symptoms such as chronic pelvic pain, pain with urination, and infertility, vary across patients and disease stages (3, 4). Of note, infertility is experienced by approximately 30-50% of endometriosis patients (5). The cause and effect are still unclear surrounding the association between infertility and endometriosis, however there are numerous mechanisms that have been proposed. In this context, Leukemia Inhibitory Factor (LIF) has been implicated as a contributor to endometriosis associated infertility (6, 7).

LIF is a pleiotropic cytokine of the interleukin (IL)-6 family, with involvements in reproductive processes such as embryo implantation and decidualization, as well as regulation of the immune response. LIF is produced by the endometrial luminal and glandular epithelium during the mid to late secretory phase and is imperative for successful pregnancy through the orchestration of stromal cell decidualization (8, 9). Pivotal findings determined that LIF knock out mice were unable to support blastocyst implantation, implicating a critical role for LIF in fertility (10). As such, LIF mRNA and protein, both content and localization within the endometrium, have been studied in a variety of infertility cohorts including unexplained infertility (11, 12), recurrent implantation failure (13, 14), as well as in diseases associated with infertility such as adenomyosis (15, 16) and endometriosis (6, 7). Consistently it has been shown through immunohistochemistry (IHC) of the endometrium that the infertile cohorts- regardless of cause, have reduced endometrial LIF protein expression compared to fertile controls. This is in concert with cervical lavage samples from infertile adenomyosis patients obtained during the mid to late secretory phase, which had significantly lower LIF protein compared to fertile controls (15). In patients with mild to moderate endometriosis who are experiencing infertility, LIF expression was reduced in endometrial samples obtained during the mid-secretory phase, combined with elevated IL-6 and IL-1α in the peritoneal fluid (PF) (7). These inflammatory mediators were hypothesized to be a contributor to patient infertility yet the broader implications of LIF dysregulation within endometriosis pathophysiology have not been speculated upon and remain to be explored.

The role of LIF throughout the body is dynamic. In development, LIF is a regulator of embryonic stem cells, facilitating their pluripotency (17). In adults, LIF is produced in the uterus (18), lung (19), and central nervous system (20, 21), situated as a mediator between neuro-immune crosstalk and a regulator of anti-inflammatory pathways. The LIF receptor (LIFR) can be found on various cell types such as stromal, endothelial, epithelial, and immune cells- most notably T cells and macrophages (9, 22). However, the specific function of LIF is dependent on the local microenvironment, leading to both an inflammatory and anti-inflammatory response. LIF signaling activates three primary pathways known as- janus kinase (JAK)- signal transducer and activator of transcription (STAT3), mitogen activated protein kinase (MAPK), phosphatidylinositol-3 kinase (PI3k), which are associated with cellular proliferation and self-renewal (17). LIFs activation of these pathways has been demonstrated not only within reproductive processes and homeostatic immune regulation but additionally, within the pathological context of cancer. Specifically, breast (23–25), ovarian (26), pancreatic (27), and nasopharyngeal cancers (28), have demonstrated that LIF overexpression by tumours contributes to tumor growth and metastasis as mediated by the STAT3 pathway. Within these contexts, LIFs’ capacity to modulate immune phenotypes serves to promote immune evasion and treatment resistance. LIF has been shown to induce regulatory phenotypes in both myeloid and lymphoid cells, primarily working through alternatively activated macrophages (M2) to increase T regulatory (Treg) cell function (29–31). These mechanisms of tissue maintenance, growth, and immune evasion can be paralleled with endometriosis pathophysiology. Thus, LIFs production by ectopic tissue and potential contribution to lesion sustainment and immunomodulation warrants investigation.

To date, LIF has only been studied within the context of endometriosis-associated infertility however its potential contributions to disease pathophysiology remains to be understood. Through human patient data, endometriosis representative human cell lines, and a syngeneic mouse model of endometriosis, we demonstrate that LIF is present in the lesion microenvironment of endometriosis patients and could be contributing to endometriosis-associated lesion vascularization and immune dysregulation. These findings provide novel insight to the role of LIF within endometriosis.




2 Methods



2.1 Ethics statement

Ethics was approved for this study by the Health Sciences Research Ethics Board at Kingston Health Sciences Centre (KHSC), Queen’s University (Kingston, Ontario, Canada), Greenville Health System (Greenville, South Carolina, USA), the University of North Carolina at Chapel Hill (Chapel Hill, North Carolina, USA), and Wake Forest Baptist Health (Winston-Salem, NC, USA). Human ectopic and eutopic samples from endometriosis patients and control samples, from healthy fertile women, were collected as per institutional approved protocols and guidelines. Written, informed consent was acquired from all patients before acquisition and storage of samples.




2.2 Detection of LIF in endometriosis patient peritoneal fluid and tissue samples using ELISA

Endometriosis patient PF (n=5) and tissue protein extract (matched ectopic (n=13) and eutopic (n=12)) were analyzed to determine the concentration of LIF using an ELISA kit (BMS242, ThermoFisher). Protein extract and PF samples were obtained from separate endometriosis patient cohorts, resulting in n=17 samples. Briefly, 37mg of tissue was weighed and manually homogenized using ceramic power bead tubes (13113-50, QIAGEN) with the addition of tissue protein extraction reagent (78510, ThermoFisher) and protease inhibitor cocktail (535140, Sigma-Aldrich). Protein content was determined using a microplate bicinchoninic acid (BCA) protein assay kit (23532, ThermoFisher) and normalized to the lowest concentration (1202ug). For the ELISA, standards and samples were added to the plate and incubated at room temperature for 2hrs on a plate shaker. After incubation, the plate was washed with wash buffer before the addition of streptavidin and then incubated for 1hr in the same conditions. After washing, horseradish-peroxidase (HRP) was added, and the plate incubated for 30mins. Finally, a substrate solution of tetramethyl-benzidine was added and incubated for 10mins in the dark, after which stop solution was added. The plate was analyzed in a SpectraMax iD5 microplate reader (Molecular devices, California, USA) at an absorbance of 450nm with a reference wavelength of 620nm.




2.3 Immunohistochemistry for LIF on an endometrioma tissue microarray

A tissue microarray (TMA) was created with human patient samples from Kingston General Hospital as previously outlined (32). From a separate patient cohort, matched ectopic (endometrioma samples) and eutopic tissues collected from endometriosis patients (n=19) were compared to endometrium from healthy controls (n=22). Patients were identified as one of three menstrual states by pathologist review: proliferative, secretory, or inactive. The breakdown of patients by menstrual stage are as follows: Endometriosis (proliferative = 7, secretory = 8, inactive= 4), controls (proliferative= 18, secretory= 7, inactive= 1). For IHC, a 5µm section of the TMA was taken, subjected to xylene, and rehydrated with various concentrations of ethanol and citrisolv solutions. Antigen retrieval was performed with a citrate buffer for 20mins and subsequently stained with a polyclonal LIF antibody (26757-1-AP, ThermoFisher, 1:500) using a Leica Bond RX autostainer (Leica Biosystems- Microsystems Inc., IL, USA). The slide was scanned using an Olympus VS120 Virtual Slide Microscope (Olympus, USA) and analyzed using HALO image analysis software (Indica Labs, USA). Quantification of percent area positive for anti-LIF stain was performed on the total core area and the luminal and glandular epithelium respectively. As LIF is produced within the luminal and glandular epithelium, this delineation in area quantification provided a more accurate representation of LIF staining as cores differed in their stromal and epithelial composition.




2.4 Targeted RT qPCR array for LIF associated genes in endometriosis and control tissues

Total RNA was extracted from patient samples (n=8 matched endometriosis eutopic/ectopic tissues, n=9 healthy controls) using a total RNA isolation kit (17200, Norgen Biotek Corp., ON, Canada). Briefly, 20mg of tissue was added to a ceramic power bead tube (13113-50, QIAGEN, Hilden, Germany) with 600µL lysate buffer solution and digested using the Omni Bead Ruptor (PerkinElmer Comp., GA, USA). Samples were subsequently centrifuged at 10000g for 5min to pellet tissue debris. The resultant supernatant was aspirated and passed through a pre-assembled column to remove genomic DNA and collect total RNA. RNA was purified and reverse transcribed into complimentary DNA (cDNA) using a RT2 First Strand Kit (330401, QIAGEN). Quality of RNA and cDNA samples were tested using a Nanodrop 2000 Spectrophotometer (ThermoScientific, MA, USA). cDNA was used with targeted RT2 qPCR custom array plates (CLAH41769-(330171)), QIAGEN) to detect 19 key gene transcripts for downstream LIF family proteins and transcription factors, selected after extensive literature review. RT qPCR was conducted using the LightCycler 480 Real-Time PCR system (Roche Molecular Systems, Inc. Basel, Switzerland) with QuantiTect SYBR Green PCR mastermix (330501, QIAGEN). Relative gene expression values were calculated by delta delta CT method after normalization to housekeeping genes (ACTB and GAPDH). Primers for the following proteins and transcription factors were used: LIF, LIFR, OSM, IL-6, IL6ST, CNTF, PRL, IGFBP-1, SOX2, SOCS3, JAK1, MAPK1, AKT, mTOR, POU5F1, PTPN11, PI3KR1, NANOG, STAT3.




2.5 Human cell lines

Immortalized human endometriotic epithelial- 12Z cells (provided by Dr. Anna StarzinskiPowitz), human umbilical vein endothelial cells (HUVEC; CRL-1730, ATCC, VA, USA), and human endometrial stromal cells (hESCs; T0533 ABM, BC, Canada). Immortalized 12Z cells were maintained in DMEM/F-12 (11320033, ThermoFisher) supplemented with 10% fetal bovine serum (FBS; 97068-085, VWR), 1% penicillin/streptomycin (15140122, ThermoFisher) and 1% (100mM) sodium pyruvate (11360070, ThermoFisher). HUVEC cells were maintained with complete endothelial cell growth medium (211-500, Cell Application). hESCs were maintained in PriGrow (TM004, ABM) with 10% charcoal stripped FBS (12676029, ThermoFisher), 1% L-glutamine (A2916801, ThermoFisher) and 1% penicillin/streptomycin. All cell lines were cultured in T75 flasks and maintained until 70-80% confluence, with media changes every 2-3 days. Cells were kept in a humidified cell culture incubator at 37°C and with 5% CO2.




2.6 Multiplex cytokine analysis of endometriosis representative cell lines following rhLIF treatment

12Z, HUVEC, and hESCs were cultured in 24-well plates at 2.5x104 cells/well. Cells were rested for 24hrs prior to treatment with PBS or rhLIF in the following concentrations: 1, 20, and 100ng/mL. Following a 24hr incubation period, cell supernatant was collected and stored at -80°C prior to multiplex cytokine analysis (HD-48 plex, EveTechnologies, AL, Canada). Exhaustive cytokine list as follows: sCD40L, EGF, Eotaxin, FGF-2, Flt-3 ligand, Fractalkine, G-CSF, GM-CSF, GROα, IFNα2, IFNγ, IL-1α, IL-1β, IL-1ra, IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-8, IL-9, IL-10, IL-12p40, IL-12p70, IL-13, IL-15, IL-17A, IL-17E/IL-25, IL-17F, IL-18, IL-22, IL-27, IP-10, MCP-1, MCP-3, M-CSF, MDC (CCL22), MIG, MIP-1α, MIP-1β, PDGF-AA, PDGF-AB/BB, RANTES, TGFα, TNFα, TNFβ, VEGF-A.




2.7 Proliferation and apoptosis assays in endometriosis representative cell lines treated with rhLIF

Cell proliferation and apoptosis were measured in 12Zs, HUVECs, and hESCs following treatment with PBS or varying concentrations of recombinant human LIF (rhLIF; 7734-LF, R&D Systems, MN, USA). Briefly, cells were seeded at 5x103 cells/well in 96 well plates (hESCs and 12Zs used phenol red free DMEM F-12 (21041025, ThermoFisher) and rested for 24hrs. Media was then changed with media containing either PBS or rhLIF at 1,20, or 100ng/mL, and incubated for an additional 24hrs. Proliferation was determined using a WST-1 assay (0501594400, Sigma-Aldrich, MO, USA) and apoptosis determined using Caspase Glo 3/7 reagent (G8091, Promega, WI, USA). Briefly, 10µL of WST-1 reagent was added per well to achieve a 1:10 dilution before a 2hr incubation at 37°C. To determine apoptosis, 100µL of Caspase Glo 3/7 reagent was added per well to achieve a 1:1 dilution before incubation at room temperature for 2hrs. A SpectraMax iD5 microplate reader (Molecular Devices) was used to obtain the absorbance and luminescence for the proliferation and apoptosis assays respectively. The absorbance of formazan dye produced during the WST-1 reaction was recorded at 450nm with a reference wavelength of 650nm. Each proliferation and apoptosis experiment was repeated at least 3 times per individual cell line, thus data shown is representative.




2.8 Endothelial tube formation assay

HUVEC cells were utilized for a tube formation assay as per the protocol of the manufacturer in a µ-slide assay format. Briefly, IBIDI microplates (81506 Ibidi, Germany) were loaded with 10µL of Matrigel™ (354230, Corning, USA) and incubated for 1hr to allow for Matrigel™ polymerization. HUVEC cells were plated in triplicates at 1x104 cells/well above the polymerized Matrigel™ in 50µL of media with one of the following treatments: VEGF, PBS, LIF (1, 20, 100ng/mL). Cells were incubated at 37°C and with 5% CO2 for 4hrs. Images were taken on a Nikon TE200 inverted epifluorescence microscope using a 10× objective and a cooled CCD camera and analyzed by WimTube: Tube Formation Assay Image Analysis Solution (33).




2.9 Murine model of endometriosis

Seven-to-eight-week-old female C57BL/6 mice (n=17; Charles River Laboraties, MA, USA) were housed in conventional housing with an automated watering system and 12-hr light-dark cycle at 3-4 animals per cage. To induce endometriosis, uterine horns were harvested from donor mice (n=3) and dermal biopsy punches (3mm3) were used to obtain uterine fragments to be explanted into recipient mice. For surgery, mice were anesthetized with 2.5% isofluorane. Briefly, an incision was made into the abdomen to allow access to the peritoneum, upon which two 3mm3 uterine fragments were attached with Vetbond adhesive (1469SB, 3M, MN, USA) to the peritoneal wall. A suture and two staples were used to close the peritoneum and skin respectively. To understand the influence of LIF on endometrial lesion growth and immune cell populations, mice received daily intraperitoneal (i.p) injections of either PBS (control; n=6) or recombinant mouse LIF (rmLIF; n=6; 8878-LF-100/CF, R&D Systems) for 14 days. This experiment was duplicated with varying rmLIF doses (300ng and 1µg). On day 14, animals were sacrificed and peritoneal lavage was performed with ice-cold PBS before the spleen, uterine horns, and endometriosis-like lesions were excised. Lesions were placed in 4% paraformaldehyde and kept in 4°C for 24hrs. Fixed lesions were then transferred to 70% ethanol before processing for paraffin embedding. PF and splenocytes were used for flow cytometry. Spleens were excised and immediately placed in RPMI 1640 supplemented with 5% FBS. To isolate splenocytes, spleens were mechanically digested through a 70µm strainer and centrifuged at 300g for 5min at 4°C. Both PF and splenocytes were pelleted and resuspended in FBS with 10% dimethyl sulfoxide (DMSO; Sigma-Aldrich) for cryopreservation.




2.10 Flow cytometry

Mouse PF and splenocytes were thawed in a water bath at 37°C and reconstituted in 15mL of FACs buffer (PBS with 10% FBS). Cells were centrifuged at 300g for 5min 4°C and supernatant decanted. Following the addition of DNAse 1 (10104159001, Millipore Sigma; 100µg/µL) samples were incubated for 10min at 4°C as per manufacturers guidelines. Cells were neutralized with 10mL of FACS, centrifuged at 300g for 5min 4°C, then resuspended for cell counting by an automated cell counter (Countess 3, ThermoFisher). Samples of 5x105 cells were used for staining for flow cytometry. To limit non-specific antigen binding, samples were stained with anti-mouse TruStainFcX (101320, BioLegend; 1:50) and incubated for 10min at 4°C. Subsequently, extracellular staining for myeloid and lymphoid markers was performed with a 30min incubation period. All products were obtained from BioLegend unless otherwise stated: fixable viability dye, eFluor780 (65-0865-14, ThermoFisher; 1:500), Brilliant Violet (BV)510-anti-CD3 (100234; 1:40), BV785-anti-CD4 (100552; 1:80), BV605-anti-CD8 (100744; 1:40), FITC-anti-CD25 (102005; 1:50), PB- anti-CD11b (1012224; 1:50), PE-Cy7-anti-F4/80 (123114; 1:80), AF700-anti-MHCII (107621; 1:200). Cells were fixed and permeabilized using a FOXP3 Fixation and Permeabilization Kit (00-5523-00, eBioscience) following the manufacturers recommendation. After permeabilization, cells were stained intracellularly with PE-anti-FOXP3 (126404; 1:20) and APC-anti-CD206 (141708; 1:40). Following a 30min staining incubation, cells were washed with FACS.

All data was acquired on the CytoFLEX S flow cytometer (Beckman Coulter, CA, USA) and analyzed using FlowJo software (version 10). Half-heat killed cells were used to detect viability and fluorescence minus one (FMO) controls used to set positive population gates.




2.11 Immunohistochemistry of mouse lesions

Paraffin embedded blocks were sectioned to 5µm thickness and subjected to deparaffinization with xylene before rehydration with various concentrations of ethanol and citrisolv solutions. Antigen retrieval was performed with citrate buffer for 20mins and subsequent staining with polyclonal antibodies for mouse Ki67 (ab15580, Abcam, 1:1000), CD31 (77699S, New England Biolab, 1:100), LIF (PA5-115510, Invitrogen, 1:50), and LIFR (101228, Abcam ab, 1:2000) were completed using a Leica Bond RX autostainer. Lesions were analyzed using a singular computer-generated algorithm created for each stain (Ki67, CD31, LIF, LIFR). Percent area quantification for positive stain was used for CD31, LIF, and LIFR. A cytonuclear algorithm was used to detect individual cell expression of Ki67 after which the percent of proliferating cells (Ki67+) could be expressed as a percent of the total cells. Slides were scanned using an Olympus VS120 Virtual Slide Microscope (Olympus) and image analysis performed using HALO image analysis software (Indica Labs).




2.12 Statistics

All statistical analyses were performed on GraphPad Prism9 (CA, USA). Unpaired students T-test used for analysis between two groups, and one way-ANOVA with Tukey post-hoc used for multiple group comparisons. A p value equal or less than 0.05 was considered statistically significant.





3 Results



3.1 LIF is present in the ectopic lesions of endometriosis patients and is dysregulated across the ectopic and eutopic tissues

Previous reports have analyzed LIF within the endometrial tissue of endometriosis patients as it pertains to fertility status, however it has yet to be identified within the ectopic lesion. To gain insight into the presence of LIF within the lesion microenvironment, endometriosis patient tissues and PF samples were analyzed for LIF by ELISA. LIF was detected in all tissue extracts (Figure 1A) and PF samples (Figure 1B) at varying levels; ectopic= 45.08 ± 28.34, eutopic=43.52 ± 20.87, PF=50.49 ± 46.48. No significant differences in protein expression were found between the eutopic and ectopic tissues of endometriosis patients. PF samples from healthy, fertile controls could not be obtained due to logistical difficulties; however, demonstrating the presence of LIF in the PF of women with endometriosis represents a novel finding in and of itself as it demonstrates that LIF is present in the endometriotic microenvironment.




Figure 1 | LIF is present in the ectopic lesion microenvironment of endometriosis patients. Ectopic and eutopic tissues (A) and PF (B) from endometriosis patients contain LIF as detected through ELISA. No significant differences in LIF values were seen across tissue type. Analysis performed as unpaired Student’s T-test. (C–E), Endometrioma TMA of matched endometriosis (eutopic and ectopic; n=19) and control endometrium (n=22) was stained with an anti-LIF antibody. Area quantification of percent positive stain was calculated for the total core area (F–H) and luminal and glandular epithelium (I–K) respectively. Patients were stratified by menstrual phase- proliferative (G, J) and secretory (H, K), for both area quantifications. Patient samples used in (A–C, E) reflect 3 separate patient cohorts. Magnification provided at 4x and 20x; scale bar 100µm. Analysis performed as one-way ANOVA with Tukey post-hoc, **P<0.01, ****P<0.0001.



Our next step was to gain spatial understanding of LIF within the lesion microenvironment, thus, IHC was performed on a TMA of endometrioma and control endometrium samples (endometriosis matched; n=19, controls; n=21) (Figures 1C–K). When specified to the epithelium, eutopic tissues demonstrated significantly less percent area positive for LIF stain than the control (p=0.0096), as previously noted in literature (Figure 1I). Percentage positive for LIF stain was elevated in ectopic lesions compared to eutopic but was not statistically significant. However, when patients were stratified by menstrual phase, there was a significant difference between ectopic and eutopic LIF staining (p<0.001) (Figure 1K) illustrating a dysregulation in the production of LIF within endometriosis patients during the secretory phase.

Finally, we performed targeted RT qPCR using a custom array with select genes involved in the LIF signaling pathway and including members of the IL-6 family of cytokines, to identify differentially expressed transcripts (Figure 2). Of the 19 genes studied, LIFR, IL-6, NANOG were upregulated and LIF, IGFBP-1 were downregulated in the ectopic tissue, compared to the eutopic endometrium from endometriosis patients and healthy controls (Figures 2A, B).




Figure 2 | LIF gene expression is significantly downregulated in ectopic tissue compared to eutopic and control. Volcano plots showing differentially expressed genes in the LIF signaling pathway between (A) ectopic (n=9) and control (n=10), (B) ectopic and eutopic (n=9), (C) eutopic and control tissue samples. Vertical dashed lines indicate a fold change of +/-1 and horizontal blue line denotes a significance value of P=0.05.






3.2 LIF treatment promotes the production of immune recruiting cytokines and induces tube formation in human umbilical vein endothelial cells

LIF is a known immunomodulator, working as both an inflammatory and anti-inflammatory cytokine depending on the microenvironment. Additionally, as LIF can promote vascularization and proliferation, we sought to determine the effects of LIF on endometriosis lesion representative cell lines. We used 12Zs- an endometriotic epithelial cell line, and hESCs- a human endometrial stromal cell line, to represent the two primary cellular components of the endometrium and ectopic tissue being epithelial and stromal cells. Additionally, we utilized HUVECs- human umbilical vein endothelial cells, as they are a well-established model for angiogenesis. All cell lines were treated with varying rhLIF concentrations (1, 20, 100ng). Proliferation and apoptosis were measured using a WST-1 and caspase 3/7 glo assay respectively. LIF treatment did not result in detectable proliferation in any of the cell lines, but rather at the lowest dose decreased proliferation compared to the PBS control (Figures 3A–C). This reduced proliferation was not attributed to apoptosis, however, as the caspase assay showed no alterations to apoptosis regardless of the dose of LIF treatment (Figures 3D–F).




Figure 3 | LIF treatment in vitro did not alter proliferation or apoptosis in endometriosis representative cell lines but stimulated the release of growth factors and immune recruiting cytokines. WST-1 (A–C) and Caspase (D–F) assays were conducted in endometriosis representative cell lines- 12Zs (white bars), HUVECs (red bars), and hESCs (dashed bars), to detect LIF influence on proliferation and apoptosis respectively. (G–M), Cell lines were treated for 24hrs with PBS or varying rhLIF concentrations (1, 20, 100ng/mL) and supernatant analyzed for 48 cytokines pertaining to angiogenesis, inflammation, and cell growth (HD48-Multi-plex Analysis, EveTech). Analysis performed as one-way ANOVA with Tukey post-hoc, *P<0.05, **P<0.01.



Cell supernatant, collected in response to rhLIF treatment (1, 20, 100ng/mL), was analyzed using a multiplex cytokine array for predominant pro-inflammatory/immunoregulatory cytokines, chemokines, and growth factors (Figures 3G–M). Significant production of immune recruiting cytokines such as monocyte chemoattractant protein (MCP)-1 and MCP-3 were produced in 12Zs and HUVECs upon LIF treatment (Figures 3J–L), but not in hESCs. Further, 12Zs secreted significantly higher concentrations of vascular endothelial growth factor (VEGF) with all treatment doses compared to PBS, indicating LIF as a potential promoter of angiogenesis in vitro (Figure 3G). Additional cytokines detected in the cell supernatants can be found in Supplemental Figure 1.

To determine LIFs influence on angiogenesis, a tubulogenesis assay was performed with HUVECs (Figure 4). Significantly elevated tube length (p<0.05) and number of total branching points (p<0.05) were seen with the 100ng rhLIF treatment compared to the PBS control (Figures 4F, G).




Figure 4 | LIF treatment promotes tubulogenesis in HUVEC cell line. HUVEC were treated with VEGF, PBS, or rhLIF (1, 20, 100ng/mL) and incubated for 4hrs before image acquisition- representative images provided for each treatment condition (A–E). Images were analyzed by WIMASIS Software to determine metrics of tube formation including (F) tube length and (G) total branching points. Analysis performed as one-way ANOVA with Tukey post-hoc, *P<0.05. Scale bar 100µm.






3.3 LIF treatment in a syngeneic mouse model of endometriosis alters the local and peripheral immune response

To understand the influence of LIF on immune cell recruitment and polarization, we surgically induced endometriosis in C57BL/6 mice and performed daily i.p. injections of recombinant mouse LIF [rmLIF; 300ng and 1µg, based on available literature (28, 30)] or PBS for 14 days. To capture alterations to the local and peripheral immune response, PF (Figure 5) and splenocytes (Figure 6) were harvested for flow cytometric analysis of myeloid and lymphoid immune cell subsets. With LIF treatment, regardless of dose, there was a reduction in immunoregulatory phenotypes in the PF and spleen. In the PF, CD206+ small peritoneal macrophages (SPMs; gated as: singlet, live, side scatter (SSC)low, CD11b+, F4/80mid, MHCIIhi, CD206+) and Treg (gated as: singlet, live, SSClow, CD11b-, F4/80-, MHCII-, CD3+, CD4+, CD25+, FOXP3+) cells were significantly decreased compared to PBS control (Figures 5E,J). Similarly in the spleen, Treg cells were significantly reduced with LIF treatment, as were CD4+ cells (Figures 6D, F). Of note, the PF of mice receiving the low LIF dose had significantly more CD8+ T cells compared to PBS (p<0.01) (Figure 5I).




Figure 5 | LIF treatment in a mouse model of endometriosis alters the local peritoneal immune response. (A) Gating strategy for flow cytometric analysis of myeloid (B–F) and lymphoid (G–J) markers on immune cells from the PF of mice injected i.p with PBS (white bars) or rmLIF (grey bars; 300ng, 1µg) for 14 days. LPM gated as: single cells, live, SSClow, CD11b+, F4/80hi, MHCIIlow. SPM gated as: single cells, live, SSClow, CD11b+, F4/80mid, MHCIIhi. Tregs gated as: single cells, live, SSClow, CD11b-, F4/80-, MHCII-, CD3+, CD4+, CD25+, FOXP3+. Results reflect duplicate experiments- one per rmLIF dosage. Analysis performed as unpaired Student’s T-test, *P<0.05, **P<0.01. LPM, large peritoneal macrophages, SPM, small peritoneal macrophages.






Figure 6 | LIF treatment in a mouse model of endometriosis alters the peripheral immune response. (A) Gating strategy for flow cytometric analysis of myeloid (B) and lymphoid markers (C–F) on immune cells from the spleen of mice injected i.p with PBS (white bars) or rmLIF (grey bars; 300ng, 1µg) for 14 days. Tregs gated as: single cells, live, SSClow, CD11b-, F4/80-, MHCII-, CD3+, CD4+, CD25+, FOXP3+. Results reflect duplicate experiments- one per rmLIF dosage. Analysis performed as unpaired Student’s T-test, *P<0.05, **P<0.01.






3.4 LIF treatment did not alter lesion associated proliferation or angiogenesis in a syngeneic mouse model of endometriosis

LIF has been shown to promote tumor growth and vascularization in cancer, thus we sought to determine if those effects were withstanding in our syngeneic mouse model of endometriosis. Lesions harvested from LIF (300ng and 1µg) and PBS treated mice were fixed in paraformaldehyde and embedded in paraffin for IHC. Lesions were stained for markers of angiogenesis- CD31 and proliferation- Ki67, as well as LIF and LIFR (Figure 7). No differences were detected in any of the markers regardless of LIF dosage.




Figure 7 | LIF treatment did not alter lesion growth or proliferation in a mouse model of endometriosis. I.p injections of PBS (white bars) or rmLIF (grey bars; 300ng, 1µg) were administered to C57BL/6 mice (n=6 for all groups) for 14 days, one week after endometriosis inducing surgery. Endometriosis-like lesions were collected upon sacrifice and subjected to IHC for markers of proliferation-Ki67 (A, B) and angiogenesis-CD31 (E, F), as well as LIF (I, J) and LIFR (M, N). Representative stain analysis provided for each marker from both the PBS and LIF treatment groups. Ki67 was analyzed as percent of cells expressing Ki67 over the total cell number as detected by a cytonuclear algorithm (C, D), while all other stains (CD31, LIF, LIFR) were analyzed by percent area quantification of stain (G, H, K, L, O, P). No statistical differences were detected across the four stains. Analysis performed as unpaired Student’s T-test. Scale bar 100µm.







4 Discussion

Foundational knowledge of LIF is centered on its role in maintaining embryonic stem cell pluripotency (17), facilitating successful pregnancy through stromal cell decidualization and trophoblast implantation (8, 34), and participation in neuroimmune modulation (21). These situate LIF as a primary regulator of various homeostatic and pathologic signaling pathways within the body. Recent cancer literature has revealed that LIF is a contributor to immune evasion and facilitation of tumor growth and metastasis (28, 35). In endometriosis, LIF has only been investigated for its contributions to infertility (6, 7) however its presence within the lesion microenvironment and impact on lesion maintenance and the immune contexture remained unexplored.

Our findings identify LIF in the lesion microenvironment, with detection of LIF in the PF and protein extracts of both ectopic and eutopic endometriosis tissues. Spatial localization of LIF in endometriosis patients and control tissues, as provided by our IHC data, further corroborates that LIF is present in ectopic lesions with LIF staining localized to the luminal and glandular epithelium. Across both the proliferative and secretory phases, LIF expression by the ectopic luminal and glandular epithelium is similar to that of the control endometrium. Interestingly, within the secretory phase, ectopic LIF expression is significantly greater than eutopic. This reduced eutopic LIF expression is in accordance with infertility research (7), demonstrating that the endometrium of endometriosis patients has aberrant LIF expression during the secretory phase. Together, these results indicate that ectopic LIF production is rescued in endometriosis patients, highlighting a dysregulation of LIF between endometriosis tissues. The mechanism behind this recued phenotype requires further investigation as does the source of LIF production within the lesion microenvironment. LIF is produced by a variety of cell types including but not limited to endometrial luminal and glandular epithelium, endothelial cells (36), macrophages, and T cells (21). As patient PF and tissue protein extract consist of contributions from heterogenous cell types, continued investigation into the primary contributors of LIF to the lesion microenvironment is needed.

Targeted RT qPCR data provides further insight into LIF production within ectopic lesions. Our findings revealed that LIF gene expression is significantly downregulated while its primary receptor LIFR is upregulated in the ectopic tissue compared to eutopic and healthy control samples. This suggests that ectopic tissue is likely receptive to LIF but not producing it, potentially due to the high levels of LIF detected within the lesion microenvironment. In support of LIF signaling, NANOG, a downstream transcription factor of LIF associated with the maintenance of cell stemness, was significantly upregulated in the ectopic tissues compared to control and upregulated, though not significantly, compared to eutopic tissue. NANOG production is present in embryonic stem cells to maintain cell pluripotency and if present in adult tissues, serves as an oncogene, contributing to tumorigenesis (37). Our findings are in accordance with other endometriosis literature identifying downstream LIF targets NANOG, OCT-3/4, and SOX2 to be elevated in ectopic lesions compared to control endometrium (38, 39). These studies however do not mention LIF as a mediator of these pathways, thus our findings offer a novel perspective to view the activation of these stemness transcription factors within endometriosis. It is notable however, that NANOG can be regulated in the absence of LIF. E-cadherin can signal through STAT3 to increase NANOG transcription, while p53 can inhibit NANOG transcription through binding of its promoter region (37, 40). Thus, further investigation is required to confirm whether the upregulation of NANOG is due specifically to LIF signaling or other mediators in endometriosis.

Additionally, it is worth noting that other IL-6 family proteins (such as ciliary neurotrophic factor (CNTF) and oncostatin-M (OSM)) use the LIF receptor for signaling and have been implicated in various aspects of endometriosis. CNTF has been investigated for its potential association with sensitization and pain (41, 42), while OSM has been shown to inhibit endometrial stromal cell growth, with endometriotic stromal cells being resistant to this inhibitory effect (43). Our customized RT qPCR array included both CNTF and OSM to determine whether IL-6 family proteins or LIF specifically were dysregulated within endometriosis. Our findings demonstrate a significant upregulation of CNTF within the ectopic tissue compared to eutopic and significant downregulation in the eutopic tissue compared to the control. While OSM is upregulated, though not significantly, within the ectopic tissue compared to control. These findings suggest that the IL-6 family proteins are dysregulated within the ectopic tissue, with further research needed to determine the impact on lesion sensitization and growth.

LIF has been shown to promote tumor growth and metastasis through carcinoma cell proliferation, however in our in vitro models there were limited alterations to proliferation across various cell types- 12Z, hESC, and HUVEC. Yet treatment of these endometriosis representative cell lines with rhLIF yielded the production of immune recruiting and inflammatory cytokines MCP-1, MCP-3, and IL-6, as well as the angiogenic factor VEGF. The role of LIF as an angiogenic factor is contentious throughout the literature, reflecting the nuances through which microenvironments modulate LIF signaling. LIF has been demonstrated to regulate vascularization in concert with oxygen availability, meaning that it can prevent or promote the formation of blood vessels as seen in mouse models of ocular vascularization (44). Our findings, suggest that LIF is a promoter of angiogenesis both indirectly through the promotion of the angiogenic factor VEGF from 12Zs and directly by increasing endothelial tube formation in HUVECs. We sought to visualize these effects of LIF treatment within our mouse model through examination of indirect alterations to lesion architecture including proliferation and angiogenesis, however no significant changes were found. This discordance in angiogenesis can in part be attributed to temporal variations in experimental end points, where the tubulogenesis assay demonstrated short term response and our mouse model captures a more chronic response. Additionally, these are varying endothelial cell types, thus further investigation of LIF specifically on endometriotic endothelial cells is needed to elucidate its role within endometriosis.

LIFs role as an immunomodulator is co-opted in pathologies like cancer, as the immunoregulatory environment perpetuates tumor immune evasion and promotes resistance to treatment (23, 28). As our human data highlights the presence of LIF in the lesion microenvironment and our in vitro evidence suggests a role in angiogenesis and immune recruitment, we wanted to understand the impact of elevated LIF on lesion development and the immune contexture in our syngeneic immunocompetent mouse model of endometriosis. LIF treated mice did not demonstrate an increased number of infiltrating immune cells, but the composition of immune cell phenotypes was altered both locally and systemically. At both a low (300ng) and high (1µg) dose of rmLIF, there were significant reductions in immunoregulatory myeloid and lymphoid phenotypes, mainly CD206+ SPMs and Tregs. Further, CD8+ T cells were upregulated in the PF of the low dose rmLIF treated group. LIF has been demonstrated to assist in polarizing macrophages to an M2 phenotype and works through these cells to increase Treg functioning (29–31). Further, LIF provides barriers to CD8+ T cell infiltration due to its influence on M2 macrophages. In a mouse model of breast cancer, LIF was shown to operate through M2 like- tumor associated macrophages to silence CD8+ T cells via epigenetic modification (30). Our results appose these findings, potentially providing insight into a novel endometriosis associated LIF pathway whereby LIF intervention is reducing immunoregulatory phenotypes and promoting a potential cytotoxic response. Further phenotypic characterizations are needed to clarify the activation status of the CD8+ T cells present. Notably IL-6 has been identified as a key factor in assisting LIF polarization of macrophages to an M2 phenotype (26). Multiplex cytokine analysis of the PF demonstrated undetectable or negligible levels (<4pg/mL) of IL-6 (data not shown) suggesting that IL-6 was not produced in sufficient quantities in our mouse model with this treatment and time course for macrophage polarization to occur. Finally, direct comparison between rmLIF doses was not possible due to batch effect variations. Despite this limitation, the trend of reduced immunoregulatory phenotypes was consistent between LIF treatments supporting its role as an immunomodulator within endometriosis.

While we provide previously unexplored dimensions of LIF in endometriosis pathophysiology beyond infertility, we acknowledge some of the limitations of the work that are inherent to endometriosis research. Access to representative patient samples from each disease subtype and severity is limited. Additionally, as most patients have irregular menstrual cycles, there are limitations to identifying specific occurrences within defined menstrual phases. Due to limited access to PF samples from healthy controls only endometriosis LIF expression in the PF was shown. While we present this data to document LIF presence in endometriosis PF samples, future studies are needed to provide a comparison between endometriosis and control samples. Further, infertility is not a symptom that all patients experience yet it is one that is common, being present in around 30-50% of cases (5). Within our patient samples fertility status was not known preventing us from including this as a factor within our analysis. Thus, continued investigation is needed to determine whether LIF dysregulation is specific to endometriosis patients with infertility or whether it can be found in fertile patients as well. Finally, as the endometrioma TMA data was more conclusive for LIF presence within the ectopic tissue than the ELISA data (which contained mixed endometriosis subtypes), perhaps the type of endometriosis is a factor in the degree of LIF dysregulation, thus further investigation within endometriosis subtypes is needed.

In conclusion, this study demonstrates that LIF is present in ectopic endometriosis lesions and provides insight to the potential contributions it has to endometriosis pathophysiology. While it is known that some endometriosis patients experience alterations to eutopic LIF production, it is still not known whether this is a consequence of endometriosis associated infertility or whether this contributes to endometriosis pathophysiology. Ultimately, further investigation into the role of LIF across endometriosis subtypes and stages is required to better address its role within both endometriosis-associated infertility and pathophysiology.
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NKG2D ligands play a relevant role in Natural Killer (NK) cell -mediated immune surveillance of multiple myeloma (MM). Different levels of regulation control the expression of these molecules at cell surface. A number of oncogenic proteins and miRNAs act as negative regulators of NKG2D ligand transcription and translation, but the molecular mechanisms sustaining their basal expression in MM cells remain poorly understood. Here, we evaluated the role of the growth arrest specific 6 (GAS6)/TAM signaling pathway in the regulation of NKG2D ligand expression and MM recognition by NK cells. Our data showed that GAS6 as well as MERTK and AXL depletion in MM cells results in MICA downregulation and inhibition of NKG2D-mediated NK cell degranulation. Noteworthy, GAS6 derived from bone marrow stromal cells (BMSCs) also increases MICA expression at both protein and mRNA level in human MM cell lines and in primary malignant plasma cells. NF-kB activation is required for these regulatory mechanisms since deletion of a site responsive for this transcription factor compromises the induction of mica promoter by BMSCs. Accordingly, knockdown of GAS6 reduces the capability of BMSCs to activate NF-kB pathway as well as to enhance MICA expression in MM cells. Taken together, these results shed light on molecular mechanism underlying NKG2D ligand regulation and identify GAS6 protein as a novel autocrine and paracrine regulator of basal expression of MICA in human MM cells.
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Introduction

Natural Killer (NK) cells are innate lymphocytes playing a prominent role in antitumor-immune response (1, 2). A complex repertoire of activating and inhibitory receptors controls their ability to recognize and kill target cells (3). Because high tumor-associated expression of ligands MICA, MICB and ULBPs, the stimulatory receptor NKG2D strongly contributes to NK cell response against solid and hematologic cancers (4, 5), including multiple myeloma (MM) (6), a neoplasia caused by accumulation of malignant plasma cells (PCs) in the bone marrow (BM). Advanced-stage MM is associated with defective recognition of cancerous PCs and suppression of NK cell function (7). Indeed, promising strategies to treat this incurable cancer include NK cell therapeutic approaches (8, 9). To this aim, several studies have focused on the comprehension of mechanisms underlying the expression of NKG2D ligands on MM cells. Of note, a number of oncoproteins, such as Hsp90, STAT3, IRF4, C-MYC and IKAROS/AIOLOS, emerged as negative regulators of MICA gene transcription (10–13). However, pathways driving basal expression of these ligands on MM cells remain largely unexplored. It is also completely unknown whether BM microenvironment plays a role in these mechanisms. The survival, proliferation and drug resistance of malignant PCs depend on autocrine and paracrine loops involving many cellular and non-cellular components of BM (14, 15). In particular, adhesive interaction as well as soluble factors released by BM stromal cells (BMSCs) strongly promote MM pathogenesis and progression (16). Our recent findings identified BMSCs as regulators of NK cell anti-MM response. We reported a role for IL-8-bearing microvesicles released by BMSCs in the regulation of the expression of Poliovirus receptor (PVR/CD155) (17), a ligand of the receptors DNAM-1, TIGIT and TACTILE/CD96 expressed by NK cells (18, 19).

Accumulating evidence demonstrated the contribution of GAS6/TAM pathway as an oncogenic signaling in MM pathogenesis (20–23). The TAM subfamily of tyrosine kinase receptors (RTK) includes TYRO3, AXL and MERTK (TAM) which are able to bind two vitamin-K dependent proteins, Growth arrest-specific gene 6 (GAS6) and Protein S (PROS1). Ligand binding induces dimerization and autophosphorylation of TAM receptors, followed by activation of many downstream pathways like MEK/ERK, PI3K/AKT and JAK/STAT signaling (24, 25).

MM cells express TAM receptors, mainly MERTK, and produce high amount of GAS6, which is also largely secreted by BMSCs (20, 22). In MM cells, TAM receptor activation triggers MAPK/ERK, PI3K/Akt and NF-kB signaling and promotes the survival and proliferation. Blockade of MERTK on MM cells or pharmacologic targeting of GAS6 reduces myeloma burden and increases survival of mice bearing an orthotopic myeloma model (22). Such effects support a role for GAS6/TAM receptors as novel therapeutic targets for this malignancy.

Importantly, TAM pathway can exert a direct regulatory activity on diverse immune cells, including NK cells. It is required for NK cell development and functional maturation in human and mice (26, 27). NK cells isolated from TAM-deficient mice have poor cytotoxic activity because of impaired expression of inhibitory and activating receptors. On the other hand, TAM-mediated signaling was shown to attenuate NK cell response in mouse metastasis models in a Cbl-b-dependent manner (28, 29). More recently, it was reported that activated human NK cells rapidly acquired TYRO3 from tumor cells via trogocytosis and become more cytotoxic (30).

However, the role of GAS6 and its receptors TYRO3, AXL and MERTK in the regulation of activating ligands and immunosurveillance of MM is unknown.

In this study, we investigated the impact of GAS6/TAM pathway on NKG2D-dependent recognition of MM cells. We demonstrated that defective TAM signaling causes a selective reduction of surface MICA expression on MM cells, compromising their ability to induce NKG2D-dependent NK cell degranulation. We also found that BMSC-derived GAS6 can promote the expression of this NKG2D ligand on MM cell lines and primary PCs via activation of NF-kB pathway.

Our findings provide evidence of a role for GAS6 protein as a novel autocrine and paracrine regulator of basal expression of MICA in human MM cells.



Materials and methods


Cell lines and clinical samples

Human MM cell lines SKO-007(J3) and ARP-1 were kindly provided by Prof. P. Trivedi (Sapienza, University of Rome, Italy). The human MM cell line U266 was kindly provided by Prof. Nicola Giuliani (University of Parma, Italy). These cell lines were maintained at 37°C and 5% CO2 in RPMI 1640 (Life Technologies, Gaithersburg, MD) supplemented with 10% FCS, and were authenticated by IRCCS Azienda Ospedaliera Universitaria San Martino-IST, S.S. Banca Biologica e Cell factory (Genova, IT). The human 293T embryonic kidney cells were purchased from ATCC (Manassas, VA) and were maintained in Dulbecco’s modified Eagle’s supplemented with 10% FCS. All cell lines were mycoplasma-free (EZ-PCR Mycoplasma Test Kit, Biological Industries).

Bone marrow (BM) samples from MM patients were managed at the Division of Haematology, Department of Translational Medicine and Precision, Sapienza University of Rome. Informed consent in accordance with the Declaration of Helsinki was obtained from all patients, and approval was obtained from the Ethics Committee of the Sapienza University of Rome (RIF.CE: 5191). BM aspirates were processed as described in (31). MM cells were selected using anti-CD138 magnetic beads (Miltenyi Biotec, Auburn, CA, USA). More than 95% of the purified cells expressed CD138 and CD38. Bone Marrow Stromal Cells (BMSCs) were obtained from CD138- fraction, phenotypically characterized and assessed for their capacity of osteogenic and adipogenic differentiation as previously described (17).



Reagents and antibodies

Monoclonal antibodies (mAbs) anti-CD138/FITC, anti-CD38/APC, anti-CD107a/APC, anti-CD45/Pecy7, anti-CD3/APC-H7, CD14/APC-H7, CD19/APC-H7 anti-CD56/BV421, anti-MERTK/BB700 (125518) and anti-Axl/BV711 (108724) were purchased from BD Biosciences (San Jose, California, USA). Unconjugated mAbs anti-MICA (MAB159227), anti-MICB (MAB236511), anti-ULBP1 (MAB170818), anti-ULBP2/5/6 (MAB165903), anti-ULBP3 (MAB166510), anti-NKG2D (MAB149810), anti-B7/H6 (MAB71444), anti-ICAM-1 (BBA3), anti-MICA/AF488 (MAB159227) and anti-Tyro3/AF488 (FAB859G) conjugated mAbs were all purchased from R&D System (Minneapolis, USA). Anti-PVR (SKII.4) was kindly provided by Prof. M. Colonna (Washington University, St Louis, MO). Anti-MHC class I (W6/32) mAb was purchased from ATCC (Manassas, Virginia, USA). Allophycocyanin conjugated with goat anti mouse (GAM-APC) (Poly4053) mAb was purchased from Jackson Immuno-Research Laboratories (Cambridgeshire, UK). Anti-GAS6 (D3A3G) mAb, anti-phosphorylated p65, anti-phosphorylated AXL and anti-AXL were purchased from Cell Signaling Technology (Danvers, MA, USA). Anti-p65 was purchased from Santa Cruz Biotechnologies (Dallas, TX, USA). Anti-β-Actin (AC-15) mAb was purchased from Sigma-Aldrich (St. Louis, MO, USA). Donkey anti-rabbit (NA934V) or sheep anti-mouse (NA931V) secondary Hrp-linked mAbs were purchased from GE Healthcare (Wisconsin, MA, USA). The inhibitor UNC2250 was purchased from Selleck (Houston, TX, USA).



Flow cytometry and degranulation assay

MM cell lines (1,5 x 105 cells/mL) were cultured for 72h in complete medium or in BMSC-conditioned medium (BMSCs-CM). Cells were stained with anti-MICA mAb followed by secondary goat anti-mouse APC Ab. In all experiments, cells were stained with Propidium Iodide (PI) (1 µg/mL) in order to assess cell viability (always higher than 90% after the different treatments). Nonspecific fluorescence was assessed by using an isotype-matched irrelevant mAb (R&D System, Minneapolis, USA) followed by the same secondary Ab. Patient-derived plasma cells (2x106 cells/mL) were cultured for 48h in BMSC-CM or complete medium supplemented with IL-3 (20 ng/mL) and IL-6 (2 ng/mL). The membrane expression of MICA was analyzed by immunofluorescence staining with anti-MICA/AF488 or matched isotype control. All samples were also stained with Fixable Viability Stain 450 (FVS450) (BD Biosciences, San Jose, California, USA) to discriminate cell viability.

NK cell-mediated degranulation was evaluated using the lysosomal marker CD107a as previously described (32, 33). As source of effector cells, we used PBMCs purified from healthy donor blood by Ficoll–Hypaque centrifugation or freshly cultured NK cells. SKO-007(J3) cells were incubated with PBMCs or with NK cells at effector:target (E:T) ratio of 1:1 and 2.5:1 respectively, in a U-bottom 96-well tissue culture plate in complete medium at 37°C and 5% CO2 for 2h. When PBMCs were used, cells were stained with Fixable Viability Stain APC-H7, anti-CD3/APC-H7, anti-CD19/APC-H7, anti-CD14/APC-H7, anti-CD45/Pecy7, anti-CD56/BV421 and anti-CD107a/APC. When cultured NK cells were used, cells were stained with Fixable Viability Stain APC-H7, anti-CD3/APC-H7, anti-CD56/BV421 and anti-CD107a/APC. In some experiments, cells were pre-treated for 20 min at room temperature with anti-NKG2D neutralizing mAb. Fluorescence was analyzed using a FACSCanto or FACS LRSFORTESSA flow cytometer (BD Biosciences, San Jose, California, USA) and data were analyzed by FlowJo V10 Cytometric Analysis Software (BD Biosciences, San Jose, California, USA).



Western-blot analysis

For Western-Blot analysis, whole cell extracts were obtained from SKO-007(J3) cells as previously described (34). Protein concentration was determined by the BCA method (Thermo Fisher Scientific, Waltham, MA USA). Thirty to 50 μg was resolved by SDSPAGE and transferred to nitrocellulose membranes (Whatman GmbH, Dassel, Germany). After blocking in bovine serum albumin, membranes were probed with specific Abs. An HRP-conjugated secondary Ab and an ECL detection system (Amersham, GE Healthcare, Wisconsin, MA, USA) were used to reveal immunoreactivity.



Plasmids

The pGL3 Basic -270bp MICA and −270bp MICA/Luc DEL 1 promoter constructs have been already described in (10). The lentiviral vector pHAGE-3xNF-kB-LUC-GFP expressing the green fluorescence gene insert and containing the luciferase gene driven by NF-kB-responsive consensus sequences and the plasmids pVSG-5, pPAX2, pGAg-Pol-Env, and pTK-Green Renilla (TK Renyl) were purchased from Addgene (Cambridge, Massachusetts, USA). The lentiviral vectors pLKO.1sh-GAS6, pLKO.1sh-AXL and pLKO.1sh-PROS1 expressing a short hairpin RNA for GAS6, AXL and PROS1 respectively, and the puromycin gene resistance, were generated by inserting shRNA sequences in pLKO.1 lentiviral vector purchased from Addgene (Cambridge, Massachusetts, USA). The following forward and reverse shRNA sequences were used: human GAS6 shRNA forward, 5’CCGGGCAGACAATCTCTGTTGAGGACTCGAGTCCTCAACAGAGATTGTCTGCTTTTTG-3’; human GAS6 shRNA reverse: 5’-AATTCAAAAAGCAGACAACTCTGTTGAGGACTCGAGTCCTCAACAGAGATTGTCTGC-3’; human AXL shRNA forward: 5’-CCGGCGAAATCCTCTATGTCAACATCTCGAGATGTTGACATAGAGGATTTCGTTTTTG-3’; human AXL shRNA reverse: 5’-AATTCAAAAACGAAATCCTCTATGTCAACATCTCGAGATGTTGACATAGAGGATT TCG-3’; human PROS1 shRNA forward, 5’ CCGG CCTACAAATGACAGTTTCAAT CTCGAG ATTGAAACTGTCATTTGTAGGTTTTTG -3’; human PROS1 shRNA reverse: 5’- AATTCAAAAA CCTACAAATGACAGTTTCAAT CTCGAGATTGAAACTGTCATTTGTAGG-3’. All constructs were verified by DNA sequence analysis. For knocking down MERTK, we used pLKO.1-shMERTK (TRCN0000442967) lentiviral vector and the control vector pLKO.1 non-targeting shRNA (MISSION™ Sigma-Aldrich, St. Louis, MO, USA).



DNA transfections, virus production and in vitro transduction

For virus production, HEK293T was transfected with viral DNA together with packaging vectors, using Lipofectamine 2000 (Life Technologies, Gaithersburg, MD) as previously described (35). SKO-007(J3) and BMSCs cells were infected as previously described (17). SKO-007(J3) cell stable clones expressing pHAGE-3xNF-kB-LUC-GFP were previously described (17). For GAS6, PROS1, AXL and MERTK silencing, MM cell lines were allowed to expand for 24 h and were then selected for 3 days for puromycin resistance (1 µg/mL). SKO-007(J3) cells were transfected using Amaxa nucleofection procedure (Lonza Bioscience, Morrisville, USA) as already described (17) and treated with BMSC-conditioned medium. After 48h, cells were collected, and protein extracts were prepared for the luciferase assay. A TK-renilla expression vector was co-transfected each time to normalize DNA uptake. Luciferase and renilla activity were read using Dual-Luciferase Reporter Assay and the Glomax Multi Detection System (Promega, Madison, USA) following the manufacturer’s instructions.



RNA isolation and quantitative real-time polymerase chain reaction (qRT-PCR)

Total RNA was extracted using the total RNA mini-Kit following instructions provided by the manufacturer (Geneaid Biotech Ltd, Taiwan) and 2 µg were used for cDNA first-strand synthesis in a 25 µl reaction volume according to the manufacturer’s protocol for M-MLV reverse transcriptase (Promega, Madison, USA). MICA, GAS6 and GAPDH mRNA expression were analyzed by real-time PCR using the following specific TaqMan Gene Expression Assays (Applied Biosystems, Foster City, CA): MICA (Hs00792195_m1), GAS6 (Hs1090305_m1), PROS1 (Hs00165590_m1) and GAPDH (Hs03929097_g1) conjugated with fluorochrome FAM.

The level of expression was measured using Ct (threshold cycle). Relative expression of each gene versus the housekeeping gene was calculated according to the 2-ΔΔCt method. The analysis was performed using the SDS version 2.4 software (Applied Biosystems, Foster City, CA).



Annexin V

Apoptotic cell death was evaluated using APC Annexin-V Apoptosis Detection Kit with PI (Thermo Fisher Scientific, Waltham, MA USA). Briefly, 1.5 × 104/mL SKO-007(J3) cells infected with lentivirus pLKO.1-shRNA-GAS6 or non-target shRNA were culture in 24-well plates for 72h. Cells were then stained using Annexin-V/APC and PI according to the manufacturer’s instruction. Cell populations were acquired using FACS Canto II flow cytometer (BD Biosciences, San Jose, California, USA). Flow cytometric analysis was performed using Flow Jo Flow Cytometric Analysis Software.



Enzyme-linked immunosorbent assay (ELISA)

BMSC-conditioned medium and bone marrow plasma were analyzed for GAS6 by ELISA following instructions provided by the manufacturer (R&D System, Minneapolis, USA). BMSC-CM was collected from 72h culture of 20x103 BMSCs in 1 mL of serum free-medium in a 24-well plate. Absorbance was measured at 450/540nm with Victor2 Microplate Reader (Perkin Elmer – GMI Waltham, Massachusetts, USA), and GAS6 concentration was calculated in correlation to a standard curve of control samples.



Preparation of BMSC-CM

Medium collected from 72h-culture of confluent BMSCs (2x104 cells) (BMSCs-CM) was used to stimulate MM cell lines for 72h. In some experiments, BMSCs-CM was treated with Proteinase K (250µg/mL) (Sigma-Aldrich, St. Louis, MO, USA) for 1h at 65°C. BMSCs-CM and complete RPMI1640 medium were separated in different fractions by Amicon Ultra-15 centrifugal filter devices (Merck Millipore, Darmstadt, Germany) according to the manufacturer’s instructions.



Statistical analysis

Statistical significance between two groups was determined by performing two-tailed, Student’s t-test, Anova. Prism 6 (GraphPad) software was used. Graphs show mean values, and error bars represent the SD or SEM.We used non-parametric t-test (Mann Whitney test). P-value of < 0.05 (*), < 0.01 (**), < 0.001 (***), and < 0.0001 (****) was considered statistically significant, when not indicated, data were not statistically significant. Multiple comparisons were performed using univariate analysis of variance (Two-way Anova with Bonferroni’s post-test).




Results


GAS6/TAM signaling pathway regulates MICA expression in human MM cells

GAS6 and its receptors TYRO3, AXL and MERTK contribute to MM pathobiology (21, 22), however the role of these molecules in the regulation of immune attack of malignant PCs remains to be elucidated.

Here, we investigated the effect of GAS6/TAM signaling pathway on the regulation of NKG2D ligands in three MM cell lines [SKO-007(J3), U266 and ARP1]. Among TAM receptors, these MM cell lines lack TYRO3 but express MERTK, while AXL is present only on SKO-007(J3) cells (Supplementary Figures 1A,  2A–E). Thus, we performed a flow cytometric analysis on MM cells silenced for the ligands GAS6 and PROS1 or the receptors AXL and/or MERTK by lentiviral-transduced small-hairpin RNAs (shRNAs). Since stable depletion of these proteins is cytotoxic for MM cells (20, 22), these experiments were performed using transient infection without any significant effect on cell viability (as assessed by Annexin V staining) (Supplementary Figure 1C). We found that knockdown of GAS6, PROS1, AXL or MERTK was able to significantly reduce MICA surface levels in MM cell lines (Figures 1C, E, G, I and Supplementary Figures 2B, C, F, G). Differently, depletion of GAS6 did not affect the expression of other NKG2D ligands (MICB and ULBPs), NKp30 ligand B7/H6, DNAM-1 ligand PVR, MHC class I and of the adhesion molecule ICAM-1 (Supplementary Figure 1B).




Figure 1 | Silencing of GAS6, PROS1 or TAM receptors reduces MICA expression in SKO-007(J3) cells. Total mRNA and protein extracts obtained from SKO-007(J3) pLKO.1-GAS6 shRNA or pLKO.1-PROS1 shRNA and pLKO.1-Control were analyzed for GAS6 or PROS1 expression by real-time PCR (A–D) and Western Blot (B). AXL and MERTK receptor expression was analyzed by FACS on SKO-007(J3) pLKO.1-Control, pLKO.1-AXL shRNA (F) or pLKO.1-MERTK shRNA (H). MICA expression was analyzed by flow cytometry and real-time PCR in SKO-007(J3) pLKO.1-GAS6 shRNA (n=6) (C), pLKO.1-PROS1 shRNA (n=3) (E), pLKO.1-AXL shRNA (n=6) (G), pLKO.1-MERTK shRNA (n=6) (I) or pLKO.1-Control. Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data are shown as mean ± SD (****p < 0.001; ***p < 0.005; **p < 0.01; *p < 0.05 Mann-Whitney Test). For real-Time PCR analysis (J), data, expressed as fold change units, were normalized with GAPDH and referred to pLKO.1-Control, considered as calibrator. Data are shown as mean ± SD (**p < 0.01; *p < 0.05; Mann-Whitney Test).



These results indicate a role for TAM pathway in sustaining the basal expression of MICA in MM cells.

We then examined whether MICA downregulation could be the consequence of a decreased mRNA expression. To this aim, total RNA was isolated from SKO-007(J3) cells infected with lentivirus pLKO.1-shRNA GAS6, PROS1, AXL or MERTK or non-target shRNA, and analyzed by real-time quantitative RT-PCR. Consistent with FACS analysis, silencing of these proteins decreased basal MICA mRNA levels (Figure 1J).

To evaluate the functional consequences of changes in MICA expression, we analyzed the degranulation of healthy donor NK cells against SKO-007(J3) cells or U266 infected with lentivirus pLKO.1-shRNA GAS6 or non-target shRNA (pLKO.1-control). As shown in Figures 2B–E, expression of CD107a on NK cells was decreased when co-cultured with GAS6 depleted-SKO-007(J3) or U266 target cells. Moreover, a blocking anti-NKG2D mAb impaired NK cell degranulation against SKO-007(J3) or U266 pLKO.1-control, and U266 pLKO.1-GAS6 shRNA; however, it failed to reduce the activation of NK cells contacting SKO-007(J3) pLKO.1-GAS6 shRNA.




Figure 2 | Impaired NKG2D-dependent recognition of GAS6-depleted MM cells. Healthy donor-derived PBMCs were incubated with SKO-007(J3) (A–C) or U266 (D, E) pLKO.1-GAS6 shRNA or pLKO.1-Control at E/T ratio of 1:1. CD107a expression was analyzed on CD3-CD19-CD14-CD45+CD56+ NK cells as shown in (A, B). To evaluate the role of NKG2D, the assay was performed in parallel treating NK cells with blocking anti-NKG2D or anti-IgG mAb used as control (Ctrl). Results are expressed as the percentage of CD107a+ NK cells. A representative experiment for each MM cell line is shown in (B, D). Histogram represents the mean ± SD from three independent experiments (C, E) (*p < 0.05; **p < 0.001 ; ***p < 0.005 ANOVA).



In lines with previous studies (6, 10, 11, 36), these findings demonstrate that constitutive NK cell degranulation against MM cells involves NKG2D. More importantly, they indicate that MICA downregulation on GAS6 depleted- SKO-007(J3) and U266 cells compromises their NKG2D-dependent recognition by NK cells.



BMSC-derived GAS6 increases MICA surface expression in MM cells

Myeloma BM microenvironment is highly enriched in GAS6 (22), which is also largely produced by BMSCs and tumor cells (Figure 3A and Supplementary Table 1). We thus analyzed the possible effects of MM patient derived-BMSCs on MICA expression in MM cells. We observed that conditioned medium (BMSCs-CM) collected after 72h culture of MM-BMSCs could induce AXL phosphorylation in SKO-007(J3) (Figure 3B) and up-regulated the basal membrane expression of MICA on SKO-007(J3), ARP-1 and U266 cell lines (Figures 3C, D). Moreover, we found that MM patient-derived PCs cultured in autologous or heterologous BMSC-CM for 48h expressed higher levels of MICA than primary myeloma cells cultured in RPMI1640 medium alone (Figure 3E and Supplementary Table 2). However, BMSC-CM did not affect the expression of MICB on these cells (data not shown). Consistently, BMSC-CM-treated SKO-007(J3) were more capable to activate NK cell degranulation. This effect was significantly inhibited by a blocking anti-NKG2D mAb, indicating that stimulation of NK cell degranulation was dependent on NKG2D activation (Figures 3F, G).




Figure 3 | BMSC-CM up-regulates MICA surface expression in MM cells. GAS6 protein was quantified by ELISA in conditioned medium (CM) derived from the indicated MM cell lines, BMSCs and plasma from BM aspirates of MM patients. Serum free medium was used as control (Ctrl) (A). Total protein extracts obtained from SKO-007(J3) untreated or treated for 1h with BMSC-CM were analyzed for phosphorylated and total AXL expression by Western Blot (B). Numbers represent densitometric analysis of phosphorylated AXL normalized relative to untreated cells. MICA surface expression was analyzed by flow cytometry in SKO-007(J3) (n=8) (C), ARP-1 (n=6) or U266 (n=5) MM cell line (D) or in primary malignant PCs (n=12) (E) untreated or treated with BMSC-CM for 72h or 48h, respectively. A representative experiment is shown. Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data show mean ± SD (****p < 0.001; ***p < 0.005; **p < 0.05; Mann -Whitney Test). NK cells derived from healthy donor PBMCs were incubated with SKO-007(J3) cells, untreated or cultured for 72h with BMSC-CM and used as target cells in a degranulation assay as described above. Results are expressed as the percentage of CD107a+ NK cells (F). A representative experiment is shown in (E). Histogram represents the mean ± SD from three independent experiments (G) (*p < 0.05; **p < 0.001 ANOVA).



To gain insight into the nature of the BMSCs-derived factor(s) capable of enhancing MICA expression on MM cells, BMSC-CM was pre-treated with the serine protease Proteinase K for 1h before to be used to stimulate SKO-007(J3) cells for 72h. As shown in Figure 4A, we found that pre-treatment with this enzyme able to degrade proteins abolished the capability of BMSC-CM to increase the expression of MICA on MM cells. These findings indicate that soluble factor(s) produced by BMSCs involved in these mechanisms are protein(s). Then, using centrifugal filtration with a semi permeable membrane of different molecular weight cutoff, we separated BMSC-CM and complete RPMI1640 medium, used as a control, into fractions ranging from 100 to 10 KDa. Fractioned BMSC-CM or complete RPMI1640 medium were used to stimulate SKO-007(J3) cells for 72h. In line with our data implying GAS6 (75 KDa) in MICA up-regulation, we observed that this NKG2D ligand augmented in SKO-007(J3) cells exposed to the fraction >50KDa (Figure 4B). Consistently, CM derived from BMSCs lacking GAS6 (Figures 4C, D) was not able to augment MICA expression on SKO-007(J3) cells (Figure 4E).




Figure 4 | GAS6 controls MICA up-regulation in BMSC-CM-treated MM cells. Flow cytometry analysis of MICA surface expression on SKO-007(J3) cells cultured for 72h in BMSC-CM, pre-treated or not with proteinase K (A), or in fractions of different molecular weight obtained from BMSC-CM (n=8) (B). Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data show mean ± SD (*p < 0.05; **p < 0.005; ****p < 0.001; ANOVA). Analysis of GAS6 mRNA (C) and protein (D) in BMSCs infected with lentiviral vector expressing GAS6 shRNA (pLKO.1-GAS6 shRNA) or scramble control (pLKO.1-Control) (n=4). Data show mean ± SD (*p < 0.05; Mann-Whitney Test). MICA surface expression was analyzed by FACS on SKO-007(J3) treated for 72h with CM derived from BMSCs pLKO.1-GAS6 shRNA or pLKO.1-Control (n=3) (E). Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data show mean ± SEM (**p < 0.001; ANOVA).



Taken together, these results demonstrate that autocrine and paracrine production of GAS6 is implicated in the regulation of MICA on MM cells.



Role of NF-kB in MICA up-regulation by BMSCs

To examine the molecular mechanisms underlying MICA up-regulation, we performed real-time quantitative RT-PCR on total RNA isolated from SKO-007(J3) cells and PCs isolated from different MM patients cultured in BMSC-CM for 48h. We found a significant increase of MICA mRNA levels in treated MM cells (Figures 5A, B). Thus, we investigated the direct effect of BMSC-CM on the activity of the MICA promoter. As shown in Figure 5C, by transient transfection assays, we observed that BMSC-CM enhanced the luciferase reporter activity driven by a 270bp 5′-flank of MICA promoter.




Figure 5 | BMSC-CM increases MICA mRNA expression and promoter activity via NF-kB activation. Real time PCR analysis of total mRNA obtained from SKO-007(J3) cells (A) or patient-derived PCs (B) after 48h stimulation with BMSC-CM or complete medium. Data, expressed as fold change units, were normalized with GAPDH and referred to the untreated cells, considered as calibrator. For SKO-007(J3) cells, histograms represent the mean ± SD from six independent experiments. For primary PCs, data from 7 MM patients are shown where each dot represents a single patient. (*P< 0.05; **P<0.005; Mann-Whitney Test). SKO-007(J3) cells were transiently transfected with pGL3 basic empty vector/MICA 270bp promoter plasmid (C) and/or a DEL1-270bp MICA promoter plasmid (in which a putative NF-kB site indicated in the figure was removed by site-directed mutagenesis) (G) or infected with lentivirus pHAGE-3xNF-kB-LUC-GFP (E) as described in materials and methods. After 48h of treatment with BMSC-CM, SKO-007(J3) cells were harvested, and protein extracts were prepared for the luciferase assay. Data, expressed as relative luciferase activity, were normalized to protein concentration and renilla activity and represent the mean±± SEM from three independent experiments (*p < 0.05; ANOVA). Total protein extracts obtained from SKO-007(J3) treated with CM derived from BMSCs pLKO.1-GAS6 shRNA or pLKO.1-Control in the absence or in the presence of UCN2250 (1 µM) (D) or SKO-007(J3) infected with lentivirus pLKO.1-GAS6 shRNA or pLKO.1-Control (F) were analyzed for phosphorylated and total p65 expression by Western Blot. Numbers represent densitometric analysis of phosphorylated p65 normalized relative to untreated cells.



Collectively, these data indicate that MICA mRNA expression and promoter activity are enhanced by BMSC-CM in MM cells.

Previous reports demonstrated a role for NF-kB in the regulation of MICA expression in different types of cells (e.g. T lymphocytes, endothelial cells and MM cells) (37, 38) NF-kB proteins are constitutively active in MM cells but BMSCs produce many soluble factors, including GAS6, which further trigger this signaling pathway in these tumor cells (16, 20, 39, 40). For this reason, we investigated the role for NF-kB in MICA regulation by BMSCs.

First, we observed that GAS6 depleted-BMSC-CM has a reduced capability to induce phosphorylation of p65 and to enhance NF-kB transcriptional activity in SKO-007(J3) cells; moreover, the TAM receptor inhibitor UNC2250 partially blocks phosphorylation of p65 by BMSC-CM in these cells (Figures 5D, E). Accordingly, we found reduced levels of phosphorylated p65 in GAS6 silenced SKO-007(J3) cells (Figure 5F). These findings indicate a direct contribute of autocrine and paracrine GAS6 as a regulator of NF-kB pathway in MM cells.

Second, we revealed that the stimulatory effect of BMSC-CM was significantly diminished on a mutated version of MICA promoter (indicated as DEL1), in which a putative NF-kB site (41) was removed by site-directed mutagenesis (Figure 5G), thus indicating that binding of this transcription factor to this region is required for promoter activation.

Taken together, these findings demonstrate that NF-kB can act as an activator of MICA expression in MM cells in response to GAS6 secreted by BMSCs.




Discussion

Natural Killer cells are important effectors of anti-MM immune response. Yet, malignant PCs acquire the ability to elude NK cell recognition and suppress their function (7, 42). To overcome NK cell dysfunctions associated to disease progression, innovative treatments include the adoptive NK cell therapy and monoclonal antibodies to enhance NK cell-versus-MM effect (8, 9); in parallel, tumor modulating agents able to render MM cells more susceptible to NK cell attack also represent promising therapeutic tools. NKG2D is a key activating receptor involved in these mechanisms (6, 43), thus understanding how expression of its ligands is regulated on malignant PCs could be helpful to address these approaches.

Regulation of NKG2D ligand expression in MM cells mainly relays on transcriptional and post-translational mechanisms (44). A number of transcription factors, highly expressed and active in these tumor cells, where they control aberrant and malignancy-specific gene expression program, are also involved in the regulation of NKG2D ligand expression. Our group identified Hsp90, STAT3, IRF4, C-MYC and IKAROS/AIOLOS as repressors of MICA and/or MICB gene transcription (10–13). These findings indicate that MM cells have developed the capability to exploit the same pathways to promote their growth as well as to reduce immune recognition. Further, a relevant immune escape mechanism is represented by the down-regulation of NKG2D ligands on the surface of MM cells by proteolytic shedding (45). In particular, soluble MICA is overexpressed in the serum of MM patients, and its levels correlate with tumor progression (46).

However, little is currently known about signaling events and molecular mechanisms responsible for basal expression of NKG2D ligands in MM cells.

Here, we provide first evidence that surface MICA expression is regulated by GAS6/TAM pathway in MM cells. We demonstrate that: (1) GAS6/AXL and MERTK signaling, in a cell-autonomous way, sustains MICA expression in MM cells; (2) GAS6 secreted by BMSCs augments membrane MICA expression on MM cells at transcriptional level; (3) NF-kB pathway mediates MICA up-regulation by GAS6.

GAS6/TAM signaling components are overexpressed in MM cells and support their survival and proliferation (20, 22). We found that MM cells silenced for the ligand GAS6 or PROS1, or the receptors AXL and MERTK by lentiviral-transduced shRNAs express reduced levels of MICA, both at protein and mRNA level, and are less susceptible to NKG2D mediated-recognition by NK cells.

The contribution of soluble factors in the regulation of this ligand has been previously described. A number of cytokines and growth factors, such as TGF-β, IL-10, IFN-γ and EGF function as regulators of MICA expression in different types of cancer cells (47–50).

Here, we demonstrate that a peculiar regulatory circuitry, involving both autocrine and paracrine GAS6, assures MICA expression on MM cells. Indeed, MM BM microenvironment is highly enriched in GAS6 (22), which is largely produced by BMSCs. We found a significant up-regulation of membrane MICA expression on MM cell lines as well as on patient-derived PCs by BMSC-CM. However, knockdown of GAS6 in BMSCs abolished these effects. Interestingly, we have already described that BMSCs enhance PVR surface expression on MM cells and promote their NK cell-mediated recognition (17). Our novel findings confirm that expression of NK cell activating ligands on malignant PCs is highly dependent on BM microenvironment.

Our data also indicate that the transcription factor NF-kB is critically involved in MICA regulation by GAS6/BMSCs.

NF-kB was found to be a positive regulator of MICA gene in different cellular contexts. In activated T lymphocytes and epithelial cancer cell lines, NF-kB acts by binding to a specific sequence in the long intron 1 of the MICA gene (37, 38). Furthermore, in human endothelial cells TNF-α-induced NF-kB binds a regulatory control site at -130 bp upstream of the MICA transcription start site (41).

Here, we first observed reduced NF-kB activation in MM cells lacking GAS6 and after treatment with GAS6 depleted-BMSC-CM, thus revealing that TAM receptor signaling controls NF-kB activity in these tumor cells. Second, by a site-directed mutagenesis approach, we proved that deletion of an NF-kB responsive element (41) compromises the induction of MICA promoter by BMSC-CM. Based on these observations, we propose a role for NF-kB as a direct positive regulator of MICA promoter in MM cells.

Previous studies have described a negative impact of TAM pathway on immunological visibility of tumor cells via upregulation of NK cell inhibitory ligands. As an immune evasion mechanism, AXL signaling was shown to increase surface expression of MHC-class I molecules and PDL-1 in lung, renal and breast cancer cell lines (51–53). In our experimental setting, either silencing of GAS6 or culture with BMSC-CM did not affect MHC-class I expression in MM cells, while the possible effects on other NK cell inhibitory ligands were not investigated. However, the absence of GAS6 in MM cells reduces their capability to activate NK cells, whereas BMSC-CM renders MM more susceptible to recognition by both NK cells from healthy donors and MM patients (17). Such functional consequences do not suggest any relevant change of inhibitory pathways by GAS6/TAM signaling in MM cells, but further studies are needed to address this possibility.

Although unexcepted, our data are not the first demonstration on the positive regulation of MICA by an oncogenic pathway. Another major cell-autonomous component of tumor progression, EGFR, was shown to drive basal expression of NKG2D ligands in epithelial cancer cells (50). Together these and our observations indicate that oncogenic signaling pathways may be relevant at the early stages of cancer when they become dysregulated, and expression of activating ligands is key for immune surveillance.

Remarkably, GAS6/TAM pathway is also a key regulator of immune homeostasis (25). Innate and adaptive immune cells, in humans and mice, express TAM receptor/ligands and blocking TAM signaling causes severe defects in the clearance of apoptotic cells, widespread inflammation and over-activation of the immune system, and development of systemic autoimmunity (54).

This axis signaling is also known to regulate NK cell differentiation and function. Binding of GAS6 to TAM receptors inhibits murine NK cell function by phosphorylating Cbl-b, which promotes the degradation of LAT1. Consistently, administration of GAS6 or TAM receptor inhibitors leads to rejection of metastatic tumors (28, 29). However, to our knowledge, there is no evidence of these inhibitory effects on human NK cells. In contrast, a recent study proposed TYRO3 as an NK cell activating receptor showing that activated human NK cells can acquire the receptor upon contact with tumor cells via trogocytosis and that TYRO3+ NK cells are more cytotoxic and produce more IFN-γ (30). Activating effects were also reported for MERTK in human CD8+ T cells, where the receptor functions as a co-stimulatory signal promoting proliferation and generation of memory T cells (55).

The role of TAM receptors in the regulation of NK cells in MM has never been investigated. In the context of a study on NK cells from newly diagnosed and refractory relapsed MM, an RNA seq analysis showed a reduction of AXL and GAS6 gene expression (56), thus suggesting that inhibitory signals generated by GAS6/TAM components may not be related to NK cell dysregulation in this malignancy. However, these mechanisms remain to be studied.

Due to their pro-oncogenic and putative immune-inhibitory effects, TAM receptors have emerged as promising targets for cancer therapy. Indeed, many clinical trials are currently investigating TAM targeting therapies in solid and hematologic cancers. However, further investigations are required to elucidate the contribute of different TAM receptors on distinct immune cell types during anti-tumor immune response. Indeed, the impact on immune system and immune surveillance are relevant aspects to evaluate in design drugs targeting cancer cells. In this context, our data suggest that the modulation of MICA on tumor cells may be a potential limiting effect of GAS6/TAM inhibitors on immune surveillance. To this regard, a recent report demonstrated the feasibility of using autologous NK cells bearing NKG2D-CAR to treat MM. These cells have robust cytotoxic activity against MM cells in vitro and exhibit high efficiency in vivo in a mouse model of MM (57). In this therapeutic perspective, it would be important to preserve and/or enhance NKG2D ligand expression on tumor cells, and our finding could be helpful in setting the right combined therapy.

Overall, these data reveal a novel immunoregulatory role for the GAS6/TAM pathway and shed light on molecular mechanisms underlying basal MICA expression in MM cells.
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Supplementary Figure 1 | Defective TAM signaling causes a selective reduction of MICA expression in SKO-007(J3). TAM (TYRO3, AXL, MERTK) receptor expression was analyzed by FACS on SKO-007(J3) cells (A). A representative experiment is shown. Flow cytometry analysis of the indicated surface molecules on SKO-007(J3) pLKO.1-GAS6 shRNA or pLKO.1-Control (n=3). A representative experiment is shown (B, left panel). Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data are shown as mean ± SD (*P< 0.05; Mann-Whitney) (B, right panel). SKO-007(J3) pLKO.1-GAS6 shRNA or pLKO.1-Control were stained using Annexin-V/APC and Propidium Iodide. A representative experiment is shown (C, left panel). Histograms indicate the percentage of Annexin V or propidium positive cells and were calculated based on at least three independent experiments (C, right panel).

Supplementary Figure 2 | Depletion of GAS6 or TAM receptors reduces MICA expression in U266 and ARP-1 cells. TAM (TYRO3, AXL, MERTK) receptor expression was analyzed by FACS on U266 (A) and ARP-1 cells (E). A representative experiment is shown. MERTK and MICA surface expression was analyzed by FACS on U266 (B) or ARP-1 (F) pLKO.1-Control and pLKO.1-MERTK shRNA or pLKO.1-GAS6 shRNA (C, F) (n=3). In pLKO.1-GAS6 shRNA transduced U266 (D) or ARP-1 (H) ULBPs, B7/H6, PVR and ICAM1 expression was also analyzed. Histograms represent the MFI of specific mAb subtracted of MFI of isotype control. Data are shown as mean ± SD (*P< 0.05; Mann-Whitney). Total mRNA obtained from U266 (C) or ARP-1 (G) pLKO.1-GAS6 shRNA or pLKO.1-Control were analyzed for GAS6 expression by real-time PCR (n=3). Data, expressed as fold change units, were normalized with GAPDH and referred to pLKO.1-Control, considered as calibrator. Data are shown as mean ± SD (*p < 0.05; Mann-Whitney Test).

Supplementary Table 1 | Clinical parameters of MM patients used for the analysis of GAS6 in condition medium derived from BMSCs and BM plasma. Patients were classified according to Durie and Salmon’s Staging System.

Supplementary Table 2 | Clinical parameters of MM patients used for the analysis of MICA surface expression and mRNA. Patients were classified according to Durie and Salmon’s Staging System.
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Purpose

Polymorphisms in complement genes are risk-associated for age-related macular degeneration (AMD). Functional analysis revealed a common deficiency to control the alternative complement pathway by risk-associated gene polymorphisms. Thus, we investigated the levels of terminal complement complex (TCC) in the plasma of wet AMD patients with defined genotypes and the impact of the complement activation of their plasma on second-messenger signaling, gene expression, and cytokine/chemokine secretion in retinal pigment epithelium (RPE) cells.





Design

Collection of plasma from patients with wet AMD (n = 87: 62% female and 38% male; median age 77 years) and controls (n = 86: 39% female and 61% male; median age 58 years), grouped for risk factor smoking and genetic risk alleles CFH 402HH and ARMS2 rs3750846, determination of TCC levels in the plasma, in vitro analysis on RPE function during exposure to patients’ or control plasma as a complement source.





Methods

Genotyping, measurement of TCC concentrations, ARPE-19 cell culture, Ca2+ imaging, gene expression by qPCR, secretion by multiplex bead analysis of cell culture supernatants.





Main outcome measures

TCC concentration in plasma, intracellular free Ca2+, relative mRNA levels, cytokine secretion.





Results

TCC levels in the plasma of AMD patients were five times higher than in non-AMD controls but did not differ in plasma from carriers of the two risk alleles. Complement-evoked Ca2+ elevations in RPE cells differed between patients and controls with a significant correlation between TCC levels and peak amplitudes. Comparing the Ca2+ signals, only between the plasma of smokers and non-smokers, as well as heterozygous (CFH 402YH) and CFH 402HH patients, revealed differences in the late phase. Pre-stimulation with complement patients’ plasma led to sensitization for complement reactions by RPE cells. Gene expression for surface molecules protective against TCC and pro-inflammatory cytokines increased after exposure to patients’ plasma. Patients’ plasma stimulated the secretion of pro-inflammatory cytokines in the RPE.





Conclusion

TCC levels were higher in AMD patients but did not depend on genetic risk factors. The Ca2+ responses to patients’ plasma as second-messenger represent a shift of RPE cells to a pro-inflammatory phenotype and protection against TCC. We conclude a substantial role of high TCC plasma levels in AMD pathology.





Keywords: retinal pigment epithelium, terminal complement complex, age-related macular degeneration, AMD serum, genetic risk factors




1 Introduction

Age-related macular degeneration (AMD) is one of the major causes of vision loss in industrialized countries (1). The disease shows two clinically defined end stages. One is the loss of cells of the retinal pigment epithelium (RPE) and photoreceptors, which progresses slowly. This form, the so-called “dry AMD” or geographic atrophy, accounts for approximately 80% of the cases but due to its low progression for approximately 20% of blindness. The other end stage is characterized by the proliferation of endothelial cells, resulting in pathologic neo-angiogenesis that leads to bleeding due to low grade of blood vessel differentiation and thus too fast loss of vision (2). This end stage, the so-called choroidal neovascularization or “wet AMD”, represents the majority of cases of blindness. AMD is a multifactorial disease for which environmental risk factors like smoking and genetic risk factors like polymorphisms in genes such as ARMS2 (age-related macular susceptibility-2) or genes of the complement components are known (3–5).

The identification of complement deposits in drusen as well as polymorphisms in complement genes as risk factors suggested that the complement system is associated with the development of AMD. Recent reports confirmed that an over-activated complement system due to reduced regulation represents a risk for AMD (3, 4, 6–10). However, recent clinical trials failed to establish a complement inhibition-based therapy for the dry form of AMD (11–13). Therefore, the role of activated complement proteins is more complex, and the chronic AMD-associated complement activity is still not fully understood (12).

Another reason why complement-targeting clinical trials failed might be the fact that the systemic over-activity of the complement cascade has a life-long impact on the retina. This would explain why acute intervention into complement activity might not immediately reverse chronic events that have affected the outer retina for decades (12). Complement activation may have a lifelong systemic impact on the outer retina with strong local pathologic changes. The impact of the end product of the complement cascade, the terminal complement complex (TCC; also termed C5b-9), is not clear so far. The TCC is a complex of five different proteins (C5b, C6, C7, C8, and C9). When this complex is formed on a cell surface, several C9 components are aggregated and form a ring, inserting a pore into the cell membrane, which leads to cell lysis and is also called membrane attack complex (MAC). Indeed, depending on age, AMD status, and risk allele, TCC accumulates in the outer retina. TCC is increasingly found in the tissue complex of the choroid, Bruch’s membrane, and RPE during its lifetime (14–17). AMD patients with C9 risk alleles show increased plasma levels of C9 or TCC compared to healthy non-carriers (18–20), although no differences were reported among AMD with or without C9 risk alleles. This might be explained by the fact that AMD patients with the absence of C9 risk alleles generally display increased systemic complement activities (21–23). In the plasma of patients carrying various C9 risk alleles, higher levels of C9 but no differences in TCC plasma levels were found (19). When comparing different C9 risk alleles, it appeared that some are associated with higher C9 or TCC plasma levels (20). This suggests an important role of TCC in AMD pathology.

Acting as MAC, the consequence of TCC accumulation in the outer retina would destabilize RPE cells, which results in the loss of RPE cells (24–26). The RPE itself is a close interaction partner of the light-sensitive photoreceptors, supporting their function and even contributing to visual function (27). Thus, the loss of RPE cells in AMD ultimately causes loss of photoreceptors and blindness. Several observations about the general nature of TCC effects and the concept of the specific complement impact on the RPE are still unclear. In the RPE, the human plasma-derived complement ignites a well-orchestrated Ca2+ signal that depends on the activation of endogenously expressed Ca2+ and K+ channels. The induction of an unspecific pore could not be detected in measurements of the membrane conductance by means of the patch-clamp technique (28). The different complement activation products’ consequence is that the RPE cells change their gene expression pattern toward a more pro-inflammatory profile in response to anaphylatoxins via the Akt–kinase pathway and the transcription factor FoxP3 (29–33).

TCC’s influence on gene expression emerged as the concept of sub-lytic MAC in studies that investigated the effects of different TCC concentrations and combinations at various cell types (25, 34–39). The concept bases on the ability of cells to remove MAC from the plasma membrane. As long as the cell’s ability to remove MAC from the plasma membrane can cope with the rate of extracellular TCC formation and membrane insertion, the cell will not undergo lysis (35). Soluble TCC is generally accepted as a marker of in vivo complement activation (40). These studies defined TCC concentrations that do not lyse cells but lead to functional changes as sub-lytic (34, 35, 37, 38). The functional changes require intracellular signaling such as an increase in intracellular Ca2+, activation of different types of kinases, and even the activation of G proteins (25, 34, 35, 37–39, 41). The activation of these intracellular signaling pathways then lead to secondary effects such as changes in the gene expression profile and represent the basic sub-lytic MAC effects onto cellular functions. Several studies demonstrated functional changes of the RPE by sub-lytic MAC, mainly in the secretory activity of, e.g., VEGF-A or MCP-1, or reduced stress response (5, 30, 33, 42, 43). This might be explained by CD59, which inactivates MAC formation (7, 44) and represents a target for further therapeutic approaches (26). However, Cipriani et al. found no risk association of TCC regulators CD46, CD55, and CD59 with AMD, especially not for CD59 (45).

As a consequence, the enhanced generation of TCC in AMD patients might not directly lead to RPE cell death but promote a change of the RPE’s immunogenic phenotype toward low-grade chronic inflammation. To test this concept, we have used human plasma from AMD patients with defined genetic risk factors as a complement source to test RPE cell reactions to dysregulated complement. Depending on the patients’ genotype, these plasma contained different levels of TCC and caused different Ca2+ signals as well as different regulatory effects on gene expression. Our hypothesis is that TCC complexes in AMD patients generate Ca2+ signals with profound physiological changes in the RPE.




2 Materials and methods



2.1 Blood samples and determination of TCC concentration

A total of 87 AMD patients with wet AMD (62% female and 38% male) with a mean age of 77.9 years (median = 77 years) and 86 age-matched controls (39% female and 61% male) with a mean age of 55.1 years (median = 58) were included; further information is presented in the tables of Supplementary Material Suppl. 1, 2. The samples were anonymized. Blood samples were collected with EDTA and centrifuged, and plasma was stored at −80°C. The concentration of TCC was determined by ELISA as previously described (46). In brief, plasma samples were pre-incubated (37°C; 15 min) and incubated on lipopolysaccharide (LPS)-coated plates. Plates were analyzed at 450-nm wavelength using TCC mAB from TECOmedical (Sissach, Switzerland). The polymorphisms in this patient cohort were determined as described earlier for ARMS (47) and CFH (9, 48).




2.2 RPE cell culture

For our study, the ARPE-19 cell line was used, which shows limitations for conclusions about native RPE cells. Here, these cells were used to monitor the biological activity of activated complement proteins in human plasma rather than to investigate specific RPE cell functions. The cells were grown on glass coverslips to confluence prior to the Ca2+ imaging experiments. The culture conditions were using Dulbecco’s modified Eagle medium (DMEM)/F12 (Thermo Fisher, Darmstadt, Germany) with GlutaMAX (stable glutamine) supplemented with 10% fetal calf serum (FCS) and 50 U penicillin/50 mg streptomycin at 37°C and 5% CO2. The medium was changed twice a week.




2.3 Ca2+ imaging experiments

As a readout of biological responses to the activated complement, intracellular free Ca2+ as a second messenger was measured by means of Ca2+ imaging techniques based on fluorescence microscopy using the Ca2+-sensitive fluorescence dye fura-2. Confluent ARPE-19 cells grown on glass coverslips were incubated in the membrane-diffusible fura-2 ester fura-2-AM (2 µM) for 40 min at room temperature. Fura-2 loaded cells were mounted onto the stage of a Zeiss Axiovert 40 CFL inverted microscope (Carl Zeiss, Oberkochen, Germany) with an attached Visitron Polychromator (Visitron Systems, Puchheim, Germany) and a high-sensitivity color event camera (CED) camera (CoolSNAP EZ, Photometrics, Tucson, AZ, USA). Experiments were conducted using the MetaFlour software (Visitron Systems, Puchheim, Germany). The cells were bathed in an extracellular solution containing (mM): 138 NaCl, 5.8 KCl, 0.41 MgSO4, 0.48 MgCl2, 0.95 CaCl2, 4.17 NaHCO3, 1.1 NaH2PO4, and 25 HEPES; pH = 7.2 adjusted with Tris base. Fura-2 fluorescence was measured at 505-nm wavelength and excited by the wavelengths 340 and 380 nm through a semiconducting mirror. The changes in intracellular free Ca2+ were given as fluorescence ratio (dF/F) from baseline (ddF/F) between the excitation wavelengths 340 and 380 nm. Human plasma samples were directly applied to the cells on the stage of the microscope at a concentration of 20%. C6-depleted plasma was purchased from CompTech (Complement Technology, Tyler, TX, USA).




2.4 qPCR

In order to assess the functional consequences of complement-activated intracellular Ca2+ signaling, gene expression activity was measured by quantification of mRNA in ARPE-19 cells. Confluent ARPE-19 cells were exposed to different human plasma and in some conditions in combination with L-type channel blocker nifedipine (10 µM). After cell harvest, RNA isolation and cDNA synthesis were performed using RNeasy Mini and QuantiTect Reverse Transcription Kit (Qiagen, Hilden, Germany). mRNA levels were measured in triplicates for the target genes and GAPDH as a housekeeping gene for standardization in a Rotor-Gene Q (Qiagen, Hilden, Germany) by using the Rotor-Gene SYBR Green PCR Kit (Qiagen, Hilden, Germany); primer sequences are shown in Table 1. The mRNA levels of the target genes were calculated and presented as a comparative CT (threshold cycle, ΔΔCT) method using Rotor-Gene Q software 2.2.3 (Qiagen) (49). Of note, the primers for CFH, IL-1β, and CD46 showed reduced efficacy in the presence of dimethyl sulfoxide (DMSO) needed for the solubilization of nifedipine; thus, respective results from nifedipine-treated cultures could not be obtained.


Table 1 | Primer sequences.






2.5 Cytokine secretion of ARPE-19 cells in response to human plasma

ARPE-19 cells were grown in 96-well plates to confluency. Three days later, cultures were switched to serum-free DMEM/Ham’s F12 medium for 24 h before triplicate cultures were set up with 10% human plasma from smokers or non-smokers who were either homozygous (CFH 402HH) or heterozygous (CFH 402YH) or low-risk allele carriers (CFH 402YY), respectively, and incubated for another 3 days. Identical cultures were set up with 50 µM PI3 K-inhibitor LY294002 (Cayman Chemical, Ann Arbor, MI, USA). Plasma from age-matched, non-AMD donors without CFH mutations was used as the control.

Supernatants were collected after 24, 48, and 72 h; immediately shock frozen at −80°C; pooled in equal volumes before being tested for cytokines by human Bio-Plex bead analysis (Bio-Rad Laboratories, Inc., Hercules, CA, USA); and measured with a Bio-Plex 200 reader (Bio-Rad Laboratories, Inc.) according to the manufacturer’s instruction. Tested analytes were IL-1β, IL-1RA, IL-6, IL-8/CXCL8, IL-10, IL-12(p70), IFN-gamma, MCP-1/CCL2, and VEGF. Only results from those cytokines and chemokines that were secreted by the ARPE-19 cells are shown. Experiments were performed twice with ARPE-19 cells from different sources in different passages (as indicated, p6, p15, and p25) with comparable results. Data are shown as means + SE from triplicate cultures of one representative experiment with two different cell lines; experiments were performed twice.




2.6 Data analysis and statistical testing

All data are presented as mean values ± SEM or ± SD. Statistical significance was calculated using Mann–Whitney U test for Ca2+ imaging data and qPCR data (*p < 0.05, **p < 0.01, and ***p < 0.005). All calculations were performed in SPSS 26 and Excel 2010.





3 Results

To re-test the hypothesis of systemic complement activation in AMD, the TCC plasma levels in probes from AMD patients (the details of the patient cohort and controls in Supplementary Material Tables S1, S2) were compared with probes from age-matched controls (Figure 1) and found significantly, approximately five times, higher levels of TCC in AMD patients (0.44 ± 0.06 versus 2.15 ± 0.08 µg/ml; p < 0.001) (Figure 1A). The levels of TCC in healthy donors were in accordance with those that we published earlier (46). However, when comparing TCC concentrations in plasma from AMD patients carrying risk alleles, a different picture evolved. Comparing carriers of the low-risk allele of ARMS2 versus high-risk allele carriers (ARMS2 rs3750846) revealed no differences between low-risk and heterozygous or homozygous carriers (Figure 1B). Similar results were obtained among CFH polymorphism carriers with no differences between low-risk (CFH 402YY), heterozygous high-risk (CFH 402YH), or homozygous high-risk (CFH 402HH) allele carriers in AMD patients. Furthermore, no differences between the ARMS2 and the CFH risk carriers were identified. The same applies to the environmental risk factor that we have analyzed in more detail, the smoking status (Figure 1D). In AMD patients without these genetic risk factors, no differences in the TCC concentrations were observed depending on their smoking status.




Figure 1 | Plasma levels of terminal complement complex (TCC) in plasma from healthy donors and age-related macular degeneration (AMD) patients with AMD risk alleles. (A) Plasma levels of TCC (µg/ml) in AMD patients (n = 87) vs. healthy controls (n = 86) showing significantly higher TCC levels in AMD patients (p < 0.001). (B) TCC levels stratified for Age-related maculopathy-susceptibility 2 (ARMS2) risk alleles, with all patients carrying one Complement factor H (CFH 402YH) risk allele. No significant difference in TCC levels among patients with no (wild type (WT), n = 15), one (heterozygous, n = 21), and two (homozygous, n = 11) ARMS2 risk alleles existed. (C) TCC levels stratified for CFH risk alleles, with all patients carrying one ARMS2 risk allele. No significant difference in TCC levels among patients with no (CFH 402YY, n = 8), one (CFH 402YH, n = 21), and two (CFH 402HH, n = 14) CFH risk alleles. The horizontal lines represent the means of the TCC levels. ***p < 0.001 (Mann–Whitney U test). (D) TCC levels stratified for the risk factor smoking and non-smoking among patients who do not carry one of the investigated genetic risk alleles. As the “heterozygous patients” are heterozygous for CFH (CFH 402YH) and ARMS2, the same set of plasma samples from these patients was used for the comparison with homozygous deficient CFH (B) and ARMS2 (C) as well as with respective WT plasma.



To test the biological relevance of increased TCC levels in the plasma of AMD patients, we used Ca2+ imaging techniques to explore the acute reaction of ARPE-19 cells on the patients’ plasma. Earlier studies showed that an increase in intracellular free Ca2+ that was evoked by exposure to human plasma as the source of complement reflects the concerted activity of all activated complement factors (28). Thus, changes were expected in intracellular Ca2+ transients by human plasma from AMD patients. As a first step, we investigated whether the Ca2+ response to human plasma was dependent on TCC in normal human plasma (NHP). We compared Ca2+ transients induced by C6-depleted plasma with those induced with NHP (Figure 2). Indeed, without C6, the plasma induced a Ca2+ response half in amplitude compared to that of the control plasma (Figures 2A, B). As the peak in C6-depleted plasma is much smaller, the peak in C6-depleted plasma is reached in a shorter time (Figure 2C). Furthermore, C6-depleted plasma failed to develop a sustained phase of an intracellular Ca2+ increase (Figure 2D).




Figure 2 | Changes in Ca2+ transients activated by C6-depleted plasma and normal human plasma (NHP) in ARPE-19 cells. (A) Ca2+ transients are given as differences to the baseline in fluorescence ratio between the two excitation wavelengths 340 and 380 nm; plasma concentrations were 10%. Data are mean ± SEM. (B–D) Ca2+ transient changes at the initial peak phase and the late sustained phase. C6-depleted plasma induced a significantly lower change in intracellular free Ca2+ compared to NHP. The horizontal line represents the mean change in Ca2+ transients from baseline. ***p < 0.001 (Mann–Whitney U test).



Since C6-depleted human plasma indicated a substantial contribution of TCC in a complement-induced Ca2+ increase, the plasma from AMD patients versus control plasma was then tested in a similar experiment (Figure 3). The waveform of Ca2+ transients evoked by AMD patients’ plasma was different from that of control plasma (Figure 3A). Although the peak was slightly reduced (Figure 3B) and the same level was reached in the sustained phase (Figure 3C), the latency was shorter, and the slope of the Ca2+ was steeper with a faster time-to-peak (Figure 3D) in response to AMD patients’ plasma. To find out whether the patients’ plasma evoked Ca2+ increases that resulted exclusively from activated complement proteins, heat-inactivated plasma was used as a control in a similar experiment. Complement as a heat-labile component of the plasma in AMD patients was denatured by incubation at 57°C for 45 min. The heat-inactivated patients’ plasma showed a strongly reduced Ca2+ reaction when compared to the untreated plasma from the same AMD patients. The resulting levels did not significantly differ from the baseline before the application of heat-inactivated plasma (Supplementary Material Figure S2). These results suggest that the observed differences in the Ca2+ signals mainly depended on activated complement components, where some minor effects of other heat-labile plasma compounds cannot be fully excluded. Therefore, a correlation analysis between measured plasma TCC levels and the peak of the single plasma-induced Ca2+ signal (Figure 4) was performed. For that purpose, TCC levels were compared with the Ca2+ amplitude in a scatter plot, and the data were analyzed using a generalized estimating equation (GEE) model. The analysis revealed a significant negative correlation between TCC levels and the Ca2+ peak amplitude: the higher the TCC level, the lower the Ca2+ peak, which correlates with the significantly lower Ca2+ peaks induced by patients’ plasma compared to the controls (Figures 2, 3).




Figure 3 | Changes in Ca2+ transients activated by plasma from age-related macular degeneration patients. (A) Ca2+ transients are given as differences to the baseline in fluorescence ratio between the two excitation wavelengths 340 and 380 nm. Experiments were conducted with plasma (10%) from 16 different patients (30 cells per patient) and normal human plasma (NHP) in ARPE-19 cells. Data are mean ± SD. (B) Ca2+ transient changes at the initial peak phase and the late sustained phase. NHP induced a significantly higher change in intracellular free Ca2+ in the initial phase compared to patients’ plasma. (C, D) Mean time until maximum Ca2+ transient change. Patients’ plasma induced significantly faster maximum Ca2+ transients to change compared to NHP. The horizontal line represents the mean change in Ca2+ transients from baseline (B) and mean time until peak (C). ***p < 0.001 (Mann–Whitney U test).






Figure 4 | Correlation analysis between plasma terminal complement complex (TCC) levels and the height of the plasma-induced Ca2+ peaks. Scatter plot of Ca2+ peak induced by patients’ plasma (given in 340/380 fluorescence ratio) over the individual TCC concentrations in the patients’ plasma. Correlation analysis was performed using the generalized estimated equation (GEE) model for longitudinal versus repeated measures (* = multiplies).



To further evaluate the role of TCC, we investigated the Ca2+ responses from AMD patients’ plasma with defined risk alleles (Figures 5, 6). According to the lack of differences among plasma levels of TCC, we also expected no differences in the Ca2+ signals evoked by the patients’ plasma. Indeed, we observed no differences between plasma from heterozygous and homozygous carriers of ARMS2 risk alleles (Figures 5A–C), as well as with plasma from heterozygous or homozygous carriers of CFH risk alleles (Figures 6A–C). However, we observed subtle differences between the plasma samples of patients with the two investigated risk haplotypes ARMS2 and CFH. We found a higher Ca2+ level at the sustained phase of the Ca2+ signal in response to plasma of homozygous CFH 402YY compared to heterozygous (CFH 402YH) individuals, in contrast to plasma derived from patients with the ARMS2 risk allele.




Figure 5 | Changes in Ca2+ transients activated by plasma from age-related macular degeneration patients, stratified for age-related maculopathy susceptibility 2 (ARMS2) risk allele status. Plasma from patients carrying one (heterozygous) vs. two (homozygous) ARMS2 risk alleles (2 different patients per risk allele status, 30 cells per patient). All patients were age-matched and had no additional Complement factor H risk alleles. (A) Ca2+ transients are given as differences to the baseline in fluorescence ratio between the two excitation wavelengths 340 and 380 nm; plasma was used in concentrations of 10%. Data are mean ± SD. (B, C) Ca2+ transient changes at the initial peak phase and the late sustained phase induced by plasma from patients with one vs. two ARMS2 risk alleles, showing no significant differences in induced Ca2+ transients. The horizontal line represents the mean change in Ca2+ transients from baseline.






Figure 6 | Changes in Ca2+ transients activated by plasma from age-related macular degeneration patients, stratified for Complement factor H (CFH) risk allele status. Plasma from patients CFH 402YH carriers vs. CFH 402HH carriers (2 different patients per risk allele status, 30 cells per patient). All patients were age-matched and had no additional Age-related maculopathy susceptibility 2 (ARMS2) risk allele. Data are mean ± SD. (A) Ca2+ transients are given as differences to the baseline in fluorescence ratio between the two excitation wavelengths 340 and 380 nm; plasma was used in concentrations of 10%. (B, C) Ca2+ transient changes at the initial peak phase and the late sustained phase. Plasma from CFH 402HH carriers induced a significantly higher change in intracellular free Ca2+ in the sustained phase compared to plasma from carriers of CFH 402YH. The horizontal line represents the mean change in Ca2+ transients from baseline. *p < 0.05 (Mann–Whitney U test).



As smoking is a relevant risk factor for AMD, we compared smokers and non-smokers within the AMD patients’ cohort (Figure 7). Plasma from smokers and non-smokers induced Ca2+ signals in ARPE cells with the same latency and slope of Ca2+ increase reaching the same peak. However, plasma from smokers revealed significantly higher sustained phases of the Ca2+ signal when compared to that of non-smokers. We observed a comparable effect on the plasma-evoked Ca2+ increase with plasma from patients who were homozygous carriers of CFH 402HH.




Figure 7 | Changes in Ca2+ transients activated by plasma from age-related macular degeneration patients, stratified for smoking status (non-smoker vs. smoker). Plasma from five different patients per group was compared, with 30 cells per patient. All patients were matched for age, age-related maculopathy susceptibility 2, and complement-factor H risk alleles. Data are mean ± SD. (A) Ca2+ transients are given as differences to the baseline in fluorescence ratio between the two excitation wavelengths 340 and 380 nm; plasma was used in concentrations of 10%. (B, C) Ca2+ transient changes at the initial peak phase and the late sustained phase. Plasma from smoking patients induced a significantly higher change in intracellular free Ca2+ in the sustained phase compared to plasma from non-smoking patients. The horizontal line represents the mean change in Ca2+ transients from baseline. **p < 0.01 (Mann–Whitney U test).



So far, our experimental results suggest a potential impact of TCC on the RPE. To mimic the effects of chronic complement stimulation, we pre-incubated ARPE-19 monolayers for 24 h with patients’ plasma before we measured Ca2+ increases (Figure 8). Pre-stimulation with patients’ plasma led to a marked increase in evoked Ca2+ transients (Figure 8A) with significantly higher peaks and sustained phases (Figure 8B). As the patients’ plasma contents caused ARPE-19 cells to be more sensitive to complement, this “pathological” effect was further analyzed by varying the pre-incubation conditions and using control plasma (NHP) for pre-incubation of the cells. In addition, pre-incubation with NHP changed the Ca2+ transients evoked by patients’ plasma but in a different way (Figure 8C). Again, the peak was significantly increased, but the sustained phase was markedly reduced (Figure 8D). Normal human plasma seemed to lack those components, which were required for complement sensitization. This was also seen in the comparison of the subsequently evoked Ca2+ transients with patients’ plasma after pre-incubating the cells with either standard control plasma or patients’ plasma (Figure 9A). The peaks from both pre-incubation conditions looked very similar, but the sustained phase of cells pre-incubated with patients’ plasma was substantially higher than that of cells pre-incubated with normal humans (Figure 9B).A central paradigm in Ca2+ signaling is that Ca2+ signals specify the cell function changes by its waveform and spatial distribution as a code (50–52). Thus, differences in the waveforms have different effects on the cell’s function. These waveform differences might change intracellular signaling and gene expression profiles. Therefore, gene expression activities in ARPE-19 cells stimulated by patients’ plasma and control plasma were quantified, as well as cells that were kept overnight under plasma-free conditions (Figure 10), thereby concentrating our analysis on genes of the complement system, the pro-inflammatory cytokine IL-1β, and the surface receptors CD46 (cleavage of C3b and C4b), CD55 (accelerated decay of complement proteins), and CD59 (TCC formation inhibition).




Figure 8 | Effects of pre-stimulation with either plasma from age-related macular degeneration patients or controls on Ca2+ transients in ARPE-19 cells. The experimental conditions were pre-incubation with serum-free media (A–D), media with 10% patients’ (pts.) plasma (A, B, E, F), or media with 10% normal human plasma (NHP; C–F) for 24 h. Data are mean ± SD. (A, C) Ca2+ transients are given as differences to the baseline in the fluorescence ratio between the two excitation wavelengths 340 and 380 nm. (B, D) Ca2+ transient changes at the initial peak phase and the late sustained phase. Cells, pre-stimulated with patients’ plasma, showed a significantly higher change in intracellular free Ca2+ compared to non-pre-stimulated cells (B). Cells pre-stimulated with NHP showed a significantly higher change in intracellular free Ca2+ at the initial peak phase but a significantly lower amplitude in the sustained late phase compared to non-pre-stimulated cells (D). The horizontal line represents the mean change in Ca2+ transients from baseline. ***p < 0.001 (Mann–Whitney U test). The dataset for “non-prestimulated” for “peak” and “sustained” were statistically tested two times: Once against “pre-stimulation patients’ plasma” and a second time against “pre-stimulated NHP”; thus, the data for “non-stimulated” “peak” and “sustained” in the (B, D) are identical.






Figure 9 | Direct comparison of pre-stimulation effects between patients’ plasma and control plasma on Ca2+ transients in ARPE-19 cells. (A) Ca2+ transients are given as differences to the baseline in the fluorescence ratio between the two excitation wavelengths 340 and 380 nm; plasma was used in concentrations of 10%. Data are mean ± SD. (B) Compared to pre-stimulation with normal human plasma (NHP), cells showed a significantly higher change in intracellular free Ca2+ in the sustained phase after pre-stimulation with patients’ plasma. The horizontal line represents the mean change in Ca2+ transients from baseline. ***p < 0.001 (Mann–Whitney U test).






Figure 10 | Effects of patients’ plasma on differential gene expression of complement genes in ARPE-19 cells. Effect of patients’ plasma ± nifedipine (A) and serum-free media (B) and plasma compared to normal human plasma (NHP; 10%) on gene expression of C3, C3aR, C5, C5aR, CD46, CD55, CD59, complement factor H (CFH), and interleukin-1beta (IL-1β) in ARPE-19 cells. NHP and patients’ plasma were applied at a total concentration of 10% with nifedipine at 10 µM for 24 h. Data are expressed as mean values + SD. For serum-free media, n = 2–3. For patients’ plasma, n = 16, except for C5aR, n = 6. Patients’ plasma + nifedipine, n = 9, except for C5aR, n = 5. For NHP, n = 3. *p < 0.05, **p < 0.01, ***p < 0.001 (Student’s t-test).



To identify the contribution by L-type channels, nifedipine (10 µM), an L-type Ca2+ channel blocker, was used. Incubation of cells with patients’ plasma resulted in an upregulation of C5, C5aR, CD55, CD59, and CFH (Figure 10A). In parallel, C3 and IL1-β were downregulated (Figure 10A). The differential regulation by patients’ plasma of C3, C5, C5aR, and CD59 was nifedipine sensitive, indicating that these expression changes depend on complement action, with a great likelihood of the presence of TCC. Comparing standard control plasma with plasma/plasma-free conditions, we found that the ARPE-19 cell reacted with a selective downregulation in the C5aR 1 (there are two C5a receptors) and CFH expression but an increase in the expression of C3aR and IL-1β (Figure 10B) in response to control plasma.

To substantiate the hypothesis that the patients’ plasma promotes an immune stimulatory phenotype of RPE cells, we analyzed the secretory profile of ARPE-19 cells under 3 days of stimulation with AMD patients’ plasma (Figure 11). Here, we used plasma from patients heterozygous (CFH 402YH) or homozygous (CFH 402HH) for the CFH risk allele who were additionally differentiated by their smoking status. In a third, independent assay, we tested plasma pools from elderly patients of different age groups but without AMD for the induction of cytokine secretion by ARPE-19 cells (see Supplementary Material).




Figure 11 | Effects of plasma on differential secretion activities of ARPE-19 cells. Cytokine and chemokine secretion of ARPE-19 cell lines. (A, C) ARPE-19 in passage 25. (B, D) ARPE-19 in passage 15. (A–D) Plasma (all 10%) from non-smoking (NS) or smoking (S) age-related macular degeneration (AMD) patients, carriers CFH 402HH versus carriers CFH 402YH. Plasma samples with or without PI3K-inhibitor LY294002 (50 µM) were incubated with ARPE-19 cells and cyto-/chemokine concentrations determined from culture supernatants. n = 2–4 for CHF mutant plasma (* = p< 0.05 for all respective values of supernatants from cultures with inhibitor vs. without).



Using the multiplex technology, we analyzed a broad profile of immune and angiogenesis-relevant factors. We plotted only those factors that were induced by patients’ plasma in ARPE-19 cell lines from two different laboratories: one in passage 25 (Figures 11A, C) and the other in passage 15 (Figures 11B, D). In general, we found induction of IL-6, IL-8/CXCL8, MCP-1/CCL2, and VEGF-A, with the predominant secretion of VEGF-A and MCP-1, while the other tested cytokines, IL-1β, IL-1RA, IL-10, IL-12(p70), and IFN-γ, were not detected.

Among the risk types with homozygous CFH deficiency (CFH 402HH) or smoker status, we found comparably strong induction of cytokine secretion. However, an exception appeared to be the group of non-smokers with CFH polymorphisms. In this group, we found increased MCP-1 levels compared to the smoker group, especially when the donors were homozygous for CFH 402HH. The MCP-1 secretion was twice as high as in the heterozygous CFH 402YH non-smoker group and increased three- to fourfold compared to the group of smokers with CFH 402HH risk polymorphism. Concerning VEGF secretion, homozygous CFH 402HH donors, irrespective of their smoking status, displayed a slightly decreased secretion when compared to the heterozygous groups. The addition of the PI3K inhibitor resulted in a significantly reduced secretion to less than 50%, while the pattern of secretion remained the same.

In our experiments, ARPE-19 cells of the higher passages 15 and 25 secreted higher levels of cytokines than those of passage 6 (Supplementary Material Figure S3), potentially reflecting the situation of aged RPE.




4 Discussion

As polymorphisms in complement genes are associated with the risk of AMD, it is questioned whether this leads to systemic or only local effects. Chirco et al. (17) did not find a difference in TCC levels in the plasma of AMD patients with low-risk and high-risk CFH alleles, whereas in the retinas of patients with high-risk CFH alleles, higher local TCC concentrations were detected. The current literature indicates an important role of TCC in the etiology of AMD in two ways. On the one hand, systemic changes by increased complement activity and higher TCC levels in AMD patients are discussed, as well as higher risks for AMD associated with polymorphisms in C9. On the other hand, the exploration of complement affecting RPE cells at a cellular level followed the concept of “sub-lytic” MAC influencing cell function. Our study provides a direct link between the mechanistic levels: the patients’ observations and the cellular effects of isolated TCC on RPE cells. The most relevant observation of our study is that AMD patients showed higher plasma levels of TCC when compared to age-matched controls, but there were no differences among carriers with different risk alleles of complement genes. These systemic changes affect the Ca2+ signaling that regulates the expression activity of complement genes in the RPE and thus the control of the local activity of the complement system.

In our study, we investigated the TCC levels from the plasma of AMD patients and compared them with those from the plasma of AMD patients and age-matched controls as well as carriers of risk alleles CFH and ARMS2. Whereas AMD patients’ plasma showed higher TCC levels, there were no differences between plasma from AMD patients with either CFH or ARMS2 risk alleles. The same applies to the comparison between smokers and non-smokers in the patients’ cohort. This observation matches well with that from other publications. First, our data confirmed the conclusions by Chirco et al. (17), who found no differences in TCC levels in the plasma between carriers of polymorphism CFH 402HH and CFH 402YY controls. Thus, the increased TCC levels in the plasma correlate with the diagnosis of AMD and, thus, clinically relevant degenerative changes in the retina. This assumption would also explain why there are no differences between AMD patients in the comparison of genetic and smoking-associated risk profiles. In the measurement of complement activity markers in the plasma, such as C3d/C3 ratio, C3a-desarg, or TCC, the different risk allele CFH, ARMS, or CFI carriers display comparable levels of those markers, while healthy donor’s plasma displayed increased levels of complement activity (18, 19, 21, 23, 53–58). Increased markers for complement activity were found when compared to those in control plasma in both patients with dry and wet AMD. Our study included patients with wet AMD showing that not only dry AMD patients are affected by increased complement activity in the plasma. In contrast to these data, the C9 risk alleles have differential effects on TCC or C9 plasma levels (19, 20, 58). C9 risk allele carriers show higher levels of TCC when comparing AMD versus non-AMD patients, and also among AMD patients, the carriers of the C9 risk allele have higher TCC levels than non-carriers, which also varies within the group of C9 risk allele carriers depending on specific polymorphisms. Thus, considering our data and data from existing literature, we conclude that increased TCC or C9 levels in the plasma are associated with the disease AMD. However, the increased plasma levels originate at different steps of the complement cascade: either at the insufficient control of the alternative activation pathway or directly by determining the gain-of-function effects by altered C9 proteins. In summary, our data further support the prominent role of the TCC in the etiology of AMD.

To determine whether these differences in plasma TCC levels are of biological relevance, we incubated these plasma probes with ARPE-19 cells. Although this RPE cell line is under debate for being representative of the native RPE and might thus limit our conclusions for the pathogenic mechanisms possibly taking place in vivo, these cells will reflect the differences in the biological activity of patients’ plasma. As in many other and also in our own recent studies, we used the Ca2+ imaging technique to monitor the cell reactions to plasma as a complement resource (28, 35, 59). We know from our own studies that activated complement compounds produced by the complement cascade induced by human plasma evoke orchestrated Ca2+ signals by activation of endogenously expressed ion channels (28). The central paradigm for coding the desired specific change of cell function activated by an increase in intracellular free Ca2+ states its origins in the time-dependent shape and the spatial distribution of the signal (50–52). Thus, differences in shape and distribution represent different changes in cellular functions.

Considering the importance of the shape of Ca2+ transients to represent specific cellular functions (50–52) and taking into account the reproducibility of complement-evoked Ca2+ increases (28, 33), we tested the effects of patients’ plasma on intracellular free Ca2+ as a second messenger. Before we used patients’ plasma, we tested C6-depleted plasma to identify the parts of the Ca2+ signal under the influence of TCC. The Ca2+ signal evoked by C6-depleted plasma was strongly reduced in peak amplitude and showed an absence of a sustained phase. Thus, TCC that is formed in human plasma during the first seconds of exposure to the cells already determines the first phase of the Ca2+ increase and additionally paves the full development signal. As the later parts of the plasma-induced Ca2+ are activated by anaphylatoxins (28, 33), the early increase by TCC is of importance for anaphylatoxin signaling. In a recent study, we showed that isolated anaphylatoxins exhibit monophasic Ca2+ transients with amplitudes (33) that are far smaller than those of complete plasma, which shows biphasic Ca2+ transients consisting of an initial peak and a sustained phase (28). Thus, the C6-depleted plasma indicates that especially the early increase of intracellular Ca2+ stems from the presence of TCC.

Indeed, comparing Ca2+ transients evoked from control plasma to those evoked from patients’ plasma, we found that the Ca2+ transients from AMD plasma increased faster with shorter latency and a steeper increase to a slightly reduced peak, whereas the sustained phases remained unchanged. For the peak level of the Ca2+ signals, we found a negative correlation with the TCC levels in the plasma of individual patients. Thus, the plasma with higher levels of TCC especially showed changes in the first phase of the signal as hypothesized from the data with C6-depleted plasma. Heat inactivation of patients’ plasma to inhibit complement activity revealed no increased intracellular free Ca2+, which suggests that the Ca2+ signal from patients’ plasma depends on the activity of complement, although the minor contribution of other heat-labile factors cannot be fully excluded. Indeed, we found a correlation between the plasma TCC levels in the patients and the peak amplitude of the Ca2+ increase, evidencing that the major differences in the Ca2+ signals between control plasma and patients’ plasma result from the differences in the plasma TCC levels. Thus, any changes resulting in Ca2+ signals and also changes in gene expression should be attributed to the higher TCC levels in the patients’ plasma.

In general, we found no differences in the plasma TCC levels between the carriers of risk alleles ARMS2 and CFH. However, when comparing the plasma-evoked Ca2+ signals from carriers of different risk alleles, we observed subtle differences. With ARMS2 genotypes, the Ca2+ signals were indistinguishable between heterozygous and homozygous carriers, while the CFH 402HH carrier’s plasma showed higher amplitudes in the late phase than plasma from CFH 402YH individuals. We observed the same when comparing plasma from smokers with non-smokers. In addition, only the late phase was increased. A decreased CFH efficiency to control the alternative complement pathway by either polymorphic CFH or by cigarette smoke (3, 6, 7, 44, 60–62) leads to increased complement activity markers in the patients’ sera (57, 60, 63). Because of this, we assume that sera of smokers or patients carrying CFH risk alleles contain higher levels of anaphylatoxins, which in turn increase the late Ca2+ signals. The study by Smailhodzic et al. supports this conclusion (21). The study reports that sera from CFH risk allele carriers show higher systemic complement activity determined as C3d/C3 ratio compared to ARMS2 risk allele carriers. However, we found no differences in the TCC levels in the plasma of mutated CFH and ARMS2 allele carriers. We explain this difference by the fact that C3d/C3 measurements reflect a more dynamic parameter based on complement factors that are more unstable than TCC.

Given the above conclusions, the Ca2+ transients evoked in ARPE-19 cells by plasma as a complement source represent integrals of the biological activity of activated complement. To shift these observations toward more translational conclusions, we performed pre-stimulation experiments with plasma to mimic a sustained exposure to complement as it likely occurs in the patients’ eye. After pre-incubation with patients’ plasma, both the peak and sustained phases are higher than those without pre-stimulation. Thus, the pro-inflammatory complement composition in the patients’ sera sensitizes ARPE-19 cells for complement reactions. In contrast, after pre-stimulation with control plasma, the patients’ sera show a differentially regulated response. Although the peak increases in the same manner, the sustained phase is much smaller in amplitude. Thus, control plasma also sensitizes the cells for the initial reaction but leads to a faster termination of the Ca2+ signal. The composition of activated complement in control sera maintains the immune inhibitory activity of RPE cells against the pro-inflammatory complement activity of patients’ sera.

To support this conclusion, we investigated gene expression profiles of ARPE-19 cells in response to stimulation by control and patients’ sera. The RPE cell reaction to complement under healthy conditions includes the secretion of CFH to prevent local complement reactions at the moment they would occur (44, 62–66). Thus, we investigated the effects of the patients’ sera on complement gene expression in ARPE-19 cells. In previous publications, we have shown that the complete Ca2+ signal evoked by complement is blocked by the inhibition of L-type channels (28). Furthermore, the steepness of the Ca2+ increase was profoundly reduced. This matches well with the kinetic alterations associated with patients’ plasma that contains higher levels of TCC. However, when investigating the Ca2+ signals evoked by isolated anaphylatoxins, we found that these Ca2+ signals were insensitive to L-type channel blockers (33). Thus, the blocking effects of the L-type channel blocker nifedipine indicate the contribution of TCC to gene expression. We compared gene expression using control plasma versus plasma-free conditions and observed a decrease in the C3aR expression, in parallel to an increase in C5aR and CFH expression. Furthermore, the IL-1β expression decreased. This effect on IL-1β expression might result from anaphylatoxin C5a as shown by Brandstetter et al. (67), who also reported that the expression profile induced by C5a increased further inflammasome priming by IL-1β. When studying the effects of the isolated anaphylatoxins, we found no effects on the C3, C5, or anaphylatoxin receptor expression (33). Thus, the additional presence of TCC is required to produce the differential gene expression changes as shown by Brandstetter et al. (67), and in our study, such an interactive effect between activated complement components that we have previously described (33) demonstrates interactive signaling of C3a and C5a. In combination with our new data, the picture is widening to an effect in which control plasma causes the cell reactions to have a higher sensibility for the C3 convertase level: more signaling with C3aR and increased C3 convertase activity by CFH downregulation and likely less C5aR1 and C5aR2 signaling. In contrast, with patients’ plasma incubation, the expression of C3 decreased, but C5 is now more strongly expressed. This goes along with increases in C5aR1 expression and increased expression of TCC surface inhibitors CD55 and CD59. Thus, in contrast to control plasma, AMD plasma shifts the cell activity toward the C5 convertase level with higher C5a signaling and preparation for higher levels of TCC. Compared to control plasma, IL-1β expression is further decreased. These observations and the observations of Brandstetter et al. (67) led us to the conclusion that the patients’ plasma turns the expression profile into a more pro-inflammatory phenotype in ARPE-19 cells. The reduction in C3 expression along with increases in C5 and CD59 expression is sensitive to the L-type channel blocker nifedipine and thus induced under contribution by TCC. With an increased production of C5, the RPE would at the same time lead to more formation of TCC and thus increase its protection against TCC impact. Our observations of the secretory activity under the influence of patients’ plasma support this conclusion. Also, under treatment with AMD plasma, ARPE-19 cells showed increased secretion of pro-inflammatory cytokines IL-1, IL-6, IL-8, MCP-1, and the angiogenic factor VEGF-A; among them, the secretion of MCP-1 and VEGF-A was the highest. Interestingly, we found differences between smokers and non-smokers for MCP-1 secretion. The non-smoker group showed generally higher MCP-1 secretion rates with differences between the CFH risk haplotypes when compared to the smoker group, in which we also found no differences between the CFH haplotypes. This corresponds to the differences in the Ca2+ signal patterns. The comparison between smokers and non-smokers showed no differences in the peak, only in the sustained phase, whereas the peak was dependent on the TCC concentration. This indicates that there is no general pattern of secretion activity associated with the different risk factors, but, in general, the risk factors lead to increased secretion of pro-inflammatory cytokines. Thus, under the influence of TCC, the RPE’s phenotype is changing into a pro-inflammatory one including a self-protection of the RPE against TCC.

Here, we have investigated the reaction of ARPE-19 cells to AMD patients’ plasma, which indicated a biological impact on the cells, rendering the immune reactions toward a more pro-inflammatory type. Although the ARPE-19 cell line might not reliably represent properties of RPE cells in vivo, we can principally draw conclusions on the capabilities of the patients’ plasma themselves. Here, the main conclusion is that in AMD, a systemic impact like the complement system acts on vulnerable cells of the outer blood–retina barrier. AMD risk alleles exacerbate local immune reactions, and the systemic pre-activated complement system might affect the outer retina even without local complement activity. The TCC might play an important role among the systemic factors, leading to a local effect on the tissue, which might not be primarily fatal for RPE cells. We assume that this effect drives the chronic low-grade inflammation known to occur in AMD patients and is reflected by observations such as a life-long accumulation of TCC in the outer retina (15–17) by increased levels of terminal complement complex in the blood (20, 21, 68).
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Cytotoxic lymphocytes kill target cells through polarized release of the content of cytotoxic granules towards the target cell. The importance of this cytotoxic pathway in immune regulation is evidenced by the severe and often fatal condition, known as hemophagocytic lymphohistiocytosis (HLH) that occurs in mice and humans with inborn errors of lymphocyte cytotoxic function. The clinical and preclinical data indicate that the damage seen in severe, virally triggered HLH is due to an overwhelming immune system reaction and not the direct effects of the virus per se. The main HLH-disease mechanism, which links impaired cytotoxicity to excessive release of pro-inflammatory cytokines is a prolongation of the synapse time between the cytotoxic effector cell and the target cell, which prompts the former to secrete larger amounts of cytokines (including interferon gamma) that activate macrophages. We and others have identified novel genetic HLH spectrum disorders. In the present update, we position these newly reported molecular causes, including CD48-haploinsufficiency and ZNFX1-deficiency, within the pathogenic pathways that lead to HLH. These genetic defects have consequences on the cellular level on a gradient model ranging from impaired lymphocyte cytotoxicity to intrinsic activation of macrophages and virally infected cells. Altogether, it is clear that target cells and macrophages may play an independent role and are not passive bystanders in the pathogenesis of HLH. Understanding these processes which lead to immune dysregulation may pave the way to novel ideas for medical intervention in HLH and virally triggered hypercytokinemia.
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1 Introduction

Over the last few years, the use of whole-exome and whole-genome sequencing has broadened the spectrum of HLH disorders. In-depth characterization of genetic causes and related molecular dysfunctions in hemophagocytic lymphohistiocytosis (HLH) provides us with a better understanding of immune regulation processes. HLH is a unique clinical entity. Primary forms of HLH (pHLH) are caused by genetic defects that impair lymphocytes’ cytotoxic machinery. For instance, individuals with deleterious mutations in the gene coding for perforin (PRF1) develop HLH (1, 2). pHLH disorders include autosomal recessive mutations in genes involved in the perforin-dependent cytotoxic lymphocyte granule release, causing familial HLH (FHL) and other genetic defects such as RAB27A, LYST and SH2D1A mutations. Moreover, HLH-like manifestations can occur in association with other genetic defects, i.e. inborn errors of immunity (IEI). In these cases, HLH is often considered as an acquired event secondary to the concomitant disease, even though patients may fulfil the HLH diagnostic criteria (3).

Primary forms of HLH are distinct from autoinflammatory diseases. Despite clinical manifestations can be similar, posing a challenge to the clinicians during initial assessments, the genetics and underlying causes of pHLH and autoinflammatory diseases are different. Autoinflammatory diseases are caused by dysregulation that mainly affect the innate immune system and the activation of pro-inflammatory pathways; they include inflammasomopathies, interferonopathies, and a group of non-inflammasome-related diseases associated with the nucleotide-binding oligomerization domain-containing protein 2 (NOD2) pathway and the interleukin (IL)-1β pathway leading to sustained cytokine release by innate cells. In genetic terms, both polygenic and monogenic autoinflammatory diseases have been described (4). A viral infection leading to hyperinflammation is not an autoinflammation, because auto-inflammation, by definition, requires a lack of infectious trigger. This is in contrast to pHLH, which is known to be triggered by viruses.

The release of granules containing cytolytic effector molecules by cytotoxic lymphocytes is not only essential in the host’s defense against viruses and other pathogens but also serves to terminate immune responses (5). The latter is evidenced by the development of systemic hyperinflammation in patients who lack perforin, the pore-forming molecule delivered to target cells during granule-mediated cytotoxicity (1, 2). This sepsis-like disease is characterized by a number of clinical and laboratory criteria that include fever, splenomegaly, bicytopenia, hemophagocytosis, and hyperferritinemia, among others. According to the current diagnostic criteria (HLH-2004), HLH is diagnosed in a patient when fulfilling the following criteria: either 1) a molecular diagnosis consistent with a mutation previously associated with HLH or 2) 5 of 8 of the following clinical parameters: fever; splenomegaly: bicytopenia, affecting at least two of three lineages in peripheral blood (hemoglobin<90g/L (in infants <4 weeks: hemoglobin <100 g/L), platelets < 100x109/L, neutrophils <1.0x109/L); hypertriglyceridemia (fast triglycerides >265mg/dl) and/or hypofibrinogenemia (fibrinogen ≤1.5g/L); hemophagocytosis in the bone marrow or spleen or lymph nodes; low or absent natural killer (NK) cell activity; high ferritin levels (≥500μg/L); high levels of soluble CD25 (≥2,400U/mL) (6).

HLH can also occur in individuals with germline mutations in genes not related to any defect in the cytotoxic machinery. Furthermore, the so called “acquired” forms of HLH develop concomitantly to other infectious, malignant, autoimmune and rheumatological diseases such as systemic juvenile idiopatic arthritis (sJIA) (7, 8). By contrast to pHLH, these forms have been also named secondary HLH (sHLH). In particular, sHLH associated with rheumatologic/autoimmune conditions is often named macrophage activation syndrome (MAS). pHLH and MAS share clinical symptoms but MAS lacks the familial link and/or genetic causative mutation.

HLH is a cytokine storm syndrome. pHLH and MAS cause similar clinical manifestations and share some (but not all) impairments in immune pathways. Episodes of pHLH and episodes of MAS can both be triggered by infections (9). The immune responses to the trigger become persistent and go out of control, which leads to multiorgan damage and a sustained hyperinflammatory response - the main dangers, rather than impaired clearance of the viral trigger. However, in some disorders with HLH (e.g. XLP-1), the initial viral infection is poorly controlled. The immune dysregulation in HLH leads to an exaggerated, prolonged immune activation. This prompts the cytotoxic cell to secrete larger amounts of cytokines (including IFNγ), which directly activate macrophages. The defects in granule-mediated cytotoxicity in HLH compromise the ability of NK cells and CD8+ T cells to kill their target cells. Perforin-deficient CD8+ T cells interact with APCs for longer than usual (10, 11). Defective disengagement between the cytotoxic cell and its target leads to repetitive calcium release in the cytotoxic lymphocyte and increased production of proinflammatory cytokines. IFNγ and TNFα (a) stimulate hemophagocytic activity in macrophages, (b) continuously activate T cells during antigen presentation, and (c) induce the production of other proinflammatory cytokines, leading to a cytokine storm. Macrophage-secreted cytokines (such as IL-1α, IL-1β, IL−6, IL1β and IL-18, in MAS) maintain the CD8+ T cells in an activated state and thus create a cytokine storm feedback loop.

Reduced fratricide killing furthermore contributes to the pathogenesis of HLH: during viral infections, NK cells have an immunoregulatory role by controlling overactivated CD4+ and CD8+ T cells (12, 13), a function which is disabled in the context of defective granule-dependent cytotoxicity.

The characterization of novel monogenic HLH disorders has revealed additional disease mechanisms. On one hand, APC resistance to killing may inhibit timely resolution of inflammation. Target cells themselves have an active role in determining susceptibility to granule-mediated cytotoxicity, through the cell-surface expression of cytotoxicity receptor ligands (14). On the other hand, cell-intrinsic overproduction of cytokines or dysregulated cytokine control may contribute to HLH. Systemic hyperinflammation can be triggered by inflammasome activation or by the dysregulation of cytokine mRNA transcription (15–18).

Thus, HLH can occur in a whole array of clinical settings and so is considered as a group of inflammatory disorders. Whole-exome and whole-genome sequencing methods have immensely amplified the ability to identify novel, pathogenic gene variants causing IEI (19). We and others have used these technologies to discover novel genetic inflammatory syndromes with HLH (14, 15, 20–22). Here, we propose a model that positions a number of conventional and novel monogenic inflammatory disorders on the HLH spectrum that ranges from inborn errors of cytotoxicity to inborn errors of cytokine control – all of which converge clinically to HLH (Figure 1A).




Figure 1 | (A) A model of the hyperinflammatory spectrum, ranging from errors of cytotoxicity to lack of cytokine control with macrophage activation. From the molecular point of view, HLH-associated gene mutations can be divided into inborn errors of cytotoxicity and inborn errors of cytokine control (upper panel). These genetic defects have consequences on the cellular level on a spectrum ranging from impaired lymphocyte cytotoxicity to macrophage activation. A trigger (e.g. a viral infection) for HLH is commonly found in the case of impaired lymphocyte cytotoxicity (middle panel). Both entities, inborn errors of cytotoxicity and inborn errors of cytokine control, may converge clinically to HLH (lower panel). (B) Genetic determinants of HLH and hyperinflammatory diseases. HLH-associated genes identified by searching the literature for reported cases are shown with their known and predicted protein-protein interaction network linked graphically using the STRING database and algorithm (182). The green oval highlights genes whose products are involved in granule-mediated cytotoxicity. Genes whose products interact with NLRC4 are highlighted by the mauve oval. HLH has also been described to occur in chronic granulomatous disease (genes marked in dark blue in the upper right corner) and (severe) combined immunodeficiency (genes in the upper left corner, such as IL2RG, ZAP70 and IL7RA). Two newly reported molecular causes, CD48 and ZNFX1, are highlighted (by squares), which we position here within the pathogenic pathways that lead to HLH.






2 Cytotoxic lymphocyte subsets and granule-mediated cytotoxicity

Cytotoxic lymphocytes correspond to various subsets of innate and adaptive cells that recognize and attack malignant, stressed or virally infected cells. These include innate NK cells, adaptive cytotoxic T lymphocytes (CTLs), and other less abundant unconventional T lymphocytes. NK cells and CTLs are both capable of death receptor activation and the release of granules containing cytolytic effector molecules. These cytotoxic cells also produce proinflammatory cytokines, such as interferon gamma (IFNγ). CTLs have a CD8 complexed T cell-receptor (TCR) that recognizes peptides derived from (for example) intracellular pathogens or malignant cells. The peptides are presented by major histocompatibility complex (MHC) class I molecules on APCs (23). Specific peptide recognition triggers CD8+ T cell activation, the acquisition of cytotoxic effector functions, and the development of the CTL memory program (24).

As an evasion strategy, some pathogens and malignant cells can downregulate MHC I expression. However, NK cells (the main innate lymphoid cell subset) complement CTLs by detecting and killing target cells that have downregulated their cell-surface expression of MHC class I. Furthermore, the cytotoxic activities of CTLs and NK cells have complementary time scales; whereas NK are innate cells that rapidly induce cell cytotoxicity, adaptive CTL responses require an antigen encounter and the development of effector status (25). As innate immune cells, NK cells lack specific, rearranged lymphocyte receptors and mount rapid, first-line effector responses against infected, malignant or stressed cells. They integrate signals of an array of germline-encoded HLA-specific and non-HLA-specific activating and inhibitory receptors. An NK cell combines and integrates the inputs of its various receptors, which fine-tunes its effector outcome (25, 26). For example, the lack of MHC class I ligands (detected by inhibiting receptors such as killer immunoglobulin (Ig)-like receptors and NKG2A) triggers cytotoxicity. The detection of ligands present in altered cells by activating receptors (e.g. NKG2D and natural cytotoxicity receptors) also promotes cytotoxicity. CD16 is another activating receptor present in the CD56dim cytotoxic subset of NK cells; it binds the Fc portion of IgG antibodies in antibody-coated target cells and triggers antibody-dependent cell cytotoxicity (ADCC). Other activating and inhibitory receptors (including 2B4, CD2, DNAX accessory molecule-1 (DNAM-1) and T cell immunoglobulin and mucin domain-containing protein 3 (TIM-3)) help to fine-tune NK cell cytotoxicity and are discussed below because of their roles in immune regulation and hyperinflammation. Despite the NK cells’ clear role in innate immunity, it has recently been discovered that these cells also develop “memory-like” responses. Hence, NK cell subsets can expand, contract and later vigorously respond to previously encountered haptens, viral antigens and vaccines (27). This exciting new discovery has changed the paradigm for the link between immune memory and adaptive responses. However, the mechanisms that contribute to the NK cells’ immune memory have not yet been identified and characterized in detail (28).

Other less abundant cytotoxic cell subsets are important for immune regulation in hyperinflammatory diseases. Unconventional T cells (such as NKT cells, γδ T cells, invariant NKT (iNKT) cells, and mucosa-associated invariant T cells) share features of both NK and T cells. They recognize antigens other than classic peptides (such as microbial metabolites or lipid antigens) presented by non-polymorphic molecules other than MHC (such as CD1d and butyrophillins) and semi-invariant or γδ TCRs (29, 30). Peripherally induced regulatory T cells can also exert cytotoxicity towards myeloid APCs in a perforin-, granzyme B- and HLA class I-dependent manner, assisted by lymphocyte function-associated antigen 1, CD2-CD58, and CD226-CD155 (31, 32).

Granule-mediated cytotoxicity is the cytotoxic lymphocyte’s main killing mechanism. Upon activation, cytotoxic lymphocytes polarize secretory lysosomes that are anchored to microtubules and contain cytotoxicity effector molecules. The secretory lysosomes and the microtubule-organizing center move progressively towards the immune synapse formed between the killer cell and the target cell. Cytotoxic granules dock at the inner leaflet of the effector cell plasma membrane, near a cluster of TCRs (the central supramolecular activation cluster) and release their contents into the synaptic cleft via exocytosis (5). Perforin is a pore-forming protein present in the lymphocytes’ cytotoxic granules. It is released as a monomer but can form oligomeric pre-pores that can dock with (but do not insert into) the target membrane (33). Insertion into the target membrane occurs only upon a conformational change of the perforin, enabling polymerization and formation of 22-mer pores in the target cell membrane, which then facilitate the entry of soluble cytotoxic effectors into the target cell (34). Although both target and killer cell are exposed to perforin in the immune synapse, only the target cell membrane is disrupted. Indeed, two protective mechanisms prevent the CTL from being killed during the cytotoxicity response: (i) the formation of highly ordered lipid rafts, and (ii) the exposure of negatively charged phosphatidylserines, which inactivate residual perforin (35).

Granzymes are the main cytotoxic effectors in secretory granules. Of the various types of granzymes, granzymes A and B the most abundant and best characterized. Granzyme B engages caspase-dependent apoptosis of the target cell and cleave initiator pro-caspases, such as pro-caspase-3 and the pro-apoptotic molecule Bid. Granzyme A triggers caspase-independent cell death via the disruption of mitochondrial metabolism and the generation of reactive oxygen species, which enable the formation of the SET complex of nucleases. Upon translocation to the nucleus, Granzyme A cleaves and releases SET complex nucleases, which eventually leads to DNA damage (36). The less studied granzyme K is present in the immunoregulatory CD56bright NK cell subset (37). The latter are also able to kill autologous activated T cells in a granzyme K dependent manner (38). Interestingly, CD56bright NK cells expand during disorders of hyperinflammation and cytotoxic cell disturbance (14, 39). Perforin and granzymes have a synergistic effect on granule-mediated cell cytotoxicity. Granzymes A, K and M are differentially expressed on cytotoxic T and NK cell subsets (37). Data from experiments in granzyme-deficient mouse models indicate that the granzymes have redundant functions, in order to overcome viral evasion strategies (37, 40). Redundant, compensatory granzyme functions can mediate tumor rejection in granzyme-deficient mice (41). It is noteworthy that only mice lacking both granzymes A and B are susceptible to lymphocytic choriomeningitis virus (LCMV) and the poxvirus ectromelia but are still resistant to other viruses. In contrast, perforin has an essential, non-redundant role in cytotoxicity (41, 42). This might also be why granzyme deficiency has not (yet) been linked to HLH per se, given that most gene-hunting workflows in the field of IEI are based on a monogenic disease hypothesis.

Granulysin is another membrane-disrupting effector molecule present in cytotoxic granules of CTLs and NK cells. It primarily attacks cardiolipin-rich microbial cell membranes rather than cholesterol-rich mammalian cell membranes (43) but does appear to be somehow involved in human cell cytotoxicity (44). However, granulysin and has not been studied in the context of HLH.

In addition to granule-mediated cytotoxicity, cytotoxic cells can also induce target cell killing through death receptors. The main death receptors are Fas (CD95) and TNF-related apoptosis-inducing ligand (TRAIL) receptors. After ligand binding, Fas ligand and TRAIL transmembrane death receptors recruit Fas-associated protein with death domain (FADD) adapter proteins to their death receptor domain and activate caspase-dependent apoptosis (45). A small proportion of NK cells can kill several target cells consecutively. This process is known as “serial killing” and is important for the elimination of infected and malignant cells (46). During serial killing, cytotoxicity mechanisms are tightly regulated by NK cells. The first kills result from granule-mediated fast cytolysis, whereas later events switch to slower death receptor killing following upon a decrease in the granule count and the upregulation of FAS ligand (47). Both mechanisms are enhanced by cytokines like IL-2, IFNγ and tumor necrosis factor alpha (TNF-α), which also promote inflammation. The importance of FAS and FAS ligand for immune regulation is obvious in patients with autoimmune lymphoproliferative syndrome (ALPS) due to mutations in the FAS and FASLG genes (48). Although perforin deficiency is a fatal disorder, patients with ALPS easily reach adulthood.

Cell death caused by limited availability of growth factors, such as following the resolving of an immune response, is more dependent on the proapoptotic factor BCL-2 interacting mediator of cell death (BIM) (49, 50).This is independent of other death receptors, such as FAS. Therefore, BIM-dependent cell death has been implicated in controlling lymphocyte contraction following resolution of an immune response, where conditions of lower pro-inflammatory cytokines and growth factors are created. On the other side, during chronic infections, where antigen persists and lymphocyte expansion is promoted, lymphocyte expansion is mainly controlled by FAS-dependent cell death (51). BIM could also be implicated in the resolution of lymphoproliferation in ALPS (52). In humans, a common deletion polymorphism in BIM that enables the synthesis of an alternatively spliced isoform has been associated to low efficacy of tyrosine kinase inhibitors in cancer (53). In addition, mice experiments have shown a role of this protein in controlling autoimmunity, but also in controlling APCs expansion (54), therefore raising a possibility of a predisposition for HLH.

An additional indirect mechanism that cytotoxic lymphocytes use to promote killing is the production of proinflammatory cytokines, such as IFNγ and TNFα. IFNγ directly enhances the cytolytic activity of NK cells and CTLs (55). TNFα binds to TNF receptors 1 and 2 and can thus trigger cell death upon FADD adaptor recruitment or trigger pro-inflammation through nuclear factor kappa B activation (56). Lastly, another indirect mechanism is the competitive advantage given to activated CD8+ T cells by homeostatic cytokines such as IL-2, to the detriment of regulatory T cells (Tregs) in the context of HLH (57, 58).




3 HLH and HLH-like hyperinflammatory syndromes

HLH corresponds to a clinical phenotype with diverse triggers and disease mechanisms. A comprehensive overview of the functional networks of proteins encoded by genes reportedly linked to HLH is given in Figure 1B.



3.1 Primary HLH

Primary HLH (pHLH) corresponds to a group of disorders caused by IEI affecting genes, whose products are involved in granule-mediated cytotoxicity. The signs and symptoms of pHLH usually appear at an early age, although the disorder may also develop later in life. The clinical manifestations of pHLH include fever, hepatosplenomegaly, and multiorgan infiltration and damage (e.g. bone marrow failure and damage to the central nervous system) (59–61). The presence of tissue macrophages with hemophagocytic activity (referred to as histiocytes) is a hallmark of pHLH. Other observed clinical abnormalities include bicytopenia, hypercytokinemia, overactivated T lymphocytes, elevated ferritin levels, and elevated levels of soluble interleukin 2 (IL-2) receptor α (also referred to as soluble CD25 (sCD25)). Primary HLH is diagnosed when the patient meets at least five of the eight established clinical criteria (6) or has compatible molecular findings. The estimated incidence of pHLH is 1 per 3000 inpatients in tertiary care pediatric hospitals and 1 per 50000 newborns (59, 62). Primary HLH is a potentially fatal sepsis-like disease; for survival, immunosuppressive treatment and then hematopoietic stem cell transplantation (HSCT) are generally required (63). Episodes of hyperinflammation are caused by uncontrolled, excessive immune responses, mostly upon exposure to viral or bacterial triggers (9). However, a triggering event or infection cannot be found in all individuals with HLH, e.g. some patients with intrauterine HLH. Rather than being a direct effect of an infectious trigger, pHLH develops because of impaired regulation of inflammation and lacking termination of immune responses by the granule-mediated cytotoxicity pathway (64).

Primary HLH is caused by inherited pathogenic variants in genes involved in different stages of the perforin-dependent granule-mediated cytotoxic pathway. Familial HLH type 2 (FHL2) is caused by biallelic deleterious mutations in the gene coding for perforin (PRF1). To date, more than 120 different PRF1 mutations have been described (65) and account for 20-50% of cases of pHLH. However, some mutations are found also in healthy older adults – sometimes even in their homozygous form (66). The perforin knock-out mouse infected with LCMV is the “gold standard” model of pHLH and has provided valuable information on the pathogenesis of this disorder (58, 64, 67, 68).

Other HLH-associated mutations affect genes whose products are involved in the docking, priming and membrane fusion of cytotoxic granules (64, 69, 70). Familial HLH (FHL) type 3 (FHL3), type 4 (FHL4) and type 5 (FHL5) patients show degranulation defects. FHL3 is caused by pathogenic variants in the UNC13D gene encoding the Munc13-4 protein involved in priming the secretory granules. UNC13D mutations account for 30-35% of pHLH cases, although the prevalence varies as a function of the ethnicity and the geographic area; for example, the prevalence of UNC13D mutations is higher in northern Europe (71). FHL4 patients present mutations in the syntaxin 11 gene (STX11) involved in the membrane fusion between the cytotoxic granule and the target cell (72). Mutations in the STXBP2 gene (coding for syntaxin-binding protein 2, which assists membrane fusion in exocytosis) cause FHL5 (73). There is also a related group of disorders characterized by concomitant HLH and hypopigmentation. For instance, Griscelli syndrome type 2 is caused by pathogenic variants of the RAB27A gene; the encoded GTPase signaling protein is expressed in many (but not in the central nervous system (74)) and is involved in late granule exocytosis stages. Hence, RAB27A pathogenic gene variants affect not only cytotoxic granules but also melanosome degranulation. Some patients also present neuropathy associated with the sequelae of HLH (75). Chediak-Higashi syndrome is another rare disease associated with hypopigmentation, HLH, impaired cytotoxicity, and the presence of enlarged lysosomal structures in cells and hair shafts. In this syndrome, pathogenic gene variants of LYST (coding for a lysosomal traffic regulator) impair the release of cytotoxic granules into the immune synapse. Lysosomal trafficking is an important process in neurons. Some LYST mutations are associated with neuronal affectations. Moreover, a mouse model bearing a mutation in the LYST protein’s conserved WD40 domain shows a neurodegenerative phenotype with Purkinje cell loss, rather than alterations in the immune system (76). Furthermore, patients with Chediak-Higashi syndrome may develop a neurodegenerative disease marked by cerebellar ataxia and peripheral neuropathy – even after successful HSCT (77). Hermansky-Pudlak syndrome 2 is another rare, multisystem disorder associated with HLH. It is caused by AP3B1 pathogenic gene variants that affect lysosomal protein sorting and lead to cytotoxic lymphocyte defects in patients. A summary of the genetic, epidemiological, clinical and immunological characteristics of pHLH, together with secondary and novel forms of HLH are compiled in Table 1.


Table 1 | Conventional and novel HLH, HLH-like and HLH-associated disorders: genetics, epidemiology, clinical manifestations, and immune dysregulations.






3.2 X-linked lymphoproliferative disease

X-linked lymphoproliferative disease (XLP-1) is a life-threatening lymphoproliferative disorder that arises in male patients with mutations in the X-linked SH2D1A gene (78, 79). The incidence of XLP-1 is 1 to 3 per million males, and 45-70% of patients with XLP-1 develop HLH (78, 79). Patients with XLP-1 have an impaired ability to clear EBV infections. The seroprevalence of EBV in adults is 90%. Diseases caused by EBV are mild in children, moderate-to-severe in teenagers and immunocompetent adults but life-threatening in patients with SH2D1A mutations; the survival rate in the latter is 20%, and the disease features lymphoproliferation, multiple organ infiltration and multiple organ failure (80). 25-30% of patients with XLP-1 develop B-cell lymphoma associated with EBV infection (80). In addition, 35% of patients have not been exposed to EBV but are diagnosed because of their family medical history (81). At the time of writing, 100 patients with XLP-1 have been described in the literature (82). It is not completely understood how viral infections trigger HLH episodes in susceptible individuals. Putative mechanisms include the direct interference of antiviral responses with cytokine balances, the direct infection of cytotoxic cells or other key cells in HLH, disturbance of immune homeostasis, the capacity of viruses to encode anti-apoptotic proteins delaying the apoptosis of infected immune cells or the chronic stimulation of pattern recognition receptors. Other viral evasion strategies that might promote HLH are the downregulation of MHC class I on NK cells or the suppression of the cytotoxic function of NK cells by downregulating the expression of perforin and SAP or encoding Fc receptors that block viral-specific antibodies diminishing antibody-dependent cell cytotoxicity (9).

SH2D1A encodes SAP, a small intracellular molecule belonging to a family of adaptors containing a Src homology 2 domain and a short C-terminal tail, that includes Ewing’s sarcoma-activated transcript-2 (EAT-2) and EAT-2-related transduced. SAP binds to phosphorylated immunoreceptor tyrosine-based “switch” motifs (ITSM) of the SLAM family (SLAMF) of receptors within the CD2 family of leukocyte surface receptors, triggering lymphocyte cytotoxicity upon recruitment of the tyrosine kinase FynT and also preventing the binding of other inhibitory phosphatases (83, 84). The impediment to bind SAP to 2B4 SLAMF receptor enables the binding of other inhibitory proteases to intracellular 2B4 ITSMs, triggering the receptor’s inhibitory function rather than the SAP-mediated activating signal (85). Various SH2D1A mutations have been described as affecting the binding to interactants (such as SLAMF receptors and FynT) or decreasing the half-life of the SAP protein (86, 87). Along with the molecular identification of SAP mutations, other methods for the rapid diagnosis of XLP-1 have been suggested. However, the measurement of intracellular SAP expression might not be relevant for mutations affecting SAP’s function or half-life.

SAP pathogenic gene variants lead to a reduction in NK cell cytotoxic activity (79, 88–91). Patients with XLP-1 have abnormally low levels of NK and CD8+ T cell cytolytic activity towards EBV-infected B cells. A rapid screen that combines intracellular SAP expression and a 2B4-directed reverse ADCC (R-ADCC) assay of murine Fc receptor-expressing target cells has shown promising results (92). In this study, SAP- and SAP+ NK clones from healthy female heterozygous carriers of SAP mutations provided information on the molecular defects in SAP deficiency. SAP- clones showed low cytotoxic activity towards CD48+ target cells in an R-ADCC assay triggered by 2B4 crosslinking. In contrast, SAP+ NK clones exerted cytotoxicity upon 2B4 crosslinking, giving an overall neutral response at a polyclonal level in bulk populations (92). Patients with XLP-1 have defective NK cell cytotoxicity towards SLAMF-expressing hematopoietic cells. Moreover, SAP-deficient mice and patients with XLP-1 display enhanced NK responses to non-hematopoietic cells (93). This difference has been attributed to a defect in NK cell education (a mechanism for fine-tuning the NK cells’ sensitivity to activating and inhibitory signals) in XLP-1 (94). Signaling during NK cell education is mediated by SLAMF6 and depends on SAP, which blocks the binding of the inhibitor phosphatase SHP1 to the SLAMF receptor. As mentioned before, SAP not only mediates SLAMF-activated signaling but also prevents inhibitory SH2-containing proteases from binding to SLAMF receptors (84, 95). Natural cytotoxicity receptors (such as NKp46 and CD16) have compensatory activity in patients with XLP-1 (93). SAP is crucial for the development of NKT cells because the latter are absent in patients with XLP-1 and in SAP-deficient mice (78, 96). Mice with a SAP mutation that abolishes the recruitment of Fyn have a defect in NKT cell development in the thymus and a lack of invariant NKT (iNKT) cells (97). NKT developmental defects have been found in mice with mutations in all SLAMF receptors (98–100). NKT cells are also absent/very reduced in patients. For instance, NKT cells showed undetectable levels with α-galactosylceramide-loaded CD1d tetramers and/or antibodies targeting the invariant Vα24 Vβ11 TCR, when compared with controls or patients with other IEI (101). Thus, it has been suggested that low/absent NKT cell frequencies could be a diagnostic parameter for XLP1. However, data from other studies indicate that the frequency of NKT cells in adult and pediatric XLP1 patients is variable and point against the use of NKT cell levels to exclude a diagnosis of XLP1 (102). In SAP-deficient patients, high levels of T cell proliferation have been observed upon viral infection, despite the inability to eliminate virus-infected cells or to produce IFNγ. In mice, T cells proliferate and survive the acute infection (88). SAP-deficient mice have problems controlling chronic LCMV infections, due to defects in humoral response (89). These defects can be rescued by reconstitution with wild-type CD4+ T cells (103). Patients with XLP-1 also have profound defects in the humoral response. 50% of patients with XLP-1 have hypogammaglobulinemia (82). Defective T follicular helper (TFH) and T helper 2 (Th2) cell development and defective Th2 cytokine production are also observed (88, 89, 91, 104). SAP-deficient mice have a defect in TFH cell development in the germinal centers. The TFH cell type is crucial for the generation of high-affinity antibody responses (78). In the absence of SAP, SLAM family receptor signaling to TFH is inhibitory, since mice with mutations in all the SLAM family receptors do not have a defect in TFH development (98). XLP1 patients also display a deficiency in the formation of germinal centers in the spleen (105). In tune with this defect, patients show a reduction of germinal center-dependent isotype-switched CD27+ memory B cells in peripheral blood. However, despite this reduction, the few patient’s IgM+ CD27+ B lymphocytes present in circulation have the capacity to undergo somatic hypermutation (105).

The XLP-1-related disorder XLP-2 has been linked to a deficiency of X-linked inhibitor of apoptosis (XIAP) protein, caused by pathogenic gene variants in the XIAP/BIRC4 gene. More than 90 such mutations have been described since 2006 (106, 107). XIAP deficiency has similarities with SAP deficiency, such as EBV-triggered HLH, splenomegaly, cytopenia and hypogammaglobulinemia. However, patients with XLP-2 do not suffer from lymphoma; Other inflammatory symptoms (such as colitis, hepatitis, uveitis and arthritis) are considered a hallmark of XLP-2 (81). The anti-apoptotic protein XIAP is involved in innate immune signaling of pattern recognition receptors like dectin-1 and nucleotide oligomerization domain (NOD)-like receptors and also the regulation of the NOD-, LRR- and pyrin domain-containing protein 3 (NLRP3) inflammasome (106). Indeed, a functional assay demonstrating the XIAP-deficient monocytes’ inability to produce TNFα upon NOD2 stimulation had been established as a diagnostic tool (107, 108). XIAP also regulates adaptive immune functions such as activation-induced cell death (AICD), an important homeostatic mechanism for controlling and limiting activated T cells in conventional and unconventional T cells. In XLP-2 patients, AICD is also impaired in T cells (106). In contrast to XLP-1, patients with XLP-2 have a normal iNKT cell compartment (106). Regarding the humoral compartment, one third of XLP-2 patients experience mild hypogammaglobulinemia but the switched B cell compartment is not affected (106).




3.3 Secondary HLH or MAS

The term sHLH (or sometimes “sporadic” or “acquired” HLH) has generally been used to describe patients with (i) a disease meeting the clinical criteria for a diagnosis of HLH, (ii) none of the genetic defects mentioned in the above section on pHLH, and (iii) no XLP-1/2 syndrome. In addition and as later discussed, sHLH can also occur in patients with other IEI not related to cytotoxicity defects. Most patients with sHLH suffer from an inherited or acquired underlying disease or are receiving treatment that predisposes them to immune dysregulation. Secondary HLH can occur in autoinflammatory syndromes and is most frequently reported in systemic juvenile idiopathic arthritis (sJIA). Many rheumatologists prefer to use the term macrophage activation syndrome (MAS), rather than sHLH (8, 109–111) MAS appears later in life than pHLH but may also be life-threatening. pHLH and MAS have similar clinical manifestations. Although patients with pHLH have a permanent impairment in the granule-mediated cytotoxic activity of T lymphocytes and NK cells, there might be no impairment of granule-mediated cytotoxicity in patients with MAS or the impairment is only partial or transient. Animal models of MAS have been established by stimulating toll-like receptors in wildtype and IL-6 transgenic mice; these experiments highlighted the importance of IFNγ in MAS, while lymphocytes were not required for the induction of the disease, although critical to induce maximal disease (112–114).

In contrast to pHLH, inflammasome activation and IL-18 hypercytokinemia are the hallmarks of MAS pathogenesis in patients with NLRC4 pathogenic gene variants. While impaired lymphocyte cytotoxicity is essential for a diagnosis of pHLH, intrinsically activated macrophages are essential for MAS in NLRC4-mutated patients. Furthermore, new mutations in the inflammasome-associated gene NLRC4 reportedly cause some of the features of MAS (16, 17). We suggest a model in which NLRC4- and perforin pathogenic gene variants represent the two prototypes in this hyperinflammatory spectrum (Figure 1A). NLRC4 triggers the formations of inflammasomes, i.e. multimeric complexes assembled after stimulation by pathogens and that lead to the production of IL-1β and IL-18 and pyroptosis cell death after caspase-1 activation. Indeed, IL-18 hypercytokinemia has been linked to MAS in patients with sJIA and in animal models (115, 116). CD163, a scavenger receptor associated with phagocytosis in macrophages, is also a biomarker associated with MAS and EBV-triggered HLH (117). Strikingly, the A91V PRF1 variant and mutations in UNC13D are more prevalent in patients with sJIA who developed MAS (118, 119). MAS is the most severe complication of sJIA and adult-onset Still’s disease and is also observed in patients with systemic lupus erythematosus. sJIA is a chronic, autoinflammatory disease of childhood characterized by the clinical features arthritis, fever, rash, swollen lymph nodes, hepatomegaly, and serositis. MAS-associated symptoms are observable clinically in 10% of sJIA cases and subclinically in 30-40% of cases. Nonsteroidal anti-inflammatory drugs constitute the first-line treatment, and corticosteroids and methotrexate are used as a second-line treatments. In treatment-resistant cases and in patients with sHLH, HSCT and monoclonal antibodies against the pathogenic proinflammatory cytokines are used. However, the treatment of sJIA has not been standardized.

In addition to MAS, patients infected with intracellular pathogens and patients being treated with immunomodulatory monoclonal antibodies or chimeric antigen receptor T cells may develop a cytokine release syndrome that resembles HLH. Secondary HLH can also develop in patients with inborn errors of metabolism, such as lysinuric protein intolerance, multiple sulfatase deficiency, galactosemia, Gaucher disease, Pearson disease, galactosialidosis, propionic acidemia, Niemann-Pick disease, and congenital disorders of glycosylation (120, 121).




3.4 Novel genetic inflammatory syndromes with HLH

The area of cell-cell contact between the cytotoxic lymphocyte and its target cell, the so called immunological synapse, is a highly organized area involving cytoskeletal rearrangement. Efficient killing by T cells and NK cells requires function of the actin cytoskeleton. Several mutations in genes with a role in active cytoskeleton remodeling have been associated with HLH. Indeed, pathogenic gene variants in WAS, DOCK8 and NCKAP1L genes coding for cytoskeleton regulators in immune cells cause hyperinflammatory disorders with HLH hyperinflammation (20). Another novel HLH disorder associated with hematological impairments and features of autoinflammation was recently identified in five patients with a unique de novo missense mutation in the cell division cycle 42 (CDC42) gene (22, 122). This one specific mutation was associated with neonatal onset of cytopenia, autoinflammation, rash, and episodes of HLH (NOCARH). CDC42 is a Ras-homologous (Rho) signaling GTPase protein involved in cytoskeleton rearrangement and cell migration. The p.R186C missense mutation identified affected the subcellular localization of the protein -aberrantly concentrated in the Golgi apparatus-, cell polarity, migration, proliferation and signaling. It profoundly affected hematopoiesis and compromised the normal composition and migration of bone marrow cells. This is a multisystem inflammatory disease with a strong autoinflammatory component, with characteristics similar to NLRC4 inflammosopathies. The autoinflammatory symptoms were attributed to the high spontaneous release of IL-18 by mononuclear cells from the bone marrow and the high IL-1β levels. In addition, the 4 identified patients developed HLH, lethal in all the patients but one, that survived upon anti-IFNγ treatment with emapalumab and HSCT. Indeed, IL-18 is a co-stimulatory factor for IFNγ production. An additional mechanism contributing to HLH in this novel hyperinflammatory syndrome was the defect in the NK cell capacity to form conjugates and to migrate, that diminished its cytotoxic potential (111, 116, 123). Differently than the NOCARH and HLH responsive to anti-IFNγ caused by the p.R186C mutation in the CDC42 gene, novel additional mutations in CDC42 C-terminus region have been recently associated to a clinical autoinflammatory syndrome responsive to IL-1 inhibitors (124).

Over the last few years, the establishment of novel associations between inborn errors of immunity (IEI) and HLH has broadened to beyond genes involved in cytotoxicity, cytoskeleton reorganization, and inflammasome activation, but also to the ones involved in checkpoint control, receptor signaling, and mRNA regulation. For instance, a novel association between HLH and loss-of-function mutations in the HAVCR2 gene (coding for T cell immunoglobulin and mucin domain-containing protein 3 (TIM-3)) was identified in patients with subcutaneous panniculitis-like T cell lymphoma with associated HLH. TIM-3 is an inhibitory molecule expressed by T lymphocytes and other immune cells (21, 125). The TIM-3 negative checkpoint is a critical regulator of innate immunity and inflammatory responses and suppresses effector T cells by decreasing IFNγ-driven inflammation. The predisposition to HLH in individuals with defective TIM-3 function might therefore be explained by a defect in downregulating the T-cell response to IFNγ. Importantly, TIM-3 also regulates monocyte/macrophage activation. Thus, it is possible that TIM-3 deficiency leads in multiple ways to an increased inflammatory response and thereby to HLH.

Lymphocyte cytotoxicity is triggered upon contact with a target cell if sufficient activating signals are received. This implies that target cells are not passive bystanders during granule-dependent cytotoxicity. Indeed, we could gain insight in the role of resistance to cytotoxicity in the pathogenesis of HLH by studying a patient with a novel IEI affecting the 2B4-CD48 interaction. 2B4 (CD244) is a SLAMF receptor that signals through SAP and is crucial for controlling CTL responses to EBV (126). 2B4 is the SLAMF receptor with greatest number of ITSM SAP-binding motifs and is also the only heterotypic SLAMF receptor. Thus, 2B4 is not a self-ligand, but it interacts with CD48. In mice, signaling through 2B4 can be either costimulatory or coinhibitory, whereas there is evidence of a predominantly activating role in human subjects (127, 128). We recently identified a novel hyperinflammatory disorder with HLH caused by a de novo heterozygous mutation in the CD48 gene (CD48S220Yhet) (14). This disorder is characterized by recurrent episodes of hyperinflammation, rash and IL-6 hypercytokinemia, while only moderately elevated sCD25 levels. A similar inflammatory pattern was triggered by LCMV infection in CD48+/- and CD48-/- mice (14). CD48 is expressed by almost all leukocytes (except for some long-term hematopoietic stem cell precursors) and functions mainly as a co-stimulatory and adhesion molecule (129). The CD48S220 residue is essential for the protein’s subcellular localization and serves as the attachment site for a glycosylphosphatidylinositol cell surface anchor. The S220Y pathogenic gene variant is associated with lower cell-surface CD48 expression and a lower cytotoxic ability for NK cells. The diminished expression of CD48 appears to be involved in a novel mechanism that contributes to hyperinflammation; target cells are less susceptible to killing and CD48-haploinsufficient immune cells are more resistant to elimination by granule-mediated cytotoxicity. Along with these functional alterations, maturation defects were also observed in cytotoxic lymphocytes. Thus, target cells’ resistance mechanisms to cytotoxicity can significantly contribute to immune dysregulation.

A novel homozygous mutation in the RC3H1 gene (coding for roquin-1, a post-transcriptional regulator of mRNAs involved in immune responses) led to HLH and hyperinflammation in a patient and in a mouse model (18).

Signal transducer and activator of transcription 1 (STAT1) mediates both type I and type II IFN responses. Patients with a gain-of-function (GOF) mutation in STAT1 can occasionally present HLH, despite the absence of IFNγ hypercytokinemia (130, 131). Conversely, Stat1 knock-out mice develop multiorgan immune infiltration and hypercytokinemia upon LCMV infection (132). This data seem to be paradoxical. In the experimental Stat1 knock-out mice model challenged with LCMV, the lethal multi-organic infiltration is dependent on highly expanded antigen-specific CD4+ T cells. In the clinical setting, STAT1 GOF mutations have been linked to a permanent phosphorylated status of the transcription factor due to an impaired dephosphorylation and are associated to a broad clinical spectrum, from infection susceptibility to autoimmune manifestations, this later probably due to a strong type I IFN signaling mediated by the hyperphosphorylated STAT1 (131). In the clinical case with STAT1 GOF linked to HLH, the hyperphosphorylated status of STAT1 was associated with a persistent overactivity of APCs, previously activated by innate immune receptors in the context of an infection (130). Interestingly, deficiencies in STAT2 and IRF9, the other two components that together with STAT1 form the heterotrimeric complex named Interferon Stimulated Gene Factor 3 (ISGF3), induce a prolonged type I IFN response due to lack of negative feedback of the IFN receptor (133). STAT2 and IRF9 mutations have been also recently linked to HLH episodes (134, 135).

ZNFX1 (NFX1-type zinc-finger-containing 1) is a highly conserved IFN-stimulated dsRNA sensor that restricts the replication of RNA viruses in mice and contributes to transgenerational inheritance in C. elegans, by binding to mRNA complexed to short non-coding RNAs (15, 136, 137). In humans, homozygous ZNFX1 destabilizing pathogenic gene variants were associated with multisystem inflammation, including HLH, monocytosis, and a predisposition to viral infections and mycobacterial disease (15, 138). Recent studies on patients suffering from COVID19 propose an anti-SARS-COV-2 role for ZNFX1 and other ZNF proteins, where ZNF protein activity positively correlated with the abundance of multiple immune cells implying an effective antiviral response (139). While the underlying mechanisms still need further investigation, the role of ZNFX1 in immune regulation highlights the importance of time and context in tuning innate response, to allow for proper elimination of viral material while preventing hyper-inflammatory responses. With regards to the spatial context, ZNFX1 has been shown to localize to liquid-like perinuclear condensates in C.elegans germ cells (136, 137), to stress granules of virally or chemically stressed cells (138), and to the proximity of the outer mitochondrial membrane in steady-state (137). We have shown that in the absence of ZNFX1, the half-life of the mRNA of interferon sensitive genes is prolonged (15). We therefore propose a mechanism whereby the helicase function of ZNFX1 is needed to remove mRNAs which has been formed in consequence of a viral infection. In the absence of ZNFX1, the mRNA of interferon sensitive genes remains more stable, allowing it to be translated again instead of being degraded. This prevents a return to homeostasis leading to the described hyperinflammatory syndrome. Overall, ZNFX1 plays a central role at both the very early and late stages of nucleic acids driven interferon responses, by regulating sensing and the return to homeostasis. As a consequence, patients with homozygous ZNFX1 destabilizing mutations suffered from multisystem inflammation, including HLH, and a predisposition to viral infections (118).

The molecular changes caused by inborn errors of granule-mediated cytotoxicity or cytokine control contribute variably to cellular impairments (such as impaired lymphocyte cytotoxicity or macrophage activation) that lead to uncontrolled hyperinflammation. Thus, the pathophysiological spectrum of HLH-associated disorders ranges from impaired lymphocyte cytotoxicity to macrophage activation (Figure 1A).





4 HLH-like manifestations in other immune-mediated diseases



4.1 Inborn errors of immunity

As described above, biallelic PRF1 pathogenic gene variants cause pHLH. However, PRF1 mutations concomitant to other IEI have been also described. ALPS is an immune dysregulation disorder that causes splenomegaly, lymphadenopathy, autoimmunity, susceptibility to lymphoma, and blood accumulation of double-negative CD4- CD8- T cells. Dianzani autoimmune lymphoproliferative disease (DALD) is a variant of ALPS that lacks the expansion of double-negative CD4- CD8- T lymphocytes (140). In most cases, ALPS is caused by a genetic mutation related to the FAS-mediated pathway of apoptosis. More than 70% of the mutations affect the FAS gene directly but mutations in FASLG, CASP10, CASP8 and other genes have also been observed (48). A combination of a heterozygous PRF1 mutation and a FAS mutation was identified in an ALPS patient with aggressive lymphoma (141). A larger study found that 2 of 14 ALPS patients and 6 of 28 DALD patients had an FHL-associated PRF1 mutation, leading to diminished NK cell activity (121). Perforin-dependent activation-induced cell death operates as a compensatory mechanism in FAS-deficient T cells from ALPS patients (142). Mutations in the FHL3-associated UNC13D gene have been detected in six ALPS/DALD patients; although the patients’ NK cells showed normal levels of activity, granule exocytosis release was impaired in transfected cell lines (143). Furthermore, a SAP polymorphism affecting a key methylation site for the protein’s expression was significantly more frequent in ALPS/DALD patients than in controls (144).

A multicenter analysis identified 63 patients with other IEI meeting the diagnostic criteria for HLH (6). In a systematic evaluation of the patients’ clinical and immunological features, 30 had combined immunodeficiencies (including 12 with severe combined immunodeficiencies (SCIDs)) and 22 had chronic granulomatous disease (CGD) (145). 80% of patients with other IEI and who met the diagnostic criteria for HLH had either SCID or CGD. Although this study did not cover all known IEI, it is noteworthy that SCID and CGD were markedly over-represented because they account for only 15% of IEI overall. The remaining 20% (i.e. those not meeting the diagnostic criteria for HLH) included two patients with ALPS due to FAS mutations. In 79% of the affected cases, the HLH episode was associated with an infectious trigger. When comparing the subgroups with regard to their immunological and clinical variables, the serum level of sCD25 was lower in patients with T cell-dependent IEI than in patients with FHL. Thus, the study of other IEI associated with HLH provides data on the respective contributions of leukocyte subsets to hyperinflammatory diseases. In addition to rare complications of CGD and SCID (146, 147), rare cases of HLH have been also reported among patients with DiGeorge syndrome and Wiskott-Aldrich syndrome (148, 149).




4.2 The role of perforin in immune system cancers and bone marrow diseases

Inherited PRF1 pathogenic gene variants cause FHL in early childhood. However, compound heterozygous missense PRF1 mutations that do not fully abrogate perforin activity may have effects later in life (150). Granule-mediated cell cytotoxicity is a crucial mechanism for killing tumor cells. One study identified biallelic PRF1 mutations in 4 out of 29 patients with primary lymphoma (151). Another study showed that 50% of cases of late-onset of FHL presented with lymphoma or leukemia. Interestingly, the mutations were not fully deleterious but caused protein misfolding that could be restored by a permissive protein folding temperature in in vitro assays (150). Missense mutations are also linked to a predisposition to cancer (152). PRF1 mutations and decreased NK cell cytotoxic activity have been observed in patients with acquired aplastic anemia (a form of bone marrow failure) (153).





5 Novel insights into pathogenesis

Different dysregulated pathways contribute to HLH development. Deficient perforin-granule-dependent cytotoxicity leads to (i) reduced clearance of triggering intracellular pathogens within APCs, which leads to an increase in the CTL-APC synapse time and repetitive Ca2+ release within (and thus activation of) the CTL (11) and (ii) defective fratricidal killing (12); both resulting in excessive cytokine production by CTLs. Tregs are crucial regulators of immune responses and express high levels of CD25, the α subunit of the high affinity receptor for IL-2. The growth factor IL-2 is essential for T lymphocytes. A Treg dysfunction has been postulated in both patients with pHLH and in experimental models of pHLH, due to the preferential consumption of IL-2 by abundant, highly activated CD25high CD8+ T cells (58). The precise role of Tregs in HLH needs further characterization. An important feedback loop which is critical for immune homeostasis and which fails in perforin-deficiency is the elimination of antigen-presenting dendritic cells. In a murine model of HLH has been shown that the persistence of potent, immunostimulatory dendritic cells, contributes to the pathogenesis (154), thus demonstrating a reciprocal relationship between perforin in CTLs and APCs’ function. This is consistent with our own observations made in a patient with heterozygous pathogenic gene variant in CD48 suffering from recurrent hyperinflammation (25). We have shown that reduced CD48 expression leads to an increased resistance of human APCs to killing. This provides evidence that immunostimulatory APCs contribute to the pathogenesis of HLH, also in humans. A hallmark of HLH is macrophage activation. On one hand excessive cytokine production by CTLs leads to macrophage activation in HLH. On the other hand, a defect in cytokine control, as in NLRC mutations and ZNFX1 deficiency can, independently of CTLs, lead to macrophage activation in an HLH context. Disease mechanisms linking deficient cytotoxicity and deficient cytokine control to HLH spectrum diseases are summarized in Figure 2.




Figure 2 | Five major disease mechanisms linking defective cytotoxicity and error in cytokine control with HLH (1). reduced clearance of triggering intracellular pathogens within APCs, which leads to an increase in the CTL-APC synapse time and repetitive Ca2+ release within (and thus activation of) the CTL (11); (2) defective NK-cell- and CTL-mediated immune regulation by fratricidal killing (12, 155), (3) excessive consumption of IL-2 by CTLs, which deprives Tregs, postulated by Humblet-Baron et al. (58), (4) persistence of immunostimulatory APCs (either due to increased resistance of APCs to killing as shown in a patient with CD48 deficiency (14) or due to persistence of immunostimulatory APCs due to CTL defect as demonstrated by Terrell & Jordan (154) in a murine model, and (5) error in cytokine control leading to macrophage activation.





5.1 Dysregulation of CD48-triggered SLAMF-dependent cytotoxicity in HLH

As in the case for other IEI, monogenic HLH diseases are excellent models for improving our knowledge of how the immune system works. In-depth studies of immune dysregulation in patients with HLH and animals models of conventional HLH have provided invaluable information on the important role of granule-mediated cytotoxicity in eliminating virus-infected cells and in terminating immune responses. The newly identified CD48 haploinsufficiency and XLP-1 are clinically distinct but immunologically related disorders. Both CD48 and SAP mutations affect the 2B4-triggered cytotoxicity pathway, by either diminishing cell-surface expression of the 2B4 ligand or affecting the stability or binding capacity of a signaling adapter molecule (14, 79). SAP and CD48 pathogenic gene variants cause partially overlapping features, such as cytotoxicity defects and hyperinflammation. However, the disorders differ with regard to clinical signs, the extent of cytotoxicity impairment, and the immune compensatory mechanisms (Figure 3 and Table 1). While in XLP-1 all SAP-dependent pathways are impaired, in CD48 haploinsufficiency only CD48-triggered 2B4-dependent SAP signaling is affected. This is probably the underlying mechanism setting the differences between these two disorders.




Figure 3 | Schematic representation of immune defects in two related inborn errors of cytotoxicity: XLP-1 (SAP deficiency) and CD48 haploinsufficiency. In humans and animal models, XLP-1 and CD48 haploinsufficiency are related because SAP is an adapter molecule for the high-affinity CD48 receptor. However, the two diseases also present differences. XLP-1 disorder in humans and/or SAP deficiency in mice (in the blue box) cause NK cell abnormalities, such as the defective killing of EBV-infected target cells, subsequent EBV-infected B cell lymphoproliferation and NK education defects. These affects are partially countered by compensatory NK killing mechanism. Profound NKT cell developmental defects and defective humoral responses are also hallmarks of XLP-1. SAP deficiency and CD48 haploinsufficiency (in the red box) trigger some of the same generic dysregulations, such as defective NK cell cytotoxicity and impaired activation-induced cell death. Furthermore, CD48 haploinsufficiency impairs the maturation of NK cells. Given that CD48 is a ligand of the cytotoxicity triggering receptor 2B4, CD48 haploinsufficiency enables the target cell to better resist granule-mediated cytotoxicity. Moreover, the hypercytokinemia in this disease is characterized by a high serum IL-6 level, as observed in a CD48 haploinsufficient patient and the CD48-/- mouse model (11).



The viral triggers associated with HLH and hyperinflammatory syndromes are mainly DNA herpesviruses (such as EBV and human cytomegalovirus (CMV)) and more rarely herpes simplex virus, human herpesvirus 6 and 8, and varicella zoster virus (9). Hyperinflammatory episodes in CD48 haploinsufficiency are not currently known to be associated with greater vulnerability to a specific pathogen (14). CD48 haploinsufficiency appears to be less aggressive clinically and immunologically than XLP-1. This novel disorder is characterized by normal perforin-dependent T cell cytotoxicity and an NK cell degranulation towards K562 cells within reference values but lower cytotoxicity towards autologous EBV-immortalized lymphoblastoid cells. Phenotypic and functional analyses of the NK cells of patient with CD48 haploinsufficiency have nevertheless evidenced an impact of CD48 on NK cell maturation, since the patient presented a high number of immunoregulatory-immature CD56bright CD94high NK cells, high levels of IFNγ production by NK cells upon IL-12 stimulation, and a low number of the more differentiated, highly cytotoxic CD56dim CD94low cells. Interestingly, a similarly immature NK profile has been observed in patients with an IEI affecting the IL-2/CD25 pathway (39). It is noteworthy that HLH-episodes in CD48 haploinsufficiency were not associated with high serum sCD25 levels as opposed to the high levels observed in FHL (14).

A remarkable novelty that CD48 haploinsufficiency provided to HLH knowledge is the importance of the target cell in perforin-dependent cytotoxicity. Of note, CD48 is expressed on both the cytotoxic cell and the target cell. In CD48 haploinsufficiency, the target cells themselves might have an active role in the pathogenesis of HLH because CD48 expression might be a “kill me” signal as a ligand for 2B4 receptors on the killer cell promoting cytotoxicity. A similar mechanism has been described for controlling activated CD155-expressing T cells upon DNAM-1 interaction on NK cells, in the context of immune regulation in autoimmunity (156). Indeed, cell-surface CD48 expression in target cells determines the degree of susceptibility to NK cell killing in hyperinflammation, as shown by experiments on cell lines transfected with a plasmid encoding wildtype and mutated CD48 or experiments in which the target cell is pre-coated with blocking antibodies (14). The interactive feedback loop between target cells and cytotoxic lymphocytes is crucial for the elimination of APCs and a return to immune homeostasis (154).

CD48 signaling defects affect also T lymphocytes. In a CD48 knock-out model, low CD4+ and CD8+ T cell proliferation has been observed (157). However, it must be born in mind that CD48 has an additional low affinity receptor (CD2) which, in humans, has a high affinity ligand (CD58); this is not the case in mice. In patients, it has not yet been established whether CD48-associated alterations are mediated by low-affinity CD2 receptor signaling. AICD is impaired in CD48 haploinsufficiency, as in SAP mutations (158, 159). CD48 protects against restimulation-induced cell death by maintaining basal autophagy and inhibiting p53 signaling in a SAP-independent manner (160). Finally and concerning the humoral branch of the adaptive immune system, CD48 haploinsufficiency causes slight alterations in IgG subtypes (such as low IgG2 levels) but not profound hypogammaglobulinemia (14).




5.2 Dysregulated cytokine control in novel HLH spectrum disorders

HLH is characterized by hypercytokinemia and systemic inflammation. IFNγ is a key pathogenic cytokine in both pHLH and MAS (161) and is produced by overactivated CTLs (67, 68). In pHLH, a mouse model with genetically depleted IFNγ demonstrates that this cytokine is responsible for the hematologic features of the disease, such as anemia (162). Indeed, the monoclonal anti-IFNγ antibody emapalumab is the first cytokine-targeted therapy approved for pHLH patients that have a refractory or relapsing disease or do not tolerate first-line therapies (63, 163). This contrasts with low IFNγ responses to EBV-infected B cells in patients with XLP-1 (164). Patients with XLP-2 present elevated levels of cytokines such as IFNγ, IL-6, TNFα and IL-18 (106).

The cytokine IL-33 is released by stressed and necrotic cells. Thus, it is considered an “alarmin” that activates immune responses upon injury. IL-33 binds its receptor ST2 resulting in a MyD88-dependent signaling. In the context of HLH, experimental models blocking ST2 have demonstrated that IL-33 enhances the IFNγ-driven pathology in HLH (165).

IL-6 is another proinflammatory cytokine associated with HLH hyperinflammation. In CD48 haploinsufficiency, PBMCs upregulate the linker for activation of T cells-regulated cytokine and phospholipase Cγ transcript upon activation (14). This disorder is associated with IL-6 hypercytokinemia, both in the patient with CD48 deficiency and in the CD48 knock-out mouse model upon LCMV infection. In HLH, defective killer cell-target cell disengagement promotes persistent activation of the killer cells and the production of proinflammatory cytokines that induce IL-6 secretion by macrophages. Interestingly, IL-6 hypercytokinemia and cytotoxicity defects were observed during the cytokine storms in severe COVID-19 (166) and MAS (167) – two hyperinflammatory disorders with overlapping features. Monoclonal antibodies against the IL-6 receptor, IFNγ and Janus kinases 1 and 2 (which act downstream of the cytokines) are being tested as an immunomodulatory treatment for HLH (81, 163, 168, 169). In MAS, lack of cytotoxicity-induced apoptosis in target cells favors the lytic death of the latter; this releases alarmins that activate inflammasomes and leads to a hyperinflammatory situation (170).

Mutations in genes involved in the regulation of cytokine transcription have been recently linked to HLH (Figure 4). NLRC4 is an intracellular pattern recognition receptor that activates inflammasomes. NLRC4-triggered inflammasomes induce the activation of caspase 1 and the production of proinflammatory cytokines IL-1β and IL-18 (171). NLRC4 pathogenic gene variants have been linked to spontaneous inflammasome activation and IL-1β and IL-18 hypercytokinemia (16). An imbalance between IL-18 and its natural antagonist (IL-18 binding protein) might be related to the development of MAS (172). In contrast, IL-10 appears to have a protective role (112). CXCL9 is an inflammatory chemokine induced by IFNγ recently linked to MAS as disease biomarker (173, 174). In addition to the cytokine effect per se, novel hyperinflammatory disorders with HLH disorders highlight the importance of post-transcriptional RNA regulators of cytokine transcripts to control hyperinflammation. For instance, genetic mutations responsible for a deficiency in roquin-1 (a regulator of RNA transcripts involved in immune responses) can also cause a dysregulation in cytokine synthesis and lead to hyperinflammation as described above for ZNFX1 (18).




Figure 4 | Graphical representation of the molecular pathways affected by two inborn errors of cytokine control leading to HLH: ZNFX1 and NLCR4 pathogenic gene variants. ZNFX1 deficiency (left panel) causes susceptibility to viral infections. At later stages of infection, increased expression of interferon-stimulated genes is driven by greater mRNA stability; this prevents a return to homeostasis and leads to hyperinflammation and multiple organ failure. ZNFX1 localizes to stress granules. We hypothesize that ZNFX1’s helicase function is needed to remove mRNAs stored in stress granules formed upon viral infection. In the absence of ZNFX1, the more stable mRNA is translated and not degraded, preventing a return to homeostasis and leading to a hyperinflammatory syndrome. NLRC4 mutations can cause intrinsic macrophage activation (right panel). A mutation in the nucleotide-binding domain of the NLRC4 sensor activates inflammasomes and leads to pro-caspase-1 cleavage. Subsequent caspase-1 dependent activation of pro-IL-1b and pro-IL-18 results in macrophage activation and hyperinflammation.







6 Concluding remarks and open questions

A better understanding of the genetic disease mechanisms underlying HLH is essential for more accurate, more personalized diagnoses. Pathway-related pathogenic gene variants associated with HLH (such as inborn errors of cytotoxicity or cytokine control) can manifest themselves to different extents with regard to aggressiveness, clinical signs, and immune cell defects.

CTLs and NK cells are crucial cytotoxic lymphocytes for controlling overactivated immune responses, as has been demonstrated for HLH. NK cells have been extensively studied in HLH and are widely used to screen for cytotoxicity and degranulation defects in HLH (175). In the future, research should also focus on the roles of CD8+ CTLs and unconventional cytotoxic T cells (such as polyclonal cytotoxic CD4+ T terminally differentiated cells, which are enriched in pHLH) (176, 177).

Two novel HLH disease mechanisms have been revealed by the identification and characterization of additional monogenic immune disorders with HLH. The target cell’s active role in susceptibility to killing (by regulating the expression of cytotoxicity receptor ligands) is a novel HLH-associated dysregulation seen in CD48 haploinsufficiency. CD48 is also a candidate molecular target for controlling not only HLH but also autoimmunity (156), and cancer (178). The cell-intrinsic production of cytokines caused by inborn errors of cytokine control might also improve our understanding of systemic hyperinflammation in other fields, such as autoinflammatory diseases or severe COVID-19.

The enormous power of whole-exome and whole-genome sequencing will certainly help to identify links between novel genetic mutations and HLH in the future. However, in order to confirm novel genetic associations and characterize their phenotypical consequences, it will still be necessary to continue the development of functional immunological assays and animal models. For instance, novel autoinflammatory syndromes with HLH due to IEI evidence the need to better understand what to what extend HLH and autoinflammation overlap, in order to provide disease-specific treatments. Hypercytokinemia contributes to link this two disorders, with a predominant role for IL-18 and IL-1 in autoinflammation that enhance the production of IFNγ, key effector molecule in HLH immunopathology. Translational studies from patients with autoinflammation and/or HLH responsive to cytokine oriented therapies will help dissecting the role for IL-18, IL-1, IFNγ and others (IL-6) in different hyperinflammatory disorders. In addition to IFNγ hypercytokinemia, viral triggers, poor viral control -sometimes associated with IEI- and defects in cytotoxic lymphocytes are other key factors more specifically contributing to HLH development. Larger, collaborative studies of patients with the novel genetic disorders with HLH will also be essential for defining typical and atypical disease manifestations and developing personalized therapies.
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Oncostatin M (OSM) is a pleiotropic cytokine involved in a variety of inflammatory responses such as wound healing, liver regeneration, and bone remodeling. As a member of the interleukin-6 (IL-6) family of cytokines, OSM binds the shared receptor gp130, recruits either OSMRβ or LIFRβ, and activates a variety of signaling pathways including the JAK/STAT, MAPK, JNK, and PI3K/AKT pathways. Since its discovery in 1986, OSM has been identified as a significant contributor to a multitude of inflammatory diseases, including arthritis, inflammatory bowel disease, lung and skin disease, cardiovascular disease, and most recently, COVID-19. Additionally, OSM has also been extensively studied in the context of several cancer types including breast, cervical, ovarian, testicular, colon and gastrointestinal, brain,lung, skin, as well as other cancers. While OSM has been recognized as a significant contributor for each of these diseases, and studies have shown OSM inhibition is effective at treating or reducing symptoms, very few therapeutics have succeeded into clinical trials, and none have yet been approved by the FDA for treatment. In this review, we outline the role OSM plays in a variety of inflammatory diseases, including cancer, and outline the previous and current strategies for developing an inhibitor for OSM signaling.
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1 Introduction

Oncostatin-M (OSM) is an interleukin-6 (IL-6) family cytokine first isolated in 1986 from human histiocytic lymphoma U937 cells (1). It was initially identified as a cytostatic protein for melanoma cells, thus deriving its name (‘onco’ for cancer and ‘statin’ for inhibitor) (1). Other than OSM, the IL-6 family members consist of the parent protein IL-6, leukemia inhibitory factor (LIF), IL-11, IL-27, cardiotrophin-1 (CT-1), ciliary neurotrophic factor (CNTF), and cardiotrophin-like cytokine factor 1 (CLCF1). The human OSM gene encodes for a 2 kb mRNA transcript that is translated and cleaved into a soluble 227 amino acid pro-OSM polypeptide with a 28 kDa molecular weight (2). Mature OSM is synthesized after a C-terminal cleavage of 31 amino acids, yielding a 196 amino acid, ~22kDa protein (3, 4). OSM, like all other IL-6 family members, has a crystal structure consisting of a four alpha-helical up-up-down-down configuration (5). LIF and OSM are structurally and genetically the most similar members of the IL-6 family, resulting from an ancestral gene duplication event (6). Similar to other IL-6 family cytokine members, OSM utilizes the shared receptor protein membrane glycoprotein 130 (gp130; also known as IL-6Rβ) and a unique receptor protein to create a complete signaling receptor complex (7–10). In the case of OSM, it possesses the capability to interact and transduce signaling through two separate complexes (7–10). OSM first binds to the extracellular cytokine-binding homology region (CHR) domain of gp130 with a high affinity (~10-8 M) and subsequently recruits either the leukemia inhibitory factor receptor beta (LIFRβ) or oncostatin M receptor beta (OSMRβ); to form either a type I or type II receptor complex (LIFRβ/gp130 and OSMRβ/gp130, respectively) (Figures 1A, B) (11–16). While the OSMR (type II) complex has been studied extensively in various human cell lines, it remains unclear how OSM interacting with the LIFR (type I) complex affects signaling or disease progression; however, recent research has indicated that OSM binds to LIFR with significantly lower affinity than its specific receptor (17, 18). After binding to the OSMR complex, several signaling pathways are activated, including the Janus-activated kinase/signal transducer and activator of transcription 3 (JAK/STAT3), the mitogen-activated protein kinase/extracellular regulator kinase (MAPK/ERK), the c-Jun N-terminal Kinase (JNK), and the phosphatidylinositol-3-kinase/protein kinase B (PI3K/AKT) pathways (Figure 1C) (19–21). To a lesser extent OSM signaling may also activate additional STAT proteins, including STAT1 and STAT5, depending on the cell type (22, 23). OSM is synthesized and secreted by a variety of cells; primarily activated macrophages, monocytes, T cells, dendritic cells, and neutrophils (1, 2, 24). OSM acts in a pleiotropic fashion, contributing towards a variety of physiological functions such as hematopoiesis, stem cell differentiation, liver regeneration, and inflammation. While some of these effects are similar to other IL-6 family members, many are unique (5, 11, 15). Over the course of the last 30 years OSM has been demonstrated to play a significant role in a variety of processes and diseases, yet successful development of an anti-OSM clinical therapeutic has not yet reached FDA approval despite mounting evidence that such a therapeutic is necessary for a multitude of diseases. In this review, we will describe: i) the different roles that OSM plays within the human body regarding its function in inflammatory diseases; ii) the role of OSM in multiple cancer types; and iii) a detailed analysis of current targeted therapies designed to disrupt OSM signaling.




Figure 1 | OSM activates multiple signaling cascades. (A) OSM binds to gp130 and then recruits LIFRβ to form a type I complex (LIFR). (B) OSM binds to gp130 and then recruits its major receptor complex subunit OSMRβ to form a type II complex. (C) Visual representation of the signaling pathways used by OSM type II complex. Created with BioRender.com.






2 OSM in diseases

A significant difficulty with developing treatment strategies to block OSM stems from the pleiotropic nature of the cytokine. As indicated in Table 1, OSM has a variety of positive and negative effects on several diseases in the body. Systemic inhibition of OSM signaling in the body for extended periods of time may be beneficial with respect to some diseases, but detrimental in cases that rely on the proinflammatory response for healing. This section will describe the role OSM plays in a variety of diseases.


Table 1 | OSM in Diseases.





2.1 Arthritis

Arthritis is a disease referring to chronic inflammation in one or more joints of the body, with the two most common and studied types being: rheumatoid arthritis and osteoarthritis. Rheumatoid arthritis (RA) is a chronic autoimmune disease involving inflammation of the lining of joints. It has been shown that the presence of OSM and another proinflammatory cytokine, interleukin-1β (IL-1β), play an important role in development of the rheumatoid joint (25, 26). In multi-cell culture systems, OSM-mediated signaling has been identified as an initiator of extracellular matrix (ECM) turnover as well as human cartilage degradation; potentially though the secretion of matrix metalloproteinase (MMP) -1 and -13 (23). Through regulation of various proinflammatory mediators, OSM in rheumatoid arthritis synovial fibroblasts (RAFLS), increases the detrimental effects of tumor necrosis factor alpha (TNFα) via activation of STAT3 signaling (27). Inhibition of JAK/STAT signaling with tofacitinib (a JAK inhibitor) resolved inflammation through metabolic reprograming of biopsied RALFS (28). In vivo studies demonstrated that both collagen-induced and pristane-induced arthritis mouse models, showed significant improvement in severity (p<0.01) and number of affected paws (p<0.01) when administered an anti-OSM antibody (29). In response to the strong association of OSM with RA, two clinical therapeutics have entered clinical trials (GSK315234 and GSK2330811) discussed in further detail below (see Anti-OSM Therapeutics).

The effects of OSM are not limited to rheumatoid arthritis, as studies have shown its effects in the development of the much more prevalent osteoarthritis (OA). OA is characterized by articular cartilage destruction and an inflammatory response due to mechanical wear on joints (30). In vitro analysis in primary OA osteoblasts has demonstrated that degradation and inflammation could be due to endothelin-1 (ET-1) trans-activating OSM via Ets-1 (31). Increased levels of OSM in synovial tissues induce bone formation through osteoblast proliferation and differentiation following cartilage degradation by inhibition of Notch signaling (32). Currently no clinical trials have evaluated the efficacy of anti-OSM therapeutics for OA.




2.2 Bone

OSM signaling regarding bone tissue is complicated, as there is evidence to suggest benefit and harm from its activation. It is well known that OSM induces differentiation of mesenchymal stem cells (MSCs) into osteoblasts though the STAT3 signaling pathway (17, 33, 34). This can be beneficial in respect to new bone formation in osteoporosis and arthritis as well as remodeling of bone during fracture repair (33). However, there is significant research suggesting that OSM has an overall negative effect in respect to bone. While osteogenesis is being stimulated, the anabolic signal suppresses the reabsorption signal-controlled receptor activator of nuclear factor-kappa beta ligands (RANKL) signaling, repressing osteoblast-mediated osteoclast differentiation in bones (34). OSM-mediated STAT3 signaling has also been associated with the development of neurogenic heterotopic ossifications, which is the formation of bone tissue in periarticular muscles, an incapacitating complication of traumatic brain and spinal cord injuries (35). Other studies have indicated that STAT3 signaling through OSM is necessary for osteoclast formation and subsequent bone resorption (36, 37). It is clear that OSM plays a role in bone remodeling, however there is evidence suggesting it promotes the differentiation of both osteoblasts and osteoclasts, leading to some potential questions about the true effects of OSM signaling among bones.




2.3 Inflammatory bowel disease

Inflammatory bowel disease (IBD) is a collective term describing disorders that involve chronic inflammation of the small intestine. The two main forms of IBD are ulcerative colitis (UC) and Chron’s disease (CD) (38). It has been demonstrated that OSM and OSMR are overexpressed in many IBD lesions (39). While anti-tumor necrosis factor alpha (TNFα) antibodies such as infliximab, adalimumab, certolizumab, and golimumab have long been available as treatment strategies for CD and UC, they are far from perfect. Approximately one third of patients do not respond to infliximab initially, and between 23% and 46% develop resistance to anti-TNFα therapies within 12 months of treatment (40, 41). A recent retrospective cohort study demonstrates that patients with increased levels of OSM had a lower chance of remaining in remission 1 year after starting anti-TNFα therapies (42). There are other IBD treatment options available, some of the more viable options include JAK/STAT inhibitors, indicating OSM inhibition upstream may be beneficial (43). In a study analyzing over 200 patients with IBD, those with high OSM and OSMR expression before treatment with infliximab demonstrated reduced efficacy of the therapy from 69-85% to just 10-15% (39). In vivo IBD mouse studies comparing wildtype and Osm-/- showed that lack of OSM signaling led to a decrease in overall pathology (p<0.0001), leukocyte infiltration (p<0.0001), epithelial and goblet cell disruption (p<0.0001), area affected (p<0.0001), and severity of disease features (p<0.0005) (39). Additionally, OSM has been shown to mediate STAT3-dependent upregulation of serin protease inhibitors (SERPINS), which have anti-apoptotic effects in intestinal epithelial cells that lead to inflammation and a disrupted intestinal epithelial barrier (44). Recent studies have also shown that the use of berberine, an isoquinoline alkaloid used to treat chronic UC, interferes with the production of OSM from T cells, neutrophils, dendritic cells, and macrophages, as well as inhibiting OSM activation of stromal cells and recruitment of immune cells (45). As seen in other diseases with inflammation as a hallmark, OSM signaling is a key component in disease pathogenesis, and in this case, it also appears to interfere with pharmacological treatments.




2.4 Lung diseases

OSM plays an important role in the development and progression of pulmonary fibrosis and chronic lung inflammatory diseases such as asthma. OSM levels are upregulated in patients with pulmonary fibrosis, due to increased lung inflammation as well as accumulation of ECM proteins (46). Evidence suggests that an increase in OSM and IL-6 leads to the accumulation of profibrotic macrophages, in turn increasing bleomycin-induced lung fibrosis (47). Chronic inflammatory diseases of the lung such as asthma also showed a significant increase in OSM expression (48). In severe asthma, poor disease prognosis is characterized by an increase in number of epithelial mucus producing cells, peribronchial fibrosis, and smooth muscle contractility through follistatin-like 1 induction of OSM expression (49). Recent studies have also demonstrated that overexpression of OSM leads to an increase in resistin-like molecule alpha in airway epithelial cells, leading to rearrangement of the ECM in mouse lungs (50). The increase in OSM signaling in the lungs with respect to these chronic inflammatory diseases demonstrates its potential to be used as a therapeutic target.




2.5 Cutaneous inflammatory diseases

Being the human body’s largest organ, and our first line of defense, the skin plays an important role in inflammatory processes and responses. Diseases such as psoriasis and atopic dermatitis are chronic inflammatory skin diseases that affect over 7.5 million individuals within the United States and are characterized by keratinocyte hyperplasia, proliferation, and altered differentiation (51, 52). These diseases demonstrate an increase in skin infiltrating T lymphocytes that lead to secretion of OSM and an increase in OSMRβ on keratinocytes, increasing keratinocyte activation through STAT3 signaling (52). When OSM is overexpressed in the skin, its proinflammatory effects have been demonstrated both in vitro and in vivo (53). Studies conducted in mice show that intradermal injection of OSM, but not IL-6, regulates the expression of genes responsible for skin inflammation and epidermal differentiation, including S100A8/9, cytokeratin-10, filaggrin, and a number of other cytokines (52). Additionally, OSM has recently been identified as a significant contributor to chronic pruritus (itching). Tsen and Hoon et al. discovered that OSMRβ is preferentially expressed by itch-selective sensory neurons and that OSM can directly modulate itch-selective neurons during chronic skin inflammation (54). Functional studies showed that OSM acts in a unique fashion compared to other pruritogens, being that OSM causes potentiation of neural response to pruritogens and that OSM increases sensitization of sensory neurons, resulting in tonic action potential firing of itch-selective neurons. Another study showed that OSM and IL-31 stimulate dermal cells expressing IL-31RA and OSMRβ, which may further promote itch and inflammation in patients with prurigo nodularis, a chronic skin dermatosis (55).

Scleroderma is an inflammatory autoimmune disease that is characterized by increased activation of fibroblasts leading to accumulation of connective tissue that results in chronic inflammation on the surface on the skin and internal organs (56). Elevated OSMRβ levels have been found in fibroblasts as well as dermal endothelial cell of scleroderma patients. In vitro of human dermal microvascular endothelial cells treated with OSM and IL-6 displayed induced cell migration and proliferation, as well as stimulation of proinflammatory genes, and genes associated with endothelial to mesenchymal transition including STAT3, ET-1, zinc finger protein SNAI1 (SNAIL1), transforming growth factor-β 3 (TGFβ3), and its receptor TGFβ3R (57). There is currently a clinical trial for a monoclonal antibody against OSM, in patients with systemic scleroderma, which will be discussed in greater detail in Anti-OSM therapeutics.




2.6 Oral diseases

OSM and other cytokines play an important role in the progression of periodontal disease, a gum infection typically caused by poor brushing and flossing habits. In studies investigating levels of OSM in patients’ gingival crevicular fluid, OSM concentrations increase as disease severity progresses from early-stage disease to chronic periodontitis (58–60). Another study focused on T-helper type 1 (Th1) cells, which have detrimental effects in regard to periodontal disease through the stimulation of alveolar bone loss (61). OSM and IL-1β together increased the expression of chemokine (C-X-C motif) ligand 10 (CXCL10), a chemokine related to Th1 cell migration, as well as intracellular adhesion molecule 1 (ICAM-1) that is important in retention and activation of Th1 cells in inflamed tissue (62). CXCL10 and ICAM-1 expression were both suppressed when inhibitors of NF-κB and STAT3 were introduced, indicating that OSM-mediates STAT3 signaling and IL-1β-mediated NF-κB signaling may promote infiltration and retention of Th1 cells, leading to periodontal disease (62). Overall OSM signaling continues to demonstrate negative downstream effects through activation of several different signaling molecules.




2.7 Liver

Inflammation is a key driver in liver disease, and it has been demonstrated that OSM plays a profibrogenic role in the progression of chronic liver disease (63–65). Administration of OSM to human hepatocellular HepG2 cells in culture increased expression of GP73 (a glycoprotein biomarker for cirrhosis and hepatic cell carcinoma), indicative of the effects OSM has on promoting chronic liver disease progression (63). OSM’s role in fibrosis is characterized by promoting the expression of tissue inhibitor of metalloproteinase 1 (TIMP-1), which both suppresses fibrinolysis in hepatic stellate cells (HSCs) as well as promotes fibrogenesis through induction of Type 1 collagen expression (64). Recent research also suggests that OSM promotes fibrosis in non-alcoholic fatty acid liver disease (NAFLD) through stimulating migration of hepatic myofibroblasts (MFs) that originate from HSCs (65). A recent study analyzed serum levels of 83 patients with NAFLD and non-alcoholic steatohepatitis (NASH) who also have hepatocellular carcinoma (HCC) and found that the presence of HCC further increased OSM concentrations (66). It has also been found in chronic hepatitis C that antigen presenting cells release OSM following interaction with CD40L present on active CD4+ T cells (67). This OSM does not result in a large notable effect, as OSMRβ and LIFR expression is also downregulated both in vitro and in patients with chronic hepatitis C; however, the increase in ligand is thought to be noteworthy (67).

In addition to affecting liver fibrosis and progression of chronic liver disease, OSM also plays an important role in liver regeneration (64, 68–71). Following acute liver injury, it is primarily oval cells that are responsible for liver regeneration (72). More research has shown that OSM is able to induce the differentiation of these oval cells into hepatocytes in vitro (69). In vivo studies demonstrated that OSMRβ knockout mice had impaired hepatocyte proliferation and tissue remodeling following induced liver injury, indicating its importance in regeneration (71). Furthermore, administration of OSM in wild type mice mitigated liver injury through prevention of apoptosis and tissue destruction (71). It was also demonstrated that OSM gene therapy in rats effectively increases proliferation and the anti-apoptotic effects of on hepatocytes, leading to liver regeneration (70). Through the upregulation of hypoxia-inducible factory 1 α (HIF1α) and HIF1 transcription, OSM demonstrates its importance as an upstream mediator of vascular endothelial growth factor (VEGF) and plasminogen activator inhibitor 1 (PAI1), both of which are important for angiogenesis and tissue remodeling respectively (68). While OSM does appear to play an important role in regeneration following acute liver injuries, continuous activation of OSM has a very different effect with respect to fibrosis and chronic liver disease suggesting its prolonged presence may be harmful.




2.8 Central nervous system

In diseases related to the central nervous system, research has indicated that OSM plays various roles with both detrimental and beneficial outcomes. Studies have been conducted displaying various negative effects that OSM has on the central nervous system. Diseases such as HIV-1-associated neurocognitive disorders and Alzheimer’s disease have displayed elevated levels of OSM (73). Specifically, through JAK/STAT3 signaling, OSM inhibits glutamate uptake in astrocytes resulting in neuronal excitotoxicity (73). OSM also induces blood brain barrier impairment in mice, through prolonged STAT3 signaling in pericytes (74). As discussed previously, STAT3 activation initiated through OSM signaling in vivo has also been shown to increase neurogenic heterotrophic ossifications in damaged muscles following spinal cord injuries (35).

In diseases characterized by the loss of myelination such as multiple sclerosis, overexpression of OSM has been shown to mediate the expression of tissue inhibitor of TIMP-1, promoting a beneficial remyelination (75). Following mild and severe spinal cord injuries, elevated OSM signaling results in improved recovery and neuroprotective effects by promoting neurite outgrowth, increasing serotonergic fiber plasticity, and protecting primary neurons from cell death (76). OSM also stimulates the expression of myeloid cell lukemia-1 (MCL-1), in turn enhancing mitochondrial bioenergetics and increasing neuroprotective effects against 3-nitropropionic acid in cortical neurons (77). The pleotropic nature of OSM is clearly demonstrated with respect to the central nervous system, especially concerning the inflammatory response following spinal cord injuries.




2.9 Heart

When it comes to function of the heart, research has indicated that OSM plays various roles with both detrimental and beneficial outcomes. Regarding atherosclerosis development and progression, the vast majority of research suggests that prolonged STAT3 activation through OSM signaling has a negative impact on arterial vessels, which leads to atherogenesis (78–81). However, one recent study showed that chronic OSM administration in mice reduced atherosclerosis development, and patients with higher levels of serum OSM had improved coronary heart disease survival probability (82). This differing research continues to cloud the role OSM plays in the heart.

Cardiomyocytes are the workhorse of the heart, and OSM plays a key role in the dedifferentiation of cardiomyocytes (83, 84). This dedifferentiation leads to protective effects during and following acute myocardial infarction (MI) (83–85). Knockout of OSM signaling following MI in mouse models suppressed cardiomyocyte dedifferentiation, resulting in decreased heart function, while OSM treatment induced remodeling, stem cell marker expression, and improved cardiac function (84). Inhibition of OSM treatment reduced cardiomyocyte function following MI, however, improved performance in dilated cardiomyopathy (DCM) indicates negative effects of OSM long-term (84). Other studies done in mice have shown that OSM increases cardiac function following MI through the inhibition of apoptosis and fibrosis, while stimulating angiogenesis. OSM treated mice had significantly increased capillary density as well as increased expression of pAKT and the angiogenic factors, VEGF and basic fibroblast growth factor (bFGF) (85). More in vivo studies have indicated that OSM alleviates post MI dysfunction by enhancing cardiomyocyte autophagy through the inhibition of mammalian Ste20-like kinase 1 (Mst1) (86). Activation of Mst1 has been shown to cause (DCM) as well as inhibit cardiomyocyte autophagy (86). OSM signaling is a crucial component to the heart’s response to acute stressors, but when its presence is prolonged, it can have other effects.




2.10 Wound healing

It is well known that following almost any cut or abrasion an inflammatory response is triggered. OSM has been shown to be an important player in the early stages of the wound healing process under normal and diabetic-impaired healing conditions in vivo (92). This increase in OSM at the site of inflammation has been tied to the early influx of polymorphonuclear neutrophils into the wound site, but if OSM is around for too long it can actually impair the healing process in chronic diabetic wound conditions (92). Other studies have demonstrated the role OSM has in the scarring process (93, 94). Hypertrophic and keloid scars are both abnormal wound responses to trauma, inflammation, surgery, or burns. Keloid scars are typically considered worse than hypertrophic scars as keloid scars often increase in size, can develop months after surgery, and fail to improve appearance over time even with surgical intervention (93). Increased levels of OSM have been found in hypertrophic scars but not keloid scars, and it has been demonstrated that the increase in OSM served as protection against excessive scarring through suppression of TGFβ1-induced ECM protein expression (94). Other studies have shown similar benefits that OSM has in respect to late and early wound healing, differentially demonstrating an anti-inflammatory effect (95). It again seems that in the case of wound healing and scarring, more research is needed to clarify the contributions of OSM.




2.11 Pregnancy

A lot of changes take place in a person’s body during pregnancy. Studies done in humans have shown OSM is present in high concentrations in pregnant women when compared to non-pregnant women, as well as in placental tissue in all three trimesters (96). OSM is especially relevant in the early stages of pregnancy through the upregulation of human chorionic gonadotropin, demonstrating importance in placental endocrine function (96). Through STAT3 and ERK1/2 signaling, OSM and LIF are responsible for trophoblast invasion and placental development, both important steps in the early stages of pregnancy (97). In vitro studies show trophoblast invasion is induced through the upregulation of matrix metalloprotease 2 (MMP2) and MMP9 by both OSM and LIF, either synergistically or separately, in some but not all cell types used (97). Other studies also suggest that OSM increases protein expression and enzymatic activity of MMP2 and MMP9, leading to the invasion of primary trophoblasts through STAT3 signaling under hypoxic conditions typically found during trophoblast invasion in early pregnancy (98). While OSM presence is increased during pregnancy and is a known STAT3 activator, there is more research suggesting LIF signaling is primarily responsible during early pregnancy.




2.12 Cytokine storm and COVID-19

The coronavirus disease 19 (COVID-19) is caused by the novel severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and has sparked a global pandemic since its introduction in humans in late 2019. It is well known that cytokines play an important role in developing an innate immune response during viral infection. There has been evidence suggesting that cytokine storms, characterized by an excessive and dysregulated immune response, play a significant role in pathogenesis of SARS-Cov-2 infection (87–89). Retrospective research studies conducted around the world have shown that a hyperinflammatory state, indicated by the presence of IL-6, IL-10, and TNF-α, is a significant predictor of mortality (89). A different study found increased OSM along with a number of other inflammatory proteins present in lung and spleen tissue in 13 postpartum subjects with fatal COVID-19 infections (90). Other retrospective studies done in Hong Kong and Atlanta Georgia have demonstrated an increase in cytokines and proinflammatory mediators such as IL-6, TNSF14, EN-RAGE, and OSM are correlated with disease severity (91). While there is a lot to be said about the role of cytokines in COVID-19, OSM’s role has yet to be fully elucidated.





3 OSM in cancer

As previously stated, the pleiotropic nature of OSM causes it to exert differing effects on various cell types. While OSM has been investigated in a multitude of diseases, a particular area of interest is cancer biology. In the tumor environment, OSM often acts in a deleterious fashion through multiple different mechanisms, though it is noted that OSM can have a positive effect on specific cancer types, making it a particularly interesting cytokine to study (99–101). In this section, we will provide a thorough analysis of the role OSM plays in a multitude of cancers. Table 2 provides a list of the cancers that will be discussed in the following section.


Table 2 | OSM in Cancer.





3.1 Breast

Breast cancer is the most common cancer among women, and the second leading cause of cancer-related deaths in the United States. While OSM has historically been identified as an inhibitor of breast cancer proliferation (15, 102, 103), overexpression of OSM and OSMRβ has been linked to decreased overall survival, decreased reoccurrence-free survival and decreased metastasis free survival in breast cancer patients (104–107). Immunohistochemical analysis in benign human breast lesions have shown low expression of OSMRβ (11.7%) and gp130 (23.5%) proteins. However, in infiltrating carcinomas; high expression of OSMRβ (77.5%) and gp130 (74.1%) proteins have been seen, with OSM localized in 100% of tumor samples studied (107). At the molecular level, OSM via STAT3 signaling has been shown to inhibit c-Myc expression in human mammary epithelial (HMEC) cells, but constitutively overexpressing c-Myc HMEC cells gain the capacity for anchorage-independent growth in the presence of OSM-mediated PI3K-AKT signaling, suggesting c-Myc acts as a molecular switch to alter response of mammary epithelial cells (108). OSM has also been shown to promote a cancer stem cell (CSC)-like phenotype and pro-survival phenotype for breast cancer cells (36, 109). It can also create a pre-metastatic environment in bone by inducing osteoclast differentiation, increasing the possibility of bone metastases for breast cancer cells expressing a high level of OSM suggesting that the role of OSM in breast cancer is not tumor proliferation, but rather migration and invasion (36, 110, 111).

Examining patient tissue using microarray analysis, OSM expression was revealed to be the highest in patients with ductal carcinoma in situ (DCIS) (109). This highlights the possible role that OSM could have in progressing early grade tumors. Paracrine and autocrine signaling of OSM has been shown in vivo to increase the amount of circulating tumor cells (CTC), epithelial to mesenchymal transition (EMT), as well as increased metastasis to lungs and decreased survival (109). OSM can also induce CD44 high/CD24low phenotype allowing OSM to promote a CSC- like property, as well as increase detachment and migration of ER+ cells, while EMT remains independent of CD44 induction (112).

Recently, there has been increasing evidence that OSM operates differently in the varying subtypes of breast cancer (104, 106). At diagnosis, breast cancer patients are categorized into different subtypes based on expression of three receptors: estrogen receptor-alpha (ERα), progesterone receptor (PR), and human epidermal growth factor receptor 2 (HER2) (113–120). ERα status is important for clinical management of breast cancer since tumor cells that are ERα+ are usually less aggressive and can be treated with endocrine therapies (121). OSM has shown the ability to downregulate the expression of ERα, which in turn increases the OSM signaling cascade and migratory effects that its pathways have in vitro (105). In vivo, high OSM expression was correlated with decreased ERα (p < 0.01) and PR (p < 0.05) expression, and a shorter reoccurrence-free survival (p < 0.0001) (105). OSM has also been shown to promote secretion of IL-6 in ERα- cells and not in ERα+ cells, further suggesting that OSM plays unique roles in ERα+ versus ERα- breast cancer (104, 106). This illustrates that OSM can increase the metastatic potential of breast cancer cells as well as make them more difficult to treat in a clinical setting.

Triple negative breast cancers (TNBCs) are highly aggressive, metastatic, and therapeutically difficult to treat due to their lack of, or low expression of receptors commonly targeted for therapeutics (122, 123). It has been shown that patients with TNBC and high OSM expression have a greater abundance of cells with a cancer stem cell (CSC) phenotype due to OSM/STAT3/SMAD3 signaling, which promotes growth of the tumor and leads to poor clinical outcomes for patients (111, 124). Similar research also evaluated OSM-mediated MEK/ERK signaling and found that blocking ERK abolished the growth inhibition characterized by OSM, but only in triple-negative MDA-MB-231 cells (21). Interestingly, interferon-β (IFN-β) can repress this OSM-mediated tumor initiation and CSC phenotype, but mRNA of endogenous IFN-β is repressed directly by OSM. IFN-β is suggested as a possible therapeutic to OSM in TNBCs, following a more comprehensive investigation of the relationship between these two cytokines (125). OSM can also perpetuate a chronic inflammatory environment that is detrimental to the prognosis of breast cancer patients due to the recruitment and/or induction of other inflammatory cytokines that are known to promote a metastatic phenotype in breast cancer. Induction of IL-6 is directly caused by the synergistic effects of both OSM and IL-1β (106). Analysis of The Cancer Genome Atlas (TCGA) breast cancer dataset shows that these three cytokines in high concentrations lower patient’s survival rate (p < 2.2x10-23) (106).

The tumor microenvironment (TME) plays a large role in the progression of breast cancer, through the complex interactions of tumor cell-to-cell communications, secretions of infiltrating immune cells, and communications of surrounding tissues (126–129). OSM has been shown to directly bind to extracellular matrix proteins, which can protect it from proteases and preserve bioactive accumulation of OSM near within the TME for long periods of time (130). Stromal OSM production has also been recently shown to play a significant role in breast cancer progression by reprogramming fibroblasts within the TME towards a more tumorigenic phenotype and increase proinflammatory myeloid cell recruitment (131). OSM signaling also leads to TME remodeling in breast cancer as OSM induces the expression of lysyl-oxidase like 2 (LOXL2), which leads to crosslinking and alignment of collagen I fibers present in the stromal ECM (132). Presence of OSM within the breast tumor microenvironment has been shown to be provided by tumor associated neutrophils (TAN’s), tumor associated macrophages (TAM’s), and monocytes. Stromal OSM/OSMRβ has recently been shown to play a distinct role in breast cancer progression (131). TAN’s co-cultured with human breast cancer cell lines have also been shown to increase TAN-mediated secretion of OSM throughout the tumor microenvironment, which in turn leads to increased secretion of the pro-angiogenic factor VEGF from human breast cancer cells (133). Neutrophils co-cultured with human breast cancer cells, MDA-MB-231 and T47D, also increased the number of viable cells that underwent detachment and increased invasive capacity in vitro, as measured by cell-cell/cell-substratum detachment and Matrigel invasion assays (133). This suggests that TANs can increase the expression of OSM at the site of the tumor and promote angiogenesis and metastasis of breast cancer cells.

Adipose tissue has also been shown to play a role in the progression of breast cancer, with obese post-menopausal women having twice as high of a mortality rate as compared to low body-mass-index post-menopausal women (134). Breast cancer-associated adipose tissue from patient tumors display high secretion of OSM, alluding to the paracrine signaling that could initiate a metastatic phenotype in breast cancer cells (20). When co-cultured with breast cancer cells, the adipose tissue induced EMT and increased the invasiveness of the breast cancer cells in a STAT3 dependent manner (20). Another direct target for OSM/STAT3 signaling is fascin, an actin-bundling protein that localizes to filopodia and functions in cell-to-cell interactions and cellular motility. STAT3 can directly bind to the promoter region of the fascin gene to upregulate its expression to increase cellular migration (241).

All of this evidence collectively highlights the role OSM has in breast cancer progression and metastasis. As metastatic breast cancer has the poorest survival rate at 29% (135), developing a therapeutic to inhibit OSM may dramatically prolong the life of patients and lead to better survival outcomes.




3.2 Cervical cancer

Cervical carcinoma ranks as the second most common cause of cancer deaths among women, with approximately 270,000 deaths per year globally (135). A vast majority of cervical carcinomas are squamous cell carcinomas (SCC) that arise from precursor squamous intraepithelial lesions (199). In 2007, Ng et al evaluated potential genes showing high-frequency copy number-driven changes in expression in cervical SCC and discovered that the OSMR gene was significantly higher in cervical SCC cases when compared to patients with precursor cervical squamous intraepithelial legions and gain of OSMR was significantly associated with adverse overall patient survival, (p=0.046) and may increase radio-resistance in cervical SCC (242). Additional work by this group directly examined the consequences of OSMR overexpression in vitro and discovered that OSM signaling dramatically increases cell migration, invasion, and induction of tumorigenic factors such as IL-6, HIF2-α, VEGF, and transglutamase 2 (TGM2) a calcium-dependent crosslinking enzyme that catalyzes post-translational protein modifications, yet no evidence of OSMR overexpression improving radio-resistance was found (243–245). A separate group investigated the sensitivity of cisplatin therapy of cervical SCC cells and found that while STAT3 phosphorylation dramatically increased in pre-cancerous cervical cancer legions, it declined when comparing to cervical SCC, and cervical SCC cells pre-treated with OSM were more responsive toward cisplatin-based chemoradiotherapy, via upregulation of STAT3-mediated interferon-regulatory factor 1 (IRF1) expression (246, 247). More recent work has also evaluated OSMR overexpression utilizing clinical data from the TCGA CESC (cervical cancer) database and found that patients with high OSMR expression display increased expression of mesenchymal makers such as SNAI1, SNAI2 and zinc finger E-box-binding homeobox (ZEB1) (248). Additionally, using 3D culture models and mouse in vivo models and found that OSMRβ-overexpressing cervical SCC cells exhibit increased EMT, stem cell-like properties as well as increased lung colonization and skeletal metastases in vivo (248). These studies together suggest that cervical cancer cells with increased OSM signaling and OSMRβ overexpression are more aggressive, and lead to worse overall survival in cervical SCC patients. While few studies have implicated a possible radioresistant role for high OSMRβ patients, it has not been fully evaluated. Nonetheless, OSMRβ overexpression may be a potential clinical marker for cervical cancer patients, HER2 in breast cancer, and an anti-OSMRβ monoclonal antibody could improve outcome for patients with cervical cancer.




3.3 Ovarian

Ovarian cancer is the fifth most common cancer in woman and the leading cause of death among gynecological cancers (135). While IL-6 family cytokine members have been evaluated in the progression of ovarian cancer, OSM has not been extensively studied (136). A small study consisting of 29 malignant ovarian carcinoma patients revealed OSM was expressed in all 29 primary malignant ovarian carcinomas (MOC). Additionally, the same group analyzed 25 primary ovarian carcinomas samples (OC) for LIFRβ and OSMRβ expression and found all 25 primary OC samples expressed LIFRβ and 14 out of 25 expressed OSMRβ (137). Overexpression of both LIFRβ and OSMRβ in turn has been shown to constitutively activate STAT3 nuclear signaling in 74% of MOC’s tested, suggesting OSM signaling is frequently present in malignant ovarian carcinoma (137). Li et al. further supported this work, showing that OSM treatment enhanced proliferation of OC cells in vitro in a STAT3 dependent manner (138). Interestingly, in contrast to these studies, a group evaluating 239 epithelial ovarian cancer patients (19 with low stage and 220 with high stage) and 169 controls identified that OSM was significantly downregulated (-2.62-fold change in early stage and -2.65 in late stage) in the leukocytes fraction of ovarian cancer patients compared to healthy patients (139). More recent research however has further evaluated the role of OSM in ovarian cancer and found that OSMR is highly expressed in ovarian cancer cells, cancer associated fibroblasts, and endothelial cells of patient samples, and is highly expressed when compared to normal adjacent tissues. Additionally, this study showed human ovarian cancer cell lines overexpressing OSMRβ were found to promote colony formation, migration, invasion, and spheroid-forming capabilities, and that an anti-OSMRβ monoclonal antibody reduced the growth and peritoneal spread of ovarian cancer cells using a mouse in vivo ovarian cancer model (140). From this evidence, while the presence of OSM in ovarian cancer patients is not confounded, OSM-mediated STAT3 signaling does impact ovarian cancer progression. It could be hypothesized that similarly to cervical cancer, OSMRβ rather than OSM is the more favorable target against ovarian cancer metastasis and could be used as a clinical marker for disease progression and patient outcomes.




3.4 Prostate

Prostate cancer (PC) is both the second most common cancer and second leading cause of cancer related deaths in men. PC is one of the four most common cancer types, and with reduction rates within the population plateauing, there is a need to better understand the mechanisms that PC utilizes to persistently remain present within the population (141).

OSM treatment on prostate carcinoma cells (DU145) in vitro has been shown to increase the amount of urokinase-type plasminogen activator (u-PA), a serine protease that degrades ECM proteins leading to increased invasion and metastasis in vitro, as well as VEGF measured by means of ELISA (142). This correlation was also seen clinically evaluating 47 male patients: 20 with benign prostatic hyperplasia (BPH), 20 with non-metastatic PC, and 7 with metastatic PC. Patients with metastatic PC displayed a significant increase in plasma levels of IL-6 (p<0.0001), OSM (p<0.009), VEGF (p<0.016), and u-PA (p<0.0001) compared to the other disorders (142). Interestingly, OSM was also shown to induce tumorigenic properties, including EMT progression and migration of non-transformed human prostate epithelial cells via STAT3 signaling (143). A separate study also highlighted miR-181b-5p as a potential inhibitor of OSM-mediated prostate cancer progression using in vitro mouse prostate cancer cell lines. In the presence of OSM, miR-181b-5p was shown to inhibit proliferation, invasion and metastasis of mouse cell lines, while also repressing the levels of osteoclastogenic factors such as IL-6, AREG, and OPG that could prevent prostate cancer metastasis to bone (144).

PC commonly starts as an androgen-dependent tumor, making androgen-depriving therapeutics a useful first-round treatment strategy; however, 20-30% of patients exhibit recurrence of PC with a more aggressive androgen-negative phenotype that is difficult to treat (142, 145). Recent research has examined how exercise affects patients with advanced prostate cancer or patients receiving androgen deprivation therapy and have noticed elevated levels of OSM (146, 147). The implications of this, however, are not very well understood. All of this evidence combined shows that the OSM plays a pivotal role in the development and progression of prostate cancer and could be a valuable therapeutic target to improve stage outcomes in PC patients.




3.5 Testicular carcinoma

Testicular cancer is relatively rare, affecting only 1 in 250 males, however it develops in patients at a younger age, with an average diagnosis age at 33 years old (135). The role of OSM in testicular cancer has not been extensively studied, however De Miguel et al. in 1999 evaluated the presence of OSM in Leydig cells (cells in the testes responsible for testosterone production) as well as in various testicular carcinomas, including carcinoma-in-situ (CIS), germ cell tumors, and benign functioning Leydig cell tumors (148). OSM has been shown to cause a two-fold increase in the amount of Leydig cell progenitors, through stem Leydig cell differentiation in normal tissue samples. It was also found to be present in normal functioning and differentiated Leydig cells, therefore suggesting a role in normal Leydig cell differentiation and maintenance as shown by immunohistochemical staining (148, 149). OSM was also found within Leydig cells of patients with carcinoma-in-situ and in the parenchyma of neoplastic cells, however immunoreaction between cancerous and non-cancerous controls were similar, indicating OSM did not affect immune cell recruitment (148). Interestingly, functioning Leydig cell neoplasms showed a very strong immunoreaction to OSM, suggesting an upregulation of OSM in Leydig cell carcinoma may impact recruitment of immune cells (148). These preliminary studies evaluating OSM in testicular cancer suggest a possible role for OSM in Leydig cell differentiation and function of mature Leydig cells and recognize the presence of OSM in Leydig cell carcinoma and carcinoma in situ. However, no studies have yet to evaluate the tumorigenic properties of OSM in testicular cancer.




3.6 Colon

Colon cancer is the third most common type of malignancy and third leading cause of cancer-related deaths among men and women world-wide (135). The first connection of OSM in colorectal cancer was through discovering that the OSMR gene is highly methylated in non-invasive colorectal cancer patients, but not in normal controls, and has been suggested as a highly specific prognostic marker for colon cancer detection and severity of disease (150–152). In addition, a direct correlation between colorectal carcinoma (CRC) tumor grade and OSM expression level has been identified after examining the blood serum levels of OSM in colorectal cancer patients. High T staged CRCs (stages 3 and 4) have significantly higher levels (p < 0.001) of OSM present in the serum compared to low stage CRC as well as in healthy patient controls (153). Additionally, Rajamaki et al. identified hypomethylation and subsequent overexpression of OSMR in inflammatory bowel disease-associated CRC (IBD-CRC) patients, which may result in EMT of CRC cells and promote resistance to anti-TNFα therapies (mentioned in the Inflammatory Bowel Disease section) (154).

Camptothecin (CPT) is a chemotherapeutic agent frequently used in CRC and is aimed at the inhibition of topoisomerases (153). CPT has been shown to increase the expression of programmed death-ligand 1 (PD-L1) as well as other cytokines, including OSM (155). Examination of the TCGA colorectal cancer (COAD) and pan-cancer (PANCAN) database of ~4500 patients where high and low OSM expression was analyzed showing that high OSM expression was correlated with decreased patient survival (p < 0.001) further correlating the role of OSM in progression and metastasis in CRC (155).




3.7 Gastrointestinal

Every year, almost 1 million patients are diagnosed with gastric cancer worldwide, and almost 750,000 die, making it the second most common cause of cancer death worldwide (156–158). The role of OSM in gastric cancer has yet to be studied, but OSM has been shown to be overexpressed in pre-cancerous lesions and in gastric cancer (GC) when compared to normal gastric tissue, as well as in cancer-derived mesenchymal stem cells isolated from patients (159, 160). OSM expression in gastric high-grade intraepithelial neoplasia (HGIN) and early gastric cancer (EGC) tissues was significantly higher than that of low-grade intraepithelial neoplasia (LGIN) tissues based on expression profiling (p < 0.001) (159). RT-qPCR analysis of the OSM gene in EGC patients had a higher expression of OSM mRNA than that in HGIN (p < 0.05) and LGIN (p < 0.01), while immunohistochemical staining of OSM in LGIN was significantly lower than that in HGIN (p= 0.008) and EGC (p = 0.044) (159). These studies show that OSM could be a useful independent biomarker for possible staging of gastric cancer, and that the difference in OSM staining between HGIN and LGIN could be used as an early marker for gastric cancer.

OSMRβ has also been shown to be overexpressed in GC, highlighting the possibility of increased OSM-OSMR signaling in GC patients (161). Treatment with OSM increased proliferation and EMT in vitro. GC cells transfected with shRNA to knockdown OSMRβ expression had a reduction in the rate of proliferation (37.5%) as well as a reversal of EMT (161). These effects have been shown to be dependent on the activation of STAT3, FAK, and SRC through OSM OSM-OSMR signaling (161). Treatment with OSM increased GC tumor size and incidence of peritoneal dissemination in vivo with attenuation being reached through OSMRβ inhibition (161). These findings underline the effects of OSM within GC, resulting in increased proliferation, cell migration, invasion, and EMT dependent on OSM-OSMR signaling, as well as its potential as a T staging biomarker.




3.8 Pancreas

While pancreatic cancer has a low incidence rate due to lack of symptoms and early detection screening methods, pancreatic cancer has one of the worst prognosis rates, with 5-year survival at 12% for late-stage pancreatic cancer (135). OSM has been shown to play an important role in the progression of pancreatic ductal adenocarcinoma (PDAC), the most common form of pancreatic cancer originating from ductal cells within the pancreas by promoting EMT and by creating a more CSC phenotype in the pancreatic tumor microenvironment (162). Treatment of multiple human pancreatic cancer cell lines with recombinant human OSM (rhOSM) induced EMT via reduction of E-cadherin and induction of ZEB1 as well as upregulation of OSMRβ, leading to a positive feedback loop of increased OSM-mediated STAT3 signaling that maintains the malignant phenotype of these cells (162). In vivo analysis using xenografts of OSM producing PDAC cells showed that increased amounts of OSM in the TME caused greater primary tumor burden, increased metastatic spread, and led to a greater capacity to colonize the lungs (162). Co-culture models of human pancreatic cancer cells (HPAC) and human fibroblast overexpressing OSM also induced a CSC phenotype when compared to HPAC cells co-cultured with control fibroblasts (162). Lee et al. also found that OSM-OSMR signaling induces inflammatory fibroblasts within the TME in an in vivo PDAC model and promotes tumor growth and metastasis (163). A separate study also identified that similarly in breast cancer, OSM induces LOXL2 expression, subsequent collagen fiber alignment, and metastasis in vivo (164). Due to the low survival rate of PDAC patients, and lack of screening methods for early diagnosis, OSM, along with an array of other cytokines, have been shown to be overexpressed in the serum of pancreatic cancer patients and recent bioinformatics data has implicated OSM to promote radio resistance and poor prognosis in patients (163, 165, 166). This suggests OSM may be a useful clinical marker for diagnosis, and a therapeutic may increase survivability for pancreatic cancer patients. In contrast to these studies, Nistal-Villan et al. developed two oncolytic virus models encoding human OSM and, when administered to an aggressive orthotopic pancreatic cancer model in Syrian hamsters, was found to stimulate immune responses against cancer cells and had a significant anti-tumor effect (167). This work has not been examined further but may suggest a possible mechanism for recruitment of anti-tumorigenic immune cells to prevent cancer progression in pancreatic cancer.




3.9 Bladder

According to the American Cancer Society, in 2022 there are expected to be over 80,000 patients diagnosed with bladder cancer and nearly 17,000 deaths (135). While the role of OSM in bladder cancer has not been extensively studied, in 2019 Deng et al. published a study of 306 bladder cancer patients of Han residents within the Sichuan province of China and identified two novel single nucleotide polymorphisms (SNPs) within the promoter region of the OSMR gene (168). The two SNPs identified, rs2278329 and rs2292016 were identified in bladder cancer patients as well as healthy control patients. While rs2278329 allele variants showed no risk factors for bladder cancer progression, and patients with rs2292016 allele variants were associated with higher tumor grade and higher recurrence rate when compared to healthy control patients (168). Furthermore, a recent study performing whole exome sequencing of patients with bladder squamous cell carcinoma, also displayed significantly higher expression of OSM, OSMRβ, and IL-31, suggesting both OSM-OSMR and IL-31-OSMR signaling may impact bladder cancer progression (169). Recent evidence also suggests upregulation of OSM in metastatic bladder cancer patients (170). These studies illustrate that while the role of OSM and OSMRβ in bladder cancer has yet to be fully elucidated, OSMRβ allele variants may serve as a biomarker prognosis test for patients with bladder cancer, and therapeutics targeting OSMRβ may be a beneficial target for bladder cancer patients.




3.10 Lung

Lung cancer is the leading cause of cancer related deaths in both men and women, and the second most commonly diagnosed cancer (135). The current body of literature is conflicted on the role OSM plays in lung cancer progression. Some studies suggest OSM may repress lung cancer growth (171), but can promote lung cancer metastasis via activation of STAT3 and STAT5, thus increasing expression of tumorigenic factors such as tissue type plasminogen activator (tPA) (172, 173). Early work examining OSM in lung adenocarcinoma suggested it as a tumor promoter, including in vitro work showing OSM, and IL-6 to a lesser degree, as a potent inducer of human lung cancer differentiation. OSM combined TGF-β1 was also shown to regulate hyaluronan and may modulate lung cancer metastasis (174, 175). More recent work has also identified OSM as a tumor promoter in vivo. Adenovirus vector expressing mouse OSM induced a 13-fold increase in lung tumor burden and an increase in tumor size when compared to control cell lines. This effect was mitigated in OSMRβ KO mice, suggesting OSM-OSMRβ signaling is necessary (176). Other studies confirmed the pro-metastatic nature of OSM, demonstrating that it induces EMT in non-small cell lung cancer. Additionally, when lung cancer cells were co-cultured with cancer associated fibroblasts, there was an upregulation of phosphorylated-STAT3, OSMRβ, and LIFRβ, coupled with the downregulation of E-cadherin, suggesting an important role for fibroblasts in the activation of OSM signaling and the progression of lung tumors while protecting the cells from targeted therapies in an OSMRβ/JAK1/STAT3 dependent manner (177). This theory is also supported by Wysoczynski et al. who showed that lung cancer cells secrete an increased number of microvesicles when in the presence of stress factors like hypoxia and irradiation. Increased microvesicles lead to the activation of cancer associated fibroblasts and subsequent overexpression of pro-angiogenic factors such as OSM, IL-8, IL-11, VEGF, LIF, MMP-9, and tissue-type plasminogen activator (tPA) (172, 178). Shien et al. also analyzed patient data using the TCGA and PROSPECT lung adenocarcinoma databases and found a positive correlation of OSM, IL-6 and LIF in lung cancer patients, while also showing high OSMRβ expression had a significantly poorer prognosis compared to patients with a low OSMRβ expression (p = 0.0096 for recurrent-free survival), indicating that OSM and OSMRβ  play a significant role in lung cancer (177). However, there is research that suggests OSM can suppress lung metastasis by inhibiting the EMT promoter SLUG, modulating mesenchymal-epithelial transition of lung cells by reducing EMT markers via STAT1 (179, 180). This combined research has not yet fully parsed out the mechanism of OSM in lung cancer, however patient data suggests a pro-tumorigenic and pro-metastatic role for OSM. Additionally, a study published by Chen et al. evaluated the expression of a short non-functioning form of OSMRβ, dubbed OSMRs, that is highly expressed in lung cancer patients, and acts a decoy receptor for OSM and thus resulting in mitigating OSMs oncogenic capabilities (181). This confounding factor may explain the contradictory results in lung cancer.




3.11 Brain

Brain cancer is a blanket term related to a variety of tumors based upon the cell type that becomes cancerous and includes both benign and malignant tumors. OSM has been shown to play a factor in a variety of brain tumor types including astrogliomas, astrocytomas, pituitary adenomas, glioblastomas, gliomas, medulloblastomas, and meningiomas (182–186, 189, 249). In vitro, OSM mediates tumorigenesis by activating STAT3 or STAT1 thus promoting expression of genes responsible for cell migration, ECM remodeling, and angiogenesis including, PLAU (plasminogen activator of urokinase), CHI3L3 (chitinase-like protein 1) and VEGF in several different human brain tumor cell types (183, 187, 249). In astroglioma cells, OSM induces an approximately three-fold increase in VEGF, while OSM and IL-1β together induce an approximately seven-fold increase of VEGF after 48 hours in astroglioma cells, in a STAT3 dependent manner (183). Additionally, OSM stimulation has been shown initiate the activation of the RelB/p50 proteins of the NF-κB pathway both in vitro and in vivo, perpetuating a tumor inflammatory environment in brain cancer cells (183). OSM-OSMR signaling mediated through STAT3, promoted MMP-9 upregulation over two-fold and increased the invasive potential of glioblastoma cells. OSM itself, however, did not influence tumor cell viability or proliferation (183). Two studies in fact suggest OSM may inhibit proliferation of glioma, astroglioma, and glioblastoma, although these studies have not been further evaluated (190, 191). Interestingly, Jahani-Asl et al. identified that OSMRβ is an essential co-receptor for EGFRvIII, and knockdown of OSMRβ strongly suppressed cell proliferation and tumor growth in mouse glioblastoma cells and human brain tumor stem cells in a xenograft mouse model (184). Waters M. R., et al. analyzed the correlation of OSM in brain cancer using brain tumor TCGA database and found OSM expression was most strongly correlated with poor glioblastoma multiforme (GBM; a heterogeneous mixture of cells containing brain tumor stem cells that are both tumorigenic and self-renewing) patient survival (182). They also discovered that OSM is produced in the brain solely by macrophages and microglia, and that chronic elevation of OSM leads to the progression of GBM (182). Macrophage-derived OSM has been shown to increase the mesenchymal like phenotype of OSM, mediated via STAT3 signaling both in vitro and in vivo (183, 186). Most recently, Chen et al. found that high OSM level is correlated with poor prognosis in several cancers, particularly with GBM, and found that OSM promotes migration and invasion of U251 glioblastoma cells while also exhibiting a more mesenchymal phenotype indicative of aggressive disease (192). OSMRβ has also been shown to be overexpressed in aggressive GBMs via STAT3 signaling and is correlated to a decrease in survival among patients (183, 184). Studies targeting OSMRβ and STAT3 suggest that a clinical therapeutic that disrupts OSM/OSMRβ/STAT3 signaling can repress brain tumor growth and increase chemoresistance in aggressive brain tumors (183, 249).




3.12 Squamous cell carcinoma

Cutaneous squamous cell carcinoma (cSCC) is the second most common keratinocyte malignancy, being responsible for 20% of skin-cancer deaths due to the lack of therapies (193). While OSM has not been extensively analyzed in all varieties of skin cancer, OSM has been shown to promote normal keratinocyte proliferation, migration, skin inflammation, and epidermal hyperplasia both in vitro and in vivo (52). OSM has also been shown to be overexpressed in cSCC patients, and overexpression of OSM in vitro and shown to induce STAT3 and ERK phosphorylation and activation, as well as increased proliferation and migratory capacity in vitro (194–196). Interestingly, during in vivo studies OSM was not found in the keratinocyte cells, but rather, it was found in large quantities at the periphery of the tumor due to infiltration of neutrophils, macrophages, and other inflammatory cells that secrete OSM in a paracrine fashion (194). OSM has also been shown to be highly expressed in keratoacanthoma; originally believed to be a benign form of skin cancer, but rare cases act in a similar form to skin SCC have been reported (195). In OSM-knockout mice, cSCC tumor volume was reduced by approximately 30% when compared to wild-type mice after one month, however there were still significant amounts of IL-6, IL-1β, IL-23α, CXCL1, IL-4, and IFNγ present in the tumor tissue compared to normal skin (194). The most understood environmental cause of cSCC is ultraviolet (UV) radiation (197). OSM signaling has been shown to suppress UV induce apoptosis of human keratinocytes and may be crucial towards early cancer progression in vitro via an increase in cell motility through ECM remodeling (197). This indicates that OSM may not only be crucial for cSCC progression, but also may lead to a higher incidence of squamous cell carcinoma, via repression of apoptosis in keratinocytes.

In addition to cSCC, OSM has also been implicated in oral squamous cell carcinoma (OSCC). In OSCC cells, treated with the known oral carcinogen arecoline, induced the expression of IL-6, STAT3, and c-Myc (198). The upregulation of c-Myc has been shown to suppress the expression of micro-RNA-22 (MiR-22) subsequently leading to an upregulation of OSM (198). This is reinforced by the observation that the expression of OSM and MiR-22 are inversely related (198). MiR-22 overexpression was able to suppress cell proliferation and migration by directly inhibiting OSM, suggesting the role of OSM in OSCC may be dependent on miRNA regulation (198).

Esophageal squamous cell carcinoma (ESCC) is the seventh most common malignancy in the world and is common among Asian populations (199). Due to difficulties of early screening, nearly half of patients are diagnosed as having locally advanced disease (200). The effect of OSM in ESCC has not been extensively studied, and preliminary reports suggest OSM plays a minor role. A recent study evaluating inflammation biomarkers in ESCC patients in Japan identified OSM as negatively correlated to the disease, while another study evaluating 173 cases in the ESCC TCGA dataset correlated OSM with a worse prognosis (201, 202). However, Kausar et al. identified a soluble form of OSMRβ (sOSMRβ) to be present in 9 out of 11 cell ESCC cell lines, and the presence of sOSMRβ protein was detected in the sera of patients. Furthermore, while high expression of OSM (94% of patients) was confirmed via IHC, full length OSMRβ was only detected in 23% of patients, suggesting that sOSMRβ may be acting as a neutralizing receptor for OSM in ESCC (203).




3.13 Kaposi’s sarcoma

OSM was first identified as a major growth factor in Kaposi’s sarcoma (KS) in 1992 when evaluating media from patients with AIDS-associated KS (4). Kaposi’s sarcoma is a relatively rare form of cancer but is endemic in several regions of the world and is estimated to be the leading cause of cancer incidence and mortality in several countries in Southern and Eastern Africa (199). When evaluating AIDS-KS cell lines, OSM was found to be a potent mitogen and autocrine growth factor (204, 205). Other studies showed OSM as a promoter of basic fibroblast growth factor (bFGF) which in turns promotes growth of Kaposi’s sarcoma and endothelial cells through activation of AP-1 response elements in the bFGF promoter (206, 207). It has also been proposed that KS-encoded cyclin K inhibits the anti-proliferative effects of OSM by directly inhibiting STAT3, although previous work suggests OSM signaling promotes growth via MAPK/ERK and JNK signaling (208, 209). Further studies also suggest that in KS, OSM and bFGF induce RAFTK, a focal adhesion kinase downstream of JNK, which acts as a convergence site for intracytoplasmic kinases and adapter molecules and increase cytokine signaling cascades and promoting cell growth (210). Additionally, AIDS-associated KS cells have been shown to express OSMRβ but not LIFRβ or IL-6 receptor, and inhibition of gp130 blocks the growth stimulating effects of OSM in AIDS-KS cells suggesting inhibition of OSM signaling may be beneficial strategy for patients with KS (211).




3.14 Miscellaneous sarcomas

Osteosarcoma (OSA) is the most common malignant bone disease in humans (135). Fossey et al. discovered that several OSA cell lines express OSM, OSMRβ, and gp130 receptor complex proteins, but interestingly not IL-6 or IL-6R. Activation of these receptor complexes occur with the binding of OSM leading to a time dependent increase in the levels of pSTAT3, pJAK2, and pSrc. While OSM does not increase proliferation of OSA cells (212–214), it does increase invasion via expression of glial fibrillary acidic protein (GFAP); a protein responsible for cytoskeletal reorganization in osteoblasts, MMP-2, cathepsin secretion and activity, as well as VEGF in a STAT3 dependent manner (212, 215–217). These features of OSM in OSA can increase the metastatic potential of OSA cells in vivo.

Chondrosarcomas (CSA) are difficult to treat, with chemotherapy and radiotherapy resistance, surgery remains the singular treatment option (218). Treatment with OSM induced cell cycle arrest in the S phase of murine SRC cell line in vitro and in G0/G1 of three other cells in vitro and is dependent on the JAK3/STAT1 pathway (218). Overexpression of OSM in the tumor cells, by adenovirus gene transfer, led to decreased tumor proliferation and enhanced apoptosis in vivo (218). These findings show that OSM treatment locally to the tumor environment of CSA could be a possible therapy to improve the prognosis of CSA patients.

Very little evidence exists for OSM and Ewing sarcoma (ES); however, the OSM gene has been shown to be differentially methylated in an ES microarray dataset (65% compared to healthy patients), although this did not significantly correlate with survival rate (219). Unlike OSA or CSA, OSM has been shown to increase the proliferation of ES cells in an OSMRβ/STAT3 dependent manner via upregulation of c-Myc (220). Based on the information given above, OSM inhibition would benefit CSA patients but burden OSA and ES patients.




3.15 Melanoma

Invasive melanoma accounts for only 1% of all skin cancer cases but is responsible for the vast majority of skin cancer deaths (135). Historically, OSM has been identified as a strong inhibitor of melanoma (221–223). Exogenous OSM has been shown to activate STAT3, STAT5b and the MAPK pathways via OSMRβ to strongly inhibit the proliferation of melanoma cells (221, 222, 224–226). OSM is also able to bind to collagens in a bioactive form and inhibit proliferation of A375 melanoma cells in vitro (227). Interestingly, OSM has also been shown to promote LIF expression, which could prolong the inflammatory effects of OSM (228). OSM also increases expression of membrane bound ICAM-1 in vitro, which also may suggest higher immune surveillance in human myeloma (229).

As melanoma reaches an advanced stage, cells appear to become resistant to the inhibitory effects of OSM (225). This has been shown in vitro and in vivo to be partly caused by the constitutive expression of suppressor of cytokine signaling-3 (SOCS-3) mRNA and subsequent high level of SOCS-3 protein (230). Accompanying the increase in SOCS-3 mRNA/protein is a downregulation of the OSMRβ subunit, due to a decrease in the amount of histone acetylation in the promoter region of the OSMRβ gene (231). Paracrine signaling of OSM in antigen-negative melanoma cells to antigen-positive will lead to antigen-silencing, possibly affecting the outcome of antitumor vaccine immunotherapies (232). OSM sensitivity in human melanoma cells also has importance for tumor-infiltrating lymphocyte (TIL) treatment of stage 3 melanoma (233). Patients that were unresponsive to OSM expressing TILs due to phosphorylation defects of STAT3 on Ser-727, as well as activation of AKT on Ser-473, were shown to have an increased resistance to OSM anti-proliferative activity (233). The development of OSM resistance in melanoma cells has a significant role in creating a more aggressive phenotype, which appears to be specific to melanoma. This could be treated by increasing the amount of OSM ligand in the system through the use of an OSM therapeutic.





4 Therapeutic intervention of OSM

As mentioned in the previous sections, developing an effective targeted therapeutic against OSM signaling could be crucial for the treatment of numerous diseases, including a variety of cancers. While several therapies have been developed and approved that target IL-6 and other IL-6 family members, currently no FDA approved treatments exist for OSM. This section will outline previous and current strategies for developing effective therapeutics against OSM and OSM receptor, including unique strategies that are in early stages of testing. The specific drugs and patents for drugs against OSM and OSMRβ are described in Table 3.


Table 3 | Anti-OSM and Anti- OSMRβ Therapeutics.





4.1 Anti-OSM therapeutics

In 2000, Deller et al. published the first molecular structure for OSM, paving the way for the development of potential anti-OSM therapeutics (5). OSM’s tertiary structure consists of four α-helical bundles (helices A-D; Figure 2A) and has two distinct sites responsible for receptor complex binding (Figure 2B) (5). The Site II motif, consisting of regions of helices A and C, is responsible for OSM’s binding to gp130. Site-directed mutagenesis has revealed four amino acid residues: Gln-16, Gln-20, Gly-120, and Asn-124, shown to be the primary residues responsible for this interaction (5, 16). The Site III epitope, located within a loop between helices A-B (Figure 2A), and near the N-terminal end of helix D, is the primary site by which OSM binds to OSMRβ and LIFRβ. This region is highly conserved for both OSM and LIF, thus making it difficult to generate a specific therapeutic against OSM. However, recent research efforts have shown that OSM possesses a unique amino acid composition that is necessary for specific interactions with OSMRβ. Alanine-scanning experiments and substitution experiments comparing OSM and LIF revealed that Tyr-34, Gln-38, Gly-39, and Leu-45 (in AB loop) and Pro-153 (in helix D) are responsible for OSMRβ binding, while Phe-160 and Lys-163 of D-helix are necessary for interaction with both OSMRβ and LIFRβ (16, 234, 235).




Figure 2 | OSM structure and receptor binding sites. (A) OSM is a four α-helical bundle protein consisting of helices A (red; aa 10 –37), B (green; aa 66-90), C (purple; aa 106-131), and D (blue; aa 159-185) (truncated X-ray crystallography PDB:1EVS). (B) Site-directed mutagenesis experiments have identified two separate binding sites responsible for receptor-ligand interactions. Site II is located near the N-terminal region in helices A and C, and three amino acids (Gly-16, Gly-20, Asn-124) have been identified as crucial for OSM interaction with gp130. Site III is located in the A- B loop with a small portion of the D helix (dark purple) that is responsible for binding of OSM to LIFRβ and OSMRβ. Substitution experiments with OSM and LIF revealed that Lys-163, and Phe-160 are required to bind to both receptor complexes, but Tyr-34, Gln-38, Gly-39 and Leu-45 are specifically needed for interactions with OSMRβ.



The pharmaceutical giant GlaxoSmithKline (GSK) has supported the production of two separate anti-OSM neutralizing antibodies, both of which target the Site II region of OSM, and to date, these are the only anti-OSM therapeutics to advance into clinical trials. GSK315234 is a humanized anti-OSM IgG monoclonal antibody developed for the treatment of patients with active rheumatoid arthritis (RA), designed to bind to the Site II region of OSM and prevent dimerization with gp130 (236). A phase two clinical trial was initiated with the goal of investigating the safety, pharmacokinetics (PK), and pharmacodynamics (PD) of GSK315234 in patients with RA. The study contained a total of 135 patients with RA, was divided into four groups (double-blind, placebo-controlled, and randomized, and evaluated the following: i) an intravenous (IV) method of delivery, ii) a subcutaneous (SC) method of delivery, iii) a single dose delivery (single versus multiple delivery) and iv) a multiple dose delivery, all over a period of 154 days. Patients selected to participate in the study were required to have active RA with a Disease Activity Score 28 (DAS28) of > 4.2 at screening. DAS28 is a composite score analyzing the number of swollen/tender joints (that includes 28 joints), as well as examining concentration of erythrocyte sedimentation rate (ESR) and C-reactive protein (CRP) in the blood stream. Patients selected to participate in the study were also required to have had previously received at least three months of treatment with methotrexate.

Overall, evidence from this study suggests that repeated dosing with GSK315234 did not demonstrate statistically significant efficacy. While there appears to be minimal toxicity in patients who received GSK315234, the monoclonal antibody exhibited poor binding affinity (2.5 nM) and a rapid off-rate (1.73 x 103) when compared to the higher affinity of OSMRβ (approximately 150 pM). Interestingly, patients in the group which received a single 3 mg/kg dose of GSK315234 by IV displayed a statistically significant reduction in DAS28 score compared to the placebo group (p-value <0.05 at days 56, 84, and 91), as did the patients that received a 10 mg/kg dose by IV (at day 84). However, groups receiving larger single doses (20 and 30 mg/kg IV), repeated dosing (6 mg/kg IV), or SC injection (500 mg) exhibited no significant difference in clinical score. Due to the high off-rate and binding affinity, as well as the poor significance and inconclusive results in the study, GSK315234 clinical trials were halted.

Another GSK anti-OSM monoclonal antibody, GSK2330811, has entered clinical trials for treatment of systemic scleroderma (237, 238). A phase one, randomized, double-blind, placebo-controlled SC administered clinical trial with 30 healthy subjects showed a favorable safety profile in participants. Patients were divided into 6 groups, with patients given either placebo or varying concentration of a single SC dose of GSK2330811 (0.1, 0.3, 1, 3 or 6 mg/kg respectively). No clinically relevant change from baseline laboratory values were observed in any of the groups, and GSK2330811 exhibited pharmacokinetics over all five of the dose ranges with a binding affinity estimated at approximately 0.58 nM (95% CI 0.455, 0.710). This drug has recently finished evaluation in phase two clinical trials for patients with diffuse cutaneous systemic scleroderma involving 35 patients randomized to placebo receiving 100 mg or 300 mg treatment subcutaneously every other week for 12 weeks. There were no clinical differences between GSK2330811 and placebo groups. Additionally, all patients in the 300 mg treatment group reported at least one adverse effect; including decreased hemoglobin, anemia of varying severity, decreased platelet counts, decreased neutrophil counts, and thrombocytopenia (239). A separate clinical trial (NCT04151225) was also initiated with GSK2330811 for patients with Crohn’s disease; however, the study was halted by an internal sponsor before patient enrollment began due to a potentially narrow therapeutic window (238, 240, 250).

In addition to the previously mentioned monoclonal antibodies that have advanced to clinical trials, GlaxoSmithKline possesses a patent (US7858753B2) (240) for another anti-OSM antibody. While the previous ones were designed to specifically interact with Site II of OSM (Figure 2), this is designed to inhibit OSM/gp130 interaction without directly binding to any amino acids within Site II. Instead, it is designed to interact with amino acids; Pro82, Ser83, Glu84, Leu90, Gly94, Pro112, Gln115, Asp122, Leu123, and Cys152 of OSM. It is unclear how this antibody interferes with OSM/gp130 dimerization, but further studies may reveal its mechanism. Within a separate patent (US6706266B1) (240), GlaxoSmithKline also has RNA aptamer designs that are highly specific towards OSM with a KD at approximately 7 nM; however, both of these patents have yet to be tested in vitro, in vivo, or through clinical trials.

Researchers at the Universite de Poiters have also developed a patent (WO2020127884A1) relating to specific binding proteins, such as an antibody, that binds specifically to OSM to inhibit interaction with OSM and gp130, and/or LIFR, to be used with any disease associated with elevated levels of OSM, with a particular interest in inflammatory skin diseases and cancer (251).

A different patent, submitted by the University of Padua (US20170327573A1) (252), is designed to develop an anti-OSM therapeutic that will increase mobilization of bone marrow stem cells in patients with diabetes. This patent allows for the design of a variety of inhibitors that would inhibit OSM production or OSMRβ signaling at the cellular level such as enzyme inducers, an enzyme or receptor inhibitor, a ligand for a receptor, a compound that is toxic for cells, or an antisense RNA.

Utilizing a separate approach, Boise State University has submitted a patent (US9550828B2) (253) developing small molecule inhibitors against the Site III region of OSM, preventing OSM binding to OSMRβ. The compounds proposed in this patent are designed to reduce tumor cell detachment, invasion, and metastasis. Recently, a specific small molecule inhibitor named SMI-10B was characterized and shown to bind to specific amino acids within Site III of OSM via HSQC-NMR (260), and was subsequently confirmed by an independent group using molecular dynamics simulation (261). To date, this is the only patent designed for small molecule inhibition of OSM.




4.2 Anti-OSMRβ therapeutics

As outlined in Figure 1, OSM interacts with gp130, which then results in the dimerization of both LIFRβ and OSMRβ, however it is thought that human OSM binds with a much stronger affinity to OSMRβ than to LIFRβ. Another cytokine, IL-31, also uses OSMRβ as part of its receptor complex (along with its receptor IL-31RA), making OSMRβ, specifically, a beneficial target to inhibit OSM as well as IL-31 signaling (262, 263). Challenges exist for this strategy due to the unknown structure of OSMRβ. Recent work utilizing computational in silico analysis and homology modeling of the structurally similar LIFRβ has provided framework for structural modeling of the OSM-OSMR complex, providing more detailed information for those designing therapeutics against OSMRβ (257). Furthermore, with the recent advancement in molecular modelling, particularly with AlphaFold, a predicted structure for OSMRβ has been created, which may help pave the way for specific targets against the receptor protein (264, 265). Currently, no therapeutics targeted against OSMRβ are clinically available, and to date, none have advanced into clinical trial stages. However, several patents have been submitted for a variety of compounds designed as inhibitors of OSMRβ and will be outlined below (see Table 3).

As highlighted previously, OSM has been shown to play a role in various inflammatory skin diseases. To combat this, Kiniksa Pharmaceutical currently has two patents, all describing monoclonal antibodies, that are designed to inhibit OSMRβ in inflammatory skin conditions. The first (US9663571B2) (254) is designed for the treatment of atopic dermatitis and chronic puritis in patients who have yet to receive treatment with a corticosteroid, or for patients with serum IgE levels lower than 300 IU/mL. Both OSM and IL-31 have been linked to atopic dermatitis. OSMRβ, which is part of the receptor complex for both proteins, makes it a desirable target to inhibit both OSM and IL-31 signaling. This patent outlines three separate antibodies that describe an IC50 range between 157 pM and 1.35 nM and an average KD of 0.2 nM. Kiniksa Pharmaceutical’s second patent, (US10493149B2) (255) is also a monoclonal antibody is for unspecified diseases. Furthermore, two other patents have been developed for inflammatory skin disorders. Wakayama Medical University has submitted a patent (WO2013168829A1) (256) for a monoclonal antibody against OSMRβ designed to inhibit both OSM and IL-31 induced inflammation in patients with atopic dermatitis. Universitie D’angers has also written a patent (US20090300776A1) (257) for a small interfering RNA (siRNA) that is designed to inhibit OSMRβ mRNA expression in keratinocytes that would subsequently result in repressed inflammation in a variety of inflammatory skin diseases. This patent also encompasses molecules designed to inhibit a variety of cytokines linked with keratinocyte-mediated inflammation, including OSM, IL-17, TNFα, IL-31, and IFN-y.

Additionally, two pharmaceutical companies have patents targeting OSMRβ in both cancer and heart disease. Raven Biotechnologies has developed an anti-OSMRβ antibody (US7572896B2) (258) designed for diagnosis of human cancers with high OSMRβ expression, as well as treatment for a variety of human cancers. Mouse model experiments using human ovarian and lung cancer cells indicate this antibody is effective at reducing proliferation both in vitro and in vivo. Furthermore, the Max Plank Society has written a patent (WO 2010139742A1) to develop an anti-OSMRβ therapeutic for the treatment and/or prevention of heart failure (259). The patent is broad in nature, and is written to encompass an aptamer, siRNA, shRNA miRNA, and/or ribozyme. While current efforts for an anti-OSM or anti-OSMRβ drug have not yet succeeded in making it through clinical trials, it is clear that a therapeutic is needed for a variety of diseases. Developing novel therapies that target OSM or OSMRβ with high specificity and low toxicity will hopefully provide the necessary therapeutics for patients with abnormal OSM or OSMRβ expression.





5 Discussion

Throughout the course of this review, we have shown the important role OSM plays in a variety of diseases including many types of cancer. OSM activates several signaling pathways, frequently leading to inflammation, migration, or regeneration and differentiation (19–23). OSM can be produced and secreted by many different cell types, mostly activated immune cells such as macrophages and neutrophils, to intensify some inflammatory diseases, as shown in Table 1 (1, 2, 24). Several studies have linked OSM overexpression with an overall worse prognosis for a variety of diseases, including arthritis, IBD, and most recently COVID-19 (25, 26, 39, 42, 90). However, OSM expression has the possibility to be beneficial to healing injuries, particularly regarding the CNS, bone, liver, heart, and general external skin wounds (33, 37, 64, 68–72, 75–77, 83–85, 92). Negative effects due to chronic expression of OSM may outweigh its positives, yet inhibiting the signaling systemically may cause issues within other physiological processes.

The role of OSM in cancer has also been mysterious (see Table 2). While OSM was initially discovered as an inhibitor of cancer cell growth in melanoma cells (221–223), OSM has been shown to play an important role in cancer progression. In fact, while OSM expression has been shown to repress tumor growth in some cancer types it also may promote tumor growth in other types (15, 102, 103, 161, 162, 171). The specific mechanisms by which OSM operates under different cancer subtypes has yet to be fully explored. However, increased OSM signaling has been shown to increase the proliferation, motility, and metastatic potential of multiple cancers (36, 109, 140, 143, 162, 177, 183, 186, 248). It is also interesting to consider OSM or OSMRβ as a possible biomarker for certain types of cancers such as cervical, colon, GI, and pancreatic cancer (153, 159, 165, 242). Overexpression of OSM and/or OSMRβ is seen more commonly in a multitude of advanced tumors and is linked to decreased patient survival in several cancer types, including breast, cervical, colon, pancreatic, lung, and brain cancer (109, 153, 165, 177, 192, 242). Patients in a clinical setting could benefit greatly from an anti-OSM therapeutic, but the market remains empty for oncologists and their patients.

There are several therapeutics currently in development designed to inhibit the OSM signaling cascade, some by binding to OSM and others by binding its receptor, OSMRβ (see Table 3). The current strategies being implemented represent diverse and novel approaches to develop the most effective inhibitor. Significant inhibition of cytokines has proven to be a challenge clinically. To date, IL-6 remains the only member of its family to have FDA approved clinical therapeutics (266, 267). Targeting OSM, however, has proven to be more challenging. While two monoclonal antibodies against OSM have been the only potential therapies to reach clinical trial stages, both struggled with poor binding affinity and lack of clinical significance (236, 237). It is possible an alternative strategy is needed for an effective anti-OSM therapeutic. Monoclonal antibodies tend to have lengthy half-lives (on the order of days or weeks) that may affect normal inflammatory response mechanisms in cases of infection or injury, and serious wound healing might require pausing therapy (268). In the case of GSK2330811, the half-life was reported to be approximately 24 days (237). Furthermore, both clinical trials of GSK315234 and GSK233081 reported long-term accumulation of OSM-mAb complexes, directly resulting from their long half-life, which in combination with rapid off rate and poor binding affinity, may result in lengthening active OSM in the bloodstream of subjects (236, 237). The wide variety of techniques being implemented, including small molecule inhibitors, aptamers, and other biologics, may eliminate long-term issues with accumulation, provide a highly specific and minimally toxic therapeutic for patients, and allow for therapy to be paused when necessary.

In addition to targeting OSM, several drugs are currently in development to inhibit OSMRβ rather than OSM. While targeting OSMRβ is a valid strategy, and several attempts have been initiated, none of them have entered into clinical trials. As a target, OSMRβ possesses its own unique challenges, lacking a completed crystalized structure; forcing medical chemists to rely on computational modeling for targeting amino acids necessary for OSM/OSMRβ (269). Furthermore, targeting the other OSMR subunit gp130 itself is a risky venture due to its diverse role in all IL-6 family cytokine receptor complexes, although one group is investigating inhibition of gp130 for specific cytokines in the context of inflammatory diseases and multiple cancers (270–272).




6 Conclusion

Throughout this review, we have outlined the evidence for identifying OSM as a therapeutic target for numerous diseases, as well as a variety of cancers. While efforts have been initiated to develop clinical therapeutic for patients, to date, none exist. Creating an anti-OSM or an anti-OSMRβ therapeutic is a much-needed venture for patients and clinicians alike, and work must be continued to synthesize and generate an FDA approved therapeutic.
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Skin malignant melanoma is a highly aggressive skin tumor, which is also a major cause of skin cancer-related mortality. It can spread from a relatively small primary tumor and metastasize to multiple locations, including lymph nodes, lungs, liver, bone, and brain. What’s more metastatic melanoma is the main cause of its high mortality. Among all organs, the lung is one of the most common distant metastatic sites of melanoma, and the mortality rate of melanoma lung metastasis is also very high. Elucidating the mechanisms involved in the pulmonary metastasis of cutaneous melanoma will not only help to provide possible explanations for its etiology and progression but may also help to provide potential new therapeutic targets for its treatment. Increasing evidence suggests that tumor-associated macrophages (TAMs) play an important regulatory role in the migration and metastasis of various malignant tumors. Tumor-targeted therapy, targeting tumor-associated macrophages is thus attracting attention, particularly for advanced tumors and metastatic tumors. However, the relevant role of tumor-associated macrophages in cutaneous melanoma lung metastasis is still unclear. This review will present an overview of the origin, classification, polarization, recruitment, regulation and targeting treatment of tumor-associated macrophages, as well as the soluble mediators involved in these processes and a summary of their possible role in lung metastasis from cutaneous malignant melanoma. This review particularly aims to provide insight into mechanisms and potential therapeutic targets to readers, interested in pulmonary metastasis melanoma.
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Introduction

Cutaneous melanoma is a fatal skin malignant tumor derived from skin melanocytes. It is highly aggressive and is a major cause of skin cancer-related mortality; most patients have metastases the first time coming into the hospital (1, 2). The typical characteristics of cutaneous melanoma are early dissemination and subsequent metastatic colonization of multiple organs, for instance, lymph nodes, lung, liver, bone, and brain are common metastatic sites of skin melanoma (3). It’s worth noting that metastatic melanoma is the main cause of its high mortality and among multiple organs that may be colonized by cutaneous melanoma, the lung is one of the most common distant metastatic sites of melanoma (3–6). The incidence of pulmonary metastasis of melanoma accounts for 5% of all malignant metastases, and the mortality rate of pulmonary metastasis of melanoma is also very high (7). Primary melanoma is another condition of pulmonary melanoma, but the incidence of primary melanoma is only 0.01%, and its pathophysiology and therapeutic intervention are still unclear (7, 8). This review focuses on pulmonary metastatic melanoma, which accounts for the majority of cases of pulmonary melanoma. Hoping this review could provide some possible explanations for the relationship between melanoma lung metastases and TAMs, which may not only help provide possible explanations for cutaneous melanoma lung metastases but also provide potential new therapeutic targets for the treatment of melanoma lung metastases.

Tumor metastasis is not only driven by the intrinsic changes of tumor cells, the implicated cross-talk between tumor cells and their altered microenvironmental components all also play an important role in tumor metastasis. In addition, tumor cell metastasis is usually a stepwise cascading process, which mainly includes (1) tumor cell invasion in the primary site, (2) tumor cells intravasated into the vasculature, (3) tumor cell survival in the circulations, (4) tumor cells extravasated out of the vasculature, (5) tumor cells adapt, colonize and grow at the metastatic site (9, 10). The tumor microenvironment (TME) is considered to have a strong influence on tumorigenesis and the occurrence of tumor metastasis. The macrophages that accumulate around the TME are usually called tumor-associated macrophages(TAMs) (11). A large number of studies have shown that the TEM significantly promotes tumor metastasis usually caused by the increasing infiltration of TAMs, and TAMs are almost involved in the five cascade steps of tumor metastasis (12, 13). Recent studies have found that TAMs play an important role in tumor metastasis. For example, Prune-1 enhances the M2 polarization of TAMs in triple-negative breast cancer (TNBC) and promotes TNBC lung metastasis (14). In the development, metastasis, and invasion of ovarian cancer, programmed death-ligand 1 (PD-L1), an immunomodulation point factor of tumor-associated macrophages, plays an important role (15). Moreover, a study suggests that genetic variants in TAMs can predict clinical outcomes of bevacizumab therapy in patients with metastatic colorectal cancer (16). The elevated number of TAM in the melanoma TEM is often correlated with its poor prognosis, and TAMs targeted drugs have several clinical trials in the targeted therapy of melanoma, breast cancer, pancreatic cancer, prostate cancer, and other tumors (17–19). However, there is no definite hypothesis on the role of TAMs in the mechanism and targeted therapy of melanoma pulmonary metastasis at present.

This article will review the origin, classification, polarization, recruitment, regulation and targeting of TAMs, as well as the soluble mediators involved in these processes, and summarize their possible role in pulmonary metastases from cutaneous malignant melanoma. This review shall provide some possible mechanistic explanations and potential targeted therapy options for TAMs in pulmonary metastasis melanoma for readers.



TAMs definition, origin, classification, and recruitment


TAMs definition

Macrophages are a highly heterogeneous class of immune cells that are found in almost all tissues. Macrophages clustered around the TEM are called tumor-associated macrophages (TAMs) and are the most common immune cells in the TEM (20, 21). A large number of studies have shown that the increased accumulation of TAMs in tumor tissue is related to the poor prognosis of tumor patients (15, 22). With increasing the infiltration of TAMs, the tumor cell proliferation, and invasion could be promoted and angiogenesis could be stimulated. Moreover, TAMs can exert anti-tumor immune responses by mediating the production of growth factors, chemokines, and other immune components by T cells, thus regulating tumor metastasis (15, 22–25).



TAMs origin

Blood monocytes derived from bone marrow hematopoietic stem cells were previously considered the generic origin of macrophages (20, 26). However, recent studies revealed that tissue macrophages of various organs such as the lung, brain, and liver embryonically originate from yolk sac progenitor cells (27). Consistent with this, there are two possible explanations for the origin of TAMs (1) tissue-resident TAMs: yolk sac progenitor-derived macrophages in various tissues may alter their phenotype or activation during tumorigenesis status; (2) tumor-induced TAMs (Monocyte-derived TAMs): Monocytes themselves undergo a distinct differentiation stage during tumor growth and eventually become macrophages (26, 28). In different stages of tumorigenesis and development, the source of dominant macrophages may be different. Tissue-resident TAMs may predominate in the early stages of tumor growth, while tumor-induced TAMs may predominate in the later stages of tumor growth. About 30% of tumor cells in melanoma are TAMs mainly derived from circulating monocytes, which are considered to be the most abundant leukocytes in melanoma lesions (29).



TAMs classification

Macrophages are generally classified according to their function and their response to polarizing agents. Naive/unpolarized macrophages are called M0, and polarized macrophages are generally divided into M1 (classically activated macrophages) and M2 (alternatively activated macrophages), M2 macrophages can be further divided into Ma, Mb, Mc, Md subtypes (30, 31). Although, with the deepening of the understanding of macrophage polarization conditions, numerous new macrophage phenotypes, for example, Christian A. Gleissner, et al. identified M4 macrophages by comparing the transcriptome of M-CSF (macrophage colony-stimulation factor) and CXCL (4CXC Chemokine Ligand 4) induced macrophages in vitro, providing a novel starting point for atherosclerosis and other disease-related research; macrophages defined as M17 for secreting IL17 are also new macrophage phenotypes that have been recently identified (32, 33). The continued discovery of new macrophage phenotypes amply demonstrates the heterogeneity and plasticity of macrophages; however, the commonly used classification remains M1-M2, which differ in metabolic characteristics, markers, and gene expression profiles (31). M1 macrophages are involved in the anti-infective response together with helper T1 cells (Th1). It exerts its pro-inflammatory and anti-tumor effects by secreting pro-inflammatory cytokines such as interferon (IFN)-γ, IL-6, IL-12, tumor necrosis factor (TNF)-α, lipopolysaccharide (LPS) or molecules that regulate inflammation, and by producing substances such as nitric oxide synthase (NOS, a synthase involved in arginine metabolism) and reactive oxygen species (ROS) (15, 34). While the characteristics of M2 macrophages tend to favor tissue repair and tumor progression. M2 macrophages exert anti-inflammatory effects by secreting anti-inflammatory cytokines, such as IL-4, IL-10, IL-13, and TGF-β, and producing scavenger receptors and other substances; promoting proliferation, invasion and metastasis of tumor cells by inhibiting T-cell activity (15, 35, 36). The biological process of conversion between M1 (anti-tumor) and M2 (pro-tumor) in response to microenvironmental signals is termed “macrophage polarization” (35). Studies have shown that TAMs exist either two phenotypes on the tumor, for example, a study revealed that malignant melanoma TAMs as a heterogeneous phenotype with both M1 and M2 markers (37); However, the term “TAMs” now mainly refers to M2 macrophages because the functional characteristics of TAMs are more similar to M2 macrophages rather than to M1 macrophages (38).



TAMs recruitment

Expansion of tissue-resident TAMs and/or increased recruitment of monocyte-derived TAMs are important features of cancer. Cytokines, chemokines, growth factors, and other signals from tumor cells and stromal cells can induce the recruitment of TAMs to tumor sites (22, 39, 40). Several studies have found high levels of accumulation of tissue-resident macrophages and monocyte-derived macrophages in tumors such as glioblastoma, hepatocellular carcinoma and lung cancers (41–43). We therefore pondered whether the recruitment of TAMs also plays an important role in melanoma lung metastasis?

Colony-stimulating factor 1 (CSF-1), also known as macrophage colony-stimulating factor (M-CSF), is a secreted cytokine that differentiates hematopoietic stem cells into monocytes, macrophages, or other related cell types (44). CSF-1 acts as a major lineage regulator of macrophages and is also a recognized recruiter of macrophages. CSF-1 affects macrophages and monocytes through increased phagocytic, chemotactic activity and tumor cytotoxicity or other ways to affect macrophages and monocytes (44). Extensive overexpression of CSF-1 can be observed at the invasive edge of the various tumor, and it is involved in the polarization of M2 macrophages by interacting with its ligand CSF-1R; Its overexpression is also associated with a significant increase in metastasis (22, 45). Depletion of CSF-1/CSF-1R was shown to significantly inhibit tumour progression and metastasis in various tumour models (22, 44, 46). On the contrary, restoration of CSF-1 expression can accelerate tumor progression and metastasis in a CSF-1 mutant mouse xenograft model (46).

CCL2 is another well-established macrophage recruiter and M2 stimulator in addition to CSF-1. It is reported that CCL2 could induce the differentiation of macrophage into protumor phenotypes through CC chemokine receptor 2 (CCR2); In mouse tumor models such as colorectal cancer, prostate cancer, and melanoma, CCL2 recruit TAMs to tumor sites through ligand-receptor interactions with CCR2 or other forms of action (47–50). When the CCL2/CCR2 interaction was blocked, the metastatic dissemination of tumors in the mouse was significantly inhibited, the survival of the mouse was prolonged and the expression levels of tumor-promoting cytokines were reduced (47, 51). In a study by Xiaojing Chen, Yuanrun Deng et al. CCL8 act as another ligand for CCR2 was found to be highly overexpressed in human cervical cancer, which involved in the recruitment of TAMs in hypoxic regions (52). Moreover, the high expression of CCL2 in tumors such as esophageal carcinogenesis and clear cell renal cell carcinoma is associated with increased TAMs infiltration and metastatic events (53, 54).

It is well known that hypoxia promotes malignant tumor behavior through multiple mechanisms, including promoting glycolysis, antagonizing apoptosis, inducing immune escape, and inducing drug resistance, and is a common feature of most solid tumors (55–57). Studies have shown that hypoxia has an important impact on the recruitment of TAMs and that hypoxia captures disseminated macrophages by downregulating chemokine receptors expressed on macrophages (38). In addition, TAMs are recruited to the hypoxic TME through CCL2, VEGF-A, endothelin-2, semaphorin 3A (SEMA3A), stromal cell-derived factor 1α (SDF1α), and oncostatin M, etc. (38, 58, 59). TAMs are involved in angiogenesis and tumor spread through upregulation of hypoxia-inducible factor (HIF)-1a and HIF-2a when they are recruited to the hypoxic environment (38). The recruitment of TAMs by hypoxia facilitates the conversion of the TME into more hospitable sites for a tumor cell.

Besides, ligand-receptor interactions such as CCL3/CCR1, CCL3/CCR5, CCL5/CCR5, CX3CL1/CX3CR1, and VEGF-A/VEGFR1 and chemokines such as CCL7, CCL8, CCL9, CCL18, CCL20, IL-13…all can contribute to the survival, progression, and metastasis of various tumor including melanoma by recruiting TAMs to TEM (40). For example, the chemokine CCL20 is recognized by the CCR6 ligand expressed in melanoma and promotes melanoma growth and metastasis in vivo (60). It is reasonable to speculate that the recruitment of TAMs has a potential role in pulmonary metastatic melanoma. We still further describe the source, function, classification, and recruitment of TAMs in detail, as shown in Figure 1, hoping to better help readers understand the relevant definitions of TAMs.




Figure 1 | The source, function, classification, and recruitment of TAMs. The picture displayed that TAMs are derived from blood mononuclear cells from bone marrow hematopoietic stem cells, called monocyte-derived TAMs (or tumor-induced TAMs) and yolk sac progenitors, and reside in organs such as the lung, brain, liver, and skin. Macrophages polarized in tumors are divided into M1 (classically activated macrophages) and M2 (alternatively activated macrophages), and M2 macrophages can be further divided into Ma, Mb, Mc, and Md subtypes. M1 macrophages are characterized by the secretion of pro-inflammatory cytokines involved in anti-infective responses, and the immunosuppressive phenotype of M2 macrophages tends toward tissue repair and tumor progression; TAMs are activated by cytokines, growth factors, etc. can be recruited to tumor sites.






The roles of TAMs in pulmonary metastatic melanoma


Pulmonary metastatic melanoma

Invasion and metastasis are the main causes of tumor death, and it is reported that the mortality caused by malignant tumor metastasis accounts for more than 90% of cancer mortality (61). Metastasis generally refers to the migration and spread of cancer cells from the primary sites to surrounding and distant organs; most malignant solid tumors could metastasize from the primary organ to other organs, such as the lung, liver, brain, and bone. Such a metastatic process is a gradual process termed the “metastatic cascade” (62). Like most solid tumors, melanoma also metastasizes to other organs. Early lymph node metastasis is one of the typical features of melanoma, the lung is one of the most common distant metastases of melanoma, and it is reported that about 18% of melanoma patients developed lung metastases during follow-up (63, 64). Moreover, the clinical prognosis of melanoma lung metastases is poor, and the 1-year survival rate of patients with melanoma lung metastases has been reported to be only about 30%-60% (65).

Epithelial-mesenchymal transition (EMT) is the process by which epithelial cells acquire mesenchymal properties and is associated with multiple functions such as tumour progression, metastasis and drug resistance (66). Recently, a series of studies have shown that TAMs are involved not only almost in each step of the metastatic cascade, such as the formation of pre-metastatic ecological niches, infiltration of tumour cells, survival of circulating tumour cells, extravasation and colonization of tumour cells, but also in the regulation of the EMT process (12, 15, 67–69). TAMs exhibit many important biological functions from different aspects during tumor progression. Here, we mainly focus on the role of TAMs in the process of pulmonary metastasis of melanoma. TAMs are involved in almost every step of metastasis as described below, also shown in Figure 2.




Figure 2 | TAMs are involved tumor metastasis. The picture illustrated that TAMs are involved in every step of the metastatic cascade, including the formation of pre-metastatic ecological sites, invasion of tumor cells, survival of circulating tumor cells, extravasation and colonization of tumor cells, and the involvement of TAMs in regulating the epithelial-mesenchymal transition (EMT) process that promotes the formation of liver, brain, lung, bone and lymph node metastases.





Pulmonary metastatic melanoma and TAMs


TAMs promote invasion of melanoma tumor cells

Invasion is generally considered to be the initiation of tumor metastasis. EMT and TAMs plays an important role in tumor invasion. On the one hand, EMT is a major event in the morphological transformation of tumor cells that acquire the invasive ability to escape from the border of the basement membrane to the surrounding mesenchyme, which contributes to tumor cells invasion and metastasis (70). On the other hand, compatibility factors secreted by TAMs, such as IL-8, TNF-α, and transforming growth factor-β (TGF-β), are involved in the regulation of the EMT process and promote metastasis (67, 71).

Abundant shreds of evidence indicate that the proportion of TAMs infiltrating melanoma is increased, and the high expression level of macrophage markers in melanoma tissue is closely related to poor prognosis (72, 73). A study suggests that high levels of reactive oxygen species (ROS) in primary melanoma may increase cytokine-tumor necrosis factor-α (TNF-α) secretion through MAPK/ERK kinase 1-mediated peroxisome proliferator-activated receptor γ (PPARγ) translocation to the nucleus, and it thus enhanced the invasion of TAMs in melanoma (37). These studies all provide favorable evidence to support the idea that TAMs promote invasion and cause melanoma lung metastasis.



TAMs promote vascularization of melanoma tumor cells

The process of forming new blood vessels from existing blood vessels is called angiogenesis. Angiogenesis is a vital condition for tumor cell proliferation and generation (74). Many tumors, including melanoma, metastasize through the vascular system and/or the lymphatic system. Existing evidence strongly supports that TAMs drive tumor angiogenesis through vascular endothelial growth factor (VEGF) matrix metalloproteinase (MMP9); TAMs stimulate the remodeling of established vasculature into a more tortuous and leaky form, which is beneficial to tumors dissemination of cells (15, 75, 76). When TAMs are absent, vessel density can be reduced by approximately 40% (76). In addition, studies have shown that pro-angiogenic molecules such as nitric oxide (iNOS), MMP7, CXCL8, IL1, and fibroblast growth factor (FGF)-2 can regulate tumor angiogenesis through TAMs (75, 77).

Studies show that the process of VEGF-C (tumor overexpressed ligand)/VEGFR-3 (receptor for VEGF-C expressed on TAMs) promotes lymphangiogenesis by directly affecting the activity of lymphatic endothelial cells (lymphatic endothelial cells) or indirectly increasing the secretion of ductal proteins to promote lymphangiogenesis, which supports the hypothesis that lymphangiogenesis is closely related to TAMs and also further suggests that TAMs play an important role in tumor invasion and metastasis (78, 79). The research carried out by Peiwen Chen et al.shows that TAMs promote angiogenesis and melanoma growth through paracrine and autocrine adrenomedullin. When adrenomedullin levels are reduced or secretion is inhibited, angiogenesis and melanoma growth in vivo are correspondingly inhibited (80). Monocyte chemoattractant protein-1 (MCP-1) is a member of the CC-motif chemokine family (as CCL2); MCP-1, a chemokine, is also one of the key agonists in the recruitment of macrophages to tumor sites (81). Both in vivo and in vitro studies have demonstrated that MCP-1 triggers a rich vascular network through M2 macrophages, and targeting TAMs to inhibit MCP-1 reduces angiogenesis and tumor growth in human melanoma xenografts (47).

Taken together, TAMs play an important role in regulating tumor angiogenesis and promote the vascularization of tumor cells (including melanoma cells)through different pathways, which may provide some explanation for melanoma lung metastasis.



TAMs promote the intravasation, survival in the circulation, and extravasation of melanoma tumor cells

Intravasation is defined as the process by which tumor cells leave the primary tumor and enter the circulation (generally into the blood circulation); tumor cells that enter the circulation survive and participate in the circulation and then leave the circulatory system, and the process of entering the secondary site from the primary tumor is called extravasation (82). Intravasation, survival, and extravasation of tumor cells in the circulatory system are all important steps in the cascade of events leading to tumor metastasis. Multiphoton in vivo imaging experiments showed that macrophages were mainly concentrated in the periphery of the tumor, and the density of macrophages in the center of the tumor decreased; the macrophages in the tumor were localized to the blood vessels and assisted the intravasation of tumor cells (83). Another study found that the intravasation of tumor cells was always accompanied by macrophages within one cell diameter (84). These studies provide strong evidence that TAMs enhance the ability of cancer cells to invade adjacent normal tissue.

Clinical observations suggest that the tumor metastasis microenvironment (TMEM) is composed of tumor cells, TAMs, and endothelial cells (15). In TMEM, TAMs can produce EGF (epidermal growth factor) and secrete chemokine CCL18, and tumor cells can also secrete chemokine CCL18 and produce cytokine CSF-1, all of which play important roles in the process of tumor cell invasion. For example, a study by Jingqi Chen et al. found that CCL18 secreted by TAMs in breast cancer induces integrin accumulation in cancer cells, which further promotes the adhesion of integrin-aggregated cancer cells to the extracellular matrix and then intravasation (85). The chemokine CCL18 produced by melanocytes itself can be increased and released under the induction of long non-coding RNA (LncRNA) CRNDE, and promote the proliferation, invasion, and metastasis of melanoma (86).

Tumor cells, which intravasated the circulation, also need to survive and circulate in the circulatory system. On the one hand, tumor cells evade recognition and killing by cytotoxic immune cells by clustering with platelets in the circulatory system; On the other hand, the survival of many tumor cells is protected by chemokines or cytokines secreted by macrophages (87, 88). Regarding the involvement of TAMs in tumor cell extravasation and tumor cell colonization, existing evidence supports that when tumor cells interact, macrophages have a higher extravasation rate. Therefore, the number of tumor cells that occurs extravasation was significantly reduced when macrophages are depleted (89).

Are TAMs also involved in promoting the endocytosis, circulating survival and extravasation of melanoma cells during pulmonary metastasis of melanoma? Based on the results of the above-mentioned studies, we believe that the answer is more than likely also in the affirmative.



TAMs prepare sites for melanoma tumor cells: pre-metastatic niches

The favorable microenvironment created by the primary tumour for secondary organs and/or tissues to which it subsequently metastasizes (metastatic target organs or tissues) is known as the pre-metastatic niche (PMN). the PMN is initiated and established through a complex interaction between growth factors, inflammatory factors, chemokines, bone marrow-derived cells and local stromal components in the primary tumour (90). Studies have shown that macrophages are one of the key determinants of PMN formation. Tissue-resident TAMs, such as osteoclasts and alveolar macrophages, are involved in PMN formation (91, 92). What’re more, soluble mediators such as CSF-1, VEGF, TGF-α, and exosomes and tissue inhibitors of metallopeptidase (TIMP) that are involved in the recruitment of TAMs can also mobilize TAMs to aggregate in PMNs (92).

TAMs interact with dendritic cells(DC) and T helper cells (Th1 cells), impairing the antigen presentation and antitumor behavior of these immune cells; TAMs regulate tumor angiogenesis and extravasation through matrix-derived factors (SDFs) and matrix metalloproteinases, etc., which in turn promote the formation of PMNs from tumor cells (CTCs) (15, 92, 93). Considering the preferential metastasis of lung-homing melanoma cells in melanoma metastasis and the important regulatory role of PNM in tumor metastasis, it is reasonable to speculate that TAMs and soluble mediators play an important role in melanoma lung metastasis by promoting PMN formation.





TAMs regulation and pulmonary metastasis melanoma

It has been reported that affecting TAM regulation at the transcriptional, epigenetic and metabolic levels could be an effective cancer treatment modality. The regulation of TAMs can influence its production, phenotype, and function, which in turn affect tumor development and metastasis, and drug resistance. The clinical application of corresponding activators or inhibitors for different regulatory modalities and related pathways is expected to target TAMs to improve the efficacy of tumor immunotherapy. We present the modalities of TAMs regulation in Figure 3.




Figure 3 | TAMs regulation This picture demonstrates that the production, phenotype and function of TAMs are regulated in epigenetic, transcriptional, metabolic or other different ways. These modulations influence tumorigenesis, metastasis and drug resistance on Pulmonary metastases in melanoma can also be influenced by the regulation of TAMs.



We speculate whether regulating the production, phenotype and function of TAMs influence pulmonary metastasis from melanoma. Accordingly, does the application of activators or inhibitors that modulate key factors also improve the efficacy of therapy for lung metastases from melanoma?


Epigenetic regulation of TAMs and pulmonary metastasis melanoma

Epigenetics refers to developmental or environment-induced modifications that control the expression of information encoded in DNA in a tissue- and environment-specific manner without altering the genetic code (94). Various cellular functions, such as cell differentiation, cell activation, and transformation, are regulated by epigenetic changes in gene expression. Epigenetic dynamics of DNA methylation and histone modifications (such as methylation, acetylation, and phosphorylation) are associated with altered gene expression (95). The development, polarization, and activation of macrophages are also controlled by DNA and histone modifications. For example, DNA methylation and myeloid differentiation, Histone modifications in M1 macrophage activation, and M2 macrophage polarization by Jmjd3(an H3K27-specific demethylase) are currently clear mechanisms for the epigenetic regulation of macrophage phenotype and function (96). In addition to the epigenetic effects of DNA methylation and histone modification on the phenotype and function of TAMs, emerging data suggest that epigenetic changes in noncoding RNAs also have regulatory effects on TAMs. For example, many miRNAs involved in the production of IL-10 and the expression of PD-L1 in TAMs exert immunosuppressive effects in an epigenetic manner, helping to identify new therapeutic targets and providing a research reference for improving tumor sensitivity to immune responses (97).

It is noteworthy that changing epigenetic regulation in macrophages selectively targets M2 macrophages and removes tumor-promoting TAMs while retaining only tumor-suppressed M1 macrophages (98, 99). Pharmacological modulators of many epigenetic enzymes are currently in clinical use and can be used to treat tumors with high TAM infiltration (99). Much research has been done on the epigenetic enzymes of M1s and their regulators, but much less is known about the epigenetic regulation of M2s, especially about cancer (99).

Taken together, epigenetic regulation affects tumorigenesis, progression, and metastasis by affecting the phenotype and function of TAMs. Given that melanoma is also one of the tumors subject to epigenetic regulation, it is reasonable to speculate that epigenetic regulation in TAMs may be an important reference direction for studying the mechanism and treatment of pulmonary metastatic melanoma.



Transcriptional regulation of TAMs and pulmonary metastasis melanoma

It is well known that malignant tumors usually have hypoxia, and the activation of two transcription factors, hypoxia-inducible factor-1 (HIF-1) and nuclear factor kappa b (NF-κB) is closely related to the occurrence of hypoxia. Circulating hypoxia affects the expression of angiogenesis-inducing cytokines such as VEGF-A, CCL2/MCP-1, etc., and recruits various cells into the tumor niche, where they are transformed into tumor-associated macrophages (TAM) involved in tumorigenesis, etc. Through the regulation of transcription factors HIF-1 and NF-κB and their related pathways, regulating the generation of TAMs may be one of the potential tumor-targeted therapeutic options (100). STAT-3 is also one of the key factors to initiate the transcriptional program of TAMs (101). In addition, research shows that transcription factor EB (TFEB) expression is significantly reduced in breast cancer. TFEB controls the phenotype and function of TAMs through multiple autophagy/lysosome-dependent and independent pathways, thereby promoting breast tumor development; Conversely, activation of TFEB is expected to be a target for TAMs for tumor immunotherapy strategies including breast cancer (102). The Liver X receptor (LXR) is one of the transcription factors in the nuclear receptor family that is activated by oxysterols and synthetic high-affinity agonists; A study shows that in a mouse model of lung cancer, pharmacological LXR activation can regulate TAM gene expression, thereby exerting an anti-tumor effect (103). In addition, studies show that the transcription factor c-Maf is a key controller of immunosuppressive macrophage polarization and function in cancer; Numerous M2 macrophage-related genes are controlled by c-Maf, which in turn promotes M2 macrophage-mediated T cell suppression and tumor progression. In a subcutaneous LLC tumor model, inhibition of c-Maf partially overcomes resistance to anti-PD-1 therapy; Likewise, c-Maf is expressed in human M2 and tumor-infiltrating macrophages/monocytes as well as circulating monocytes in human non-small cell lung cancer (NSCLC) patients and plays an important role in regulating its immunosuppressive activity (104).

Overall, various transcription factors including c-MYC, LXR, TFEB, etc., regulate the phenotype and function of TAMs in solid tumors such as lung cancer and breast cancer, thereby affecting tumor progression and metastasis. The clinical application of corresponding transcriptional activators or transcriptional inhibitors is expected to provide a new strategy for targeting TAMs in the treatment of tumors. Lung metastatic melanoma derived from melanoma has a close relationship with TAMs. The role of TAMs in pulmonary metastatic melanoma through transcriptional regulation needs more research, which not only contributes to providing a certain explanation for the development of pulmonary metastatic melanoma but may also provide possible strategies for targeting TAMs in the treatment of pulmonary metastatic melanoma.



Metabolic regulation of TAMs and pulmonary metastasis melanoma

As an important immune cell in TME, TAMs are closely related to poor tumor prognosis, drug resistance, enhanced angiogenesis, and tumor metastasis; A complete interpretation of the pro-tumor and anti-tumor metabolic switches in TAMS is critical for understanding immune escape mechanisms in cancer (105). Currently, a few of researches have been done on the intertwined relationship between metabolism and macrophages in the context of cancer, and the interaction between the two is not fully defined. Considering that pulmonary metastatic melanoma is closely related to TAMs like many solid tumors, the study of the regulation of TAMs may provide some explanation for the mechanism of pulmonary metastatic melanoma and its therapeutic direction.

A tumor hypoxic environment induces transcription of genes related to glucose and nitrogen metabolism. Hypoxia of the TME increases the levels of arginase-1 and man-ose receptor (CD206) on TAMs, and TAMs present in hypoxic regions induce the expression of HIF-1α, which induces a switch to glycolytic fermentation (106). Furthermore, a study shows that hypoxic TAMS strongly upregulated the expression of Redd1 (a TOR complex 1-MTORC1 inhibitor), a negative regulator of the mechanistic target of rapamycin (mTOR, a key nutrient, and energy sensor); Metabolic changes promote tumor angiogenesis and metastasis by inhibiting the glycolysis of hypoxic TAMs, inhibiting their angiogenesis and immunosuppressive effects (107). Moreover, exosomes derived from tumor cells can affect the differentiation of macrophages by altering the miRNA profiles of TAMs. For example, in the study of ovarian cancer, it was found that hypoxia induced the expression of miR-940 in tumor exosomes and stimulated macrophages polarized toward the M2 phenotype; This also suggests that the metabolic program in TAMs is a combination of hypoxia and cytokines in the microenvironment (108, 109). Glucose metabolism, lipid metabolism, and glutamine metabolism all play an important role in the regulation of TAMs metabolism, and therapeutics targeting metabolic pathways in TAMs is also one of the alternative strategies for cancer treatment (105).

In general, some studies have shown that metabolic alterations of TAMs in a variety of solid tumors promote or inhibit their progression and metastasis. The metabolic effects on substances such as sugar and liposomes in melanoma TEM may also cause alterations in TAMs, which may affect melanoma lung metastasis. How alterations in the metabolism of TAMs affect their phenotype and function, and their impact on tumor growth and metastasis, including melanoma, remains to be revealed by more studies. The role of metabolic regulation of TAMs in pulmonary metastatic melanoma is also worthy of further investigation, as this may provide possible mechanistic explanations and even potential therapeutic targets for pulmonary metastatic melanoma.




TAMs targeted treatment strategies in pulmonary metastatic melanoma

As a key component of TEM and/or TMEM, TAMs infiltration is closely related to the survival rate and poor prognosis of tumor patients, and targeting TAMs is becoming an attractive tumor therapeutic intervention strategy (19, 60, 110). Multiple studies have demonstrated that inhibiting the recruitment or proliferation of TAMs, TAMs depletion, TAMs reprogramming, and targeting TAMs-related immune checkpoints are all effective strategies to target TAMs for tumor therapy, the specific treatment methods are shown in Figure 4.




Figure 4 | TAMs targeted treatment strategies The picture showed that inhibition of recruitment or proliferation of TAMs, depletion of TAMs, reprogramming of TAMs and targeting of TAMs-associated immune checkpoints are all capable of targeting TAMs for effective anti-tumor therapy. These strategies can likewise be referred to for targeting TAMs for the treatment of pulmonary metastatic melanoma.




Inhibiting the recruitment or proliferation of TAMs

The recruitment or proliferation of TAMs, which cause the number of TAMs to increase, is a key link in promoting the occurrence, development, and metastasis of tumors. Inhibiting the recruitment or proliferation of monocyte-derived TAMs is considered to be an effective anti-tumor therapeutic strategy targeting TAMs.

Targeting the soluble mediators CSF-1/CSF-1R and CCL2/CCR2, which induce recruitment of TAMs as described above, are currently the main potential targets to inhibit recruitment of TAMs for antitumor effects (111). CSF-1 (CSF-1) interacts with its ligand CSF-1R to promote tumour progression and metastasis by participating in the phenotypic differentiation of M2-type macrophages. Anti-CSF-1R antibodies and CSF-1R inhibitors retard tumour progression by regulating the polarization of TAMs (112, 113). Currently, CSF-1R inhibitors such as PLX3397 and ARRY-382 and anti-CSF-1R antibodies FPA008 and RG7155 are under clinical development or evaluation (114–116). In the mouse xenograft model, the combination of CSF-R inhibitor and anti-PD-1 antibody showed a good therapeutic effect on melanoma (117).

Targeting the CCL2/CCR2 axis exhibits antitumor therapeutic effects by inhibiting the recruitment and polarization of TAMs. The anti-CCL2 antibody Carlumab (CNTO888) can cause a temporary decrease in the level of CCL2 in patients with prostate cancer so that the patient’s disease state can be stabilized (118); CCR2 inhibitor PF-04136309) Combined with FOLFIRINOX (Oxaliplatin + Irinotecan + Leucovorin + Fluorouracil), the clinical outcome of patients with pancreatic adenocarcinoma was significantly improved (18). However, there may also be side effects, when CCR2 inhibitors are combined with chemotherapy or another therapeutic method (119). In a mouse melanoma model, combined treatment of CCR2 inhibitor RS504393 and anti-PD-1 improved the efficacy of melanoma lung metastases in mice (120).

In addition, targeting the CD40 receptor, targeting CX3CL1/CX3CR1, etc. have also been revealed to exert anti-tumor effects by effectively inhibiting the recruitment or proliferation of TAMs (111, 121, 122).CD40, which is expressed on antigen-presenting cells such as dendritic cells, is a member of the TNF receptor superfamily. CD40 plays an anti-tumor effect by promoting the activation of anti-tumor T cells and the polarization of M1 phenotype cells (123). Usually CD40 agonists are used in combination with anti-CSF-1R antibodies to enhance anti-tumour responses by inducing an increase in pro-inflammatory macrophages and eliminating the effects of populations that cause suppressive immune responses (124). For example, a phase I trial of the CD40 agonist APX005M (sotigalimab) and cabiralizumab in combination or not with the PD-1/PD-L1 inhibitor nivolumab for the treatment of anti-PD-1/PD-L1 resistant melanoma, kidney cancer and non-small cell lung cancer (125). There are also multiple clinical trials underway with anti-CD40 antibodies and recombinant CD40 ligands, alone or in combination with other treatments. Such as SGN-40, SEA-CD40, ADC-1013, etc (126).

Overall, Antibodies or small molecules targeting TAMs, alone or in combination with other therapeutic modalities, to inhibit the recruitment or proliferation of TAMs have proven to be a promising therapeutic technique for the treatment of solid tumors including melanoma lung metastases. However, inhibiting the recruitment or proliferation of TAMs also has side effects, so other strategies to target TAMs are also in full swing.



Depletion of TAMs

Since TAMs are involved in different stages of cancer development and progression, reducing or depleting TAMs is an attractive cancer treatment strategy. Elevated TAM numbers in TEM are often associated with poor prognosis in melanoma patients, therefore, reducing or depleting TAMs can be an effective targeted therapy for melanoma (127, 128).

Numerous of antitumor drugs have cytotoxic effects on TAMs while killing tumor cells (31, 129). Non-cytotoxic doses of commonly used chemotherapeutic drug paclitaxel have been reported to have inhibitory effects on immunosuppressive macrophages in mouse melanoma models, reducing bone marrow-derived suppressor cells (MDSCs), and even blocking the immunosuppressive potential of MDSCs (130). Due to the short biological half-life and renal toxicity of the drug itself, the direct use of TAMs cytotoxic drugs is limited. Combining TAMs cytotoxic drugs with nanomaterials can effectively improve the above problems (131–134). For example, novel clodronate-containing liposomes significantly reduced the number of lung nodules in a B16/F10 lung metastatic melanoma model; This study demonstrated that deletion of TAMs exhibited antitumor effects in metastatic melanoma by inhibiting angiogenesis and regulating inflammation-related cytokines (127). In addition, inhibition of M-CSF receptors can also deplete TAMs and enhance antitumor therapeutic effects (135).

In general terms, TAMs depletion therapy holds great potential as novel cancer (including pulmonary metastatic melanoma) treatment. However, the therapy has also caused a reduction in the number of systemic macrophages, which are the first line of defense for the innate immune response, which can cause adverse effects on the organism (131, 132, 136). Nanomaterials that reduce or deplete TAMs could largely limit the adverse effects of this therapeutic approach on the organism, and as such, much research is underway to target TAMs depleting nanomaterials, which also promises to provide better options for treating lung metastases from melanoma.



TAMs reprogramming

Due to the plasticity of macrophages themselves and the functional characteristics of TAMs more similar to M2 (pro-tumorigenic) macrophages rather than to M1 (anti-tumorigenic) macrophages, reprogramming M2-like macrophages into M1-like macrophages (also known as “repolarization”) is one of the most attractive antitumor therapeutic modalities for targeting TAMs.

Activation of CD206 (mannose receptor) and toll-like receptors (TLRs) plays an important role in the repolarization of M2 macrophages to M1 macrophages. Studies have shown that activation of CD206 promotes the conversion of M2 to M1 through endocytosis, phagosome-lysosome formation, and autophagy, and enhances the phagocytosis of tumor cells (137). Moreover, studies have shown that the U.S. Food and Drug Administration (FDA)-approved clinical TLR agonist TLR agonist Imiquimod has shown significant antitumor activity in preclinical models of melanoma (138, 139). Another study revealed that the FAD-approved cancer-common chemotherapy drugs sorafenib and paclitaxel can cause repolarization of TAMs (140, 141). Furthermore, if NF-kB inhibition, TAMs differentiate into M2 macrophages, and upon NF-kB activation, TAMs can be redirected to an M1-like phenotype with tumoricidal activity. Studies suggest that immunomodulators such as type I IFN (IFN-α, IFN-β) and type II IFN (IFN-γ) are effective in repolarizing TAMs in skin tumors such as melanoma (142, 143). It has been reported that the M2-specific clearance receptor MARCO is associated with poor prognosis in malignant tumors such as non-cellular lung cancer and metastatic melanoma, suggesting that targeting MARCO may promote the repolarization of M2 macrophages to M1 macrophages (144).

Overall, reprogramming of TAMs is showing promise as a novel anti-tumor targeted therapeutic strategy for advanced or metastatic tumors including melanoma lung metastases. However, clinical data on the therapeutic effect of repolarizers are limited, and more strong evidence is needed to support the efficacy and safety of repolarizers.



Targeting TAMs−associated immune checkpoints

Immune checkpoint inhibitors (ICIs) are a promising tumor immunotherapy approach for a variety of advanced/metastatic solid tumors, including melanoma, and are now widely accepted by clinicians (145, 146). Numbers of literature show that TAMs involvement in the failure of anti-tumor immune surveillance, as well as the failure of ICIs immunotherapy (146), suggests that targeting TAMs-related immune checkpoints can provide more options for tumor immunotherapy.

Immune checkpoint molecules such as programmed cell death 1 (PD-1), programmed cell death protein ligand 1 (PD-L1) and cytotoxic T lymphocyte-associated protein 4 (CTLA-4) are the most common immune checkpoints in clinical practice’s target. Anti-PD-1/PDL-1 or anti-CTLA-4 therapy mainly maintains an effective immune system against cancer cells by activating tumor-specific cytotoxic T cells (147, 148). One study found that TAMs expressed PD-1 in both mouse and human tumor models; the phagocytic ability of TAMs in a mouse tumor model was negatively correlated with PD-1 expression. When PD-1/PD-L1 expression was inhibited, the phagocytic ability of TAMs in vivo was increased, tumor growth was delayed, and mouse survival was prolonged (149). In addition, studies have shown that a specific metabolic enzyme, indoleamine 2,3-dioxygenase (IDO), is involved in T cell exhaustion, which can serve as a target to avoid TAMs-mediated immune escape and improve anti-ICIs efficacy. The combination of IDO and pembrolizumab has good efficacy in the treatment of advanced and metastatic melanoma, and it is worthy of further evaluation (150). A completed Phase 1/2 clinical trial (NCT02073123) of the IDO inhibitor indoximod in combination with ICIs (ipilimumab, pembrolizumab, and nivolumab) in adult patients with metastatic stage III/IV melanoma, the results of the study showed that although the combined treatment method had side effects of fatigue, nausea, and itching, the patients showed good tolerability and efficacy.

Taken together, targeting TAMs-related immune checkpoints has attracted much attention as one of the options for tumor immunotherapy or adjuvant therapy. Regarding the targeting of immune checkpoints related to TAMs, there are not only many mechanism studies but also several clinical trials underway. Immunotherapy is still the common clinical treatment modality for melanoma, especially for advanced and metastatic melanoma. Can targeted TMAs therapy improve the efficacy of conventional immunotherapy? This is undoubtedly worthy of investigation and anticipation.



Other TAMs targeted therapy strategies and pulmonary metastatic melanoma

Targeted anti-tumor therapy for TAMs in addition to the above-mentioned methods, for example, because TAMs play a key role in angiogenesis and phagocytosis in the process of tumor development and metastasis, there are also corresponding targeted therapy methods (122).

Studies suggested that milk fat globule epidermal growth factor 8 (MFG-E8) promotes melanoma growth by stimulating mesenchymal stromal cell-induced angiogenesis and the differentiation of TAMs to the M2 phenotype, so targeting MFG-E8 to inhibit melanoma angiogenesis may be one of the effective targets for anti-melanoma therapy (151). Monocyte chemoattractant protein (MCP)-1, a chemokine, is one of the key agonists for attracting macrophages to tumors, and a study shows that in melanoma xenografts, inhibition of MCP-1 can inhibit TAMs recruitment and anti-angiogenesis, which is a highly anticipated melanoma therapeutic target (47). In addition, studies revealed a new mechanism by which TAMs promote angiogenesis and melanoma growth through derived adrenomedullin (ADM), which is expected to provide a potential target for melanoma therapy (80).

TAMs have a good phagocytic function for nanomaterials. Studies show that some nanomaterials can induce the intrinsic activity of macrophage phenotype differentiation so that TAMs can repolarize to the M1 phenotype to achieve the purpose of anti-tumor therapy (152, 153). For example, a hyaluronic acid-coated, mannan-conjugated MnO2 nanoparticle (Man-HA-MnO2 NPs) repolarized TAMs to the M1 phenotype, alleviated tumor hypoxia by significantly enhancing tumor oxygenation, and thus Anti-tumor therapeutic effect; and this nanomaterial combined with doxorubicin can synergistically inhibit the growth and proliferation of tumor cells (154). Nanomaterials can also resist the progression of melanoma by anti-tumor angiogenesis and other means (94, 154, 155).

The above studies suggest that targeting TAMs therapy is an attractive and potential cancer treatment strategy. However, the specific choice of a treatment strategy for melanoma lung metastases or other different types of tumors should be based on the actual situation of the tumor and the role of targeted TAMs.




Conclusion and perspective

It is generally believed that macrophages play an important role in the development and metastasis of various solid tumors, including melanoma. Early dissemination and late multi-organ metastasis colonization are typical features of melanoma. Among the multiple organs that skin melanoma may colonize, the lung is one of the most common distant metastatic sites of melanoma. Lung metastases from melanoma account for 5% of all malignant metastases and have a high lethality rate. The macrophages involved in the lung metastasis of melanoma can refer to the macrophages in the occurrence and development of other tumors, and their sources may be monocyte-macrophages or tissue sources. Generally divided into two types: M1 macrophages and M2 macrophages. M1 has pro-inflammatory and anti-tumor properties, while M2 has anti-inflammatory and pro-tumor properties. TAMs are considered to belong to the M2 phenotype because their functions in promoting tumorigenesis, tumor angiogenesis, and metastasis are more similar to M2 macrophages.

Several studies have revealed the effect of TME on tumorigenesis and development and the effect of TMEM on tumor metastasis. TAMs, as the main component of the TME and TMEM, is a complex heterogeneous population of cells that contribute to the malignant features of solid tumors. This paper summarizes the role of TAMs in promoting tumor cell invasion and in participating in various steps of the tumor metastasis cascade, and the ways in which regulation such as epigenetics affects the function of TAMs and thus tumor progression and metastasis, which may provide some explanation for the role of TAMs in melanoma lung metastasis. In addition, the heterogeneity and specificity of TAMs lay the foundation for the development of therapeutic approaches targeting TAMs. In this paper, we also summarized anti-tumor therapeutic approaches targeting TAMs such as, inhibiting the recruitment and proliferation of TAMs, depleting TAMs, repro- gramming TAMs and targeting angiogenesis. It is also worth noting that in solid tumors including melanoma, both basic and clinical trials on TAMs are in full swing, suggesting that targeting TAMs strategies are expected to form a precise treatment and will be a valuable anti-tumor treatment strategy in the future.

In conclusion, TAMs have diverse functions in TME and TMEM and play complex roles in various solid tumors. Studying the role of TAMs in the process of melanoma pulmonary metastasis and the therapeutic strategies targeting TAMs is expected to provide more possible mechanism explanations and treatment options for melanoma pulmonary metastasis.
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Acute myeloid leukemia (AML) is a highly heterogeneous malignancy of the blood and bone marrow, characterized by clonal expansion of myeloid stem and progenitor cells and rapid disease progression. Chemotherapy has been the first-line treatment for AML for more than 30 years. Application of recent high-throughput next-generation sequencing technologies has revealed significant molecular heterogeneity to AML, which in turn has motivated efforts to develop new, targeted therapies. However, due to the high complexity of this disease, including multiple driver mutations and the coexistence of multiple competing tumorigenic clones, the successful incorporation of these new agents into clinical practice remains challenging. These continuing difficulties call for the identification of innovative therapeutic approaches that are effective for a larger cohort of AML patients. Recent studies suggest that chronic immune stimulation and aberrant cytokine signaling act as triggers for AML initiation and progression, facets of the disease which might be exploited as promising targets in AML treatment. However, despite the greater appreciation of cytokine profiles in AML, the exact functions of cytokines in AML pathogenesis are not fully understood. Therefore, unravelling the molecular basis of the complex cytokine networks in AML is a prerequisite to develop new therapeutic alternatives based on targeting cytokines and their receptors.
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Introduction

Acute Myeloid Leukemia (AML) is a highly aggressive and heterogenous hematological cancer characterized by the accumulation of molecular and cytogenetic mutations within hematopoietic stem and/or progenitor cells (HSPCs), leading to the establishment of leukemic stem cells (LSCs). LSCs are the source of immature myeloid progenitor cells, so-called myeloblasts or leukemic blasts, which accumulate in the bone marrow (BM), displace normal HSPCs, impair normal hematopoiesis, and eventually spread into the peripheral blood (PB), lymph nodes, liver, spleen, testes, and central nervous system (1–4). Whereas many AML patients follow an aggressive clinical course with an overall 5-year survival rate of only 28%, individual patient survival strongly depends on the underlying tumor-driving genetic alterations and individual risk factors, including age, gender, prior chemotherapy, radiation exposure and genetic predisposition (1, 2, 5–8). However, irrespective of the molecular driver mutations initiating the disease, AML onset and development always go hand in hand with significant remodeling of the BM into a tumor-promoting microenvironment that supports and protects LSCs at the expense of normal HSPCs (9–15). In this review we discuss how cytokine signaling networks contribute to these maladaptations, fuel AML tumorigenesis and progression, and enable chemoresistance and immune evasion. We further shed some light on promising therapeutic approaches targeting cytokine signaling to irradicate the LSC population and prevent relapse after chemotherapy.



Role of cytokines in AML

Within the healthy BM microenvironment, hematopoietic stem cells (HSCs) are normally maintained in a delicate balance between quiescence, self-renewal, and differentiation to ensure life-long steady-state hematopoiesis and replenishment of the blood effector cell population under stress conditions such as infection, acute and chronic inflammation, aging or bleeding (16). During infection and inflammation, an array of cytokines, including Interleukin (IL)-1β (17, 18), IL-3 (19, 20), IL-6 (21–23), Tumor necrosis factor-α (TNF-α) (24–27) and Interferon (IFN) (28, 29) together with hematopoietic growth factors (HGFs) such as M-CSF, G-CSF and GM-CSF (17, 30), orchestrates the switch from steady-state to emergency hematopoiesis (31–33). In patients with preleukemic and leukemic conditions, including AML, the tight regulation of these cytokines is impaired, leading to aberrant cytokine secretion (32–38). Studies evaluating pro- and anti-inflammatory cytokine and growth factor levels in serum revealed that GM-CSF, IL-1β, IL-3, IL-4, IL-5, IL-6, IL-8, IL-10, IL-12p70, IL-27, IL-35, osteopontin and stem cell factor (SCF) are upregulated in all or in distinct AML patient groups compared to age-matched controls (39–43). In contrast to most cytokines, TRAIL and TGF-β levels are decreased in the serum of AML patients (39, 43, 44). To gain insights into the specific functions of individual cytokines and growth factors in AML, numerous studies have characterized the effects of recombinant cytokines and HGFs on proliferation and colony formation of primary AML cells and cell lines in vitro, thereby establishing ex vivo AML cell culture conditions (see Table 1).


Table 1 | Cytokines and growth factors supporting or inhibiting AML cells.



Suggestive of a supportive feedback loop, some patient-derived LSCs and blasts can produce a variety of cytokines (e.g., IL-1β, IL-1α, IL-6, GM-CSF, and TNF-α) and proliferate in vitro without the addition of exogenous cytokines and HGFs (99–101). In particular, IL-1β was shown to act as an autocrine growth factor for AML blasts by inducing the production of HGFs and cytokines, including GM-CSF and IL-6 (50, 59, 99, 102–105). Moreover, IL-1-stimulated AML blast cells secreted increased levels of TNF-α, which synergized with IL-3- or GM-CSF-induced AML cell proliferation and colony formation (106). Of note, increased autonomous and/or HGF- and cytokine-induced in vitro proliferation of patient-derived leukemic cells correlated with negative clinical outcomes, including lower complete remission rates, higher risk for relapse, and shorter AML patient survival (107–109). In vivo, however, LSC and blast growth, survival, and protection from therapeutic agents do not exclusively rely on endogenous cytokine signaling, but strongly depend on AML cell interactions with the leukemic BM microenvironment and the latter’s provisioning of supporting ligands and soluble factors, including cytokines (Figure 1), some of which are discussed in the following sections (110).




Figure 1 | Cytokines supporting AML progression. Osteoblasts, myeloblasts and mesenchymal stromal cells (MSCs) secrete osteopontin. This in turn promotes AML cell proliferation and disease progression. CXCL12 is mainly secreted by perivascular stromal cells (PSCs), and osteoblasts and promotes growth and survival of AML blasts cell via the chemokine receptor CXCR4. IL-1β acts on myeloblasts and HSPCs, which express the IL-1 receptor (IL-1R) as well as the IL-1 receptor accessor protein (IL-1RAP), thereby enhancing IL-1β production, AML cell proliferation and survival. IL-1 signaling can be blocked by Canakinumab, a human monoclonal antibody targeting IL-1β. IL-8 is constitutively produced by AML myeloblasts and acts in an autocrine way. MSCs and myeloblasts are potent sources of IL-6, which can be blocked by IL-6-blocking antibodies such as Siltuximab. Created with Biorender.com.





AML supporting cytokines


Osteopontin

Osteopontin, a secreted matrix glycoprotein produced by many cell types (e.g., stomal, endothelial, epithelial and immune cells), is crucial for the regulation and/or induction of inflammation, angiogenesis, proliferation, migration, and apoptosis throughout the body. During normal hematopoiesis, osteopontin is predominantly produced by osteoblasts within in the endosteal BM region, to guide and maintain healthy HSCs within supportive niches (111). Interestingly, PB and BM osteopontin levels were significantly increased in AML patients compared to healthy controls, and high osteopontin BM levels were associated with reduced overall and event-free survival (82, 83). Osteopontin was not, however, exclusively expressed by cells of the osteolineage within the leukemic BM, although it was strongly expressed by AML blasts (82). Additionally, it was shown that AML patient-derived mesenchymal stromal cells (MSCs) or healthy MSCs co-cultured with AML cells undergo osteogenic differentiation and produce increased amounts of osteopontin (112). Functionally, osteopontin was shown to upregulate AKT, mTOR, PTEN, and β-catenin mRNA expression in AML cells in vitro (113) and increase AML LSC self-renewal, proliferation, and expression of anti-apoptotic and cell-cycle-associated genes, thereby leading to accelerated disease progression in an MLL-AF9 driven AML mouse model (84). Direct targeting of osteopontin is difficult due to its ubiquitous expression and, so far, has been limited to approaches utilizing RNAi or blocking antibodies and aptamers in breast cancer models. Although delivered without specificity to cell type, these initial treatment studies confirm the antitumoral effect of osteopontin inhibition (114) and call for testing in AML disease models.



Interleukin-1

Due to its pleiotropic effects, IL-1-mediated signaling is recognized as a central hub between inflammation and cancer, including leukemia development and progression (32, 115–119). In AML patients, multiple studies have reported increased levels of IL-1β and IL-1 receptors as well as decreased levels of interleukin-1 receptor antagonist (IL-1RA) in PB and BM (41, 42, 56, 120). In an MLL-AF9-driven leukemic mouse model, chronic exposure to IL-1β accelerated leukemia progression and impaired normal hematopoiesis by modulating stromal niche support. Using both in vitro and in vivo AML models it was shown that depletion or deletion of IL-1RA resulted in reduced expansion of AML progenitor cells and partially restored normal hematopoiesis (121). This was confirmed by targeting IL-1 receptor signaling via inhibition of p38 MAPK, which enabled normal HSPCs to expand in the presence of IL-1β (41). Of note, in vivo AML development was curbed by knockout of IL-1 receptor in the MLL-AF9 mouse model but was increased in FLT3-ITD-driven leukemic mice (122), suggesting different dependencies on IL-1 signaling. Additionally, it was shown that AML HSPCs express high levels of IL-1 receptor accessory protein (IL-1RAP), which contributed to increased IL-1β production, AML cell proliferation and survival, but reduced normal hematopoiesis. This phenotype was further promoted when co-culturing AML CD34+ HSPCs on MSCs (123, 124). Inhibition of IL-1RAP signaling antagonized this effect and enabled HSC proliferation in the presence of AML cell-conditioned media (124). In line with these AML cell-supporting functions, gene expression analysis revealed reduced overall survival (OS) of AML patients who expressed high levels of IL-1RAP (123). These observations suggest an important role for the IL-1β signaling pathway in the pathogenesis of AML and encourage studies to evaluate the therapeutic effects of targeting IL-1 signaling (117, 120). Multiple US Food and Drug Administration (FDA)-approved IL-1 blockers [Anakinra (Kineret); Rilonacept (Arcalyst); Canakinumab (Ilaris)] are already available. In particular, the effect of Canakinumab is being intensely evaluated in the CANTOS trail (NCT01327846), a randomized, double-blind, placebo-controlled phase 3 study involving 10,061 patients with solid tumors as well as hematological malignancies like chronic myelomonocytic leukemia (CMML) and myelodysplastic syndrome (MDS) (125, 126). However, additional studies will be required to fully understand the therapeutic value of targeting IL-1 and in particular IL-1β in hematological malignancies, including AML.



Interleukin-6

IL-6 is a potent pro-inflammatory cytokine which is crucial for a rapid and coordinated immune response during infections and tissue injuries, but also helps to maintain the hematopoietic system (127–129). Deregulated expression of IL-6 is associated with inflammatory and autoimmune diseases as well as skewed hematopoiesis and leukemia (104, 127, 130). In AML patients with reduced OS, blood and BM serum levels of IL-6 are increased (39, 53, 131). Further studies confirm these findings and suggest that IL-6 levels correlate with poor prognosis, rapid disease progression, and resistance to chemotherapy (39, 132–134). The combined assessment of PB IL-6 and FLT3-ligand levels during AML induction therapy revealed that patients with persistent high IL‐6 levels display lower survival rates compared to patients with decreasing IL-6 and increasing FLT3-ligand levels (134). Similarly, low IL-6 levels accompanied by high IL-10 levels have been linked to better prognosis (39). Although AML blasts are clearly exposed to microenvironment-derived (135–137) and self-produced IL-6 (104), it is disputed how IL-6 contributes to AML progression. Curiously, all AML samples express the IL-6 receptor but only a subset responds to IL-6 treatment in vitro (48, 67, 69, 70, 131, 138). However, multiple studies suggest that IL-6-induced STAT3 signaling promotes AML by inducing chemoresistance (132, 135, 139). Hou and colleagues showed that BM MSCs promote chemoresistance against daunorubicin and cytosine arabinoside (Ara-c) by increasing IL-6 secretion and activation of STAT3 signaling and the oxidative phosphorylation metabolic pathway in AML cells (135). Zhang et al. showed that IL-6-induced STAT3 signaling promotes CD36 expression, CD36-mediated uptake of fatty acids, and chemoresistance against Ara-c (139). Several IL-6 or IL-6 receptor-blocking antibodies have demonstrated promising results in (pre-) clinical studies for the treatment of cancers, chronic inflammation, and autoimmune diseases (130). While Siltuximab (CNTO 328; IL-6-blocking antibody) has been proposed as a treatment option for myelodysplastic syndrome (MDS) and multiple myeloma and is FDA-approved for the treatment of idiopathic multicentric Castleman’s disease (140), Siltuximab in the AML setting has so far only been investigated in an AML xenograft mouse model that mimics end-stage BM failure. In that study, Siltuximab treatment antagonized AML-induced anemia and BM failure and prolonged mouse OS (141).



Interleukin-8

IL-8 (CXCL8) belongs to the CXC family of chemokines and is best known for its role as a chemoattractant for neutrophils (142). While production of IL-8 can be induced by various stimuli, including lipopolysaccharide, IL-1, and TNF in healthy cells, many tumor cells express IL-8 constitutively (142) or in a hypoxia-, acidosis-, or chemotherapy-induced manner, leading to anti-apoptotic and growth-supporting MAPK, PI3K, FAK and SRC18 signaling (143). In AML, constitutive production of IL-8 has been observed in both AML cell lines and primary AML samples, together with expression of functional IL-8 receptors [IL-8RA (CXCR1) and IL-8RB (CXCR2)] (144–146). Interestingly, AML cell-derived IL-8 also signals in a paracrine manner and affects neighboring non-leukemic cells in the BM microenvironment. Hypoxia-induced IL-8 secretion by AML cells resulted in increased migration of MSCs into the leukemic BM niche (147). MSCs, in turn, prevent apoptosis and confer drug resistance on leukemic cells by up-regulation of anti-apoptotic proteins and secretion of growth factors, cytokines, and extracellular vesicles (148, 149). Importantly, it has been shown that IL-8 production and secretion by MSCs, fibroblasts, and endothelial cells is induced or increased upon their co-culture with AML cells, thereby contributing to reduced apoptosis and increased proliferation and chemoresistance of the AML cells (150–152). In patients, this bidirectional signaling seems to result in elevated IL-8 levels in PB and BM levels (72), which additionally might contribute to impaired neutrophil migration and hematopoiesis (153). However, further confirmation, especially in the context of AML, is required. Inhibition of the IL-8–IL-8R axis has been proposed as a novel therapeutic intervention targeting the aberrant leukemic BM microenvironment. Blocking the IL-8 pathway with neutralizing antibodies has been shown to restore the sensitivity of malignant cells to chemotherapeutics and reduce AML cell proliferation (150, 151). Using knockdown or pharmacological inhibition approaches, Schinke and colleagues showed that inhibition of IL-8RB-mediated signaling leads to a significant reduction in proliferation and G0/G1 cell cycle arrest in several leukemic cell lines and primary MDS/AML samples (119).



CXC motif chemokine 12

The chemotactic cytokine (chemokine) CXCL12, also referred to as SDF-1, is secreted by a variety of cells including stromal cells, fibroblasts, and epithelial cells (154). CXCL12 initiates signaling by binding to its receptors CXCR4 and CXCR7 and plays a crucial role in regulating hematopoiesis (proliferation, differentiation, survival) and hematopoietic cell trafficking to and within the BM (95, 155), but also contributes to tumor growth, survival, metastasis, vascularization, and chemoresistance of several types of cancer (95, 156–160). In AML, low expression of CXCL12, high expression of CXCR4 and low to intermediate expression of CXCR7 have been measured on AML blasts in comparison to normal HSPCs (92–94). Interestingly, decreased CXCL12 and increased CXCR4 expression by AML blasts was associated with reduced patient relapse-free and overall survival OS (161–164). Within the healthy BM, CXCL12 is mainly secreted by perivascular stromal cells [mesenchymal stem and CXCL12-abundant reticular (CAR) cells], endothelial cells, and osteoblasts, thereby guiding, retaining, and regulating HSPCs to and within supportive BM niches (16). Within the AML BM microenvironment, it has not yet been determined which and to what extent cell populations produce and secrete CXCL12. In vitro, CXCL12 was shown to promote AML cell growth, survival, and chemoresistance (95–98) by activating or inducing the pro-survival proteins PI3K/AKT, MAP3K/ERK1/2, MYC, Bcl-2, and Bcl-XL (93, 96, 165). In vivo, however, while the deletion of CXCR4 in AML MLL-AF9+ HSPCs prolonged leukemic mouse survival, deletion of CXCL12 within the AML microenvironment did not alter the development and progression of the disease (166). This surprising finding suggests that CXCR4 signaling can support AML cells in a CXCL12-independent manner. Nevertheless, blocking the CXCL12/CXCR4 axis represents an attractive therapeutic strategy and several CXCR4 and CXCL12 inhibitors have been developed and used in preclinical and clinical models to induce the mobilization of the AML cells from the BM into the circulation with the aim of increasing their exposure to chemotherapeutic agents (95, 167). Plerixaflor (NCT01319864, NCT01352650, NCT01027923), LY2510924 (NCT02652871), and PF-06747143 (NCT02954653) are among the antagonists that have been under Phase 1 clinical trials to test for safety, tolerability and clinical activity, either alone or in combination with standard chemotherapy in AML patients.




AML inhibiting cytokines


Interferon-γ

Interferon-γ (IFN-γ) is one of the lead cytokines of cellular immunity. It is mainly secreted by activated lymphocytes (168) and orchestrates tumor defense by regulating AML blast survival and apoptosis (118). While T cells obtained from AML patients at primary diagnosis exhibit increased IFN-γ production, strongly reduced levels of IFN-γ were observed in CD8+ T cells from patients who developed relapsed AML after allogeneic HCT (allo-HCT), whereas patients without relapse did not show reduced IFN-γ production (169). This suggests that lower IFN-γ levels may elevate the risk of relapse. An early phase 1 trial was recently started to evaluate the potential of IFN-γ treatment in AML patients with reoccurring disease after allo-HCT (NCT04628338). However, manipulation of IFN-γ levels in AML patients should be carefully assessed, because systemic administration of IFN-γ is limited by rapid IFN-γ clearance and insufficient distribution to tumor sites. Moreover, while IFN-γ can restore T cell-mediated anti-cancer immunity and the surface expression of HLA class II molecules, the loss of which has been shown to impair AML recognition by donor T cells (170), IFN-γ is also capable of promoting PD-L1 and PD-L2 expression in AML (171, 172). Indeed, high expression of PD-L1 and PD-L2 is associated with poor OS in AML patients (173, 174). Binding of PD-L1/PD-L2 to the receptor PD-1 increases T cell exhaustion, promotes effector T cell apoptosis, induces the resistance to effector T cell-mediated killing (175) and increases the conversion and development of Tregs which have strong immune-suppressive abilities (176). Thus, the potential induction of PD-L1 and PD-L2 by IFN-γ may have unfavorable consequences, because the PD-1/PD-L1/PD-L2 axis helps the tumor to maintain an immunosuppressive microenvironment, thereby promoting immune evasion and survival of cancer cells (177). In addition to T cells, innate lymphoid cells type I (ILC1s) are another potent source of IFN-γ in healthy individuals. ILCs are important players of innate immune responses by reacting promptly to signals, or inducer cytokines, expressed by tissue-resident cells. ILC1s function as a first line of defense against intracellular pathogens, such as viruses, and tumors (178). By secreting IFN-γ, healthy ILC1s induce apoptosis and block differentiation by modulating JAK-STAT or PI3K/AKT signaling. However, in AML, ILC1s exhibit reduced IFN-γ secretion and lose their ability to suppress the development of LSCs and antagonize AML progression (179). ILC1s thus seem pivotal as an anti-cancer immune cell, and administration of ex vivo-expanded ILC1s could provide a new immunotherapeutic approach to ensure that IFN-y levels are locally increased within leukemic niches. Importantly, this approach would significantly decrease toxicity for AML patients in comparison to systemic delivery of IFN-y (179).



Interleukin-4

IL-4 is a signature cytokine of type II inflammation and regulates many aspects of Th2-mediated immunity (180). In epithelial cancers, IL-4 is generally considered to have pro-tumorigenic and pro-metastatic functions, suggesting that inhibition of the IL-4/IL-4R axis may be beneficial to limiting diseases (181, 182). Yet, in hematological cancers, a tumor-promoting role of IL-4 is controversial. Already in the early 1990s there were studies reporting that IL-4 might also have tumor-limiting functions, by suppressing IL-1-induced proliferation of AML cells (60, 64, 65). More recent findings substantiate those earlier observations and show that IL-4 has the potential to inhibit survival of AML cell lines as well as patient-derived AML cells, irrespective of their cytogenetic status and French-American-British (FAB) subtype, without affecting normal HSPCs. Anti-leukemic effects of IL-4 are at least partially dependent on STAT6 and Caspase-3, which agrees with the crucial role of STAT6 in mediating IL-4’s effects downstream of the IL-4 receptor (183). In addition, IL-4-induced STAT6, in cooperation with the nuclear receptor protein proliferator-activated receptor gamma (PPARγ), upregulates the expression of prostaglandins. In particular, COX (cyclooxygenase)-dependent prostaglandins, so-called CyPGs, play an important role in apoptosis (184). After stimulation by IL-4, these lipid mediators are increasingly produced via the COX/prostaglandin axis, which leads to activation of p53 and caspase-3 and subsequently stimulates apoptosis of leukemic cells (185). The fact that IL-4 treatment specifically acts on AML blasts, but does not affect HSCs, even upon long-term treatment, makes IL-4 an interesting candidate for therapeutic intervention in AML. Yet, despite its promising role as an anti-leukemic cytokine, IL-4 additionally promotes the differentiation of immune cells, including M2 macrophages, which are regarded as having a leukemia-supporting phenotype. M2 macrophages release various cytokines and growth factors that promote blast survival and proliferation, induce proangiogenic effects and can directly inhibit CD8+ T cell-mediated killing of blast cells (186, 187). Therefore, more detailed studies are required to assess the value of IL-4 as an antileukemic molecule.



Interleukin-10

IL-10, an anti-inflammatory cytokine produced by several immune cells, is crucial for limiting immune responses and damage caused by long-lasting inflammation (188). In AML patients, significantly higher levels of plasma IL-10 are observed (53, 56, 73) which directly correlate with prolonged overall patient survival, event-free survival and higher complete remission rates (39, 189, 190). In vitro, IL-10 treatment of AML blasts inhibited spontaneous AML blast proliferation and colony formation by negatively affecting the production and secretion of pro-leukemic cytokines (IL-1α, IL-1β, TNF-α, GM-CSF, GM-CSF, and IL-6) (74–76, 191). However, contrary to these findings, there is also evidence that IL-10 together with IL-35 — the latter a CD4+ and CD8+ T cell-suppressing and T regulatory cell (Treg)-supporting cytokine upregulated in AML (118) — promotes AML cell proliferation, survival and chemoresistance. So far, ICOS1+ and PD1+ Treg cells as well as BM-MSCs have been suggested as a source for IL-10 in the AML microenvironment (176, 192), contributing to the establishment of an IL-10-induced immunosuppressive and anti-inflammatory niche which ensures LSC survival and stemness (193, 194). Therefore, despite the direct correlation between IL-10 serum level and prolonged patient survival and treatment response (39, 189), antagonizing IL-10 signaling could support current chemotherapeutic approaches to irradicate LSCs and decrease the patient relapse rate (195). However, so far, no combinatory studies have been performed. Interestingly, Chen et al. recently highlighted the IL-10 receptor as a potential candidate for AML immunotherapy as it is significantly upregulated on AML cells in patients and is required for LSC stemness. CAR-T cells harboring an IL-10 peptide structure within their antigen-binding domain were shown to recognize and bind to the IL-10 receptor of multiple AML cell lines (MV4-11, Kasumi-1, U937, THP-1 and MOLM-13) and primary AML cells, thereby inducing the CAR T-cell mediated killing of these cells in vitro and in vivo (196). Although the function of IL-10 may be patient-dependent, immunomodulatory agents that block IL-10 could offer an interesting approach for treatment of AML.



Interleukin-12p70: a new trick for an old cytokine

More than a decade ago, IL-12p70 was shown to inhibit the angiogenic potential but not the survival or proliferation of AML cells (77) and to increase T-cell proliferation and cytotoxicity against leukemic cells in vitro (78, 79). Multiple in vitro co-culture studies overexpressing IL-12p70 in dendritic cells have confirmed these findings (197, 198) and paved the way for initial immunotherapies using genetically modified dendritic cells (phase 1 clinical trial NCT01734304) (199), thereby trying to avoid the toxicity of systemic administration of IL-12. Recently, another elegant therapeutic approach based on transplantation of genetically modified AML blasts constitutively expressing IL-12 in a vaccine-like manner was successfully established in murine and human cells (197) and is currently under investigation in a phase 1 clinical trial (NCT02483312).




Conclusion and future perspectives

Despite intensive research leading to new and targeted therapeutic strategies for AML in recent years, the prognosis for a large proportion of patients remains poor. Due to the highly heterogeneous nature of AML, current therapies often only eliminate specific subclones but cannot permanently halt disease progression. As in many other cancers, chronic inflammation, characterized by the release of pro-inflammatory cytokines and growth factors, which significantly influence the interaction of tumor and immune cells in the tumor microenvironment, can also be observed in AML. On the one hand these cytokines may ensure survival of cancer cells by promoting tumor cell proliferation while inhibiting the antitumor immune responses; on the other hand, some cytokines contribute to cancer cell elimination by supporting the body’s own immunological defense mechanisms. Therapeutic application of cytokines, or therapies that specifically target cytokines and/or their receptors, may provide new avenues for the treatment of AML patients in the coming years. In particular, IL-1β, IL-6 and CXCL12 might be promising new druggable targets. However, due to the pleiotropic effects of most cytokines, which control both tumor growth and anti-tumor immune responses, we are faced with the challenge of establishing new therapies, which on the one hand inhibit tumor growth and at the same time specifically enhance the anti-tumor response. The use of combination therapies, in which potential inhibitors of inflammatory cytokines are combined with other therapeutic molecules and agents, may prove promising for this purpose.
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Human urinary proteins are a goldmine of natural proteins a feature that simplifies their translation to biologics. Combining this goldmine together with the ligand-affinity-chromatography (LAC) purification method, proved a winning formula in their isolation. LAC specificity, efficiency, simplicity and inherent indispensability in the search for predictable and unpredictable proteins, is superior to other separation techniques. Unlimited amounts of recombinant cytokines and monoclonal antibodies (mAb) accelerated the “triumph”. My approach concluded 35 years of worldwide pursuit for Type I IFN receptor (IFNAR2) and advanced the understanding of the signal transduction of this Type of IFN. TNF, IFNγ and IL-6 as baits enabled the isolation of their corresponding soluble receptors and N-terminal amino acid sequence of the isolated proteins facilitated the cloning of their cell surface counterparts. IL-18, IL-32, and heparanase as the baits yielded the corresponding unpredictable proteins: the antidote IL-18 Binding Protein (IL-18BP), the enzyme Proteinase 3 (PR3) and the hormone Resistin. IFNβ proved beneficial in Multiple Sclerosis and is a blockbuster drug, Rebif®. TNF mAbs translated into Remicade® to treat Crohn’s disease. Enbrel® based on TBPII is for Rheumatoid Arthritis. Both are blockbusters. Tadekinig alfa™, a recombinant IL-18BP, is in phase III clinical study for inflammatory and autoimmune diseases. Seven years of continuous compassionate use of Tadekinig alfa™ in children born with mutations (NLRC4, XIAP) proved life-saving and is an example of tailored made medicine. IL-18 is a checkpoint biomarker in cancer and IL-18BP is planned recently to target cytokine storms resulting from CAR-T treatment and in COVID 19.
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1 Introduction

Soluble cytokine receptors and binding proteins are present in normal body fluids is the concept I established in 1989 once I isolated four such receptors in one month: TNF Binding Proteins I and II (TBPI and TBPII), interferon gamma receptor (IFNγR) and IL-6 receptor (IL-6R) (1, 2). The others, interferon alpha/beta receptor (later named IFNAR2) (3), a soluble fragment of LDL receptor (LDLR) (4), IL-18 Binding Protein (IL-18BP) (5), IL-32 Binding Protein, the enzyme Proteinase 3 (PR3) (6) and Heparanse Binding Protein, the hormone Resistin (7), quickly followed. My approach involved the use of a body fluid, the urine, reflecting naturally occurring proteins, and a highly specific and efficient separation method, ligand affinity chromatography (8). Urine and plasma contain similar repertoire of proteins yet urine has an advantage over plasma since it hardly contains albumin and immunoglobulins, that are too big to be filtered by the kidney, thus stands a concentration of 1000-fold, which is crucial when targeting proteins present in traces amount. Moreover, employing ligand affinity chromatography as the separation method rather than methods based on the chemistry of the target proteins, promises not only the isolation of all binding proteins to a given ligand but also points to its biological activity since it binds the ligand through its active site and also preserves its bioactivity. Yet strategy does not suffice to guarantee success. High amounts of the relevant cytokines and the corresponding monoclonal antibodies are required for purification, monitoring and characterization of the products and we worked out these tools prior to the endeavor of isolation of binding proteins (9). We developed concomitantly the corresponding ELISAs thus we could establish worldwide collaborations to measure the levels of the cytokines and their binding proteins in real life, namely, in health and disease. Moreover, we introduced the concept of free cytokine levels in pathology and calculated it. Free cytokine results from an imbalance of the players and is most probably responsible for the pathology (10, 11). Drug companies recognized the therapeutic potential of the various soluble receptors and binding proteins and translated some into drugs.



2 The discovery of cytokine receptors and binding proteins

In 1987, encouraged by the isolation of the EGF receptor via affinity chromatography (12), I purified the IFNγR. The protein source was a detergent-extract of huge batches of primary cells (1011 foreskin fibroblasts/batch) and the separation method was ligand affinity chromatography, namely, a column of an in-house recombinant IFNγ covalently coupled to a resin (13). Based on this experience I was confident that ligand affinity chromatography would work for other target proteins too provided ligands in milligram amounts are available and so is a rich source of naturally occurring proteins. From now on the source was 500 to 1000-fold concentrated normal human urine.

Soluble receptors are by definition homologous to the extracellular domains of their cell surface counterparts and are thus encoded by the same genes and are generated by a mechanism of alternative splicing or protease cleavage. Binding Proteins deviate from this definition, are not the corresponding receptors and are encoded by separate genes. The advantage of my approach is that it isolates both types of these molecules provided a given ligand has a sufficient affinity to the putative soluble receptor or binding protein.


2.1 Soluble TNF receptors (1989) and anti TNF therapy

The ultimate proof that my strategy works beyond expectations was the isolation of TBPI and TBPII. 20,000-fold purification in one step and over 80% recovery of bioactivity were achieved (1). It should be noted that purification via the canonical multistep laborious and inefficient chromatographic procedures yielded TBPI only (14). Of particular note is the fact that my approach, namely ligand affinity chromatography of urine on covalently coupled TNF to a resin, yielded not only the TBPI but also the novel at that time TBPII and it was the TBPII that proved beneficial in patients with Rheumatoid Arthritis. TBPI and TBPII were hypothesized to be soluble receptors and indeed based on their amino acid sequence their cell surface counterparts were easily cloned. Discovered in 1975, the TNF cytokine (15) proved with years to be a master cytokine involved in opposing biological activities. Together with its receptors and transcription factors TNF was shown to play a role in cell death and cell survival, to regulate immune functions and to be involved in many pathologies (16). TNF blockers were spotted by drug companies and translated to biologics that soon became blockbuster drugs. The TBPII was translated into Etanercept/Enbrel®, a fusion protein with the Fc portion of immunoglobulin, for the treatment of mainly Rheumatoid Arthritis but also other autoimmune and inflammatory pathologies such as Psoriatic arthritis, Juvenile idiopathic arthritis and Ankylosing spondylitis. TNF mAbs were translated into e.g. Remicade® and Humira® for the treatment of Crohn’s disease and Ulcerative Colitis in addition to the pathologies treated by Enbrel®. The difference in the mechanism of action between these TNF blockers is addressed by Levin AD et al. (17). In a way, I had been involved in the monoclonal antibody anti TNF therapy too. In 1985 Hahn et al. generated anti TNF mAbs (18). I contributed a unique screening procedure for the selection of these mAbs, a screening developed by our laboratory for the selection of mAbs to various interferons (9). As stated later on, this screening assay was a crucial step in the selection of the TNF mAbs.

The discovery of the TNF receptors lead to a flood of world-wide research on the mechanism of action, signal transduction, immune response, cross talk with other cytokines and involvement in health and disease and this is what placed TNF high in the hierarchy of master cytokines. Biologics that neutralize TNF are amongst the most successful drugs for the treatment of chronic inflammatory and autoimmune pathologies (19, 20). In 1998 a modification of our TBPII and our anti TNF mAbs were the first TNF blockers to be approved by the FDA. I had the privilege to have a major part in their discovery and development.



2.2 Soluble receptors to IL-6 and IFNγ (1989)

I had no doubt that in addition to the TBPs urine contains other soluble receptors. Indeed, using different baits, my approach pulled out two additional proteins, the soluble IL-6 receptor (IL-6R) and the soluble Type II interferon receptor (IFNγR). To our surprise, unlike the antagonistic soluble receptors to TNF and to IFNγ, the soluble IL-6R behaved as an agonist (21). In a mechanism named trans-signaling it was shown that it binds its corresponding ligand, the circulating IL-6, and presents it directly to the transducing IL-6R chain, gp130, present on cells that lack the binding IL-6R chain (22). The discovery of this player, the soluble IL-6R, uncovered this additional mode of signaling of IL-6 on top of the IL-6 classical signaling. It also added an important dimension in the development of inhibitors to IL-6 and IL-6R yet additional treatment for Rheumatoid Arthritis and a variety of inflammatory and autoimmune diseases (23, 24).

The type II IFN, IFNγ, named also and immune IFN, is also a master cytokine and is involved in pro-inflammatory and autoimmune pathologies. Obviously, we and others generated monoclonal antibodies to these cytokines and their receptors (9). Anti IFNγ mAbs developed by others translated to Emapalumab®, a drug approved in 2018 for primary hemophagocytic lymphohistiocytosis (HLH) (25). In the current pandemic these blocking agents are being considered for the treatment of severe cases of COVID 19.



2.3 Soluble IFNα/β Receptor (1992)

Type I interferons were discovered by Isaacs and Lindenmann in 1957 (26) but it took 35 years to uncover their receptor though laboratories all over the world were engaged in seeking it. Once again, my unique approach of isolation came to rescue and my “goldmine” yielded both the desired receptor and an eureka moment for me that I will never forget. Passing an equivalent of 500 Liter of normal human urine on a resin to which IFNα or IFNβ were covalently coupled yielded a few micrograms of a soluble Type I IFN receptor. By definition a soluble receptor is homologous to the extracellular domain of the cell bound receptor, thus the N-terminal amino acid sequence of our soluble receptor served to clone its self-surface counterpart. Two cell bound ligand binding receptors were discovered, ours, named IFNα/β receptor, a decoy receptor with a short intracellular domain (3) and the transducing receptor with the full intracellular length, later named IFNAR2 (27).

The discovery of the Type I IFN receptor was followed by a burst of publications on the mechanism of action of this yet another master cytokine. We showed the stepwise ligand induced formation of the trimeric complex (28) that include the IFN that first binds the ligand binding chain (IFNAR2) and then the chain, discovered earlier by Uze et al., that transduces the signal joins (29). We were the first to demonstrate the physical interaction of the ligand binding receptor with the transcription factor JAK1 (3), and our neutralizing mAbs raised against this receptor pointed to the fact that the JAK-STAT pathway does not explain all tested biological activities of Type I IFN (30).

JAKs have a pivotal role in a variety of immune mediated inflammatory and autoimmune diseases thus their targeted inhibition results in effective disease control (31). The use of JAK blocking drugs is extended in the present pandemic and there are ongoing clinical studies with these agents aiming at attenuation of the over-production of proinflammatory cytokines in severe Covid 19 (32).

Type I IFN was discovered 65 years ago as an antiviral agent. Being a bridge between innate and adaptive immunity, being essential in host defense and involved in cancer and autoimmunity, placed interferon in the limited list of master cytokines. As such it is being continuously revisited and is a source for drug discovery (33).

Forty years after the discovery, one of the Type I IFNs, IFNβ, had been approved for the treatment of multiple sclerosis (34). My persistence and daring paid, and in 1982 I generated monoclonal antibodies to this IFN (9, 35). These tools accelerated the CHO-expressed recombinant IFNβ characterization, monitoring of its scaled-up production, and submission of its file to the FDA. I am proud to have a part in its translation to a blockbuster drug, the REBIF®.

Interferons are extensively studied in the present pandemic, the SARS-2 Covid 19. Big data analyses revealed interferon deficiency, inborn errors in IFN signaling and autoantibodies to Type I IFN in severely ill patients. The latter accounts for more than 10% of these patients (36–42).



2.4 IL-18 Binding Protein (1997)

Having isolated 5 soluble receptors, gave me confidence that my approach would yield any unknown receptor provided it is present in the goldmine, the urine. But here I experienced a twist to my story. Based on my expertise I had been asked by Prof. Charles Dinarello, known in the field of IL-1, to isolate the receptor for an additional member of the IL-1 family, the pro-inflammatory cytokine, IL-18, first named IFNγ inducing factor (IGIF). To my surprise, all my attempts to isolate the soluble IL-18 receptor from the concentrated urine failed not because it does not exist but because in retrospect it turned out that its concentration in the urine and its affinity to the IL-18 are too low. Characterization of the protein that I did pull out instead, revealed a novel family of proteins, the Binding Proteins, osteoprotegerin being then its only member. These proteins bind the same ligand as the corresponding receptor does, but are encoded by a separate gene and have no cell surface counterpart. The protein I isolated was a unique binding protein, that we named IL-18BP (5). It has an exceptionally high affinity to its ligand (0.4 nM or 0.05 nM) (43, 44) and as such was proposed to serve as an antidote in a fatal inherited IL-18BP deficiency in human fulminant viral hepatitis A caused by toxic levels of IL-18 (45). Serono (Merck) translated recombinant IL-18BP to a drug and named it Tadekinig alfa™. There is an ongoing phase III clinical trial by AB2 bio (https://www.ab2bio.com) in children born with a mutation in the inflammasome e.g. NLRC4 and in XIAP/BIRC4 (ClinicalTrials.gov Identifier: NCT03113760). These mutations lead to an over expression of IL-18 that results in organ damage due to Macrophage Activation Syndrome (MAS) or hemophagocytic lymphohistiocytosis (HLH). On a compassionate basis Tadekinig alfa™ saved several children lives and let them lead almost normal life by being treated continuously for 7 years now. A successful phase II clinical study in the autoimmune Still’s disease is completed and awaiting phase III. Tadekinig alfa™ treatment protocol was also submitted to the FDA to be tested in patients succumbing to a devastating MAS, resulting from cancer and viral diseases that otherwise has no cure and has up to 50% mortality. Tadekinig alfa™ is considered in the treatment of a cytokine storm in patients undergoing CAR T therapy (46) and in severe cases of COVID 19 (47). The complete story referring to IL-18BP discovery can be found in my recent review (9).



2.5 Soluble LDL receptor, IL-32 and heparanase binding proteins

My approach proved indispensable in the isolation of binding proteins not only to cytokines but also to other key molecules such as LDL and heparanase. We found that a soluble LDL receptor, present in urine, has an unanticipated antiviral activity and that its cell surface counterpart, present in all types of cells, is the entry receptor of VSV (4, 48). These findings explain the pantropism of this virus used successfully in gene therapy.

An attempt to isolate the receptor to the IL-18 induced proinflammatory cytokine, the IL-32, failed and I isolated Proteinase 3 (PR3) instead (6). PR3 is the auto-antigen of an autoimmune blood vessel disease, Wegener’s disease renamed Granulomatosis with polyangiitis (GPA). Blood levels of IL-32 were reported to be upregulated in these patients.

The receptor to heparanase was not isolated either but instead we have shown that the human resistin, present in urine, binds heparanse specifically and with a high affinity (7). Resistin is an adipogen in mice and a pro-inflammatory cytokine in humans (49, 50). The heparanase receptor is unknown till today.




3 Concluding remarks

The notion coined back in 1968 by Cuatrecasas et al. (8) that almost any given biomolecule has an inherent recognition site through which it recognizes a partner molecule served as the basis to my approach. My findings upgraded the status of normal human urine to a goldmine position, and the convenience in its handling placed it high in the list of sources of natural proteins such as soluble receptors and binding proteins. No doubt being self-proteins facilitated their translation into drugs.

It is clear now that the balance between the cytokines and their antagonists, agonists, or carrier proteins, namely, the soluble receptors and binding protein, dictate the outcome of a pathology. This is where I introduced the concept of a free cytokine (10, 51).

A spectacular comeback at the present pandemic, SARS-2 Covid 19, of these master cytokines and their receptors reminded all how crucial they are. TNF, IL-6, both types of IFNs and IL-18 were reported to be involved in the cytokine storm of severely ill Covid 19 patients. Blockers of these cytokines are being tested as possible therapeutic agents.

Though the journey taken to generate the tools and to discover the various receptors and binding proteins seems simple and straightforward it was not. The details of the “struggle” that lead to my success where others failed, my discoveries, the rationale behind and the “tricks” engaged, are described in my historical review titled “Nine receptors and binding proteins, four drugs, and one woman: Historical and personal perspectives” (9). I should stress that at those days all our research was basic-science oriented with a desire to solve Nature’s enigmas yet also with a remote dream that part of it will prove beneficial to humanity. Mine did in a form of Rebif®, Enbrel®, Remicade® and Tadekinig alfa™.
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BCG is the most efficient adjuvant therapy for high-risk, non-muscle-invasive bladder cancer (NMIBC). Both innate and adaptive immune responses have been implicated in BCG-mediated effects.  BCG vaccination can boost innate immune responses via trained immunity (TI), resulting in an increased resistance to respiratory viral infections. Here we evaluated for the first time whether intravesical application of BCG triggers increased immunity against SARS-CoV-2 in patients with high-risk NMIBC. Serum and peripheral blood mononuclear cells (PBMCs) from heparinized whole blood samples of 11 unvaccinated SARS-CoV-2-naïve high-risk NMIBC patients were collected at baseline and during BCG treatment in a pre-COVID-19 era. To examine B-cell or T cell-dependent adaptive immunity against SARS-CoV-2, sera were tested for the presence of SARS-CoV-2 neutralizing antibodies. Using a SARS-CoV-2 peptide pool, virus-specific T cells were quantified via IFNγ ELISpot assays. To analyze innate immune responses, mRNA and protein expression levels of pro- and anti-inflammatory cytokines were measured after a 24-hour stimulation of PBMCs with either BCG or SARS-CoV-2 wildtype. ATAC- sequencing was performed to identify a potential epigenetic reprogramming in immune cells. We neither identified SARS-CoV-2 neutralizing antibodies nor SARS-CoV-2- reactive T cells, indicating that intravesical BCG did not induce adaptive immunity against SARS-CoV-2. However, a significant increase in mRNA as well as protein expression of IL-1β, IL-6 and TNFα, which are key cytokines of trained immunity, could be observed after at least four intravesical BCG instillations. Genomic regions in the proximity of TI genes (TLR2, IGF1R, AKT1, MTOR, MAPK14, HSP90AA1) were more accessible during BCG compared to baseline. Although intravesical BCG did not induce adaptive immune responses, repetitive intravesical instillations of BCG induced circulating innate immune cells that produce TI cytokines also in response to SARS-CoV-2.
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Introduction

Intravesical Bacillus Calmette-Guérin (BCG) immunotherapy has been considered the most successful adjuvant treatment in preventing recurrence and progression of high-risk non- muscle-invasive bladder cancer (NMIBC) for more than 40 years (1, 2). Urology practices have also been affected by the global COVID-19 pandemic (3, 4). Clinical adjustments in the use of BCG schedule in high-risk NMIBC were the consequence of the COVID-19 pandemic. In detail, BCG maintenance ongoing for longer than 1 year could be safely terminated for high-risk NMIBC patients, according to the EAU´s COVID-19 recommendations to protect both patients and healthcare workers (3, 4).

The protective effect of BCG against several viral respiratory infections is mediated via a process termed trained immunity (TI). TI comprises epigenetic as well as metabolic reprogramming of innate immune cells, facilitating the enhanced production of the pro- inflammatory TI cytokines IL-1β, IL-6 and TNFα, when challenged with a secondary irrelevant bacterial or viral stimulus (5, 6). Through TI, BCG vaccination can boost innate immune responses, resulting in reduced viremia, increased TI cytokine production and faster viral elimination (5, 7). Consequently, the development of TI is desirable to generate protection against COVID-19. First data already indicate that BCG might also provide protection against COVID-19 infection (7–9). However, these observational reports cannot confirm a causal association between BCG vaccination and decreased COVID-19 infection as well as mortality rate. Thus, various randomized controlled clinical trials are still ongoing (NCT04384549, NCT04659941, NCT04461379) to determine whether BCG vaccine can prevent COVID-19 infection and severity, especially in healthcare workers or elderly people (10).

When focusing on bladder cancer, the repetitive intravesical BCG application induces a local immune response that ultimately translates into TI. Consequently, intravesical BCG has not only a local but also systemic effects. Recently, BCG-induced TI has been shown to significantly decrease the risk for respiratory viral infections in NMIBC patients (11, 12). However, a possible protective effect also against SARS-CoV-2 through intravesical BCG-induced TI in NMIBC has not been shown to date. We hypothesized that boosting innate immune cells by intravesical BCG instillations with induction of TI could also induce innate immunity against SARS-CoV-2 in NMIBC patients. Therefore, the objective of this study was to analyze, for the first time, the innate and adaptive immune responses against SARS-CoV-2 wildtype in blood samples of patients with (very) high-risk NMIBC who underwent intravesical BCG treatment in the pre-COVID-19 era.





Materials and methods




Patients

To rule out preexisting immunity to SARS-CoV-2 either by vaccination or infection, we used blood samples from our biobank of consecutive patients with the diagnosis of a primary or recurrent (very) high-risk papillary NMIBC (Ta high-grade or T1) with or without concomitant carcinoma in situ (CIS) of the bladder during a pre-COVID-19 era (2014-2015). The SARS-CoV- 2-naïve status was confirmed in all patients by testing cellular and humoral adaptive immunity (neutralization assay and IFNγ ELISpot). All patients were free of visible papillary tumor at the start of BCG induction as determined via second TURB (except primary, isolated CIS) or negative cystoscopy and/or cytology at most 4 weeks before start of BCG therapy. The study was approved by the local ethical committee of the Medical University of Innsbruck (study number AN2014-0121; 336/4.3).





Interventions, follow-up and blood sample collection

The BCG treatment schedule at the Department of Urology of the Medical University of Innsbruck was based on a standard regimen of a 6-week induction course followed by 3- weekly maintenance courses at 3, 6, 12, 18, 24, 30, and 36 months according to the current EAU guidelines (1). Each instillation contained 2×108 - 3×109 viable units from live attenuated BCG bacteria strain seed RIVM derived from seed 1173-P2 (BCG Medac, Wedel, Germany). Follow-up examinations were performed according to institutional practice including cystoscopy and cytology (voided urine as well as bladder washing) 3-monthly for 2 years and every 6 months thereafter until 5 years, and then yearly. Upper urinary tract imaging (CT urography) was performed once a year or in case of recurrence (1). Blood sample collection was performed in the pre-COVID-19 era (2014-2015) as described previously (13). In brief, serum and heparinized whole blood (40-50 mL in EDTA tubes) was collected before each BCG bladder instillation. Peripheral blood mononuclear cells (PBMCs) were prepared from heparinized whole blood by Ficoll density centrifugation and aliquots (5×106 cells) were cryopreserved in liquid nitrogen. Serum samples were obtained under standard conditions, clotted at 4–8°C and then centrifuged at 3200 rpm for 6 min. Aliquots of 1.8 ml were stored at −80°C (13). For this follow-up study, we selected 4 samples at 4 different time points for each patient: baseline (before

the first BCG induction) and during BCG (1-2 weeks/early, 3-4 weeks/mid and 6-12 weeks time interval/late) treatment. The study flow chart is presented in Figure 1.




Figure 1 | Flow chart of the study. In this study we used blood samples that have been collected from (very) high-risk NMIBC patients undergoing intravesical BCG therapy in the pre- COVID-19 era (2014-2015) using four time points (baseline, 1-2 weeks, 3-4 weeks and 6-12 weeks during BCG).







Determination of SARS-CoV-2 RBD-specific antibody titers

Sera from BCG treated patients as well as untreated but SARS-CoV-2 recovered individuals were analyzed for SARS-CoV-2 RBD-specific antibodies using SARS-CoV-2 IgG II Quant Assay (Abbott, USA). Results from this chemiluminescent microparticle immunoassay (CMIA) were calculated to BAU/ml and the cut-off value for positive results was defined at 7.1 BAU/ml according to manufacturer instructions.





Virus neutralization assay

Serum was serially diluted (1:8 – 1:2048) and incubated with replication competent SARS-CoV-2 wildtype virus (SARS-CoV-2 USA/WA1/2020, 2.5x102 PFU/ml) for 1h at 37°C as described previously by our group (14). The dilutions were used as inoculum on Vero- TMPRSS2-ACE2 cells for 1h at 37°C, 5% CO2. After medium exchange, cells were further cultivated for 16h. Subsequently, plaque forming units (PFU) were measured after fixation and permeabilization using immunofluorescently labelled antibodies targeting SARS-CoV-2 nucleocapsid. Imaging and counting were performed using an ImmunoSpot analyser (Cellular Technology Limited, OH, USA).





SARS-CoV-2 or BCG-specific T cell response (IFNγ ELISpot)

PBMCs (0.5x105) were treated with CEF/CEFTA (1µg/ml each) as positive control, SARS-CoV-2 peptide pool (spike, matrix and nucleocapsid proteins, Mabtech, Sweden) or a mixture of Mycobacterium tuberculosis peptides for 24h as previously described (15, 16). The CEF peptide pool consists of 23 MHC class I-restricted viral peptides from human CMV, EBV, and influenza virus induces secretion cytokine secretion from antigen-specific human CD8 T cells. The CEFTA peptide pool consists of 35 MHC class II-restricted peptides from human CMV, EBV, influenza virus, tetanus toxin, and adenovirus 5 to induce cytokine secretion of specific CD4 T cells. The SARS-CoV-2 peptide pools is a mixture of 100 peptides from the viral spike, membrane and nucleocapsid respectively and used at a concentration of 1 µg/ml each. The Mycobacterium tuberculosis peptide pool consists of a mixture of peptides pools from the antigenic targets ESAT-6, CFP-10 and EspC (1µg/ml each). After IFNγ detection, spots were imaged and counted using an ImmunoSpot analyser (Cellular Technology Limited, OH, USA).





In vitro induction of trained immunity

PBMCs (3 x 106) from three healthy donors were isolated using Ficoll isolation and primed for 24h with LPS (100 ng/ml), BCG (MOI 0.1) or left untreated (unprimed). Cells were then incubated at 37°C and 5% CO2 for 5 days before a 24h re-stimulation with LPS (100 ng/ml), BCG (MOI 0.1), SARS-CoV-2 (MOI 0.1) or mock treatment. Trained immunity was assessed by measuring the IL-1β mRNA expression levels in each condition and calculation of the delta delta CT as previously described by Livak et al. (17), relative to the unprimed and untreated cells.





Cell culture and cytokine analysis

Frozen PBMC stocks of each donor and each time point were thawed and cultured in RPMI- 1640 medium supplemented with 10% FCS and 1% L-glutamine for 2-3h before treatment (all reagents were obtained from Sigma Aldrich, MO, USA). Cells were then either left untreated, stimulated with LPS (E. coli O26:B6, 100 ng/ml, Sigma Aldrich, St. Louis, MO, USA) a live attenuated BCG strain RIVM (BCG Medac, Wedel, Germany; MOI: 1) or replication competent SARS-CoV-2 wildtype virus (SARS-CoV-2 USA/WA1/2020; MOI: 0.1) for 24h. For quantification of cytokine mRNA expression PBMCs were harvested and lysed 24h after treatment and RNA was extracted using a commercially available kit (Dr. P Kit, BioChain, CA, USA) following cDNA synthesis (LunaScript RT Supermix, New England Biolabs, MA, USA). Expression of IL-1β, IL-6, TNFα, IL-12A, IL-18, IFNγ and IL-10 mRNA was analyzed by PrimePCR Assays via multiplex qPCR using iQ Multiplex Powermix (Bio-Rad laboratories, CA; USA). Relative quantification of target genes was performed using the delta-delta CT method as previously described and normalized to the respective untreated controls (18). Cytokine protein concentrations of IL-1β, IL-6, IL-10, IL-18, TNFα and IFNγ in cell culture supernatants 24h post stimulation were measured using Bio-Plex systems (Bio-Rad Laboratories, CA, USA) according to the manufacturers’ instructions.





Next generation sequencing

Assay for transposase accessible chromatin (ATAC), including tagmentation, library preparation and sequencing were performed by Genewiz (Azenta Life Sciences, MA, USA) on PBMCs from two BCG-treated NMIBC patients (responder) at baseline and during BCG (mid) as well as from two healthy donors. Raw data were preprocessed including mapping to the hg38 reference genome using bowtie2 and peak calling by MACS2. Differentially accessible regions in proximity to annotated genes including TI genes (TIDB) between the two time points (during BCG versus baseline) were identified using the R packages csaw and edgeR. We only focused on consensus regions with sufficient normalized counts (logCPM>1), which were more than three-fold enriched and annotated in the promoter or intron of coding genes excluding X, Y chromosomes and blacklisted regions. Overrepresentation analysis of biological processes (GO) and pathways (Reactome) were performed using DAVID, ConsensusPathDB, and ClueGO (Supplementary dataset S1).





Statistical analysis

All statistical analyses were performed on GraphPad Prism 9 (GraphPad Software Inc., San Diego, CA, USA). Paired t-test was used for neutralization assays comparing patients’ sera before and after BCG treatment or Mann-Whitney test for SARS-CoV-2 vaccinated/unvaccinated individuals. ELISpot data were analyzed via 2-way ANOVA with Šidák’s correction for multiple comparisons. For cytokine analysis, non-parametric Kruskal Wallis test with Dunn’s correction for multiple comparisons was applied. A p-value of < 0.05 was considered significant. Graphics were produced with BioRender (www.biorender.com).






Results

Dynamic blood samples of eleven high-risk NMIBC patients during intravesical BCG treatment were available for further analysis. Descriptive patient and tumor characteristics are shown in Table 1. All patients were classified as BCG responders during a mean (range) follow-up of 41 (18-50) months, respectively.


Table 1 | Clinicopathologic features of (very) high-risk NMIBC patients treated with intravesical BCG therapy (n=11).



To examine adaptive immune responses, we analyzed plasma antibodies against SARS-CoV-2 RBD and found no positive titers in all tested patients regardless of BCG instillation time interval, Figure 2. Next, we performed virus neutralization and IFNγ ELISpot assays. We found no cross-reactive antibodies against SARS-CoV-2 wildtype in BCG-treated NMIBC patients at baseline and during BCG therapy (mean, 228.8 vs. 215.6 PFU/mL; p=0.266), Figure 3A. As a control, we performed neutralization assays also in healthy, non-NMIBC blood donors who were either COVID-19 unvaccinated (n=8) or 3x COVID-19 vaccinated (n=8). Neutralizing antibodies could only be detected in vaccinated individuals (mean, unvaccinated vs. 3x vaccinated: 242.9 vs. 0.9 PFU/mL; p<0.0001), Figure 3B. Furthermore, to evaluate a potential cross-reactive T cell induction, we challenged T cells with either SARS-CoV-2 wildtype-specific or BCG-specific peptide pools as well as CEF/CEFTA as positive control for 24h and measured the presence of pathogen-specific T cells via IFNγ ELISpot assays. We could not detect SARS-CoV-2 reactive T cells in our patients, Figure 3C.




Figure 2 | The graph shows antibody titers against wildtype SARS-CoV-2 spike RBD in BAU/ml (binding antibody units per ml) from each patient and time interval (black dots). As comparison, antibody titers from SARS-CoV-2 recovered individuals 1 month post infection are shown (green dots, n=24). Fraction of positive titers are indicated as percentages above each group. Titers >7.1 BAU/ml were defined as positive according to the manufacturer’s instructions. Time points: 1-2 weeks/early, 3-4 weeks/mid and 6-12 week-interval/late during BCG. Data is presented as geometric mean (horizontal line) with 95% confidence interval (whiskers).






Figure 3 | Virus neutralization assays and SARS-CoV-2/BCG specific IFNγ T cell responses. (A) Serum neutralization against SARS-CoV-2 wildtype in eight BCG-treated high-risk NMIBC patients (baseline and during BCG). (B) Serum neutralization in the internal control group (COVID-19 unvaccinated and 3x vaccinated patients, n=8). (C) IFNγ reactive T cells 24h post BCG/SARS-CoV-2 peptide pool (n=6). PBMCs (0.5x105) were treated with CEF/CEFTA as positive control. Data represent mean with SD; *p <.05, **p <.01; ***p <.001.



Next, we investigated whether BCG instillations result in altered innate immune responses in patients with NMIBC. After a 24h stimulation of PBMCs with either BCG or SARS-CoV-2 wildtype, cytokine mRNA and protein expression levels were measured via multiplex qPCR. We found a significant increase in mRNA expression of the pro-inflammatory cytokines IL-1β, IL-6 and TNFα in response to BCG stimulation relative to the respective untreated controls, Figure 4A, lower panel, blue bars. The highest peak of these cytokines was detected after at least four BCG instillations (late time interval), while no response was detected during the early or mid-time intervals, Figure 4A. A very similar cytokine profile was observed after 24h exposure with SARS-CoV-2 wildtype, Figure 4A, upper panel, orange bars. No change in IL-12A, IL-18, IFNγ and IL-10 mRNA expression was identified in response to stimulation with BCG or SARS-CoV-2 wildtype relative to untreated, Figures 4B, C.

In accordance with the increase of mRNA expression, we also found significantly elevated secretion of IL-1β but also of IL-6 and TNFα protein after at least four BCG instillations (late time interval), Figure 5A. Importantly, these cytokines are considered the key markers of trained immunity. However, expression of the Th1 cytokines IL-18 and IFNγ as well as the anti-inflammatory cytokine IL-10 did not change, Figures 5B, 5C. To test if these changes are specific to the BCG or SARS-CoV-2 stimulus, we included a bacterial LPS treatment as potent activator of innate immune cells and observed a strong induction of the pro-inflammatory cytokines IL-1β, IL-6 and TNFα after 24h, independent of patient or instillation time interval, Figure 6.




Figure 4 | Relative quantification of cytokine mRNA expression by multiplex qPCR. (A) Pro- inflammatory cytokines IL-1β, IL-6 and TNFα, (B) cytokines associated with Th1 response IL- 12A, IL-18 and IFNγ and (C) anti-inflammatory cytokine IL-10 after a 24h stimulation of PBMCs with either BCG or SARS-CoV-2 wildtype are shown. PBMCs were taken before the start of BCG induction (baseline) and at early, mid and late time intervals during BCG treatment. Data is presented as fold-change expression relative to untreated control group (mean with SEM and mean values annotated above each individual bar; *p <.05, **p <.01; ***p <.001). Time points: baseline (before BCG induction), 1-2 weeks/early, 3-4 weeks/mid and 6-12 week-interval/late during BCG.






Figure 5 | Cytokine quantification using Luminex xMAP technology. (A) Pro-inflammatory cytokines IL-1β, IL-6 and TNFα, (B) cytokines associated with Th1 response IL-18 and IFNγ and (C) anti-inflammatory cytokine IL-10 were measured in cell culture supernatant of PMBCs after 24h stimulation with either BCG or SARS-CoV-2 wildtype are presented. PBMCs were prepared before the start of BCG induction (baseline) and at early, mid and late time intervals during BCG treatment. Data represent means with SEM and mean values annotated above each individual bar (*p <.05, **p <.01; ***p <.001). Time points: baseline (before BCG induction), 1-2 weeks/early, 3-4 weeks/mid and 6-12 week-interval/late during BCG. IL-12A data are not shown as their levels were not detectable and samples for repetition were no more available.






Figure 6 | IL-1β, IL-6 and TNFα mRNA expression after 24h of LPS (100 ng/ml) treated PBMCs from patients before and during various time-points of BCG treatment. Data is presented as foldchange expression relative to untreated control group (mean with SEM). Time points: 1-2 weeks/early, 3-4 weeks/mid and 6-12 week-interval/late during BCG.



To establish our experimental protocol for assessing trained immunity, we initially investigated the in vitro induction of trained immunity as described by Arts et al. (19) with LPS and BCG using PBMCs from fresh, healthy human blood donations. Cells were primed for 24h with LPS (100 ng/ml) or BCG (MOI: 0.1) or left untreated (i.e. unprimed). After 5 days, cells were re-stimulated with the same conditions and additionally with SARS-CoV-2 (MOI 0.1). We measured the IL-1β mRNA expression in these cells and calculated the fold-change compared to the unprimed and untreated condition, Figure S1, black bars. We observed a strong induction of IL-1β expression in the unprimed but LPS-treated conditions (Figure S1, LPS treated, black bars) which was greatly enhanced (>3 times more) when cells previously primed with LPS, Figure S1, LPS treated, pink bars. Similar results were obtained for cells treated with BCG, Figure S1, turquoise bars. Here, IL-1β mRNA expression was higher (>5 times more) in cells that were previously primed and stimulated with BCG compared to unprimed cells, Figure S1, BCG, turquoise bars. At the same time, in BCG-primed cells we could also observe a stronger cytokine induction in presence of SARS-CoV-2, which is in line with the results using our patient samples. One basis of trained immunity are epigenetic changes to facilitate a rapid and increased innate immune response. To address this aspect, we performed ATAC-seq analysis. Comparing two time points (during BCG vs. baseline), we identified differentially accessible genomic regions in proximity to 1697 genes. Among 64 TI candidate genes, 6 genes were overlapping (TLR2, IGF1R, AKT1, MTOR, MAPK14, HSP90AA1), Figure 7A. We also performed an analysis of the overrepresented immune-related pathways and biological processes of the more accessible genes during BCG compared with baseline. Especially, myeloid differentiation was affected (Figure 7B). We particularly assessed an H3K4me3 signal in the identified regions near the TI genes, confirming H3K4me3 modifications at a more accessible region near transcription start site of all 6 genes. Next, as an example we show TLR2, which is one of the two BCG-specific toll-like receptors (TLR), Figure 7C.




Figure 7 | ATAC-seq analysis. (A) Venn diagram showing 6 genes (AKT1, HSP90AA1, IGF1R, MAPK14, MTOR, TLR2) overlapping between 64 trained immunity genes and 1697 genes with differentially accessible regions in their promoter or introns. (B) Differential affected immune system related processes (during BCG versus baseline) using ClueGO (C) Representative sequencing tracks for the TLR2 locus showing significantly higher ATAC-seq peaks at the promoter during BCG compared with baseline. Modifications of H3K4me3 were shown at the same region near the transcription start site of TLR2.







Discussion

Despite 40 years of clinical research (2), the exact immune mechanism of BCG-mediated antitumor activity is still not fully established (17). However, activation of a predominant Th1- type immune response by infiltrating effector cells into the bladder wall is essential for a subsequent clinical BCG response (13, 20–22). Accordingly, BCG responders showed a significant increase of Th1-type urinary cytokines during BCG therapy (13, 20, 21). In contrast, BCG was totally ineffective in IFNγ or IL-12 knockout mice in a syngeneic orthotopic model of bladder cancer (23). The Th1-type immune response is elicited by dendritic cells, which are the most potent antigen presenting cells. BCG induces the activation/maturation of dendritic cells (24), and thus initiates the Th1-type immune cascade (20, 21). In summary, intravesical BCG elicits a potent local immune response and recruits effector T cells into the NMIBC tumor microenvironment, suggesting that T lymphocytes are critical to BCG-mediated clinical efficacy resulting in BCG response (25). Our ClueGO analysis, including BCG responders, supports these findings, highlighting a strong alteration in lymphocyte differentiation and T cell response as well.

Activated myeloid cells such as dendritic cells and macrophages can further increase Th1 immune responses by producing cytokines such as IL-1β, IL-6, TNFα, as well as IL-12 and IL-18 after stimulation of toll-like and NOD-like receptors by BCG (26, 27). Myeloid cells can also develop TI following BCG vaccination. TI is characterized by an epigenetic and functional reprogramming, which facilitates the production of the pro-inflammatory cytokines IL-1β, IL- 6 and TNFα, in response to a secondary irrelevant bacterial or viral stimulus (28, 29). Althoughmonocytes, macrophages and NK cells have dominant roles in innate immune memory, other mature innate immune cells, but also hematopoietic stem cells as well as progenitor cells have been implicated in TI (30). BCG is the most potent agent that induces TI through TLR2 and TLR4 activation and downstream signaling via Akt/mTOR and NOD2. Both pathways are required for epigenetic modifications of H3K4me3, thus facilitating an increased pro-inflammatory cytokine production (Figure 8) (31). Enhanced neutrophil function through BCG vaccination is associated with genome-wide epigenetic modification of H3K4me3 (32). Moreover, macrophages are trained to increase the expression of various pattern recognition receptors, chemokine receptors and costimulatory and/or signaling molecules that also correlated with modification of H3K4me3 (33). Accordingly, we also demonstrated H3K4me3 modifications at a more accessible region near transcription start site of TI genes such as the BCG receptor TLR2 induced by BCG instillations. Arts et al. showed that BCG-induced TI was accompanied by a metabolic shift towards glycolysis through activation of the Akt/mTOR pathway (34). Thus, BCG-induced epigenetic and metabolic reprogramming influence each other. This fact means that inhibition of metabolism can reverse epigenetic changes in an in vitro TI model, resulting in reduced cytokine responses upon re-stimulation (35).




Figure 8 | Schematic overview of BCG-induced trained immunity (TI). Innate immune cells such as monocytes, NK cells, dendritic cells, neutrophils, macrophages and their progenitor cells can be trained through repetitive BCG administration, which induces epigenetic and metabolic reprogramming of these cells. BCG is binding to the toll-like receptors (TLR)2 and TLR4 and thus leads to downstream epigenetic modifications at H3K4me3 through both the Akt/mTOR and NOD2 pathways. As a consequence, this specific modification of H3K4me3 facilitates the enhanced production of IL-1β, IL-6 and TNFα, known as the key cytokines of trained immunity (26–28). During a secondary bacterial or viral stimulation trained innate immune cells display an increased capacity to produce pro-inflammatory cytokines, resulting in improved protection also against unrelated pathogens. Importantly, in our study intravesical instillations as a route of BCG administration were suitable to induce TI, reflected by increased production of TI cytokines after at least four BCG instillations at mRNA and protein levels. BCG administration also resulted in epigenetic modifications of TI-related metabolic genes and of the gene encoding TLR2, which is a specific receptor for BCG. Most importantly, we demonstrated for the first time that high-risk NMIBC patients undergoing intravesical BCG showed an increased SARS-CoV-2 innate immune responsiveness indicative of TI.



The repetitive activation of innate immune cells with BCG is the most important driver of enhanced innate immune responsiveness. Along this line, repetitive BCG administration has been shown to decrease the susceptibility to respiratory viral infections with respiratory syncytial virus, influenza A virus and herpes simplex virus type 2 (36, 37). This prompted us to test whether intravesical BCG might also induce TI-like innate immunity against SARS-CoV-2 in NMIBC. Several observational studies have already attempted to show a possible link between intravesical BCG instillations and COVID-19 infections (5, 38–40). No differences in the incidence of COVID-19 infections in BCG-treated NMIBC patients could be shown. However, these findings must be interpreted with caution because they did not examine causal and mechanistic associations between intravesical BCG application and immunity against SARS-CoV-2 (5, 38–40). With regard to severity of the disease, we believe that BCG-induced TI may indeed help prevent detrimental hyperinflammation associated with viremia. Severe cases of Covid-19 tend to have lower lymphocyte counts (lymphopenia) (41). Intriguingly, a recent study also assessed short-term effects of BCG on innate immune responses during the BCG induction regimen and found that one week after the first BCG instillation the total number of white blood cells in the circulation was significantly increased compared to pre-BCG-1. Obviously, BCG treatment also appears appropriate to counteract lymphopenia and may thus improve the clinical course of Covid-19. In addition, the early local innate response to SARS-CoV-2 infection, which is facilitated by TI, may support rapid virus control, keeping systemic inflammation low and enabling recovery. In contrast, absence of TI may increase the risk of hyperinflammation and severe complications associated with viremia (7).

In the present study we show for the first time that intravesical BCG also induces innate immune responses against SARS-CoV-2. The major new findings of the present study are: (i) BCG did not induce B cell or T cell-dependent adaptive immunity against SARS-CoV-2; (ii) BCG-treated NMIBC patients expressed key cytokines of trained immunity at the mRNA and protein levels after stimulation with SARS-CoV-2; (iii) ATAC sequencing revealed that repeated BCG instillations cause an increased accessibility of important TI genes (TLR2, IGF1R, AKT1, MTOR, MAPK14, HSP90AA1). Collectively, intravesical BCG indeed causes TI, which is the basis of innate immunity against SARS-CoV-2 (Figure 6). An important aspect of our findings is that the local administration of BCG into the bladder also promotes systemic immunity after at least six BCG instillations, reflected by the increased responsiveness of circulating immune cells. In general, epigenetic and metabolic reprogramming leading to TI needs some time. With regard to BCG instillations in NMIBC patients, repetitive administrations are required to observe an increase in innate immunity. In our study, TI cytokines appeared after 6 weeks. This is in accordance with recent work proposing TI as a molecular mechanism for BCG immunotherapy in bladder cancer (11). Although van Puffelen and coworkers assessed numbers of circulating leukocytes in whole blood early, i.e. one week after BCG1, changes in cytokine production were also not reported before BCG6 (11). The authors argue that late time points of cytokine measurements are most informative for TI (42).

In accordance with our current findings, a recent study has also shown that intravesical instillations of BCG induce TI at a systemic level (11). While these authors observed BCG-induced immunity against pneumonia and common cold in bladder cancer patients (11), we report for the first time on BCG-driven innate immunity against SARS-CoV-2. Of note, all blood samples analyzed in our study have been collected from NMIBC patients in the pre-Covid-19 era (2014-2015), most likely excluding the possibility of previous contact with SARS-CoV-2, which is also supported by the complete absence of RBD specific antibodies in these individuals. Accordingly, SARS-CoV-2-induced pro-inflammatory cytokine production could not be detected in control samples collected before BCG initiation. On the contrary, repetitive BCG administration was required to observe SARS-CoV-2-induced production of TI cytokines. Moreover, we could not detect adaptive immune responses (neutralizing antibodies, T cells) against SARS-CoV-2 excluding the existence of virus-specific memory lymphocytes.

One limitation of the study is the small number of patients, which is due to the fact that we used samples from a pre-COVID-19 era. Moreover, our data cannot be generalized as different BCG strains with immune-reactive differences in elicited immune responses are used in clinical practice (43). However, the BCG strain RIVM which was used in this study is mainly adopted across all EU countries.

Finally, our data reinforce the fact that adjustments to BCG induction and maintenance schedules, as recommended at the early onset of the COVID-19 pandemic (3, 4), are not necessary in clinical practice. Although our data support the development of BCG-induced TI, we did not have the opportunity to study TI-mediated protection against SARS-CoV-2 infection. However, it should be emphasized that research leading to the discovery of TI has been prompted by epidemiological studies showing that BCG vaccination at birth results in reduced child mortality and by subsequent randomized controlled trials demonstrating, that the beneficial effects of BCG were mainly due to protection against neonatal sepsis and respiratory infections (19). The BCG-induced TI observed in our study that includes responsiveness against SARS-CoV-2 in NMIBC patients is thus likely to mediate protection against Covid-19. Thus, every effort should be made to administer full BCG maintenance in high-risk NMIBC patients as recommended even during the pandemic period. Moreover, BCG-induced trained immunity could be one of the most important mechanisms mediating efficacy to BCG in bladder cancer (11, 44). Thus, further trials are urgently needed to evaluate how trained immunity influences the antitumor immune responses in BCG-treated NMIBC patients, improving personalized medicine in NMIBC (11, 44).





Conclusions

Here we present the first study showing that repetitive intravesical BCG instillations in high- risk NMIBC also induces innate immune responsiveness against SARS-CoV-2 via mechanisms of TI. The increased fitness of the innate immune system that is induced by repetitive BCG administrations may be important in the context of various therapeutic and preventive strategies.
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The innate immune sensing of nucleic acids using effective immunoadjuvants is critical for increasing protective immune responses against cancer. Stimulators of interferon genes (STING) and toll-like receptor 9 (TLR9) agonists are considered promising candidates in several preclinical tumor models with the potential to be used in clinical settings. However, the effects of such treatment on tumor stroma are currently unknown. In this study, we investigated the immunotherapeutic effects of ADU-S100 as a STING agonist and CpG ODN1826 as a TLR9 agonist in a preclinical model of colon carcinoma. Tumor-bearing mice were treated intratumorally on days 10 and 16 post-tumor inoculation with ADU-S100 and CpG ODN1826. Cytokine profiles in the tumor and spleen, tumor cell apoptosis, the infiltration of immune cells, and cancer-associated fibroblasts (CAFs) in the tumor microenvironment (TME) were evaluated to identify the immunological mechanisms after treatment. The powerful antitumor activity of single and combination treatments, the upregulation of the expression of pro-inflammatory cytokines in the tumor and spleen, and the recruitment and infiltration of the TME by immune cells revealed the synergism of immunoadjuvants in the eradication of the colon carcinoma model. Remarkably, the significant downregulation of CAFs in the TME indicated that suppression of tumorigenesis occurred after immunoadjuvant therapy. The results illustrate the potential of targeting the STING and TLR9 pathways as powerful immunoadjuvants in the treatment of preclinical colon carcinoma and the possibility of harnessing these pathways in future therapeutic approaches.
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1 Introduction

Despite extensive research and recent improvements in prognosis, prevention, and treatment, cancer is a leading cause of death worldwide. Colon carcinoma is the third most prevalent cancer and the second most lethal cancer in the world (1–3).

It is well known that immunotherapy, as a promising strategy, modulates the immune system for the treatment of cancer by stimulating the body’s immune response against tumor growth and metastasis (4). However, there is still a need for the development and improvement of more effective therapies.

In immunotherapy, multiple approaches and different compounds have been studied so far, several of which work by inducing innate immune responses (5, 6). Nucleic acid-based immunoadjuvants are regarded as safe and powerful immunostimulatory compounds in therapeutic and vaccine settings. CpG oligodeoxynucleotides (CpG ODNs) are synthetic ligands of toll-like receptor 9 (TLR9), which is located in the endosomal compartment of cells (7). CpG ODNs, as an adjuvant approved by the U.S. Food and Drug Administration (FDA), demonstrate remarkable efficacy in phase I clinical trials of infectious diseases and cancer (8–10). As a result of CpG ODN binding to the TLR9 receptor, the myeloid differentiation primary response 88–interferon regulatory factor 7 (MyD88–IRF7) pathway is activated and stimulates the production of type I interferons (IFNs), thereby promoting the pro-inflammatory status of cells in a nuclear factor kappa B (NF-κB)-dependent manner (11). Moreover, CpG ODNs can trigger Th1-type immune responses through the polarization of plasmacytoid dendritic cells (pDCs) to produce type I IFNs, thereby enhancing the recruitment of T cells, induction of B cells, and pDC activation, which consequently promotes effector antitumor immunity (8, 12). A class B CpG ODN that is distinct for mouse TLR9 is CpG ODN1826, containing a full phosphorothioate backbone that is nuclease-resistant and has been well studied in several preclinical studies so far (8, 13).

Another well-known immunostimulatory compound is the stimulator of interferon genes (STING), which is present in the endoplasmic reticulum and activated by double-stranded DNA (dsDNA) (14–16). The production of type I interferon and pro-inflammatory cytokines by a variety of cells in the TANK-binding kinase 1–interferon regulatory factor 3 (TBK1–IRF3)- and TBK1– NFκB-dependent pathways is a consequent cascade of STING activation (17, 18), leading to the polarization of antigen-presenting cells (APCs) and the recruitment of cytotoxic T cells (19, 20).

Studies have revealed that DNA sensing by STING has a significant function in the immune recognition of tumors, which is crucial to effective cancer immunotherapy (21).

The application of the STING agonist cyclic GMP-AMP (cGAMP) as an immunoadjuvant in cancer is partially limited because it does not penetrate the cell membrane (22). To overcome the limitations of natural cGAMP, rational modifications of cyclic dinucleotides (CDNs) led to the introduction of a newly synthesized CDN called ML RRS2 CDA (MIW815 or ADU-S100), which had improved features such as high stability and lipophilicity and demonstrated stronger antitumor effects in various cancer models (23, 24). It induced effective tumor regression via intratumoral injection in the B16 melanoma, CT-26 colon cancer, and 4T1 breast cancer models (20, 25–30). In addition to mouse STING, this compound is able to activate all known human STING allelic variants. This agonist shows significant potential as a therapeutic agent to promote tumor microenvironment (TME) activation in many tumor types by activating efficient and lasting antitumor CD8+ T cell responses  (20).

The TME includes an extracellular matrix and a variety of cells consisting of infiltrating inflammatory cells, endothelial cells, and cancer-associated fibroblasts (CAFs) (31). CAFs form the dominant component of many tumors and promote tumorigenesis and cancer metastasis in several ways, including the production of growth factors, cytokines, and chemokines; the degradation of extracellular matrix (ECM) proteins; the promotion of angiogenesis; and the immunosuppression and prevention of drug penetration (31–35). Recent studies have demonstrated the presence of a heterogeneous population of CAFs in the TME, including tumor-promoting CAFs and tumor-restraining CAFs (34, 35). Different biomarkers such as vimentin (VIM), alpha-smooth muscle actin (α-SMA), fibroblast activation protein (FAP), fibroblast-specific protein 1 (FSP1), and platelet-derived growth factor receptor (PDGFR), have been used to identify CAFs (33, 35).

Myofibroblasts’ contractile abilities, led by the expression of α-SMA, which is an isoform of actin, induce a positive feedback loop that amplifies the fibrotic cycle, which in turn results in tumor growth (36). There are different methods for detecting CAFs and their heterogenicity in tissues, which corresponds to their biological functions and subtypes. The CAFs are clustered into three subpopulations, namely antigen-presenting CAFs (apCAFs), myofibroblastic CAFs (myCAFs), and inflammatory CAFs (iCAFs) (37–39). Single-cell RNA-sequencing, multiplex immunostaining, and genetic mouse models have been used for the identification and biological functions of different subtypes of CAFs in pancreatic ductal adenocarcinoma (PDAC), colorectal cancer (CRC), breast cancer, and liver fibrosis progression (40–44).

Although several recent studies have highlighted the importance of combination therapy using STING and TLR agonists in preclinical cancer models (45–48), the relationship between such immunoadjuvants and CAFs as key players in stromal tumorigenesis has not yet been determined. Therefore, in this study, the synergistic effects of STING and TLR9 agonists and the immunological mechanisms underlying tumor regression and CAFs’ infiltration of the TME were studied in a preclinical colorectal tumor model. In addition, several important cellular markers of immunity, pro-inflammatory cytokine expression, apoptosis, and pro-tumorigenesis were studied.

Our results suggest that the combination of ADU-S100 and CpG ODN1826 shows synergistic therapeutic effects with enhanced antitumor immune responses and suppressed tumorigenesis markers and, therefore, can be considered a promising target for further cancer immunotherapy investigation.




2 Materials and methods



2.1 Cell line

The CT-26 cell line was purchased from The Research Institute of Biotechnology (Mashhad, Iran) and cultured in Roswell Park Memorial Institute (RPMI) 1640 medium (Gibco®, Grand Island, NE, USA), supplemented with 10% heat-inactivated fetal bovine serum (Gibco), 2 mM L-glutamine (Invitrogen, San Diego, USA), 25 mM β-mercaptoethanol (Merck, Munich, Germany), and 100 IU/mL penicillin/streptomycin (Gibco) at 37°C and in a 5% CO2 atmosphere.




2.2 Animals

Female BALB/c mice (6–8 weeks old) were obtained from the Royan Institute (Tehran, Iran). All the animals were kept at the animal housing of the Faculty of Veterinary Medicine, Ferdowsi University of Mashhad, Mashhad, Iran. The in vivo experiments were reviewed, approved, and conducted in accordance with the ethics guidelines of the Animal Care and Use Committee of Ferdowsi University of Mashhad (license number 46013-M).




2.3 In vivo tumor model

The CT-26 adenocarcinoma cells (3 × 105) were injected subcutaneously (SC) into the right flank of the mouse in 100 µL of phosphate-buffered saline (PBS). Every other day, the tumor size was measured with a digital caliper for a total of 30 days, and the tumor volume was calculated using the equation 1:

V = (L × W2)/2 (1)

where the letter “L” represents the large diameter and “W” represents the small diameter of the tumor (49, 50). The mice were divided into five groups (n = 7), as depicted in Table 1, and treatment with ADU-S100 (MedChemExpress, South Brunswick Township, NJ, USA) and CpG ODN1826 (InvivoGen, San Diego, CA, USA) was administered intratumorally on days 10 and 16 post tumor inoculation. The mice were euthanized on day 30 post-tumor induction and their body weights were recorded. Subsequently, the tumors were extracted and weighed. After conducting a necropsy of the mice, samples of their tumor, spleen, and liver tissues were taken. The tumor inhibition rate was calculated using the equation 2 (6):


Table 1 | Treatment groups used in this study.



Tumor inhibition rate (%) = [(mean tumor weight of control group − mean tumor weight in treated group)/mean tumor weight of control group] × 100% (2).

The spleen index was calculated using the equation 3 (51):

Spleen index = weight of spleen (mg)/body weight (g). (3)




2.4 RNA extraction and quantitative real-time polymerase chain reaction analysis

Total RNA was extracted from the spleen and tumor tissues using a total RNA isolation kit (DENAzist Asia, Mashhad, Iran). The extracted total RNA was subjected to 1U of DNase I (RNase free) (Thermo Scientific Fisher, Waltham, MA, USA) at 37°C for 15 min. The inactivation of the DNase was conducted by adding 1 μL of 50 mM ethylenediaminetetraacetic acid (EDTA) (Merck). Moloney murine leukemia virus (M-MLV) reverse transcriptase (Thermo Fisher Scientific) was used to convert RNA samples to cDNA. The quantitative real-time polymerase chain reactions (qRT-PCR) were carried out using RealQ Plus 2x Master Mix Green (Ampliqon A/S, Odense, Denmark) in a Rotor-Gene® Q real-time PCR cycler (QIAGEN, Hilden, Germany). The amplification steps were as follows: 15 min at 95°C (1 cycle), followed by 30 s at 95°C, 30 s at 58°C–62°C, and 25 s at 72°C (35–40 cycles). Three replicates were considered for qRT-PCR readout. The β-actin gene served as the internal control. Table 2 gene-specific primers and their accession numbers used in this study.


Table 2 | Gene-specific primer sequences used in the qRT-PCR analysis.






2.5 Hematoxylin and eosin staining

The samples obtained from the tumor, liver, and spleen tissues were fixed in 10% neutral buffered formalin (Merck) for 24 h. The 4-μm-thick sections of the tissue samples were stained with hematoxylin and eosin (H&E) (Merck), mounted on the slide, and finally, examined under a light microscope (Labomed Inc., Los Angeles, CA, USA). The mitotic cells were counted in 10 fields of the tumor slides, and, subsequently, the mean number of mitotic cells was calculated.




2.6 Immunohistochemical staining of tumor tissues

Sections of formalin-fixed paraffin-embedded tumor tissues were prepared. The sections were deparaffinized and rehydrated, and the retrieval of antigens was carried out using Tris-ethylenediaminetetraacetic acid (EDTA) buffer (10 mM Tris base, 1 mM EDTA solution, 0.05% Tween 20, pH 9.0) (Merck) for 20 min at 98°C. Subsequently, the slides were quenched using 0.3% [volume to volume (v/v)] methanol-diluted hydrogen peroxide (Merck). The sections were incubated for 30 min with different concentrations of primary antibodies, e.g., anti-CD8-α (1 out of 200) (cat. number sc-7970; RRID: AB_627208; Santa Cruz Biotechnology, Dallas, TX, USA), anti-cleaved caspase 3 (1 out of 300) (cat. number 9661; RRID: AB_2341188; Cell Signaling Technology, Danvers, MA, USA), anti-vimentin (1 out of 400) (cat. number 5741; RRID: AB_10695459; Cell Signaling Technology), anti-CD45 (1 out of 3,200) (cat. number sc-53665, RRID: AB_629093; Santa Cruz Biotechnology), and anti-α-SMA (1 out of 500) (cat. number 65001, RRID: AB_2920672; Progen, Heidelberg, Germany). After washing with Tris-buffered saline (TBS) (0.5M Tris base, 9% NaCl, pH 8.4) (Merck), the slides were incubated with secondary antibodies in accordance with the protocol. Images of the stained slides were obtained using a light microscope from 10 different fields of high-power fields (×400 overall magnification) and then analyzed using QuPath software (RRID: SCR_018257). The caspase-3 labeling index was calculated using the following equation (52):

Caspase-3 labeling index = (number of activated caspase-3-positive cells × 100)/total number of nuclei. (4)




2.7 Measurements of hematological parameters

Before the animals were euthanized on day 30, whole blood was immediately collected from the hearts of the mice in a tube containing an anticoagulant. A complete blood count (CBC) analysis was performed using a cell counter (Nihon Kohden, Nima Pouyesh Teb, Iran).




2.8 MTT test

The CT26 cells were seeded in 96-well culture plates at 7 × 103 cells per well. The cells were incubated with different concentrations of ADU-S100, CpG ODN (10 μg/mL, 20 μg/mL, 40 μg/mL, and 60 μg/mL), or ADU-S100 (20 μg/mL) + CpG ODN (20 μg/mL) at 37°C for 24 h. The cells were further incubated with 10 μL per well of 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-2H-tetrazolium bromide (MTT) (5 mg/mL; Sigma, USA) for 3 h. Subsequently, the medium was removed and 100 μL per well of dimethyl sulfoxide (DMSO) was added. The absorbance was measured at 490 nm. The experiment was conducted in triplicate (n = 3).




2.9 Statistical analysis

Statistical analysis was conducted using GraphPad Prism software version 9.0 (RRID: SCR_002798; GraphPad Software Inc., San Diego, CA, USA). One-way analysis of variance and Mann–Whitney U–tests were used to analyze the data. The results are shown as mean ± SD and a p-value ≤ 0.05 is considered to be statistically significant. The relative expression software tool version 2.0.13 (REST 2009; RRID: SCR_023755) was used to analyze the qRT-PCR results by way of a pairwise fixed reallocation randomization test. Significant differences among the groups were indicated as ****p ≤ 0.0001, ***p ≤ 0.001, **p ≤ 0.01, and *p ≤ 0.05.





3 Results



3.1 Inhibition of tumor growth and increased survival rate of colon adenocarcinoma-bearing mice by single or combination therapy with CpG ODN1826 and ADU-S100

ADU-S100 is a STING agonist with a potent antitumor effect that has been validated in several preclinical tumor models. We hypothesized that the combination of ADU-S100 and CpG ODN 1826 at a reduced (i.e., 50% lower) concentration, compared with a single form of the agonist, would have an additive and robust anticancer effect in suppressing the tumor growth in a CT-26 colon cancer model. The cytotoxic effects of a single, or a combination of, agonist(s) were evaluated using an MTT assay. ADU-S100 and CpG ODN1826, alone or in combination, did not show any adverse effects on the viability of CT-26 cells in vitro (Figure S1). The injection of a CT-26 cell suspension was administered subcutaneously into the right flanks of the mice. When palpable tumors appeared, mice were treated with intratumoral injections of PBS, ADU-S100 (20 μg and 40 μg), CpG ODN1826 (40 μg), or a combination of ADU-S100 (20 μg) and CpG ODN1826 (20 μg). Every other day, tumor volumes and mouse weights were recorded. To evaluate the immunological mechanisms underlying tumor regression, in a second experiment, all mice were euthanized on day 30 post tumor inoculation (Figure 1A). The standard survival curve (Kaplan–Meier), which describes the direct effects of treatment on tumor growth, showed that both single and combination therapy were able to prolong the survival rate of tumor-bearing mice. Notably, the combination treatment eradicated all CT-26 tumors. Specifically, the combination treatment group exhibited a higher survival rate (100%) than the single treatment groups treated with ADU-S100 (40 μg) (86%), CpG ODN (40 μg) (71%), and ADU-S100 (20 μg) (43%) (Figure 1B). Figures 1C, D illustrate how the tumor volume in all treatment groups was significantly reduced in comparison to the control group. The combination group [ADU-S100 (20 μg) + CpG ODN (20 μg)] showed the highest growth inhibition, from 1,952 mm3 to 32 mm3, and was therefore more effective than a single injection of each compound. In addition, in the ADU-S100 (40 μg) group, the tumor regression size reached 44.8 mm3 and 144 mm3 in the CpG ODN (40 μg) treatment group. These results indicate that the antitumor effects of ADU-S100 when combined with CpG ODN are approximately equal to those of monotherapy with ADU-S100 when administered at higher doses (i.e., at twice the concentration). The average tumor weight was significantly reduced from 2.09 g in the control group to 0.08 g and 0.1 g in the combination and the ADU-S100 (40 μg) groups, respectively (Figure 1E). The curve of the tumor inhibition rate is displayed in Figure S2A. The results show that ADU-S100 exhibited powerful antitumor activity that is dose-dependent, meaning that ADU-S100 at 20 µg suppressed CT-26 tumor growth by 77% on day 30, whereas for the 40-µg dose, the tumor inhibition rate was 95%. Furthermore, the combination of ADU-S100 and CpG ODN1826 showed the highest tumor inhibition rate (96%), whereas in the CpG ODN (40-µg) group, the tumor inhibitory rate was decreased to 85%. In the second in vivo experiment, on day 30 post-tumor inoculation, mice were sacrificed, and their spleens and tumors were removed and weighed for further immunological analysis. Owing to the importance of the spleen as an extramedullary hematopoietic tissue that produces immunosuppressive myeloid cells in tumor-bearing mice (53), we measured the spleen index (mg/g) in this study. The curve of the spleen index is presented in Figure S2B and shows that the spleen index was positively correlated with tumor weight. Furthermore, during the immunotherapy period, the body weight of the mice was recorded, and no considerable weight change was observed compared with the control group (Figure S2C). Overall, these data suggest that either the ADU-S100 treatment or the combination treatment had a profound inhibitory effect on the tumor growth progression, but that the combination of ADU-S100 (20 μg) + CpG ODN (20 μg) at a reduced concentration (i.e., 50% lower) was able to effectively control tumor growth and significantly prolong the survival of CT-26 tumor-bearing mice.




Figure 1 | Intratumoral (IT) administration of ADU-S100 and CpG ODN1826 reduces tumor volume in the CT-26 adenocarcinoma model. (A) Mice were injected subcutaneously with 3 × 105 CT-26 cells (in 100 μL of PBS) on day 0. On days 10 and 16, mice were given IT injections of PBS, ADU-S100 (20 µg or 40 µg), CpG ODN (40 µg), ADU-S100 (20 µg) + CpG ODN (20 µg) (n = 7). (B) Kaplan–Meier survival curve of the animals. (C) Tumor volumes were monitored every other day for 30 days. (D) Photographs of dissected tumor tissues from treated mice on day 30 of treatment. (E) Average tumor weight in different treatment groups at the end of the experiment. Data are presented as mean ± SD. Significant differences in the survival plot were measured using a weighted log-rank test. Other data were analyzed using one-way ANOVA and Mann–Whitney tests. Statistically significant differences are indicated as ****p ≤ 0.0001, ***p ≤ 0.001, **p ≤ 0.01, and *p ≤ 0.05. PBS, phosphate-buffered saline.






3.2 Upregulation of pro-inflammatory cytokine expression in tumor tissues

The induction of pro-inflammatory cytokine expression by CpG ODNs and CDNs has already been reported (46, 54). To determine whether ADU-S100 and CpG ODN1826 could induce effective immune responses and generate antitumor immunity, we evaluated the expression of several key pro-inflammatory cytokines (e.g., IFN-β, IFN-γ, TNF-α, IL-12, and IL-6) using qRT-PCR analysis. We observed that in tumor tissues, the combination treatment [ADU-S100 (20 μg) + CpG ODN (20 μg)] upregulated the expression level of IFN-β, IL-12, and TNF-α in a synergistic manner compared with the other treatments (Figures 2A–E). All treatment groups displayed a significant upregulation of IFN-β expression compared with the control group (p ≤ 0.05) (Figure 2A). The expression level of IFN-γ, as one of the most potent cytokine hallmarks of antitumor immunity, was significantly upregulated in the combination [ADU-S100 (20 μg) + CpG ODN (20 μg)] and CpG ODN groups compared with the control group (p ≤ 0.05) (Figure 2B). In our experiment, IL-12 expression was significantly upregulated in all treatment groups compared with the control group (p ≤ 0.05) (Figure 2C). In addition to the combination group, which showed the highest level of expression of TNF-α and IL-6 compared with the control group, the CpG ODN group also showed increased expression of these cytokines compared with the control group, although the difference was not significant (Figures 2D, E). These results demonstrated that immunoadjuvant therapy with ADU-S100 and CpG ODN promotes the robust and synergistic expression of several important pro-inflammatory and immune-effector cytokines in CT-26 tumor tissues.




Figure 2 | Expression profile of pro-inflammatory cytokines in the tumor. Quantitative real-time polymerase chain reaction (qRT-PCR) analysis of (A) IFN-β, (B) IFN-γ, (C) TNF-α, (D) IL-12, and (E) IL-6 in tumor tissues of treated mice on day 30 post tumor inoculation (n = 3 independent experiments). The transcripts for each gene were quantified relative to β-actin expression levels in each group. Data are presented as mean ± SD. Data were analyzed using REST software and statistically significant differences are indicated as ****p ≤ 0.0001, ***p ≤ 0.001, and *p ≤ 0.05. IFN-β, interferon beta; IFN-γ, interferon-gamma; IL-12, interleukin 12; IL-6, interleukin 6; qRT-PCR, quantitative real-time polymerase chain reaction; TNF-α, tumor necrosis factor-alpha.






3.3 Upregulation of pro-inflammatory cytokine expression in the spleen

The spleen is the largest lymphoid organ in the body and contains many immune cells with a crucial role in immune response. In addition to the tumor, we measured the expression profile of pro-inflammatory cytokines (IFN-γ, IFN-β, TNF-α, IL-12, and IL-6) in the spleen tissue as the main secondary host lymphoid compartment (Figure 3). In the spleen, the highest level of expression of IFN-β and IL-6 was observed in the combination group [ADU-S100 (20 μg) + CpG ODN (20 μg)], which was increased compared with the control group (Figures 3A, E). The group treated with CpG ODN displayed the highest level of expression of IFN-γ and IL-12 compared with the control group (p ≤ 0.05) (Figures 3B, C). The highest level of TNF-α expression was observed in the ADU-S100 (20 µg) group, which displayed a larger tumor size than the other treatment groups (Figure 3D).




Figure 3 | Expression profile of pro-inflammatory cytokines in the spleen. We conducted qRT-PCR analysis of (A) IFN-β, (B) IFN-γ, (C) TNF-α, (D) IL-12, and (E) IL-6 in the spleen tissues of treated mice on day 30 post-tumor inoculation (n = 3 independent experiments). The expression levels were quantified relative to β-actin as a reference gene. Data are presented as mean ± SD. Data were analyzed by REST software and statistically significant differences are indicated as ****p ≤ 0.0001, ***p ≤ 0.001, **p ≤ 0.01, and *p ≤ 0.05. IFN-β, interferon beta; IFN-γ, interferon-gamma; IL-12, interleukin 12; IL-6, interleukin 6; qRT-PCR, quantitative real-time polymerase chain reaction; REST, relative software expression tool; TNF-α, tumor necrosis factor-alpha.






3.4 Immunohistochemical and histological analysis of tumor tissues showed typical features of apoptosis and inflammation after immunotherapy

To explore the primary effects of immunoadjuvants in tumor tissue, H&E staining was performed. The tumor cells were characterized by scarce eosinophilic cytoplasm with a round, polygonal, spindle-like polymorphic nucleus of variable size. They contained one or more nuclei, within a scarce stroma (Figure 4). The tumor tissues of all mice treated with ADU-S100 (20 µg and 40 µg), CpG ODN (40 µg), and combination groups [ADU-S100 (20 μg) + CpG ODN (20 μg)], showed typical features of apoptosis and inflammation, indicating the effectiveness of the treatment in tumor clearance (Figures 4B–E). The number of mitotic cells in the control group was significantly increased compared with those in the treatment groups (Figure 4F). In addition, features of malignancy, such as hemorrhage and necrosis, were observed in the control group (Figure S3A). However, no tumor malignancies were observed in the treatment groups (Figures S3B–E).




Figure 4 | Microphotographs of tumor tissues in the (A) control, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), and (E) ADU-S100 (20 µg) + CpG ODN (20 µg) groups. Scale bars = 50 μm. (A–E, H&E staining, ×400 magnification). Tumor cells undergoing mitosis (black arrows), apoptotic tumor cells (yellow arrows), pleomorphism of the tumor cells (white arrows), tumor cells with one or more nucleoli (red arrows), and mononuclear inflammatory cells infiltrating into the tumor tissue (lymphocytes, green arrows) are shown. (F) The mean number of mitotic cells in the tumor tissues (n = 3). Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001, ***p ≤ 0.001, and *p ≤ 0.05. H&E, hematoxylin, and eosin.



Histopathological analysis of the liver and spleen was performed using H&E staining to assess the probability of tumor metastasis and toxicity linked to the treatment. The microstructure of the spleen in the control and all treatment groups was normal with no histological changes. The liver tissue displayed metastasis in control mice (Figures 5A, B), but treatment groups were normal (Figures 5C–F). To confirm that the necrotic cells observed in H&E-stained sections were apoptotic, cleaved caspase-3 expression was detected in the tumor tissues using immunohistochemistry (IHC). The results showed a remarkable and highly significant increase of cleaved caspase-3 as the main apoptotic marker in the combination group [ADU-S100 (20 μg) + CpG ODN (20 μg)]. Furthermore, we observed a significant caspase-3 increase in the single-agonist treatment groups compared with the control group (Figure 6).




Figure 5 | Histologic structures of liver tissues in the control and treatment groups. (A) Liver metastasis was observed in only one mouse in the control group (n = 5) (H&E staining, ×100 magnification). (B) Higher magnification of (A) In the metastatic tumor tissue, pleomorphic tumor cells (white arrows) have a vesicular nucleus containing one or more nucleoli (red arrow) with several mitotic figures (black arrows) (H&E staining, ×400 magnification). Liver tissues from (C) ADU-S100 (20 µg), (D) ADU-S100 (40 µg), (E) CpG ODN (40 µg), and (F) ADU-S100 (20 µg) + CpG ODN (20 µg) groups show normal structure without metastasis (n = 5 for ADU-S100 (20 µg) and n = 7 for other treatment groups). Scale bars = 50 μm. (C–F, H&E staining, ×100 magnification). H&E, hematoxylin, and eosin.






Figure 6 | Cleaved caspase-3 expression obtained using IHC in tumor tissues. (A) PBS, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), (E) ADU-S100 (20 µg) + CpG ODN (20 µg), and (F) quantitative analysis of the apoptotic index (n = 3). Data are presented as mean ± SD. Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001 and *p ≤ 0.05. Scale bars = 50 μm. IHC, immunohistochemistry; PBS, phosphate-buffered saline.






3.5 Immunohistochemical analysis showed the abundant infiltration of tumor tissues by CD45+ and CD8+ cells after immunotherapy

To assess how ADU-S100 and CpG ODN1826 eradicated tumor growth and increased mice survival rate, immune cell infiltration of the tumor tissues was performed using IHC. CD45, as the most important marker of all nucleated hematopoietic cells (except platelets and erythrocytes), was used to sort the immune cells by IHC. The results showed that in all treatment groups, the level of CD45 expression was significantly increased compared with that of the control group (p ≤ 0.05). However, the most abundant expression of this biomarker was observed in the combination group represented (Figure 7). Furthermore, due to the crucial role of CD8+ T cells in antitumor activity, the expression of this cellular marker was determined using IHC, which exhibited a significant upregulation in the recruitment of CD8+ cells in tumor tissues in all treatment groups. The greatest increase in recruitment was observed in the combination group [ADU-S100 (20 μg) + CpG ODN (20 μg], compared with the control group (p ≤ 0.05), followed by the CpG ODN (40 μg), ADU-S100 (20 μg), and ADU-S100 (40 μg) groups, respectively (Figure 8). These results were consistent with a CBC analysis that showed that the number of lymphocytes in the combination group was significantly increased compared with the control group (p ≤ 0.05). In addition, in the CpG ODN (40 µg) and ADU-S100 (20 µg) groups, the level of total blood lymphocytes exhibited a greater than twofold increase compared with the control group (Figure S4).




Figure 7 | CD45 expression analyzed using IHC in tumor tissues. (A) PBS, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), (E) ADU-S100 (20 µg) + CpG ODN (20 µg), and (F) quantitative analysis of CD45+ cells (n = 3). Data are presented as mean ± SD. Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001 and ***p ≤ 0.001. Scale bars = 50 μm. IHC, immunohistochemistry; PBS, phosphate-buffered saline.






Figure 8 | CD8 expression analyzed using IHC in tumor tissues. (A) PBS, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), (E) ADU-S100 (20 µg) + CpG ODN (20 µg), and (F) quantitative analysis of CD8+ T cells (n = 3). Data are presented as mean ± SD. Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001 and ***p ≤ 0.001. Scale bars = 50 μm. IHC, immunohistochemistry; PBS, phosphate-buffered saline.






3.6 Synergistic effect of ADU-S100 and CpG ODN in the suppression of CAFs’ infiltration of tumor tissues

CAFs, as the most important stromal cells in the TME, contribute to tumor growth and metastasis through the production of growth factors and cytokines (31). To address the effects of ADU-S100 and CpG ODN on CAF abundance, the expression of α-SMA and VIM were assessed in the formalin-fixed paraffin-embedded tumor tissues using IHC (Figures 9, 10). The results indicated that the expression of these CAF biomarkers was significantly reduced in all treatment groups in comparison to the control group. This reduced expression of α-SMA and VIM was highly significant in the combination group [ADU-S100 (20 μg) + CpG ODN (20 μg)] compared with the other treatment groups. Therefore, the combined effect of the two agonists was remarkably effective in increasing tumor eradication and inhibiting the infiltration of the TME by tumor-supporting cells.




Figure 9 | α-SMA expression analyzed by IHC in tumor tissues. (A) PBS, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), (E) ADU-S100 (20 µg) + CpG ODN (20 µg), and (F) quantitative analysis of α-SMA+ cells (n = 3). Data are presented as mean ± SD. Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001, **p ≤ 0.01 and *p ≤ 0.05. Scale bars = 50 μm. IHC, immunohistochemistry; PBS, phosphate-buffered saline.






Figure 10 | Vimentin expression analyzed by IHC in tumor tissues. (A) PBS, (B) ADU-S100 (20 µg), (C) ADU-S100 (40 µg), (D) CpG ODN (40 µg), (E) ADU-S100 (20 µg) + CpG ODN (20 µg), and (F) quantitative analysis of vimentin+ cells (n = 3). Data are presented as mean ± SD. Statistically significant differences were analyzed using Mann–Whitney tests and indicated as ****p ≤ 0.0001 and ***p ≤ 0.001. Scale bars = 50 μm. IHC, immunohistochemistry; PBS, phosphate-buffered saline.







4 Discussion

Despite the recent advances and progress made in our understanding of cancer immunotherapy, the field still faces many challenges. Preclinical tumor models, the TME, and their expressed and secreted molecules are considered essential components to better understanding anticancer targeted therapy. This study revealed the immunotherapeutic effects of powerful innate immunity agonists in a mouse model of colon cancer. Tumor-bearing mice were treated intratumorally on days 10 and 16 post-tumor inoculation with ADU-S100, as a STING agonist, and CpG ODN1826, as a TLR9 agonist; both of these are powerful, safe, and effective immunoadjuvants with clinically translational potential. Several mechanistic studies, including on cytokine profiles, immune cells, and CAFs’ infiltration of the TME, were performed to investigate the immunological mechanisms of tumor eradication and the extended survival rate after treatment. The results revealed the powerful antitumor activity of combination treatment even with a reduced (i.e., 50% lower) dose of each agonist and the upregulation of pro-inflammatory cytokine expression and recruitment and infiltration of the TME by immune cells. A remarkable finding of this study was that the level of CAFs in the TME was significantly reduced after immunotherapy with STING and TLR9 agonists.

CT-26 is a non-inflamed and cold tumor of the gastrointestinal tract exhibiting low levels of cytokine expression and a lack of immune cell infiltration (55). The underlying mechanism, according to our data, is that ADU-S100 combined with CpG ODN initiates local inflammation in the CT-26 tumor, which subsequently establishes systemic immune responses, for example, cellular immunity as observed in the TME and spleen. This result is consistent with previous findings that STING and TLR9 agonists promote robust antitumor inflammatory responses (8, 45–47). This revealed the promising outcomes of combination therapy in extending survival rate, inhibiting tumor growth, and suppressing tumorigenesis, accompanied by a stronger inflammatory state within the tumor and spleen due to the increased expression of pro-inflammatory cytokines, which play a key role during the initial inflammation and the transition to T cell-mediated immune responses.

In this study, for the first time, we present evidence of biomarkers of tumor progression inhibition in CT-26 colon carcinoma following immunoadjuvant therapy. To our knowledge, although several preclinical studies have investigated the efficiency and immunological mechanisms of innate immunoadjuvant therapy in preclinical colon carcinoma models (56–58), the effect of such treatment on CAFs’ infiltration of the TME has not been reported.

CAFs, as the key component of tumor stroma, play a significant role in many features of tumor biology, such as collagen deposition, tumor development, and immunosuppression (39).

CAFs are abundant in colorectal cancer and, within CT-26 tumors, constitute 25% of all live cells (55). CAFs, as important components of the TME, are associated with poor prognosis and therapeutic resistance (59).

Considering the upregulation of immune cell infiltration, cytokine production, and robust antitumor responses obtained by the combination of ADU-S100 and CpG ODN1826, we observed the downregulation of α-SMA and VIM as the main biomarkers of CAFs and predictive markers of cancer progression (Figures 9, 10), suggesting that immunoadjuvant therapy employing STING and TLR9 agonists in single or combination forms suppresses the tumorigenesis potential of CAFs in the colon carcinoma model. Although there are alternative methods for detecting CAFs, α-SMA, as the most studied marker, is used for determining the heterogenicity and phenotype of CAFs in tumor types (35, 60). In this study, we observed that tumor growth inhibition is directly related to α-SMA and VIM expression. The combination of ADU-S100 and CpG ODN1826 exhibited the greatest downregulation of these markers, which was accompanied by the highest tumor inhibition rate (96%) in comparison to a single form of agonist (Figure S2A and Figures 9 , 10).

The significant decrease in the levels of CAFs in all treatment groups is probably due to the activation of the STING signaling pathway, as Kabashima et al. demonstrated that in pancreatic ductal adenocarcinoma tissues, the activation of the cyclic GMP-AMP synthase (cGAS)–STING pathway led to an increase in the markers of tumor-suppressing CAFs and the infiltration of tumor tissues by immune cells (34). The intravenous injection of a chemically modified STING agonist (diABZI) in an established CT-26 tumor model abolished 98% of the CD140b+ CAFs in the tumor stroma (55). Consistent with these data and our findings, the assumption relies on the interplay between the activation of the STING and TLR9 pathways and direct killing effects on CAFs in the TME. However, the underlying mechanisms of these findings have yet to be identified.

IL-6, as a cytokine produced by CAFs (39), demonstrated contrasting effects in our study. While monotherapy with ADU-S100 (20 µg) led to the downregulation of IL-6 compared with the control group, in the combination group the expression of IL-6 was significantly upregulated compared with the control group. This may be due to the direct effect of STING pathway activation on the inhibition of CAFs in the TME in monotherapy treatment, as in combination with CpG ODN1826, we found that IL-6 simultaneously diminished the abundance of CAFs and participated in the activation and proliferation of lymphocytes, as suggested in previous studies (6, 39, 61).

Type I and type II IFNs play a critical role in both innate and adaptive immunity and are essential for antitumor immune responses (62). The STING and TLR9 signaling pathways led to the production of type I IFNs in the TME (63, 64). Type I IFNs stimulate the apoptosis of tumor cells and prevent tumor cell proliferation and metastasis. The robust upregulation of IFN-β expression in the tumor and spleen tissue, along with the increased infiltration of CD8+ cells and reduced tumor cell mitosis observed in our study, was mainly due to the synergetic effect of STING and TLR9 agonists when administered in combination forms (Figures 2A, 3A, 4F, 8). Type I IFNs enhance the accumulation of DCs in the TME and promote their maturation and migration into lymph nodes for activation of CD8+ T cells (65). In contrast to the spleen, in tumor tissues, the combined effects of STING and TLR9 agonists resulted in an approximately 70-fold increase in IFN-β expression compared with the control group, which is a remarkable finding and indicates the pro-inflammatory status in the TME (Figures 2A, 3A).

The basal expression of type-I IFN by DCs resulted in the secretion of IFN-γ (6). Alternatively, activated T lymphocytes, as a result of the type I interferon signaling pathway, produce IFN-γ, which plays a crucial role in antitumor immunity (62). In our study, the tumoral expression of IFN-γ in the combination group was upregulated approximately twofold compared with the control group (Figure 2B). We also identified IL-12 as an important pro-inflammatory cytokine that regulates innate and adaptive immune responses and showed that IL-12 was upregulated in the tumor and spleen tissues of mice in all treatment groups (Figures 3C, 4C) and that it may be effective in the induction of Th1 responses along with type I IFN production, in turn leading to the observed antitumor effects.

As a result of STING and TLR9 signaling pathways and the production of type I and II IFNs, the cross-priming of tumor antigens by CD8+ T cells facilitates antitumor immune responses (66–68). Our results suggest that the synergistic effects of immunoadjuvants toward polarization of T-cell-mediated immunity within the TME are evident by the IHC analysis of CD8+ cell infiltration and TNF-α expression (Figures 8, 2D). As a hallmark cytokine in CD8+ T-cell activation and tumor infiltration (69), the synergistic effects of the combination treatment with both immunoadjuvants increased the tumoral expression of TNF-α twofold, whereas reduced expression of this cytokine was detected when single forms of immunoadjuvants were administered (Figure 2D). Consistent with this finding, the expression of CD8+ cells in the combination group was 59% higher than in the control group, which was remarkable compared with a single form of agonist (Figure 8). On the other hand, an increase in CDN concentration led to a decrease in T-cell infiltration of the tumor (70, 71). In support of these findings, our IHC results indicated that there was decreased infiltration by CD8+ cells in the ADU-S100 (40-µg) group. However, when a lower dose of ADU-S100 (20 µg) was used as a monotherapy or in the combination group, a greater than twofold increase in CD8+ cell infiltration of the TME was observed. These results are consistent with the expression of IFN-γ in the tumor. In addition, the expression of CD45, which has an essential function in regulating immune responses, showed similar level of upregulation in all groups treated with a single agonist. However, the synergy of the agonists led to a higher (twofold) increase in CD45 expression, which was probably due to the greater recruitment of T cells to the TME in this group (Figure 7). H&E staining, along with the expression of cleaved caspase-3 as a positive marker for the efficiency of cancer treatment (72), revealed that there was a remarkable increase in the apoptotic index of caspase-3 in the combination group, suggesting in situ cell apoptosis compared with treatment with single agonists (Figure 6).

Studies showed that STING and TLR9 agonists promote the activation of DCs in the spleen (6, 45). We showed that, despite the intratumoral injection of agonists, the upregulation of cytokines occurred in the spleen, indicating a systemic immune response to agonists. In the combination group, the splenic expression of all cytokines was significantly upregulated compared with the control (Figure 3). It probably indicates the additive effects of both agonists on the activation of immune cells within the secondary lymphoid tissues. However, the splenic expression of IFN-γ, IL-12, and TNF-α in the combination group showed different results. The expression of IFN-γ in the combination group was lower than in the ADU-S100 (40 µg) and CpG ODN (40-µg) groups. The CpG ODN (40 µg) group showed the highest level of splenic expression of IL-12, followed by the combination group. The splenic expression of TNF-α in the combination group was lower than in the ADU-S100 (20 µg) and ADU-S100 (40 µg) groups. These results might be due to the different inflammatory properties of immunoadjuvants in single or combination forms in secondary lymphoid tissues when they are administered locally in the tumor. Studies have shown that the intratumoral injection of the STING agonist developed systemic immune responses in the spleen and tumor-draining lymph nodes, which were indicated by increased levels of IFN-γ-producing CD8+T cells in these organs (73). In addition, in mice immunized with ovalbumin/STING/TLR7/8 agonists, the activation of antigen-specific CD8+ T cells in the spleen and lymph nodes was induced, which was significant compared with that observed in the control group, whereas a significant increase was not observed in the mice treated with a single form of agonist (74). Furthermore, this combination induces enhanced infiltration of T cells into distant tumors, indicating that systemic immune responses occurred (75). Contrary to these findings, we observed a lower level of splenic expression of IFN-γ, IL-12, and TNF-α in the combination group after local immunotherapy, and, therefore, this suggests that further studies are required to explore the detailed mechanisms behind the splenic expression of these cytokines after intratumoral immunotherapy with ADU-S100 and CpG ODN1826. In conclusion, our results demonstrated that monotherapy with either CpG ODN or ADU-S100 and a combination of both agonists induced tumor regression, extended survival, and reduced infiltration of the TME by CAFs, underscoring the potential of immunoadjuvant therapy in inhibiting CAF-induced tumorigenesis. Mechanistic studies can reveal how the STING and TLR9 signaling pathways modulate and inhibit CAFs’ tumorigenicity and immunosuppressive state. Therefore, CAF-mediated immune modulation may be considered a potential cellular target in immunotherapy strategies for colorectal cancer. Considering the heterogeneity and plasticity of CAFs and their crosstalk with immune and cancer cells, are key challenges that must be addressed for effective clinical translation of these findings.
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Supplementary Figure 1 | The cell viability of CT-26 cells after 24 hours culture with different concentrations of agonists was determined by the MTT test (n=3). (A) ADU-S100, (B) CpG ODN, and (C) ADU-S100 (20μg/ml) + CpG ODN (20μg/ml).

Supplementary Figure 2 | (A) Tumor inhibition rate in treated versus control groups, (B) comparison of spleen index (mg/g) among control and treatment groups, (C) Body weight changes in different treatment groups during the course of the experiment, (n=7). Data are represented as mean ±SD. Statistical significance differences were analyzed by Mann-Whitney tests and indicated as **p ≤ 0.01 and *p ≤ 0.05).

Supplementary Figure 3 | (A) Hemorrhage (thin arrows) and necrosis (star) in the control group. Necrotic cells have pyknotic (green arrows) and karyorrhectic (yellow arrows) nuclei or have lost their nucleus with highly eosinophilic cytoplasm. (B–E) Tumor tissues in the treatment groups without prominent hemorrhage and necrosis representing tumor malignancy. (B) ADU-S100 (20µg), (C) ADU-S100 (40µg), (D) CpG ODN (40µg), and (D) ADU-S100 (20µg) + CpG ODN (20µg). Scale bars = 50μm.  (Hematoxylin-eosin staining, ×400 magnification).

Supplementary Figure 4 | Increased number of lymphocytes (%) in blood samples obtained in control and treatment groups on day 30th (n=7). Data are represented as mean ±SD. Statistical significance differences were analyzed by Mann-Whitney tests and indicated as **p ≤ 0.01. 
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Innate immunity of the mucosal surfaces provides the first-line defense from invading pathogens and pollutants conferring protection from the external environment. Innate immune system of the airway epithelium consists of several components including the mucus layer, mucociliary clearance of beating cilia, production of host defense peptides, epithelial barrier integrity provided by tight and adherens junctions, pathogen recognition receptors, receptors for chemokines and cytokines, production of reactive oxygen species, and autophagy. Therefore, multiple components interplay with each other for efficient protection from pathogens that still can subvert host innate immune defenses. Hence, the modulation of innate immune responses with different inducers to boost host endogenous front-line defenses in the lung epithelium to fend off pathogens and to enhance epithelial innate immune responses in the immunocompromised individuals is of interest for host-directed therapy. Herein, we reviewed possibilities of modulation innate immune responses in the airway epithelium for host-directed therapy presenting an alternative approach to standard antibiotics.
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Introduction

The airway epithelium of the respiratory tract is constantly exposed to particles and microbes inhaled with each breath that could possibly endanger the host. Hence, the highly specialized system of the host innate immune defenses is indispensable, as it keeps pathogens at bay and can limit the damaging effect of environmental pollutants. The airway epithelial cells together with stromal cells and tissue-residing immune cells shape immune responses in the local environment. Those immune responses protect the host from invading pathogens and maintain the local tissue homeostasis by producing signals for cell renewal and regeneration upon damage (1–4). In the first part of this review article, we provided an overview on innate immune functions of the airway epithelial cells covering recent developments like the identification of new cell types by single-cell transcriptomics. In the second part, we described pathogens strategies to subvert host front-line defenses followed by the third part, where we reviewed research on how pathogens subversion mechanisms can be circumvented through modulation of host epithelial innate immune responses by different inducers for host-directed therapy.





Innate immunity components of the human respiratory epithelium

The airway epithelial cells are central players in the communication between the host and the external environment and together with stromal and immune cells present in local tissues, shape immune responses during homeostasis and disease. This is possible because of a highly complex innate immune system consisting of several components that we review in this section. All those components work together to provide protection of the host mucosal surfaces from the external environment and tissue regeneration upon damage (1–4).




Human airway and alveolar epithelium

The airway epithelium lining the upper and lower respiratory tract is composed of different types of epithelial cells forming a single-cell layer of pseudostratified epithelium with tight physical links to the basal lamina and communicating with underlaying stromal cells, such as fibroblasts, airway smooth muscle cells, peri-endothelial (pericytes), and endothelial cells embedded in the connective tissue matrix (2, 4, 5). The four major types of cells in the airway epithelial layer are secretory club cells, goblet cells, ciliated cells, and basal cells (Figure 1) (3). Secretory club cells are columnar non-ciliated cells producing factors responsible for the neutralization of inhaled toxic substances and displaying immunomodulatory functions (6). In a mouse model, club cells were shown to act as self-renewing stem cells and as progenitors for ciliated cells that constitute the majority in the airway epithelium (7, 8). Club cells can also differentiate to mucus-producing goblet cells in response to allergens (9). Basal cells are small cuboidal cells that replenish different types of mature cells maintaining epithelial cell turnover during homeostasis and regenerating damaged epithelial barrier (10, 11). In respect to the important role in self-renewal and tissue regeneration, the basal cells seem to be protected from directed exposition to the lumen of the airways by other epithelial cells (Figure 1). Additional protection is provided by advanced innate host defense mechanisms. The proportion of each cell type occurring in human airways varies depending on the diameter of the airways, which results in diverse innate immune responses at different levels of the anatomical and histological organization of the respiratory system. For instance, mucus-secreting goblet cells occurring in submucosal glands of the human trachea and large bronchus are replaced by secretory club cells in terminal bronchioles (8, 12). The submucosal glands are composed of four major types of the airway epithelial cells and myoepithelial cells that together form a sophisticated machinery releasing fluids, mucus, and antimicrobial effectors into the luminal space of the airways (1).




Figure 1 | Innate immunity components of the human respiratory epithelium in the distal part of the respiratory tract. The upper panel shows an overview on the different types of cells composing respiratory epithelium of the distal part of the airways including ciliated cells, ionocytes, club cells, basal cells, brush (tuft) cells, pulmonary neuroendocrine cells (PNEC), and goblet cells. The lower panel represents magnified area showing a part of the respiratory epithelium with innate immunity components marked; beginning from the top: mucus layer with host defense peptides (HDPs) entrapping bacteria, and pollutants removed by beating cilia in the periciliary layer. The constant renewal of the mucus layer is provided by goblet cells. Transport of molecules through the paracellular space between neighboring cells is regulated by tight junctions (TJs) and adherens junctions (AJs). Danger signals are recognized by pathogen recognition receptors (PRRs) and cytokine/chemokine receptors. Intracellular components of the innate immunity in the respiratory epithelium include production of reactive oxygen species (ROS) and autophagy eliminating intracellular intruders and particles. Created with BioRender.com.



Additional types of the airway epithelial cells have been recently described (Figure 1) based on the increasing accessibility of the single-cell RNA sequencing, changing our view on the cellular landscape of the airway epithelium that is more heterogeneous than previously thought (3–5, 13). Rare types of airway epithelial cells were distinguished including brush cells (also called tuft cells) and solitary chemosensory cells identified in the human trachea and nasal cavity, respectively (14). The function of brush cells in humans remains largely uncharacterized and, based on the mouse studies, indicates regulation of type II immune responses, such as release of IL-25 in the nasal epithelium and protective reflexes, such as sneezing (14, 15). Interestingly, brush cells do not occur in the healthy human alveolar epithelium. Expansion of brush cells in the upper airways and their de novo formation in the lower airways were observed after viral infections with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and influenza A subtype H1N1, respectively (15). Chemosensory cells in the human nasal epithelium detect and mediate reflex reactions in response to irritants and pathogens to prevent their passage down to the lower airways (16). Another rare cell type in the human airway epithelium are pulmonary neuroendocrine cells (PNECs) clustered into neuroendocrine bodies (NEB) (2, 17). Apart from olfactory epithelium in the nasal cavity (18), PNECs are the only cells in the airways supplied with nerves; therefore, they participate in the neurotransmission, act as sensory cells for the oxygen level, and detect and respond to inhaled allergens (2, 17). Another recently identified rare cell types are the ionocytes, showing high expression level of cystic fibrosis transmembrane receptor (CFTR), regulating the ionic microenvironment of the mucus (19, 20). In addition, novel subtypes of progenitor cells were identified, such as precursors of ciliated cells—deuterosomal cells containing numerous centrioles and mucous-ciliated differentiation intermediate cells (3). Moreover, the population of basal cells is more heterogeneous than what was thought. The new intermediate cells were distinguished between basal and 1) club cells—suprabasal cells, 2) PNEC, ionocytes, and brush cells—parabasal cells, and 3) luminal secretory cells—Hillock cells (3, 5, 11).

The distal part of human airways ends with terminal bronchioles mainly composed of club and ciliated cells with very few rare types of cells and almost no basal cells present (8). One can argue that only few basal cells are present in the distal part of human airways because, in principle, the portion of air reaching alveoli should be warmed, moistened, and cleared from pollutants, as the vital function of the alveolar epithelium is the gas exchange provided by epithelial alveolar type 1 cells (also known as AT1, ATI, and type I pneumocytes) (2). Frequently, these defense mechanisms of the proximal part of the respiratory system are not sufficient. Therefore, alveolar innate immune defense mechanisms are activated to protect the host, such as surfactant proteins produced by alveolar type 2 cells (also known as AT2, ATII, and type II pneumocytes), that also function as progenitor cells for AT1 cells in the adult lung (1, 2, 21). Overall, the recent advances in transcriptomic and proteomic analyses opened a new avenue for further characterization of innate immune functions of new epithelial cells subtypes and the signaling pathways guarding their differentiation.





Host defense peptides

Numerous antimicrobial effectors are produced by the airway epithelial cells for effective host innate defenses. Among them are host defense peptides (HDPs) (Figure 1), previously commonly called antimicrobial peptides (AMPs), divided into two main families of cathelicidins and defensins (22–24). HDPs can be produced constitutively and induced upon stimuli. Their constitutive expression can be enhanced upon stress conditions, like infection or injury. Most of HDPs are stored in the cellular granules as a pro-form, which is further released and processed upon a danger signal (22, 25). Human cathelicidins have one dominant mature peptide LL-37 encoded by CAMP gene (cathelicidin antimicrobial peptide). Human cathelicidin is produced as a pro-form (hCAP18; pro-LL-37) containing N-terminal cathelin domain that is cleaved off by serine proteases, such as kallikreins in the skin and proteinase 3 from neutrophiles to release the mature LL-37 peptide (25–28). LL-37 has an α-helical structure and a cationic, amphipathic character and can be processed in the skin to shorter peptides (26, 29). Human cathelicidin is constitutively expressed at rather low protein levels in airway epithelial cells showing only the pro-form to be secreted when the cells are cultured in vitro. The expression of cathelicidin is enhanced upon stimuli, indicating a highly responsive inducible system for host defense (30–32). During inflammation, the migration of neutrophiles to the site of infection contributes to the processing of the pro-form hCAP18 to the active LL-37 peptide in the lung, as neutrophiles are loaded with proteinase 3 and other enzymes. However, whether the processing of constitutively expressed pro-form hCAP18 to the active LL-37 peptide takes place on the airway epithelial surfaces in physiological conditions during homeostasis remains to be further elucidated, as the in vitro studies with the airway epithelial cells do not closely recapitulate the in vivo environment. On the other hand, the analysis of the airway surface liquid (ASL) indicated the presence of mature LL-37 (33). However, one may argue about fact that the source of mature LL-37 peptide in ASL might come from immune cells present in lungs. Therefore, the dynamics of the cathelicidin processing to the mature LL-37 peptide in the homeostatic conditions of the lung epithelium remains to be further investigated, similar to the identification of potential lung tissue specific enzymes responsible for the cleavage and confirmation if LL-37 is processed to shorter peptides with characterization of their potential role in shaping local lung innate immune responses. In contrast to cathelicidins, human defensins have several members and are divided in α-, β-, and θ-defensins (34). Alpha- and beta-defensins are produced in the airway epithelium constitutively and inducible as inactive precursors that undergo further processing to the active form (21, 22, 35, 36). In human genome, there are genes encoding the third group of θ-defensins; however, proteins are not produced because of premature codon stop (37). The expression of antimicrobial effectors in each cell type present in the airway epithelium has been explored and is available in Human Protein Atlas (HPA). According to HPA, the main sources of cathelicidin in bronchus are basal respiratory cells (https://www.proteinatlas.org/ENSG00000164047-CAMP/single+cell+type/bronchus).

The primary function of the HDPs is their bactericidal effect at the range of micromolar concentrations on both Gram-positive and Gram-negative bacteria, but they are also effective against viruses and fungi (26, 35, 38). The common antimicrobial activity of HDPs is associated with their cationic and amphipathic properties. Positively charged HDPs can strongly interact through electrostatic and hydrophobic interactions with negatively charged phospholipids of the bacterial cell membrane and pathogen-associated molecular patterns (PAMPs), such as LPS of Gram-negative bacteria (39, 40). The interaction of HDPs with the bacterial membrane causes disruption, leakage of the intracellular components, and bacterial cell death (24). Another, less known antimicrobial mechanism of HDPs is the translocation of peptides through the membrane and binding to bacterial intracellular targets, for example, cardiolipin resulting in bacterial cell death (41). Furthermore, human β-defensin 3 has been shown to disrupt bacterial cell wall biosynthesis by binding to lipid II, which makes bacteria more vulnerable to damage (42). Hence, peptides have different activities against bacteria, but the membrane disruption seems of a major general importance. In case of the viral infections, HDPs bind and destabilize viral structures like viral envelope of influenza viruses, respiratory syncytial virus (RSV), Zika virus (38, 43, 44), and viral capsid of rhinoviruses (45). Similar mechanism takes place during fungal infections, like with Candida albicans, where HDPs permeabilize yeast cell membrane (46). Of note, at physiological concentrations, the HDPs do not damage human cell membranes due to its lack of negative charge in the outer leaflet of the membrane and presence of cholesterol (47). However, HDPs at higher concentrations might be able to damage host’s cells, for instance when granulocytes are recruited to the site of infection in the lung (48, 49). Interestingly, recently, it has been described that the fragments of LL-37 peptide (17–29 aa residues) can cluster together to form highly organized oligomers resembling fibril-like tubules of unknown function (50). Some pathogens, such as Staphylococcus aureus, produce similar tubules what is recently discussed as an example of the bacterial mimicry, perhaps to evade host antimicrobial responses potentially exerted by such HDPs fibril-like oligomers (51). However, the existence and physiological relevance of such LL-37 fibrils in the lung epithelial surfaces have not been described so far.

Apart from antimicrobial activity, HDPs display immunomodulatory functions (24). HDPs are chemoattractant for immune cells, e.g., human β-defensin 2 (hBD2) is a chemoattractant for mast cells (52) and LL-37 for neutrophils, monocytes, and T cells (53, 54). HDPs also indirectly recruits leukocytes to the local site of infection or injury by inducing release of chemokines and cytokines (24). For instance, defensins can induce expression of proinflammatory IL-8, a chemoattractant for neutrophils, in human A549 lung epithelial cell line and therefore display proinflammatory function in vitro (55). HDPs interfere with the cell signaling cascades while displaying at the same time a dual pro- and anti-inflammatory role, depending on the local environment and the phase of infection. During infection when nuclear factor kappa B (NF-κB) pathway is activated by bacterial LPS binding Toll-like receptor 4 (TLR4) receptor, LL-37 peptide can selectively inhibit production of proinflammatory tumor necrosis factor (TNF) and reactive oxygen species (ROS) while at the same time stimulate IL-8 production in epithelial cells to attract immune cells (56). HDPs have pro- and anti-inflammatory effects that seem to be exerted depending on the stage of infection. In the early stage of bacterial infection with Pseudomonas aeruginosa, LL-37 enhances proinflammatory response in airway epithelial cells (57). Cathelicidins are also able to prevent activation of TLR2 and TLR4 signaling in macrophages by non-viable bacteria and their products at later stage of infection, resulting in reduced production of proinflammatory response that might protect local tissue from the injury (58). Therefore, HDPs can play a dual role in shaping both pro- and anti-inflammatory response and maintaining tissue homeostasis. HDPs also display additional functions by enhancing phagocytosis, ROS production, and participation in neutrophil extracellular trap (NET) formation, contributing to enhancement of the bacterial clearance (24). HDPs also initiate T-cell response by promoting Th17 differentiation (59) and could, therefore, play a role in the intersection of innate and adaptive immunity. Furthermore, local environment also affects immunomodulatory function of HDPs by their post-translational modifications (PTMs). The citrullinated LL-37 peptide was detected in human bronchoalveolar lavage; however, citrullination affected the net charge of the peptide that lost the ability for bacterial killing (60). Another evidence is citrullination of LL-37 by peptidyl arginine deaminase, where the peptide loses its ability to enhance proinflammatory response in macrophages (61). These studies indicate that PTMs regulate the mode of action of HDPs for the maintenance of the local tissue homeostasis, and future exploration of how additional PTMs affect function of HDPs in lungs is of interest.

Apart from HDPs, there are also several antimicrobial proteins like lysozyme, degrading bacterial peptidoglycans, and bacteriostatic lipocalin 2 and lactotransferrin (21). The bacteriostatic effect of lipocalin 2 and lactoferrin are linked to the inhibition of iron uptake by bacteria from the local environment, as they bind bacterial iron-chelating molecules. Lipocalin 2 has been shown to be effective against Escherichia coli causing pneumonia (62), and mutant mice lacking lipocalin 2 were more susceptible to Klebsiella pneumoniae infections (63). Similarly, S100A7 (psoriasin) protein from S100 protein family containing several antimicrobial effectors (e.g., S100A8/9 protein known as calprotectin) has been shown to kill E. coli by Zn2+ chelation (64). Airway epithelial cells and alveolar macrophages constitutively express S100A7 that is enhanced upon S. aureus challenge (65). Interestingly, the mechanical strain generated during breathing enhances expression of S100A7 protein in alveolus-on-chip model through activation of mechanosensitive ion channel TRPV4 (transient receptor potential vanilloid-type 4). Moreover, when TRPV4 and the S100A7 target receptor—receptor for advanced glycation end products (RAGE)—were blocked by inhibitors, the viral load of H3N2 influenza was increased, demonstrating the importance of S100A7 for lung defenses (66). Furthermore, antiproteases like secretory leukocyte protease inhibitor (SLPI) and elafin exhibit antimicrobial properties against pathogens P. aeruginosa and S. aureus in lung epithelial cells (67–69) and have anti-inflammatory potential, e.g., by inhibition of NF-κB pathway through reducing degradation of IκBα in macrophages and endothelial cells (70). Ribonuclease 7 (RNase7) discovered in the skin where it displays antimicrobial effects against several pathogens has also been shown to be expressed in human respiratory tract (71). Interestingly, the primary source of RNase7 in human airways are basal cells that express RNase7 upon stimulation with inactivated H. influenzae and cigarette smoke, therefore indicated as a second line of front-line defenses in case of injury of mature differentiated epithelial cells (72). Similarly, RNase7 has been induced in airway epithelial cells upon infection with Mtb, where it marked intracellular bacteria to a limited extent. However, the direct effect of RNase7 on elimination of Mtb was not shown and requires further investigation (73). Additional components of the innate immunity in the lung epithelium are collectins, surfactant protein A and D (SP-A and SP-D), produced by alveolar type 2 cells (21). They tag bacteria for opsonization to increase phagocytosis by the alveolar macrophages (74). The immunomodulatory function of collectins can be exemplified by the inhibitory effect of the SP-A on the production of IL-8 by eosinophils present during allergic response (75). The antimicrobial and immunomodulatory functions are also displayed by plate-lung-nasal-clone (PLUNC) proteins shown to have antibacterial effect against Mycoplasma pneumoniae and reduce production of proinflammatory cytokine IL-8 (76). Of note, several chemokines like CXCL9 and CXCL11, present in the lung epithelium as a result of interferon gamma (IFNγ) stimulation, have antibacterial functions against E. coli and L. monocytogenes (77). Host defense effectors produced by club cells such as club cell protein 10 (CC-10) inhibit NF-κB signaling pathway and production of proinflammatory cytokines and chemokines in bronchial epithelial cells (78). Similar to CC-10, club cell secretory protein (CCSP) was shown to reduce inflammation and viral load during RSV infection (79). Next, the levels of secretoglobin A1A (SCGB1A1) also produced by club cells were reduced in the airways of patients with asthma in comparison to healthy individuals (80). Allergen-specific immunotherapy increased expression of SCGB1A1 considered as anti-inflammatory mediator in the lower airways (81). Secretoglobin A1A was also shown to affect alveolar macrophages by attenuation of the surge of inflammatory cytokines during activation of TLR receptors. Deficiency of secretoglobin A1A facilitated development of proinflammatory M1 phenotype of pulmonary macrophages, indicating the importance of physiological levels of SCGBA1A for innate immune defense and maintenance of local tissue homeostasis (82). Another important indirect link to HDP activity is the expression and function of CFTR and the non-gastric H+/K+ adenosine triphosphatase (ATP12A) in lung epithelial cells, including recently identified ionocytes. Both CFTR and ATP12A regulate pH of the airway surface liquid (ASL) by secretion of   and H+, respectively, that is detrimental for antimicrobial activity of HDPs (83, 84).

A further important element of the innate immunity in the airway epithelial cells is the production of reactive oxygen species (ROS) (Figure 1). For many years, ROS were attributed to the lung tissue damage and tissue aging as a result of the oxidative stress (85, 86) but in fact ROS play an important function in the elimination of invading pathogens (21). Dual oxidases (DUOX) are key enzymes responsible for the generation of ROS in the lung epithelium, including superoxide and hydrogen peroxide, for effective pathogen elimination (87, 88). In addition, the protective role of NOX1 activity have been shown to limit inflammatory response and lung tissue damage exerted by influenza A at early stage of infection in mice (89) even though the NOX1 activity in different circumstances, such as hyperoxia, can cause tissue damage (85). The view on ROS generation and redox signaling in epithelial cells is developing to better understand their role in pathological situations and demonstrate that the physiological levels of ROS are important for cellular signaling during homeostasis (86, 90).





Mucus and mucociliary clearance

A physical component of the innate immune system is the airway surface liquid (ASL) composed of the mucus and periciliary layer on the airway epithelium (Figure 1) (91). The ASL provides a physical and chemical barrier for the invading pathogens and inhaled particles protecting the airway tissue from the damage (92). The chemical barrier of ASL is provided by the low salt content (93), pH maintained by   and H+ (94, 95), and hydration maintained by Na+ and Cl− ion gradient (96). This environment facilitates the formation of MUC5B bundles (12) and keeps HDPs active for killing of entrapped pathogens in the mucus layer (83, 84) for their removal by mucociliary clearance of beating cilia (21, 93). The periciliary layer of ASL composed of transmembrane mucins and periciliary liquid reduces the friction of the constantly moving mucus that clears airways from bacteria and pollutants during homeostasis (12). The dynamic process of mucociliary clearance keeps the airways almost devoid of bacteria in healthy individuals (12, 93) causing the characterization of any existing lung microbiome very difficult and so far confirmed only by detection of bacterial nucleic acids (97, 98). In addition, the anaerobic bacterial fermentation products were detected in the lungs of patients with HIV (99, 100); however, those ground-breaking evidence shall be carefully interpreted and further confirmed by the characterization of additional microbiota metabolites and their original source of production. Impairment of the mucociliary clearance by primary ciliary dyskinesia (101) or defects in the function of ion channels in cystic fibrosis (CF) (92) cause clogging of the airways with mucus, creating a favorable environment for bacterial growth (12). Therefore, pre-existing bacteria during chronic respiratory diseases are sometimes referred in the literature as “lung microbiota” (102), although it should be emphasized that this terminology is used in the context of pathological conditions. In general, the studies on the mucus composition and physiology together with the interaction of innate immunity components with mucus are of interest and one of the future directions in the field investigating host defenses.





Pathogen recognition receptors

One of the initial functions of innate immunity in the airway epithelium is pathogen detection by pathogen recognition receptors (PRRs) (Figure 1), recognizing PAMPs. Upon stimulation, PRRs activate signaling cascade leading to the inflammation and clearance of the pathogens. Among different types of the PRRs, present in the airway epithelium are TLRs, NOD-like receptors (NLRs), RIG-I-like receptors (RLRs), C-type lectin receptors (CLRs), and formyl-peptide receptors (FPRs) (21, 103–105).

In the airway epithelium, all types of the TLRs (TLR2/1, TLR2/6, TLR3, TLR4, TLR5, TLR7, TLR8, TLR9, and TLR11) are present, anchored in the cell membrane and endosomes (21). However, the mapping of TLRs with their exact spatial distribution within airway epithelial cell membranes at different regions of the respiratory tract, similar to the study done for the intestinal epithelium (106), is still missing. TLRs recognize bacterial lipopeptides, lipopolysaccharide (LPS), flagellin, DNA, and RNA by the leucine-rich repeat (LRR) motif that is linked through a single transmembrane domain to Toll/IL-1 receptor (TIR) intracellular motif. The activation of the receptor requires binding of the adaptor protein MyD88 or TIR-domain-containing adapter-inducing interferon-β (TRIF) to the TIR domain. MyD88 is an adaptor protein for all TLRs, except TLR3 and TRIF for TLR3 and TLR4. Other adaptor proteins like TIR domain containing adaptor protein (TIRAP), translocation associated membrane protein 1 (TRAM), sterile alpha and TIR motif containing (SARM) have been shown to be involved in the TLR signaling. The stimulation of TLRs initiates NF-κB and mitogen-activated protein kinase (MAPK) downstream signaling, leading to induction of proinflammatory cytokines and type I interferons (21, 107).

Unlike TLRs, apart from cell and endosomal membranes, NLRs occur as soluble receptors in the cytoplasm. In the airway epithelium, NLRs with caspase recruitment domain (CARD) are represented by NOD1 and NOD2 receptors, recognizing bacterial peptidoglycans and working in synergy with TLRs towards activation of NF-κB and MAPK pathways (108). The other types of NLRs, containing PYD (pyrin) and NLRB (baculoinhibitor of apoptosis protein) domains form inflammasome controlling cleavage of IL-1β and IL-18 pro-forms by caspase-1 (21, 103). For instance, in human lung epithelial cells NRLP3 receptor harboring pyrin domain forms NRLP3 inflammasome responsible for cleavage of IL-1β upon C. albicans or influenza A virus infection (109, 110).

Human airway epithelial cells have also cytoplasmic receptors for the detection of pathogen’s nucleic acids (21). Among them are RIG-I-like receptors (RLRs), recognizing viral ss/dsRNA of influenza and paramyxoviruses causing respiratory diseases, e.g., RSV (111, 112). The group of RLR receptors include retinoic acid inducible gene-I (RIG-I), melanoma differentiation-associated gene 5 (MDA5) and RIG-I-like receptor dsRNA helicase (LGP2) (103). With the involvement of the adaptor proteins, e.g., mitochondrial antiviral-signaling protein (MAVS), RIG-I and MDA5 receptors transduce signals activating NF-κB, interferon regulatory factor 3 and 7 (IRF3 and IRF7) pathways leading to the production of proinflammatory cytokines and interferons (108). Other cytoplasmic receptors recognize bacterial DNA and bacterial signaling molecules such as cyclic dinucleotides (CDNs) (21). A prominent member of this family is the stimulator of IFN genes (STING) located on the ER membrane. STING recognizes CDNs and is an adaptor protein for other cytoplasmic receptors like interferon gamma inducible protein 16 (IFI16) recognizing Streptococcus pneumoniae dsDNA (113). Moreover, STING can by activated by cyclic GMP-AMP (cGAMP) synthetized by cGAMP synthase (cGAS) in human airway epithelial cells upon detection of not only microbial/viral DNA in the cytoplasm but also by self-DNA coming from the nucleus or damaged mitochondria (114).

Additional PRRs are C-type lectin receptors (CLRs) on the airway epithelial cells recognizing carbohydrates present on the pathogens and activating proinflammatory response (21, 103). The CLRs occur as membrane-anchored receptors like Dectin-1 recognizing Haemophilus influenzae and Aspergillus fumigatus infections (115, 116). The second form of CLRs are soluble collectins containing C-type lectin domain like SP-A and SP-D exhibiting antimicrobial activity through opsonization of bacterial, viral, and fungal pathogens (21). Formyl-peptide receptors (FPRs) are also expressed on the epithelial cells of the respiratory tract, where they recognize not only bacterial formylated peptides but also host-derived stimulants, such as mitochondrial proteins from damaged cells that chemoattract leukocytes promoting inflammation. Host LL-37 has also been shown to activate FPR2 (aka FPRL1) and is considered as a proinflammatory stimulus in chronic obstructive pulmonary disease (COPD). Depending on the local tissue environment, activation of FPRs can have a dual pro- or anti-inflammatory role, and it has been associated with the tissue regeneration and wound healing (105, 117).

Interestingly, it has recently been shown that PTMs of PRRs can be considered as contributing to a fine-tuning mechanism limiting inflammation; for instance, palmitoylation of NLR family pyrin domain containing 3 (NLRP3) prevents activation of inflammasome (118). Studies on how different PTMs affect PRRs downstream signaling in response to pathogens and during inflammation is one of the future directions for research in the host–pathogen interactions field.





Cell junctional complexes

The structural elements of the airway epithelial barrier integrity are tight (TJs) and adherens junctions (AJs) that determine the polarization of the epithelial cells into the apical and basolateral site providing physical barrier regulating paracellular flux through epithelial layers (119). Hence, the epithelial barrier integrity provided by TJs and AJs can be considered as part of the epithelial defense system (Figure 1). TJs and AJs are composed of transmembrane proteins, such as occludin, tricellulin, claudins, and junctional adhesion molecules (JAMs) and many others present in TJs together with E-cadherin and nectins in AJs. Transmembrane proteins of TJs interact with the proteins of the intracellular junctional plaque containing multiple interaction domains, such as zonula occludens-1 (ZO-1)—a well-defined protein from the junctional plaque complex—and its deletion is lethal in the mouse embryos. The examples of AJs intracellular junctional plaque proteins are α- and β- and p120 catenins and afadin (AF6) displaying similar functions. The intracellular junctional plaque proteins are coupled to cytoskeleton proteins, for example to actin through C-terminal domain of ZO-1 (119). The importance of the functional epithelial barrier sealing the deeper tissues from the external environment for the maintenance of the local tissue homeostasis seems to be explained by the epithelial barrier hypothesis (120). It highlights that the leaky epithelial layer caused by disruption of TJs and AJs by detergents, pollutants, allergens, and pathogens (121–125) contributes to increased incidence of allergies, asthma, and autoimmune diseases (120). The exposure to such environmental insults creates a positive feedback loop of further epithelial layer destruction. This process includes a subsequent translocation of the microbiota and opportunistic pathogens through a disrupted epithelial layer to the lamina propria that activates macrophages and T cells, ultimately leading to inflammation (120). During inflammatory response, cytokines cause further disintegration of tight junctions in the airway epithelium (126, 127), exacerbating the inflammatory response that may become a chronic state. Therefore, the disruption of the net of TJs and AJs can be considered as one of the early onsets of the disease. Hence, the maintenance of the epithelial barrier integrity is crucial for balanced innate and adaptive immune responses in the airway epithelium.





Autophagy

Autophagy is a complex process involving interaction of several different proteins, leading to engulfment of the cytoplasmic cargo during autophagosome formation and its subsequent degradation upon fusion with lysosomes. Autophagy is one of the key cellular processes maintaining balance in cells exposed to a constantly changing environment. It plays a major “housekeeping” function on the cellular level where it is responsible for the degradation of damaged organelles and unfolded/misfolded proteins (128). An important function of the autophagy process in respect to innate immunity is the degradation of invading pathogens, when the initial innate immunity barrier—mucus, HDPs, and TJs—was not sufficient to halt the pathogen entering the cells (129). Pathogenic P. aeruginosa (130), conidia of Aspergillus fumigatus (131), and influenza A virus (132) can be effectively eliminated or restricted by autophagy in airway epithelial cells. Therefore, autophagy can be considered as part of cell autonomous innate immunity and an intracellular defense mechanism of the “last chance” for the prevention of pathogen dissemination and progression of infectious disease (133). The commonly used cell model to study the role of autophagy in innate immunity are phagocytic professional cells, such as macrophages. However, the importance of autophagy in epithelial cells should be highlighted due to the vital role of epithelial cells in the first line of the host defense and epithelial homeostasis (Figure 1). During homeostasis, autophagy can control ciliogenesis and ciliary function by regulating the length of motile cilia in airway cells (134). The biogenesis of primary cilia is regulated by autophagic degradation of centriole and centriolar satellite protein OFD1 (135) and the function of motile cilia by degradation of kinesin family member 19 (Kif19)—an essential protein controlling ciliary length that should be inhibited to maintain the correct length of cilia (136).

Moreover, the importance of autophagy in human lung is demonstrated in CF patients whose autophagy is impaired due to aggregating Beclin-1. In the cell and animal models of CF, this phenotype can be rescued upon Beclin-1 restoration, suggesting a key role of autophagy in the lung homeostasis (137). Autophagy was shown as a central contributor to IL-13-mediated mucus hypersecretion by airway epithelial cells in COPD and asthma (138). Moreover, autophagy regulates apical localization of DUOX1 in airway epithelial cells and ROS production in response to chronic IL-13 exposure (139). Furthermore, autophagy maintains the airway progenitor cells pool and regulates cell differentiation for epithelial regeneration (140). In addition, one of the clinical symptoms of the Hermansky–Pudlak syndrome type 1, a rare genetic disorder impairing vesicle trafficking, is lung fibrosis and impaired innate immune antimicrobial responses due to amplified mechanistic target of rapamycin kinase (mTOR) signaling resulting in reduced bacterial clearance, indicating autophagy as a key cellular process in physiological and pathological conditions (141, 142). Autophagy in the airway epithelium can be considered as a double-edge sword because in particulate-matter-induced airway inflammation, autophagy contributes to the epithelial injury (143). The basic research on the autophagy process and its regulation in different conditions remain future perspectives for the development of novel strategies for treating respiratory tract diseases.





Epigenetics and innate immunity

Innate immune responses in the airway epithelium are also regulated by epigenetic modifiers of DNA methylation and post-translational modifications of histones. The epigenetic regulation of gene expression by modulation leading to chromatin opening allows for a rapid response to environmental changes. These processes are tightly regulated by the equilibrium of epigenetic enzymes and their counterparts, for example by histone acetyltransferases (HATs)—histone deacetyltransferases (HDACs) and DNA methyltransferases (DMTs). The importance of the DNA methylation status seems to be highlighted by the studies showing that DNA methylation pattern is changed in respiratory tract diseases, such as increased DNA methylation in NLRP3 gene of COPD patients (144). On the other hand, decreased methylation in the promoter region of TLR2 contributed to enhanced inflammatory responses in the airway epithelium of CF patients in response to bacterial peptidoglycan (145). Different PTMs of histones can modulate the front-line innate immune defenses in response to pathogen invasion (Figure 2). For example, acetylation of histones allows for more permissive chromatin structure facilitating gene expression. Upon stimulation with LPS, the activation of MAPK pathway leads to phosphorylation of H3S10 and additional acetylation of H3S10K14 at the promoter of IL12, leading to chromatin opening for NF-κB and induction of IL-12 expression (146). Furthermore, an increased acetylation of H3K18 was observed in STAT6 locus in the airway epithelial cells of asthmatic patients (147). Although that study did not show increased STAT6 expression, it is known that STAT6 signaling is affected in asthma and, together with elevated levels of IL-4 and IL-13 driven by Th2 immune responses, leads to mucus hypersecretion in mice, which is a characteristic for asthma, COPD, and CF (148). Moreover, the treatment of asthmatic airway epithelial cells with IL-4 and IL-13 caused the impairment of the airway epithelial barrier integrity concomitant with enhanced expression of HDACs (1 and 9) and sirtuins (SIRT6 and 7). Interestingly, inhibition of HDACs in asthmatic airway epithelial cells by quisinostat (class I and II HDAC inhibitor) improved the epithelial barrier integrity by increasing the expression of TJ proteins (149). On the other hand, inhibition of HDACs for example, by deletion of Hdac1 in mice exposed to the allergen caused more stable Th2 immune responses resulting in mucus hypersecretion by goblet cells, demonstrating an important role of HDAC1 in allergic diseases (150). The enzyme HDAC2 can suppress NF-κB and AP-1 signaling leading to the inhibition of proinflammatory response caused by stimulation of TLR4. Interestingly, the downregulation of HDAC2 in lungs of COPD patients and rats exposed to cigarette smoke suggest that HDAC2 expression is modulated in response to environmental factors and protects from inflammation and mucus hypersecretion during homeostasis (148, 151, 152). Unlike HDAC2, exposition to cigarette smoke increased expression of HDAC6 enhancing autophagy. Rapid protein turnover due to increased autophagy led to shortening of the ciliary length that contributes to impaired mucociliary clearance observed in COPD. These effects were diminished in Hdac6−/Y mice exposed to cigarette smoke, suggesting the inhibition of HDAC6 as a potential therapeutic target for COPD treatment (153, 154). Apart from HDAC6, many epigenetic modifiers are suggested to regulate autophagy processes (155), such as EZH2 methyltransferase responsible for the trimethylation of H3K27 shown to inhibit autophagy (156). The importance of EZH2 was demonstrated to regulate differentiation of airway epithelial stem cells that is aberrant in Ezh2-deficient mice resembling an altered airway epithelial cell differentiation typical for COPD (157). Overall, the epigenetic regulation of innate immune responses is intensively investigated, and the studies showing epigenetic regulation of HDPs in the lung epithelium are ongoing (158).




Figure 2 | Modulation of innate immune responses in human respiratory epithelium for host-directed therapy. Different innate immunity inducers vitamin D3, 4-phenylbutyrate (4-PBA), aroylated phenylenediamines (APDs), Broncho-Vaxom (bacterial lysates), and microbiota metabolites can boost innate immune responses in the respiratory epithelium fending off pathogens invading mucosal surfaces of the respiratory tract. These responses are exerted by enhancement of the mucociliary clearance, removing dead bacteria and inhaled pollutants neutralized by increased expression of host defense peptides (HDPs) through the epigenetic modulation of histone epigenetic marks and transcriptional regulation. Innate immunity inducers and azithromycin (AZM) can also strengthen epithelial barrier integrity providing physical barrier for invading pathogens. Innate immunity modulators can increase autophagy and production of reactive oxygen species (ROS) for effective elimination of foreign molecules and microbes. Bacterial lysates, such as Broncho-Vaxom, can stimulate pathogen recognition receptors (PRRs), perhaps to train epithelial innate immunity through imprinting innate immune memory in renewing epithelial cells. Created with BioRender.com.








How pathogens subvert host innate immune defenses in lungs

Efficient innate immune responses in airway mucosa are essential for maintaining respiratory functions. The mucosal surface of the airways is also an initial site for pathogens interaction with the host. Many pathogens can subvert airway mucosal defense mechanisms and cause disease, especially in immunocompromised individuals. In this section, we will discuss those strategies based on the selected examples of respiratory pathogens that mainly concentrate on bacteria, as those were extensively studied throughout the years in comparison to viruses and fungi. Viral subversions mechanisms of host innate immune responses in lungs has recently gained more attention due to SARS-CoV-2 pandemic, while little is known about fungal strategies that seems to be relevant, especially in the development of severe fungal infections in immunocompromised individuals.




Bacteria

Pseudomonas aeruginosa (Pa) is an opportunistic pathogen usually harmless for healthy people; however, it can cause pneumonia in vulnerable immunocompromised individuals like patients with chronic respiratory diseases, such as CF, COPD, and hospitalized patients with supportive mechanical ventilation. Pa is known to use different strategies and virulence factors for the effective colonization of the host mucosal surfaces (159). The bacteria utilize flagellin for movement and pili for adhesion to the host cells. Once the host–pathogen adhesion is established, Pa injects bacterial toxins, such as ExoS to the host cells by type 3 secretion system (T3SS) causing acute infection (160). Furthermore, lung tissue damage in pneumonia is caused by disruption of the airway TJs and AJs integrity by Pa elastase that also degrades collectins (SP-A and SP-D), collagen, complement components, and LL-37 (159, 161). Pa rhamnolipids also disrupt TJs integrity in the airway epithelium facilitating Pa invasion (162). As an additional virulence factor, pyocyanin impairs ciliary function and inhibits host catalase, which contributes to the oxidative lung damage (163, 164). Furthermore, Pa competes for the iron source with host antimicrobial effectors, necessary for the activity of antimicrobial effector, lactoferrin, in the airway epithelium (165). Depending on the local environment of the host airway epithelium, especially during mucus clogging in CF and COPD, Pa can switch strategy of host colonization, from the invasive to a more adaptative one by formation of the biofilm. Quorum-sensing mechanisms allow for the communication of bacteria thriving in the biofilm and involve bacterial molecules, such as acyl homoserine lactones (AHL). At the same time, bacterial molecules involved in quorum sensing affect host cells; for example, AHL facilitates apoptosis of neutrophiles but not the host’s airway epithelial cells (166). In addition, 2-aminoacetophenone enhances the host’s HDAC1 activity suppressing proinflammatory response that facilitates bacterial survival (167). Moreover, Pa in biofilm produces alginate, a mucopolysaccharide used for bacterial encapsulation increasing bacterial fitness to persist on the mucosal surfaces of CF patients (168). These bacterial biofilm subversion and evasion mechanisms of the host’s innate immune defenses facilitate chronic Pa infection that can be very difficult to eliminate by antibiotics and contributes to development of antibiotic resistance. Many opportunistic pathogens have gained resistance to antibiotics routinely used for the treatment of infections. Therefore, Pa has been included in a group of ESKAPE pathogens (ESKAPE stands for the group of pathogens: Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumanii, Pseudomonas aeruginosa, and Enterobacter spp.) that cause nosocomial infections (169).

Klebsiella pneumoniae (Kp) is another pathogen from the ESKAPE group causing pneumonia. Kp is well-known to contain several antibiotic resistance genes, including extended-spectrum beta-lactamase (ESBL), and carbapenemase encoding genes, which is referred to as a multidrug-resistant (MDR) Kp. Apart from gaining antibiotic resistance genes, Kp utilizes a variety of well-described strategies to evade host innate immune responses, especially affecting host innate immune cells (170), for instance, by interference with TLR signaling in macrophages exerted by targeting sterile alpha and TIR motif containing 1 (SARM1) protein to reduce inflammation and enhance IL-10 production (171). The interaction of Kp with the airway epithelial cells remains the first step of infection that is not well-characterized, and it is likely that Kp utilizes several strategies to compromise host epithelial front-line defenses. Kp secretes ytfL virulence factor that alters cytoskeleton organization in human and mouse airway epithelial cells by disassembling microtubules network (172). Kp translocation through airway epithelium mediated by induction of IFN-λ reduces the host airway epithelial barrier integrity that can facilitate bacterial invasion (173). Furthermore, the encapsulation of Kp with a polysaccharide coat has been considered as a determinant of bacterial virulence. Kp encapsulation limits bacterial binding by the complement component present on the airway mucosal surfaces and reduces bacterial clearance by the host epithelial cells (174). Recent studies showed that encapsulation helps Kp to overcome mouse innate immune defenses in the upper airways primed by microbiota through stimulation of IL-17A expression (175). Interestingly, a recent study indicates that asymptomatic colonization of the gut with MDR-Kp exacerbates pneumonia caused by Pa infection. Altered signaling on the gut–lung axis is caused by MDR-Kp-mediated dysbiosis resulting in reduced production of short-chain fatty acids (SCFAs) and reduced numbers of macrophages and DCs in the lung (176).

Streptococcus pneumoniae (Sp) is a respiratory pathogen frequently causing pneumonia (177). The virulence of Sp is associated with secretion of toxin, pneumolysin, exhibiting cytotoxic effect on the host cells accompanied with disintegration of TJs between host epithelial cells for Sp translocation (178). In addition, the cytotoxic effect of pneumolysin is caused by DNA damage associated with the cell cycle arrest (179). Another bacterial virulence factor is pyruvate oxidase SpxB responsible for H2O2 production and release of pneumolysin (180). Both virulence factors, pneumolysin with contribution of SpxB, were shown to reduce the host innate immune signaling through epigenetic mechanisms. Infection of mice and human airway epithelial cells with Sp led to the activation of the host phosphatase PP1 by its dephosphorylation, which further dephosphorylated histone 3 on serine 10 in the host cells promoting Sp intracellular expansion (181). Sp modifies a component of the cell wall, lipoteichoic acid, to increase its charge to resist host HDPs. Moreover, Sp serine protease PrtA is suggested to cleave HDPs (182, 183). The use of PrtA virulence factor as an antigen has been suggested to develop new vaccines in combination with other antigens to resolve problems of pneumococcal serotype specificity based on the fact that PrtA can also induce protective immunity in certain animal infection models (184). Another study by Biswas et al. showed that group A Streptococcus, mainly responsible for necrotizing fasciitis and rarely pneumonia, cleaves the host defense peptide LL-37 with ScpN protease into two shorter peptides that retained bactericidal properties. However, LL-37 cleavage products lost their immunomodulatory properties connected to the activation of P2X7 and EGFR signaling involved in neutrophil bacterial clearance and tissue regeneration, respectively (185, 186).

The respiratory pathogen Mycobacterium tuberculosis (Mtb) can bypass host immune defenses by hijacking host cell signaling in macrophages, neutrophiles, and DCs. This way, Mtb creates a favorable intracellular niche where bacteria can replicate and infect other cells or persist for decades in a latent state (187). In the initial step of bacterial colonization, Mtb infects respiratory epithelial cells and macrophages, while 7 days post-infection, the bacteria are present only in macrophages, indicating that bacteria do not replicate in epithelial cells (188). Interestingly, in the zebrafish model, a lipid component of Mycobacterium marinum outer membrane phthiocerol dimycocerosate (PDIM) spreads into the epithelial cell membrane and inhibits TLR/MyD88 signaling limiting recruitment of monocytes (189). In humans, Mtb selectively targets uptake by pulmonary macrophages that translocate to the lung interstitium and infect other types of cells. This process is mediated by Mtb virulence factor Esx-1 and the host IL-1β signaling (188). Despite activation of additional host innate immune components connected to the redox signaling, Mtb produces KatG and NuoG virulence proteins that neutralize and inhibit further production of ROS by macrophages and neutrophiles (190, 191). Moreover, CpsA allows Mtb to escape autophagic clearance in macrophages by blocking NADPH oxidase recruitment to the Mtb-containing phagosomes and activation of LC3-associated phagocytosis (192). Mtb creates its own intracellular niche for survival by altering host lipid metabolism, creating the formation of foamy macrophages with characteristic lipid droplets (193). Mechanisms of Mtb evasion and subversion of host immune responses in macrophages and other immune cells are thoroughly described in a recent review (187) that explains why only approximately three Mtb bacterial cells are sufficient for effective colonization of the host (194), indicating a highly advanced Mtb virulence system.

A better understanding of how bacteria breach the host innate defenses on the airway mucosal surfaces to further hijack the host cellular machinery for intracellular survival could result in the development of more efficient therapies. Studies on the molecular mechanism of bacterial virulence factors for host colonization are especially important in the context of immunocompromised individuals suffering from severe infections.





Viruses

Viruses use a variety of different strategies to compromise the host innate immune defenses and effectively replicate within the host cells or remain in the latent state. Due to the recent pandemic, the majority of research has concentrated on the strategies used by SARS-CoV-2 coronavirus to evade host innate immune responses (195). Yin et al. showed that the host IFN response mediated through intracellular PRRs—MDA5, LGP2, and NOD2—is delayed by several hours in comparison to the kinetics of the viral replication, indicating the viral-strategy-limiting effects of IFNs (196). Moreover, SARS-CoV-2 produces viral endonuclease EndoU that cleaves viral RNA and blocks phosphorylation of STAT1 and STAT2 and their nuclear translocation to inhibit host innate immune responses (197, 198). Subsequently, the virus produces ORF8 protein that disrupts PTMs of host histones promoting closed chromatin state and suppression of host innate anti-viral responses, allowing for viral replication (199). Another virus commonly causing respiratory tract infections, especially harmful for newborns and infants, is RSV, and there is no vaccine available (200). An effective RSV replication within host cells is achieved by initial induction of autophagy and then by blocking autophagosome–lysosome fusion in human airway epithelial cells. This strategy most likely allows to form a replication-favorable niche for the virus inside the autophagosome vesicle (201). The “mimicry” of host chemokines is used to promote infection by RSV, more precisely by the interaction of viral G protein binding receptor with CX3CL1 that facilitates RSV infection (202). The group of Rhinoviruses are the common group of pathogens attacking the host respiratory system causing cold (203). Human rhinoviruses C group (HRV-C) were shown to disrupt epithelial barrier integrity and to alter host metabolism towards glycolysis and fatty acid biosynthesis, facilitating viral replication (204). Rhinoviruses also target another RNA RLRs, such as STING trafficking into viral replication organelles through interaction with PI4P (205). Interestingly, recently, it has been shown that disruption of the circadian clock and expression of immune response genes encoding chemokine receptors (Ccr2, Ccr3, Ccr5, Ccr6, etc.) due to sleep deprivation make mice more susceptible to viral infections, highlighting the importance of environmental factors determining host immune responses against viral infections (206).





Fungi

Fungal pathogens have developed specific strategies to evade the host immune responses (207). Among them are C. albicans triggering oropharyngeal candidiasis, Aspergillus ssp. causing pulmonary aspergillosis, and Pneumocystis and Cryptococcus causing pneumonia (208). Candida albicans avoids host responses by neutralization of the host complement components by proteolytic cleavage with aspartyl proteases (209). Moreover, Aspergillus, Mucorales, and Candida spp. cause coronavirus disease (COVID)-associated fungal infections, and aspergillosis was the most prevalent in the group of patients treated with corticosteroids and tocilizumab (210). Cryptococcus neoformans evades host innate immune responses, for example, by encapsulation with polysaccharides glucuronoxylomannan (GXM) that inhibits NETs formation (211). Furthermore, C. neoformans also produces giant fungal cells, the so-called titan cells, to avoid phagocytosis and killing by ROS, hence considered as a fungal strategy used to establish pulmonary infections (212). Fungal infections are often a complication of the antibiotic treatment because of microbiota dysbiosis, where opportunistic fungal species, such as mentioned C. albicans, expand on the host mucosal surfaces forming a biofilm. Those biofilms composed of fungal and bacterial components are hard to eradicate, especially in CF and immunocompromised patients (24); therefore, development of new therapies against such biofilms is needed.






Modulation of lung innate immunity to overcome pathogen subversion mechanisms

Pathogens quickly adapt to the changing environment, and this includes the presence of antibiotics. The excessive use of antibiotics in the healthcare and animal husbandry has led to the selection for antimicrobial resistance (AMR), which resulted in a global problem that caused 4.95 million of AMR-associated deaths in 2019 (213). Antibiotic resistance occurs in most countries, and many opportunistic pathogens have gained resistance to antibiotics routinely used for the treatment of infections. It is estimated that 63.5% of all infections caused by multidrug-resistant strains were connected to the healthcare (214). Despite of the increasing social awareness on the proper antibiotic use, general reduction in prescribed antibiotics, and a better control of nosocomial infections, the spreading of AMR genes in some pathogens remained unchanged (215, 216). In addition, the development of new antibiotics is a long and costly process, taking several years until the new drug is introduced to the market resulting, in only few developed drugs in the last decades (217). Therefore, alternative strategies for the treatment of infectious diseases have gained more attention. By deciphering molecular pathways of host innate immunity and pathogen’s infection strategies, an opportunity of modulating these mechanisms might result in the development of novel alternative treatment approaches, limiting and/or reducing the use of antibiotics and thereby reducing the selection of AMR strains. Therefore, in our research, we postulate the concept of host-directed therapy (Figure 2) executed through the modulation of epithelial and macrophages innate immune responses by enhancing expression of HDPs, improvement of the epithelial barrier integrity, and stimulation of autophagy. Our concept of host-directed therapy can be extended to the restoration of mucociliary clearance and ion balance, training innate immune system via controlled TLR stimulation and epigenetic modulation of host innate immune responses. The approach of host-directed therapy does not anticipate replacement of the antibiotics—it is rather a supplementary treatment that can reduce time of antibiotic use in case of persistent infections requiring a long antibiotic treatment, such as tuberculosis and infections requiring prolonged treatment due to poor bioavailability of the drug in the tissue (218). In this section, we will discuss different angles of host-directed therapy for modulation of lung epithelial innate immune responses.

One of the directions in the field is the direct use of HDPs and their analogues, mainly for topical administration (219). Synthetic analogues of HDPs have also been tested in a mouse model of severe lung infection caused by highly virulent P. aeruginosa. Nasal instillation of IDR-1002 peptide followed by bacterial infection reduced bacterial count in bronchoalveolar fluid and inflammatory response, indicating therapeutic potential of preventive administration of HDP analogues (220). Although promising, this approach usually uses only one peptide monotherapy, which carries a risk of development bacterial resistance to HDPs, which has been claimed to be limited, however a possible scenario (221). Therefore, the use of HDPs mixture would be a better strategy than a single peptide monotherapy to avoid AMR development, which seems to be highlighted by the fact that in physiological conditions, pathogens usually encounter a mixture of different antimicrobial effectors present on mucosal surfaces. Another aspect is the cost of the production of synthetic peptides and their purification on a bigger scale. Therefore, we suggest an alternative approach by inducing expression of natural HDPs in the epithelial cells and tissue-residing immune cells, which has several advantages in comparison to using synthetic HDPs and their derivatives. First, several antimicrobial effectors are induced, at the same time limiting the risk for the selection of antibiotic resistance. Second, using different innate immune modulators allows for the precise regulation of the HDPs induction and its cessation if needed. Third, the use of different non-peptide inducers for host-directed therapy is expected to reduce the cost of production, making it more accessible for pharmacological use. Those innate immune inducers/modulators were explored by our research group and collaborators and initially included nutrients and bacterial metabolites (like vitamin D3 and butyrate) and further expanded to synthetic chemical compounds (such as aroylated phenylenediamines (APDs)) (Figure 2) (218). Among the nutrients, vitamin D3 was shown to induce cathelicidin expression via activating vitamin D receptor (VDR) from the group of nuclear receptors binding to the vitamin D responsive elements (VDRE) present in human cathelicidin gene promoter (222, 223). Lung epithelial cells were shown to express the enzyme CYP27B1 involved in conversion of a precursor 25-hydroxyvitamin D3 to an active 1α,25-dihydroxyvitamin D3 that induced cathelicidin expression, indicating the importance of the vitamin D3 levels for mucosal antimicrobial defenses (30). Interestingly, VDREs are absent in mouse CRAMP promoter, making the translation of research on vitamin D3 inducer to mouse models difficult. For that reason, the novel transgenic model of humanized mice was established recently and contains human VDRE in the promoter of mouse CRAMP gene, opening a new avenue for the studies on vitamin D3 (224). Another inducer of cathelicidin expression in lung epithelium and macrophages is butyrate, a short-chain fatty acid produced by microbiota commensal bacteria from Firmicutes phylum (225). Butyrate constitutes the primary energy source for colonocytes, exerting local immunomodulatory effects on the colonic epithelia, tissue residing immune cells, and gastrointestinal (GI)-distant organs because butyrate is distributed with blood similar to other microbiota metabolites (218, 226). Butyrate is known from its strong odor; therefore, 4-phenylbuturate (hereafter phenylbutyrate or 4-PBA) was used in the studies as an odorless butyrate derivative, which is an FDA-approved drug for treatment of the urea cycle disorders used as ammonia scavenger (227). Phenylbutyrate was shown to induce cathelicidin expression in the airway epithelium (Figure 2) and induced autophagy in Mtb-infected macrophages through induction of LL-37 acting via P2X7 receptor (228, 229). Phenylbutyrate also counteracted the downregulation of cathelicidin expression in lungs of Shigella-infected rabbits, mitigating pathogens strategy of effective host colonization (230, 231). Phenylbutyrate is an inhibitor of histone deacetylases (HDACs)—histone-modifying enzymes facilitating chromatin opening state by acetylation of histones. Although CAMP gene expression was induced by phenylbutyrate, the increased acetylation of histone 3 and histone 4 was not observed in the promoter of CAMP gene (228). Therefore, the detailed mechanism of CAMP induction by phenylbutyrate remains unknown, perhaps requiring analysis of more specific histone modifications in CAMP promoter. The combination of 1,25-dihydroxyvitamin D3 and 4-PBA is so far the most potent inducer of cathelicidin expression in the human model of the lung epithelium, most likely by combing transcriptional regulation of vitamin D3 and epigenetic modulation by 4-PBA. Importantly, the combination of vitamin D3 and 4-PBA has clinical translational potential and was shown to be effective in the clinical trial of the Mtb treatment combined with standard antibiotics. Patients with tuberculosis receiving phenylbutyrate and vitamin D3 showed faster clearance of Mtb in sputum samples than the group receiving placebo, indicating beneficial effects of host-directed therapy combined with antibiotics (232, 233).

Moreover, in respect to the lung epithelium, other inducers of HDPs were tested from a novel class of compounds called aroylated phenylenediamines (APDs) (Figure 2). Two synthetic APD-compounds, derivatives of Entinostat, which is another HDAC inhibitor known to induce CAMP gene expression, were shown to induce expression of antimicrobial effectors cathelicidin, calprotectin, lipocalin, and defensins. Of note, APDs were less toxic than Entinostat and did not induce proinflammatory responses (32, 234). Furthermore, innate immune inducers 4-PBA, vitamin D3, and APD compound were able to sensitize MDR K. pneumoniae to conventional antibiotics. The intracellular bacterial killing mechanism in infected macrophages was cathelicidin dependent for 4-PBA and vitamin D3 and ROS dependent for APD compound (235). This approach presents another angle on host-directed therapy, utilizing modulation of host innate immune responses and sensitization of multidrug-resistant pathogens to conventional antibiotics. Moreover, APD-compound induced autophagy in the differentiated lung epithelial cells through the epigenetic modulation of the H3K27 acetylation and AMP-activated protein kinase (AMPK) signaling (236). The preventive treatment of differentiated lung epithelial layers with APD compound enhanced the epithelial barrier integrity provided by tight junction’s proteins occludin and ZO-1 when differentiated monolayer cells were challenged with P. aeruginosa-conditioned medium (32). Interestingly, one of the most often prescribed antibiotics, azithromycin, was shown independently of its microbicidal properties to modulate host’s epithelial cell responses by strengthening epithelial integrity in the lung (Figure 2). This can be paradoxically considered as a positive side effect of azithromycin treatment that benefits cystic fibrosis patients by improving their condition (237). Azithromycin was shown to enhance epithelial barrier integrity by increasing trans-epithelial electrical resistance (TEER) and counteract the disruptive effect of P. aeruginosa-conditioned medium (238). Furthermore, azithromycin was shown to have a barrier protective effect and counteract proinflammatory response inflicted on the bronchial epithelia by cyclical mechanical stress during mechanical ventilation generated by a cyclical pressure air–liquid interface device (CPAD) (239). The supporting evidence suggest that the protective effect of azithromycin on lung epithelia is exerted by increased lamellar body formation and stimulation of epidermal differentiation (240). However, azithromycin is an antibiotic; therefore, prolonged use of azithromycin to strengthen the epithelial barrier is restricted because of the risk for antibiotic resistance development. Importantly, the mechanism behind strengthening of the lung epithelial barrier integrity by azithromycin and APDs remain unknown, and it is a subject of the ongoing research (32, 235, 236, 239, 240). On the contrary, vitamin D3 did not have this functional effect on the epithelial barrier strengthening while administered over the course of lung epithelial differentiation. Instead, it led to thickening of the lung epithelial layer in vitro displaying features of squamous metaplasia, indicating that this effect in the lung is tissue specific and is contrary to what has been observed in the gut (241). The group of Jun Sun showed that vitamin D3 regulates expression of a tight junction protein claudin-2, demonstrating the potential of VDR to regulate gut epithelial barrier integrity (242, 243). Different effects of innate immune inducers have been described depending on the tissue type, which may suggest possible epigenetic regulation of the epithelial barrier function. This concept seems to be additionally supported by the fact that many different respiratory tract diseases are associated with changes in the expression of histone-modifying enzymes, such as increased expression of histone deacetylases, HDACs (1 and 9) and sirtuins (SIRT6 and 7), in asthmatic bronchial epithelial cells. Inhibition of the HDACs with quisinostat (JNJ-26481585) in bronchial epithelial cells from asthmatic patients and allergic rhinitis improved epithelial barrier integrity by affecting expression and reorganization of TJs (149, 244). Recently, azithromycin was shown to attenuate wheezing in patients recovering from pulmonary inflammation. Azithromycin treatment helped to reduce time of wheezing for those patients, and these changes were associated with reduced expression of EZH2 (histone methyltransferase responsible for methylation of H3K27me3), reduced methylation of H3K27me3, and reduced expression of p65, suggesting that azithromycin exerts anti-inflammatory properties through epigenetic regulation (245). Overall, epigenetic modulation is part of the natural physiological regulation of innate immune responses in epithelial tissues and immune cells exerted by microbiota-produced metabolites of dietary products, highlighting the future directions for modulation of host innate immune responses through epigenetic therapies utilizing natural and synthetic epigenetic modulators. It is important to keep in mind that epigenetic therapies may exert off-target effects on other tissues, making the precise regulation difficult to control. However, transient epigenetic modulation over a short period of time with relatively rapidly degraded synthetic compounds and natural products, such as microbiota-produced butyrate, seems to be a reasonable approach.

In line with host-directed therapy is the concept of trained immunity responses for the treatment and prevention of respiratory tract infections. A type of immunotherapy with Broncho-Vaxom, a lyophilizate of the dead bacterial strains causing respiratory tract infections, such as K. pneumoniae, S. aureus, Streptococcus pyogenes, and Neisseria catarrhalis, is used to train immune responses in patients suffering from recurrent infections of upper and lower respiratory tract (Figure 2). Broncho-Vaxom showed efficiency in reducing recovery time and course of disease in pediatric patients with recurrent respiratory tract infections (246, 247). Beneficial effects of Broncho-Vaxom® (OM-85 BV) on human sinonasal epithelial cells were mediated through stimulation of the taste-receptor T2R signaling, leading to the production of nitric oxide (NO) responsible for direct bacterial killing and increased ciliary beating (248). Treatment of bronchial epithelial cells with bacterial lysates of Broncho-Vaxom protects epithelia from SARS-CoV-2 entry by reducing expression of host receptors used by the virus such as angiotensin-converting enzyme 2 (ACE2) (249, 250), suggesting that this form of host-directed therapy can be used as a preventive strategy to limit acute respiratory disease, for example in constantly exposed health workers (ClinicalTrials.gov Identifier: NCT04496245).

The concept of trained immunity refers to innate immunological memory previously attributed only to the adaptive immune responses. Trained immunity boosts secondary responses to infections or sterile inflammation after initial contact with the stimuli for the next faster and more efficient host responses. Although trained immunity responses are T- and B-cell independent, they complement the adaptive immune responses to maximize chances for the host survival. The innate immunological memory can be achieved by stimulation of innate immune cells, such as macrophages, NK cells, DCs, fibroblasts, and tissue-specific stem cells (251, 252). The primary example of trained immunity is Bacillus Calmette–Guérin (BCG) vaccination used routinely in vaccination against tuberculosis and shown to reprogram hematopoietic stem cells to differentiate towards monocytes/macrophages with enhanced capabilities of Mtb clearance. Unlike subcutaneous BCG vaccination, intravenous BCG administration enhanced myelopoiesis and rewired epigenetic program in bone-marrow-derived macrophages connected to the changes in the H3K27ac and H3K4me3 marks for more efficient Mtb clearance that was IFNγ dependent (253). Microbiota metabolites have also been identified as elicitors of trained immunity. One of them is butyrate that affects the trajectory of antimicrobial responses in macrophages by imprinting antimicrobial program in differentiating macrophages through HDAC3 inhibition, resulting in the induction of calprotectin and enhanced bacterial clearance through autophagy (254). Another microbiota metabolite, deoxycholic acid (DCA), a secondary bile acid detected in the bloodstream, is shown to enhance differentiation of granulocyte-monocyte precursors in the bone marrow through epigenetic alterations, providing innate protection against parasite E. histolytica. Interestingly, DCA in sera of children from Bangladesh who previously have documented history of amebiasis had lower levels of DCA than those who never suffered from infection (255). Trained immunity was also described in the lung in the context of the allergic inflammatory memory inflicted on basal lung stem cells by IL-4 and IL-13 exposure. The chronic exposure of respiratory epithelial progenitor cells to the inflammatory type 2 immune responses shifts their differentiation program causing epithelial barrier dysfunction observed in chronic allergic diseases, resulting in rhinosinusitis and taking more extreme form of nasal polyps (256). Overall, trained immunity can be achieved by exposition of tissue-specific stem cells and their progenitors to different stimuli imprinting innate immune responses through metabolic and epigenetic reprogramming (257).





Future perspectives

Innate immunity of the lung epithelial surfaces is a complex system working together with the adaptive immune responses for host defense and survival. Many aspects of the innate immune regulation and the link between innate and adaptive immune responses remain to be further elucidated. These include characterization of the role of new types of cells in the respiratory epithelium identified by single-cell RNA sequencing in shaping local innate immune responses and epigenetic modulation of such responses. An exciting avenue is the exploration of how different microbiota metabolites shape host immune responses in lung epithelial cells for better protection against pathogens with defining molecular mechanism that can be further extended to the development of the synthetic compounds for host-directed therapy. Defining pathogen’s effectors subverting host innate immune responses, especially in the context of compromised host innate immunity, include future steps of interest for the development of new treatment strategies. Furthermore, the concept of trained immunity mainly characterized in respect to immune cells remains to be further investigated in lung epithelial cells answering the questions on programming our epithelial cells, how innate immune memory confers to better host protection mechanisms, and whether there are any links to the development of chronic inflammatory diseases with defining environmental stimuli that shape such responses.
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Introduction

Brain death (BD) and steatosis are both risk factors for organ dysfunction or failure in liver transplantation (LT)





Material and methods

Here, we examine the role of interleukin 6 (IL- 6) and IL-10 in LT of both non-steatotic and steatotic liver recovered from donors after brain death (DBDs), as well as the molecular signaling pathways underlying the effects of such cytokines.





Results

BD reduced IL-6 levels only in nonsteatotic grafts, and diminished IL-10 levels only in steatotic ones. In both graft types, BD increased IL-1β, which was associated with hepatic inflammation and damage. IL-6 administration reduced IL-1β only in non-steatotic grafts and protected them against damage and inflammation. Concordantly, IL-1β inhibition via treatment with an IL-1 receptor antagonist caused the same benefits in non-steatotic grafts. Treatment with IL-10 decreased IL-1β only in steatotic grafts and reduced injury and inflammation specifically in this graft type. Blockading the IL-1β effects also reduced damage and inflammation in steatotic grafts. Also, blockade of IL-1β action diminished hepatic cAMP in both types of livers, and this was associated with a reduction in liver injury and inflammation, then pointing to IL-1β regulating cAMP generation under LT and BD conditions. Additionally, the involvement of nitric oxide (NO) in the effects of interleukins was evaluated. Pharmacological inhibition of NO in LT from DBDs prompted even more evident reductions of IL-6 or IL-10 in non-steatotic and steatotic grafts, respectively. This exacerbated the already high levels of IL-1β seen in LT from DBDs, causing worse damage and inflammation in both graft types. The administration of NO donors to non-steatotic grafts potentiated the beneficial effects of endogenous NO, since it increased IL-6 levels, and reduced IL-1β, inflammation, and damage. However, treatment with NO donors in steatotic grafts did not modify IL-10 or IL-1β levels, but induced more injurious effects tan the induction of BD alone, characterized by increased nitrotyrosine, lipid peroxidation, inflammation, and hepatic damage.





Conclusion

Our study thus highlights the specificity of new signaling pathways in LT from DBDs: NO–IL-6–IL-1β in non-steatotic livers and NO–IL-10–IL-1β in steatotic ones. This opens up new therapeutic targets that could be useful in clinical LT.





Keywords: brain death, liver transplantation, nitric oxide, steatotic liver grafts, IL-10, IL-6, IL-1, ischemia-reperfusion




1 Introduction

At present, some 80% of hepatic grafts used in liver transplantation (LT) are recovered from donors after brain death (DBDs) (1, 2). It is well known that brain death (BD) of the donor is a factor that drastically increases the chance of a liver graft experiencing preservation/reperfusion injury and decreases graft survival rate (3). In clinical situations, there is a shortage of donors of hepatic grafts for LT (4). In order to reduce the time patients spend waiting for LT, many clinical centers are exploring ways in which to broaden the criteria used to decide if an organ from a so-called marginal donor can be accepted for LT (5, 6). Data from different countries such as USA, France, Australia, or Chile have indicated that as many as 30%–50% of livers recovered from deceased donors are in a state of steatosis, which is one of the key variables that predict negative outcomes after LT (6–10). This is because the risk of hepatic dysfunction and indeed of primary non-function of transplanted liver grafts that are steatotic is greater than that for liver grafts that are not steatotic (11). It is also the case that steatosis is becoming even more prevalent, which means that more steatotic livers are discarded, particularly if the infiltration of fat is severe. Clearly, this exacerbates the current shortage of donors, which has already been described as critical (12). Thus, in order to reduce the LT waiting lists, we need therapeutic strategies that will reduce the post-LT risks of organ dysfunction or failure that are inherent to steatotic livers from DBDs.

The multifunctional cytokine interleukin-6 (IL-6) has been recognized as playing an important role in providing hepatoprotection against warm I/R injury, particularly in reduced-size LT (13, 14). In addition, interleukin-10 (IL-10) has shown protective effects in non-steatotic and steatotic livers that undergo warm ischemia (15, 16). To the best of our knowledge, no study to date has assessed the role of both IL-6 and IL-10 in LT from DBDs. Of interest, a regulation mechanism could exist between IL-6 or IL-10 and interleukin-1 (IL-1), the latter being an interleukin that promotes processes of inflammation and damage (15), including when both steatotic and non-steatotic livers are subjected to warm ischemia-reperfusion (I/R) (15–17). A potential relationship setting up a signaling mechanism between IL-6, IL-10, and IL-1 should not be ruled out, as an interaction between IL-6 and IL-1 has been previously reported in several pathologies (18, 19), and the administration of IL-10 reduced IL-1β levels in both steatotic and non-steatotic livers under warm ischemic conditions (15, 16).

On the other hand, several studies show that nitric oxide (NO) is a crucial mediator of I/R injury in many organs, such as the heart, liver, lung, and kidney (20). NO action decreasing the expression of cytokines has been demonstrated (21–23); for instance, endogenous NO decreased IL-1 hepatic expression in the setting of ischemic preconditioning, thus reducing the deleterious effects of I/R injury (15, 23). In the same way, a relation between IL-10 and IL-6, on the one hand, and NO, on the other, has been reported in several I/R experimental models (15, 24, 25). Thus, in myocardial ischemia, inhibition of NO production resulted in an increase in IL-6 and a reduction in IL-10 (24). In the case of hepatic warm I/R, the therapeutic strategy of ischemic preconditioned triggered NO production, which, in turn, induced IL-10 in non-steatotic and steatotic livers alike (15). In partial LT with steatotic livers, application of venous-systemic oxygen persufflation with NO gas entering the grafts during cold storage caused a reduction in plasma IL-6 levels in the reperfusion period, which was associated with an improvement of graft viability and protection against hepatocellular damage (25).

Taking all this information into account, the current study aimed to evaluate (a) the role of IL-10 and IL-6 in LT of both non-steatotic and steatotic liver recovered from DBDs; (b) the involvement of IL-1 as part of signaling pathways underlying IL-10 and IL-6 effects in this pathology; and (c) if NO might affect the levels of such ILs in LT from DBDs. The results of this study could therefore lead to a description of the molecular signaling mechanisms for both non-steatotic and steatotic livers in LT from DBDs. This, in turn, could result in identifying therapeutic targets that would potentially improve post-LT outcomes in the case of marginal liver grafts recovered from DBDs. Clearly, findings such as these would potentially be of great importance in clinical settings where, as we have said, some 80% of LT grafts are obtained from BD donors, and moreover, it is estimated that hepatic steatosis is present to an important degree in some 30%–50% of deceased donors.




2 Materials and methods



2.1 Experimental animals

We carried out the study using homozygous (obese: Ob) and heterozygous (lean: Ln) Zucker rats (Iffa Credo, L’Arbresele, France) when they were aged 12 to 14 weeks. In such Zucker rats, steatosis has not been associated with inflammation (26). However, the Ob rats do show severe macrovesicular and microvesicular infiltration of fat into the hepatocytes (>60% steatosis) (27–31), whereas the Ln rats do not show any signs of steatosis (32). We performed all the procedures in accordance with the European Union regulations pertaining to animal experiments (Directive 86/609 EEC).




2.2 Experimental design

	1) Sham (n = 12, 6 Ln and 6 Ob). Ob and Ln Zucker rats were anesthetized, ventilated, and maintained normotensive for 6 h (26, 32).

	2) LT (n = 24, 12 transplantations: 6 with non-steatotic grafts and 6 with steatotic grafts). In subgroup 2.1, Ln Zucker rats were anesthetized, ventilated, and maintained normotensive for 6 h. Then, the non-steatotic livers were flushed with University of Wisconsin (UW) solution, isolated, preserved in ice-cold UW solution for 4 h, and implanted into Ln Zucker rats. In subgroup 2.2, the same surgical procedure was repeated, but with Ob Zucker rats as donors and Ln Zucker rats as recipients (26).

	3) BD+LT (n = 24, 12 transplantations: 6 with non-steatotic grafts and 6 with steatotic grafts). In subgroup 3.1, Ln Zucker rats were anesthetized and ventilated. To induce BD, a frontolateral trepanation was performed in the rats and a balloon catheter was introduced in the extradural space (26, 32). The intracranial pressure was increased by inflating the balloon for 1 min, which induced rapid brain injury, leading to immediate BD. Then, the rats were maintained normotensive for 6 h (32–34). Next, the non-steatotic livers were flushed with UW solution, isolated, preserved in ice-cold UW solution for 4 h, and implanted into Ln Zucker rats (26, 32–34). In subgroup 3.2, the same surgical procedure of BD and LT was repeated, but with Ob Zucker rats as donors and Ln Zucker rats as recipients.

	4) BD+IL-1ra+LT (n = 24). Same as group 3, but donors were treated with Anakinra, an IL-1 receptor antagonist (Amgen, Thousand Oaks, CA) at doses of 40 mg/kg (i.v.) just after BD was induced (15, 23, 35).

	5) BD+anti-IL-6+LT (n = 24). Same as group 3, but the donors were treated with an anti-IL-6 antibody (R&D Systems, Minneapolis, MN) at doses of 16.6 µg/kg (i.p.), just after BD was induced (36–38).

	6) BD+anti-IL-10+LT (n = 24). Same as in group 3, but the donors were treated with an anti-IL-10 antibody (Biosource International, Camarillo, CA), at doses of 0.5 mg/kg (i.v.) just after BD was induced (15).

	7) BD+anti-IL-6+IL-1ra+LT (n = 12). Same as group 3.1, but the donors were treated with an anti-IL-6 antibody (R&D Systems) at doses of 16.6 µg/kg (i.p.), and with Anakinra, (Amgen) at doses of 40 mg/kg (i.v.) just after BD was induced (15, 23, 35–38).

	8) BD+anti-IL-10+IL-1ra+LT (n = 12). Same as group 3.2, but the donors were with an anti-IL-10 antibody (Biosource International), at doses of 0.5 mg/kg (i.v.) and with Anakinra (Amgen) at doses of 40 mg/kg (i.v.) just after BD was induced (15, 23, 35).

	9) BD+IL-6+LT (n = 24). Same as group 3, but the donors were treated with recombinant rat IL-6 (R&D Systems, Minneapolis, MN) at doses of 500 µg/kg (i.p.), 24 and 12 h before BD was induced (14, 39).

	10) BD+IL-10+LT (n = 24). Same as group 3, but the donors were treated with recombinant rat IL-10 (Peprotech EC Ltd., Rocky Hill, NJ) at doses of 10 µg/kg (i.v.), just after BD was induced (15, 40, 41).

	11) BD+IL-6+IL-1+LT (n = 12). Same as group 3.1, but the donors were treated with recombinant rat IL-6 (R&D Systems) at doses of 500 µg/kg (i.p.), 24 and 12 h before BD was induced and with recombinant rat IL-1β (Peprotech EC Ltd.) at doses of 10 µg/kg (i.v.), just after BD was induced (14, 15, 19, 39).

	12) BD+IL-10+IL-1+LT (n = 12). Same as group 3.2, but the donors were treated with recombinant rat IL-10 (Peprotech EC Ltd.) at doses of 10 µg/kg (i.v.) and with recombinant rat IL-1β (Peprotech EC Ltd.) at doses of 10 µg/kg (i.v.), just after BD was induced (15, 19, 39).

	13) BD+NAME+LT (n = 24). Same as group 3, but the donors were treated with N-nitro-L-arginine methyl ester hydrochloride (NAME), an inhibitor of NO synthesis (Sigma Chemical Co., St. Louis, MO) at doses of 10 mg/kg (i.v.) immediately after BD was induced (15).

	14) BD+NO+LT (n = 24). Same as group 3, but the donors were treated with a NO donor, spermine NONOate (Cayman Chemical, Ann Arbor, MI), at doses of 10 mg/kg (i.v.), just after BD was induced (23).



Blood and liver samples were collected at the end of protocols; this was 4 h post-LT. Blood was extracted via the infrahepatic vein in the afternoon and collected in tubes with heparin. Then, blood samples were centrifugated and plasma was immediately frozen in dry ice. Rats were fasted before the extraction. We chose the conditions under which the study was performed, such as doses and the administration times of the pretreatments for the drugs that were used, in accordance with previous studies cited above and also with the results of some preliminary studies we performed. In clinical practice, it is typical for a hepatic donor to be kept in an ICU for a period of 6 h once BD has been diagnosed. During this time, inflammatory alterations tend to occur, which have a negative effect on the quality of the liver, in terms of LT outcomes. A cold ischemia period of 4 h is long enough to induce damage after transplantation in non-steatotic and steatotic liver grafts and to allow high survival at 4 h after reperfusion. For these reasons, we believe that the conditions we used in the experiments that form part of our study were the best based on the available evidence and in order to assess the effects of the different ILs we studied on hepatic damage and also on the molecular signaling pathways of those ILs in both non-steatotic and steatotic livers from DBDs.

Considering that IL-6 and IL-10 might be generated in intestine and adipose tissue in the context of different liver diseases (42–44), we evaluated whether in addition to the liver, such tissues were contributing to the generation of both IL-6 or IL-10 observed in non-steatotic and steatotic liver grafts, respectively, at 4 h post-LT. For this, the levels of IL-1 and IL-6 were measured in adipose tissue and intestine from experimental groups 1, 2, and 3.

To explore at what point in the surgical process cytokines were originated in each type of liver, experiments on the following groups were performed:

	15) CI (n = 12 rats, 6 Ob and 6 Ln Zucker rats): Animals were anesthetized, and livers were subsequently flushed with UW solution, isolated, and maintained in cold ischemia in UW solution for 4 h.

	16) BD (n = 12 rats, 6 Ob and 6 Ln Zucker rats): Animals were anesthetized and ventilated. After BD induction, rats were maintained normotensive with colloid infusion for 6 h.

	17) BD+CI (n = 12 rats, 6 Ob and 6 Ln Zucker rats): Animals were anesthetized and ventilated. After BD induction, rats were maintained normotensive with colloid infusion for 6 h, and then livers were flushed with UW solution, isolated, and maintained in cold ischemia in UW solution for 4 h.



To investigate whether differences in the levels of IL-1β are observed at earlier reperfusion times than 4 h, experiments on the following groups were carried out:

	18) LT 1h (n = 24). Same as group 2, but reperfusion was allowed for 1 h.

	19) BD+LT 1h (n = 24). Same as group 3, but reperfusion was allowed for 1 h.

	20) BD+anti-IL-6+LT 1h (n = 12). Same as group 3.1, but the donors were treated with an anti-IL-6 antibody (R&D Systems, Minneapolis, MN) at doses of 16.6 µg/kg (i.p.), just after BD was induced (27–29), and reperfusion was allowed for 1 h.

	21) BD+anti-IL-10+LT 1h (n = 12). Same as in group 3.2, but the donors were treated with an anti-IL-10 antibody (Biosource International, Camarillo, CA), at doses of 0.5 mg/kg (i.v.) just after BD was induced (9), and reperfusion was allowed for 1 h.

	22) LT 2h (n = 24). Same as group 2, but reperfusion was allowed for 2 h.

	23) BD+LT 2h (n = 24). Same as group 3, but reperfusion was allowed for 2 h.

	24) BD+anti-IL-6+LT 2h (n = 12). Same as group 3.1, but the donors were treated with an anti-IL-6 antibody (R&D Systems, Minneapolis, MN) at doses of 16.6 µg/kg (i.p.), just after BD was induced (31–33), and reperfusion was allowed for 2 h.

	25) BD+anti-IL-10+LT 2h (n = 12). Same as in group 3.2, but the donors were treated with an anti-IL-10 antibody (Biosource International, Camarillo, CA), at doses of 0.5 mg/kg (i.v.) just after BD was induced (13), and reperfusion was allowed for 2 h.



Liver and blood samples were collected from groups 15 to 25 at the end of the protocol.




2.3 Biochemical determinations

We followed standard experimental procedures to determine plasma levels of transaminases [alanine aminotransferase (ALT) and aspartate aminotransferase (AST)]. We established plasma levels of alkaline phosphatase (ALP), the total level of bilirubin, the Von Willebrand factor (vWF), and hyaluronic acid (HA) levels using the appropriate assay kits: colorimetric (ALP: Abcam, Cambridge, United Kingdom) or immunosorbent (Total Bilirubin: MyBioSource Inc., San Diego, CA; vWF: Cusabio, Wuhan, China; HA: R&D Systems, Minneapolis, MN). To determine hepatic edema, we weighed liver samples and then placed them in a drying oven at 55°C until they reached a constant weight. The increase in the wet-to-dry weight ratio represents hepatic edema (45, 46).

Hepatic levels of lipid peroxidation were determined via measurements of malondialdehyde (MDA) formation by using the thiobarbiturate reaction (45, 47). For this, frozen tissue samples were homogenized in 2 ml of Tris buffer at pH 7. For protein precipitation, 0.25 ml of 40% trichloroacetic acid was added to 0.25 ml of homogenate. After mixing and centrifuging at 3,000 g for 15 min at 4°C, 0.25 ml of 0.67% thiobarbiturate solution was added to the supernatant, and this mixture was boiled for 15 min. After cooling, optical density was read at 530 nm (48).

To function as an index of the level of accumulation of neutrophils, we determined hepatic levels of myeloperoxidase (MPO) photometrically using a substrate of 3,3′,5,5′-tetramethylbenzidine (45, 47). For this, liver samples were homogenized in phosphate buffer (0.05 M KH2PO4, pH 6) with 0.5% hexadecyltrimethylammonium bromide (HTBA), then sonicated for 30 s at 20% power. After spending three freeze/thaw cycles in dry ice, the samples were incubated for 2 h at 60°C to eliminate the activity of non-specific peroxidases and MPO inhibitors that could affect the determination. After incubation, the samples were centrifuged for 12 min at 4,000 g at 4°C, and the supernatant was recovered. Then, 10 μl of tetramethylbenzidine reagent dissolved in dimethyl sulfoxide at a concentration of 5 mg/ml was added to 5 μl of the supernatant. At time zero (t:0), 70 μl of phosphate buffer (8 mM KH2PO4, pH 5.4) with 0.05% H2O2 was added, and the MPO enzymatic kinetics were determined, reading the absorbance for 3 min every 15 s at a wavelength of 630 nm. One enzyme unit was defined as the amount of enzyme that produces an increase of one absorbance unit per minute (47).

We measured hepatic nitrotyrosine to function as a peroxynitrite formation index, using commercial kits (MyBioSource Inc.) (32). For the determination of nitrotyrosine levels in liver tissue, samples were homogenized in 1 ml of 50 mM Na2HPO4 buffer, pH 7.4, at 4°C, then centrifuged at 20,000 g for 30 min at 4°C, and the supernatant was recovered for determination of nitrotirosines (48). cAMP was extracted and quantified with the cAMP enzyme-linked immunosorbent assay (Abcam, Cambridge, United Kingdom) according to the manufacturer’s protocol (49). To obtain liver lysates, frozen tissue was homogenized in 0.5 ml of 0.1 M HCl. After that, lysates were centrifuged at top speed for 5 min and the supernatant was stored at −80°C for subsequent determination of cAMP.

Finally, we measured levels of ILs (IL-1α, IL-1β, IL-6, and IL-10) using enzyme-linked immunosorbent assays, as reported elsewhere, with commercial kits (R&D Systems) (15, 23). To determine IL-1α, IL-1β, and IL-10, frozen liver samples were homogenized in 50 mM phosphate buffer at pH 6, containing 2 mM PMSF, 1 mg/ml antipain, 1 mg/ml leupeptin, and 1 mg/ml pepstatin A. The homogenates were centrifuged at 100,000 g for 1 h at 15°C, and the supernatants were stored at −80°C for subsequent determination of interleukins (15). To determine IL-6, liver samples were homogenized in a buffer made up of 50 mM Tris-HCl, 150 mM NaCl, Triton X-100, and a cocktail of protease inhibitors (Complete mini, Merck, Darmstadt, Germany). The homogenate was centrifuged at 3,000 g for 15 min at 4°C. Finally, the supernatant was recovered to perform the IL-6 measurement (50).




2.4 Histology

Before performing experiments in experimental groups, we determined steatosis level in biopsy specimens of liver tissue from lean and obese Zucker rats (n = 12, 6 Ln and 6 Ob). Since an association between liver fibrosis and adverse LT outcome has been reported (L4), assessment of fibrosis was also performed in Zucker rats. The removed livers were immediately fixed in a 10% phosphate buffered formalin solution and then embedded in paraffin. Samples were cut and stained with hematoxylin–eosin (HE) stain reagent for light microscopic observation. Histopathological findings were evaluated by scoring methods according to the report of Kleiner et al. (51) through a microscope (Nikon, Tokyo, Japan) at ×100 and ×200 magnification. Steatosis was graded 0–3 according to the percentage of cells with fatty droplets (0, <5%; 1, 5%–33%; 2, >33%–66%; 3, >66%). Lobular inflammation was graded 0–3 according to overall assessment of all inflammatory foci (0, no foci; 1, <2 foci per ×200 field; 2, 2–4 foci per ×200 field; 3, >4 foci per ×200 field). Liver cell injury was graded 0–2 according to ballooning degeneration (0, none; 1, few balloon cells; 2, many cells/prominent ballooning). Fibrosis was graded 0–4 according to the extent of fibrosis (0, no fibrosis; 1, zone 3 fibrosis; 2, zone 3 and portal fibrosis; 3, zone 3 and portal fibrosis with bridging fibrosis; and 4, cirrhosis). These scores were added, and the sum was used as a histopathological score (52–55). This assessment was carried out by three independent researchers who were unaware of the experimental conditions. Average values of the three mean scores assessed by these researchers were then used as a histopathological score for each animal. The pathological findings of obese Zucker rats used in the study were classified into severe simple steatosis with neither inflammation nor fibrosis, and histological findings of lean Zucker rats were classified as normal. This difference of steatosis in the Ob versus Ln Zucker rats was confirmed by using specific lipid staining such as red oil staining. Liver tissue was frozen and red oil O staining was used according to standard procedures. The hepatic steatosis was determined by quantifying cells with stained lipid droplets in 30 randomly chosen high-power fields per section. Data were expressed as the percentage of stained cells with respect to the total number of hepatocytes. Ob Zucker rats showed severe and macrovesicular and microvesicular fatty infiltration in hepatocytes. In contrast, Ln Zucker rats show no evidence of steatosis (15, 45, 56). In addition, we also evaluated fibrosis presence or absence with Sirius Red staining in paraffin-embedded liver samples, as this staining is one of the best understood techniques able to selectively highlight collagen networks (57). The percent area of collagen deposition was calculated as collagen area/total area − vascular lumen area × 100 (26). Ln and Ob Zucker rats showed no evidence of fibrosis, which is in agreement with reports describing that Ob Zucker rats show resistance to developing fibrosis (58, 59).

In liver samples obtained from all experimental group studies, we assessed the degree of liver injury also by staining paraffin-embedded liver sections with H&E and then using a method of counting points to determine a histological score (47). An experienced pathologist blinded to the allocation of animals into different experimental groups reviewed biopsy specimens and scored the histologic findings according to the following scale: grade 0, zero or minimal evidence of injury; grade 1, the injury is mild, showing cytoplasmic vacuolation and focal nuclear pyknosis; grade 2, the injury is moderate ranging to severe with extensive nuclear pyknosis, cytoplasmic hypereosinophilia, and the loss of intercellular borders; grade 3, severe necrosis showing disintegration of the hepatic cords, hemorrhage, and neutrophil infiltration; and finally grade 4, very severe necrosis exhibiting disintegration of the hepatic cords, hemorrhaging, and neutrophil infiltration (41, 45).




2.5 Statistics

In all determinations represented in figures, biological replicates were used. That is, in each experimental group that was represented in the graphs, samples from six different transplants with the same treatment were included. Data are expressed as mean ± standard error of mean. We applied non-parametric Kruskal–Wallis tests to determine statistical significance when treating differing variables. In contrast, we used Mann–Whitney U tests for groups that showed significant differences, and we calculated adjusted p-values by the false discovery rate (FDR) method (p < 0.05 was considered significant).





3 Results



3.1 The role played by IL-6 and IL-10 in LT of non-steatotic and steatotic grafts recovered from DBDs

First, we determined the levels of endogenous IL-6 and IL-10 in steatotic and non-steatotic LT from DBDs.

Concerning alterations in anti-inflammatory interleukins (ILs), we observed increased levels of IL-6 and IL-10 in LT of both non-steatotic and steatotic livers, compared to the results of the Sham group (Figure 1A). The induction of BD (BD+LT) resulted in IL-6 levels in non-steatotic grafts lower than those observed in the LT group. However, such an effect was not observed in steatotic grafts, since in this type of liver, the IL-6 levels were similar in BD+LT and LT groups. With regard to IL-10, inducing BD (BD+LT) resulted in no changes for this interleukin in non-steatotic livers when compared to the LT group. However, when steatosis was present, we observed reduced levels of IL-10 in the BD+LT group, compared to the LT group (Figure 1A). Thus, depending on the presence or absence of steatosis, induction of BD downregulated different anti-inflammatory interleukins: IL-6 for non-steatotic and IL-10 for steatotic grafts.




Figure 1 | Interleukin levels in steatotic and non-steatotic LT from DBDs. (A) Levels of IL-6 and IL-10, and (B) levels of IL-1α and IL-1β, all in liver tissue. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.



Then, we assessed the role played by endogenous IL-6 and IL-10. To this end, we inhibited the action of either IL-6 or IL-10, always in liver grafts from DBDs, and evaluated the effects on inflammation and damage. The administration of antibodies against IL-6 (BD+anti-IL-6+LT) raised parameters of damage (levels of transaminases, damage scores, ALP, total bilirubin, and also endothelial cell damage determined by vWF and HA levels) and inflammation (degree of neutrophil accumulation as measured by MPO, edema formation, and oxidative stress assessed using MDA) in non-steatotic grafts from DBDs, with respect to the results of the BD+LT group (Figures 2, 3). On the other hand, in steatotic liver grafts, no changes were observed in parameters of inflammation and damage (Figures 2, 3) when comparing the results of the BD+anti-IL-6+LT group to those of the BD+LT group. When we addressed the effects of endogenous IL-10, we observed that this cytokine was protective only in steatotic grafts since the administration of antibodies against IL-10 exacerbated hepatic damage and inflammation in steatotic liver grafts from DBDs, in comparison with LT from DBDs without treatment (that is, BD+anti-IL-10+LT vs. BD+LT) (Figures 2, 3). On the other hand, in the absence of steatosis, we observed that levels of these same parameters reflecting damage and inflammation were similar in the BD+anti-IL-10+LT group and in the BD+LT group. Thus, these results indicate that the protection offered by endogenous IL-6 and IL-10 is specific, according to the liver type: IL-6 provides protection in non-steatotic grafts and IL-10 in steatotic ones, within the context of LT from DBDs.




Figure 2 | Relevance of endogenous interleukins for damage in steatotic and non-steatotic LT from DBDs. (A) ALT and AST levels in plasma and liver damage score. (B) ALP, total bilirubin, vWF, and HA levels in plasma. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.






Figure 3 | Effect of endogenous interleukins on inflammation in steatotic and non-steatotic LT from DBDs. Hepatic levels of MDA, MPO, and hepatic edema. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.



In consideration of the protection provided by endogenous IL-6 and IL-10 in LT from DBDs, we decided to evaluate whether treatments based on the administration of exogenous IL-6 and IL-10 might potentiate the benefits induced by the former regarding hepatic damage and inflammation in non-steatotic and steatotic livers, respectively. The administration of exogenous IL-6 (BD+IL-6+LT) increased IL-6 levels in both types of livers (Figure 1A) but livers obtained from DBDs were only protected against damage and inflammation in the absence of steatosis. In fact, for the BD+IL-6+LT group with non-steatotic livers, the liver injury parameters (levels of transaminases, damage scores, ALP, levels of total bilirubin, vWF, and HA; Figure 4) and inflammation indicators (MPO, edema, and MDA; Figure 5) were lower than those of the BD+LT group, while no changes were observed in those same experimental groups (BD+IL-6+LT and BD+LT) when steatotic grafts were used, when they were compared. The exogenous IL-10 supplementation (BD+IL-10+LT) increased IL-10 in non-steatotic and steatotic liver grafts (Figure 4); however, it did not abrogate the rise in parameters, indicating hepatic damage and inflammation in grafts obtained from DBDs in the absence of steatosis compared with the results of the BD+LT group (Figures 4, 5). In contrast, this intervention was effective as a therapeutic strategy in the presence of steatosis, since, in the BD+IL-10+LT treatment group, we observed reduced transaminase levels, damage scores, ALP, total levels of bilirubin, vWF, HA, MPO, edema, and MDA in grafts in the presence of steatosis with respect to the results of the BD+LT group (Figures 4, 5). Therefore, the benefits from exogenous IL-6 and IL-10 seem to be dependent on the type of liver: IL-6 was useful in non-steatotic livers and IL-10 was useful in steatotic ones. The dose of IL-6 and IL-10 used in the current study was the most effective because our preliminary results indicated that if these doses were increased threefold, this was not associated with more protection against damage (data not shown).




Figure 4 | Relevance of exogenous IL-6 and IL-10 for damage in steatotic and non-steatotic LT from DBDs. (A) ALT and AST levels in plasma and liver damage score. (B) ALP, total bilirubin levels, vWF, and HA levels in plasma. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.






Figure 5 | Effect of exogenous IL-6 and IL-10 on inflammation in steatotic and non-steatotic LT from DBDs. Hepatic levels of MDA, MPO, and hepatic edema (six transplants per group in each measurement). *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.






3.2 Protective mechanisms of IL-6 and IL-10 in LT of non-steatotic and steatotic grafts recovered from DBDs

Considering previous publications that reported a regulatory role of IL-6 and IL-10 on IL-1 (11, 12, 14, 15), IL-1 was investigated as a possible mediator involved in signaling mechanism underpinning IL-6 and IL-10 beneficial effects. For this, hepatic levels of IL-1α and IL-1β in LT and BD surgical settings were first determined. Our results indicated that IL-1α does not mediate I/R injury in liver. This is because we observed levels of IL-1α in both non-steatotic and steatotic grafts obtained from DBDs (BD+LT), as well as in those grafts used in LT that had been obtained from donors that had not undergone BD (LT), similar to those of IL-1α in the Sham group (Figure 1B). Notwithstanding this, we did observe significant increases in levels of hepatic IL-1β in both grafts that were steatotic and those that were non-steatotic in the BD+LT group, compared to either the Sham group or the LT group (again, see Figure 1B). Then, the involvement of IL-1β in the damaging effects induced by BD in both types of liver grafts was evaluated. When we administered an IL-1 receptor antagonist (BD+IL-1ra+LT), we observed that damage in both types of liver was attenuated since, when compared to the BD+LT group, and all the following parameters were reduced: levels of transaminases, damage scores, ALP, total bilirubin, and endothelial cell damage (as determined by vWF and HA levels) (Figure 2). In conjunction with these effects, we also observed a reduced inflammatory response in both steatotic and non-steatotic grafts in the BD+IL-1ra+LT group compared to those of the BD+LT group, which was indicated by lower degrees of neutrophil accumulation (as measured by MPO), edema formation, and oxidative stress (as measured using MDA) (Figure 3). Thus, we observed that both in the presence and in the absence of steatosis, inhibition of IL-1 action was an effective strategy to reduce injury.

After demonstrating that IL-1β was involved in liver damage in LT with DBDs, we next evaluated whether IL-1β would be acting as a downstream mediator of IL-6 or IL-10. For this, we inhibited the action of either IL-6 or IL-10 in liver grafts from DBDs, to evaluate the effect of these endogenous cytokines on IL-1β. The administration of antibodies against IL-6 (BD+anti-IL-6+LT) increased IL-1β in non-steatotic grafts from DBDs, compared to those from the BD+LT group (this is shown in Figure 1B). In contrast to these findings, in grafts from steatotic livers, we found no changes in the levels of IL-1β when we compared the BD+anti-IL-6+LT group to the BD+LT group. Regarding endogenous IL-10, the administration of antibodies against IL-10 increased IL-1β in steatotic liver grafts from DBDs, in comparison with LT from DBDs without treatment (that is, BD+anti-IL-10+LT vs. BD+LT), whereas the levels of IL-1β in liver grafts where there was an absence of steatosis were found to be similar in the BD+anti-IL-10+LT group and in the BD+LT group (Figure 1B). In addition, we investigated whether the benefits of exogenous IL-6 in non-steatotic livers and IL-10 in steatotic ones might be explained by their effects on IL-1β. In this sense, administration of IL-6 (BD+IL-6+LT) resulted in reduced IL-1β levels only in non-steatotic livers, whereas treatment with IL-10 (BD+IL-10+LT) led to reduced IL-1β levels only in steatotic livers (Figure 1B).

The above results showed that there is a relationship between IL-6 and IL-1β in non-steatotic grafts and between IL-10 and IL-1β in steatotic grafts, always from DBDs. Then, the relevance of such signaling pathways in liver inflammation and damage was investigated. For this, we evaluated whether the increased IL-1β levels were responsible for the exacerbated damage induced by the inhibition of either IL-6 or IL-10 action in liver grafts from DBDs, in the absence and presence of steatosis, respectively. We also found that, whereas blockade of IL-6 (BD+anti-IL-6+LT) increased IL-1β and damage in non-steatotic livers from DBDs more than in the BD+LT group, the inhibition of the action of both IL-6 and IL-1β (BD+anti-IL-6+IL-1ra+LT) gave rise to parameters that reflected liver damage and inflammation (Figures 2, 3), which were lower than those of the BD+LT group. In steatotic grafts from DBDs, suppression of IL-10 (BD+anti-IL-10+LT) increased IL-1β and the parameters of hepatic damage and inflammation when compared to the results in the BD+LT group, but no such effect was observed when both IL-10 and IL-1β effects were suppressed (BD+anti-IL-10+IL-1ra+LT). Indeed, the parameters of hepatic damage and inflammation in steatotic grafts from DBDs were decreased in the BD+anti-IL-10+IL-1ra+LT group, when we compared them with those of the experimental group BD+LT (Figures 2, 3). All of this confirms that in LT and BD, IL-6 in non-steatotic or IL-10 in steatotic livers reduces IL-1β levels, which is necessary to limit liver injury in each type of liver. If IL-6 in non-steatotic livers or IL-10 in steatotic ones is inhibited, IL-1β is increased and liver damage is more exacerbated than is seen with BD+LT. If IL-6 in non-steatotic grafts or IL-10 in steatotic grafts is inhibited but the action of IL-1β is also inhibited, there is no aggravated liver damage.

Next, we investigated whether the benefits of exogenous IL-6 in non-steatotic livers and IL-10 in steatotic ones might be explained by their effects on IL-1β. As previously described, administration of IL-6 (BD+IL-6+LT) resulted in reduced IL-1β levels and liver injury only in non-steatotic livers, whereas treatment with IL-10 (BD+IL-10+LT) led to reduced IL-1β levels and hepatic damage only in steatotic livers. In non-steatotic grafts from DBDs, IL-1β administration to the BD+IL-6+LT group (BD+IL-6+IL-1β+LT) increased IL-1β levels (Figure 1B) and this totally reversed the benefits seen from administration of IL-6 on hepatic damage and inflammation (Figures 4, 5). Similarly, in steatotic grafts from DBDs, IL-1β supplementation in the BD+IL-10+LT group (BD+IL-10+IL-1β+LT) raised IL-1β levels and abolished the benefits induced by IL-10, concerning liver injury and inflammatory response (Figures 1B, 4, 5). This demonstrates that IL-1β is a downstream mediator of IL-6 and IL-10 and its regulation is crucial as part of the signaling mechanisms to achieve the beneficial effects of IL-6 in non-steatotic grafts and IL-10 in steatotic ones when both are subjected to BD+LT.

To delve into the IL-6/IL-1β and IL-10/IL-1β signaling mechanism, we also investigated the IL-1β downstream mediator. Cyclic adenosine 3′,5′-monophosphate (cAMP) is produced by adenylate cyclase and acts as an intracellular second messenger for IL-1β (60, 61). In fact, it has been reported that IL-1β increased cAMP (61). When we measured hepatic cAMP levels, our results indicated that cAMP was higher in steatotic and non-steatotic livers of the BD+LT group when compared with the LT group. Of interest, the levels of cAMP were higher in experimental groups with steatotic livers than in those with non-steatotic ones. The inhibition of IL-1β effects through administration of IL-1β receptor antagonist (BD+IL-1ra+LT) reduced cAMP levels in both types of livers (Figure 6A). Then, blockade of IL-1β action and diminished hepatic cAMP were associated with a reduction in all parameters of hepatic damage and inflammation evaluated in the current study. Noticeably, the hepatic levels of cAMP induced by IL-1β were in parallel with the levels of liver damage observed in each type of graft; that is, steatotic livers subjected to LT or BD+LT have higher cAMP levels, compared to the levels recorded in non-steatotic livers. Hence, IL-1β regulates cAMP generation, and suppression of these both mediators downstream IL-6 or IL-10 was responsible for the protective effects of IL-6 in non-steatotic and IL-10 in steatotic livers in conditions of LT and BD.




Figure 6 | Effects of IL-1β on cAMP (A) and source of IL-6, IL-10, and IL-β (B) in steatotic and non-steatotic LT from DBDs. (A) Hepatic levels of cAMP. (B) IL-6, IL-10, and IL-1β in intestine and adipose tissue. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.






3.3 Origin of IL-6, IL-10, and IL-1β in non-steatotic and steatotic LT from DBDs

Since IL-6 and IL-10 might be generated in intestine and adipose tissue in the context of different liver diseases (42–44), we evaluated whether, in addition to the liver, such tissues were contributing to the increased levels of both IL-6 or IL-10 observed in non-steatotic and steatotic liver grafts, respectively. In view of that, IL-6 and IL-10 were measured in adipose tissue and intestine. Our results showed that levels of IL-6 and IL-10 in intestine and adipose tissue in recipients with either non-steatotic or steatotic grafts, respectively, were similar in all experimental groups analyzed (Figure 6B). Therefore, neither adipose tissue nor intestine were responsible for changes in both ILs observed in liver grafts at 4 h post-LT.

We then considered that under experimental conditions of LT and BD, IL-6 and IL-10 are generated in liver tissue. Next, we explored whether these cytokines were originated in each type of liver at graft procurement, or just after BD procedure, and if the expression of IL-1β in liver tissue (which is induced by IL-6 or IL-10 in the experimental conditions evaluated in the present study) was already altered at those points in the surgical process. Results demonstrated that the levels of IL-6, IL-10, and IL-1β were similar in Sham (without any surgical intervention), CI (livers with cold ischemia, but without BD), BD (livers with BD but without cold ischemia), and in the BD+CI group (liver grafts experiencing BD and cold ischemia) (Figure 7A). Thus, hepatic levels for these three cytokines increase during the reperfusion in the recipient, and this means that IL-6, IL-10, or IL-1β did not originate before the implantation of liver grafts in recipients, regardless of whether the graft comes from a BD or non-BD donor.




Figure 7 | Generation of IL-6, IL-10, and IL-1β in the different stages of steatotic and non-steatotic LT from DBDs. (A) Hepatic levels of IL-6, IL-10, and IL-1β before implantation of liver grafts. (B) IL-6, IL-10, and IL-1β in liver grafts after transplantation. For A, six Ln or six Ob animals per group in each measurement; and for B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.



Finally, we evaluated whether differences in the levels of IL-1β altered by IL-6 or IL-10 were observed at earlier reperfusion times than 4 h in steatotic and non-steatotic livers. Then, liver samples were collected at 1 h and 2 h post-LT. Levels of IL-6 and IL-10 in non-steatotic and steatotic livers, respectively, gradually diminished as reperfusion occurs (Figure 7B). As it happened at 4 h of reperfusion, at 1 and 2 h of reperfusion, induction of BD (BD+LT) led to lower IL-6 levels in non-steatotic grafts than those observed in the LT group. In non-steatotic BD+LT groups, the higher levels of IL-6 were recorded at 1 h, whereas the lower levels were recorded at 4 h of reperfusion. On the other hand, in steatotic grafts, IL-6 levels were similar in BD+LT and LT groups at 1, 2, and 4 h of reperfusion (Figure 7B). In the case of IL-10, induction of BD (BD+LT) resulted in no changes for this interleukin in non-steatotic livers when compared to the LT group, at neither 1, 2, nor 4 h after reperfusion. However, when steatosis was present, a progressive reduction in the levels of IL-10 was observed as the reperfusion time proceeds. We observed reduced hepatic IL-10 in the BD+LT group, in comparison with the LT group, at 1, 2, and 4 h of reperfusion. Of interest, in BD+LT groups with steatotic livers, IL-10 was more elevated at 1 h and fewer at 4 h of reperfusion (Figure 7B).

Concerning IL-1β, hepatic levels were increased as reperfusion went on, and interestingly, at reperfusion times shorter than 4 h, hepatic IL-1β was higher in steatotic livers than in non-steatotic ones. In both types of liver from DBDs, IL-1β increased in the recipient at 4 h after LT (LT+BD groups), with such IL-1β levels being similar to steatotic and non-steatotic livers (Figure 7B). Treatment with antibodies against IL-6 (BD+anti-IL-6+LT) in non-steatotic livers, and against IL-10 (BD+anti-IL-10+LT) in steatotic grafts, augmented IL-1β even more compared to those levels from its respective BD+LT group, and levels were similar in the absence or presence of steatosis, at that reperfusion time (4 h post-LT) (Figure 7B). At 2 h after LT, levels of IL-1β were also higher in the BD+LT than in the LT group for non-steatotic and steatotic livers, but hepatic IL-1β in experimental groups with steatotic livers was more elevated than that recorded in respective analogous groups with non-steatotic livers (Figure 7B). In line with the above, when IL-6 in non-steatotic livers and IL-10 in steatotic livers were inhibited at 2 h post-LT, IL-1β levels increased in the BD+anti-IL-6+LT in grafts without steatosis and in the BD+anti-IL-10+LT group in grafts with steatosis, compared with their respective BD+LT groups. Similar to what occurred in groups without cytokine modulation, the levels of IL-1β recorded were higher in the group with steatotic livers than in non-steatotic ones (Figure 7B). Finally, when evaluating the hepatic levels of IL-1β in experimental groups at 1 h of reperfusion, the same pattern as observed at 2 and 4 h was registered between BD+LT and LT in both types of graft, as well as in BD+anti-IL-6+LT vs. BD+LT in non-steatotic livers and in the case of BD+anti-IL-10+LT vs. BD+LT in steatotic livers. Once again, in all the experimental groups analyzed at 1 h of reperfusion, the levels were higher in the presence of hepatic steatosis (Figure 7B). Contrary to what was observed during the reperfusion period for IL-6 and IL-10, the lowest levels of IL-1β in both types of grafts were recorded at 1 h of reperfusion, while the highest levels were observed at 4 h post-LT. These results demonstrated that IL-1β in non-steatotic and steatotic liver grafts is already being regulated by IL-6 and IL-10, respectively, at 1 h post-reperfusion. Remarkably, unlike what occurred in non-steatotic livers, the damaging effects of IL-1β are more intense as early as 1 h in steatotic livers, since IL-1β levels are higher in this type of liver at the start of reperfusion. This could be related to the exacerbated damage shown by steatotic livers in the conditions evaluated in the present study.

In different experimental groups, IL-1 receptor antagonist is administered to the donor since the liver graft obtained is the one that must be prepared to abolish high levels of IL-1β that will be generated later at reperfusion time. If the antagonist is administered to the recipient prior to transplantation, taking out the recipient’s liver would remove a significant amount of the IL-1 receptor antagonist. Then, after implanting the donor-derived graft, the effects of the IL-1β inhibitor would no longer be present in the recipient at concentrations adequate to eliminate the effects of IL-β that will be generated rapidly at the beginning of reperfusion in the liver graft obtained from the donor. On the other hand, our preliminary control experiments demonstrated that when IL-1 receptor antagonist administration was performed in the recipient just after reperfusion, no effect was observed (data not shown). Then, it seems that this antagonist needs more than 4 h to exert its activity, and in consequence, when we administered IL-1 receptor antagonist immediately after reperfusion, no effect was demonstrated at the time of 4 h when the sacrifice is performed. Moreover, we tried to take advantage of the time frame between the declaration of BD and organ retrieval to prevent the side effects of the drug in other organs of the recipient. Because of this, in LT from DBD, a pharmacological treatment that could be administered in the donor that will be beneficial to the recipient would be most appropriate, as we performed in the case of IL-1 receptor antagonist.

Similarly, recombinant IL-1β was administered just after BD was induced since our experience and preliminary control assays indicated that it was the optimal pretreatment time to eliminate the protective effects of IL-6 or IL-10, which occur during reperfusion time in liver grafts. From our preliminary control experiments, we observed that administration of IL-1β just after induction of BD in the donor induced an increase of such cytokine in liver tissue after 6 h of BD, and this was maintained after 4 h of cold ischemia. In this sense, levels of IL-1β in steatotic and non-steatotic liver of the BD group (6 h after BD induction) were similar to those of the Sham group. However, an increase in IL-1β was observed in steatotic and non-steatotic livers of the BD+IL-6+IL-1, BD+IL-10+IL-1, BD+IL-6+IL-1+CI, and BD+Il-10+IL-1b+CI groups when compared with the results of either the Sham or BD group (data not shown). In this way, steatotic and non-steatotic grafts from DBDs had high levels of IL-1β to eliminate the protective effects of IL-6 or IL-10 that will be exercised precisely in those same grafts obtained from donors at the reperfusion stage. Moreover, supplementation of IL-1β just after BD induction in donors did not affect plasma levels at 6 h since BD, as IL-1β in plasma samples from experimental groups where it was technically possible to obtain them (Sham, BD, BD+IL-6+IL-1, and BD+IL-10-IL-1) was unchanged in all groups (at Sham levels, data not shown). Since liver grafts are isolated from circulation in BD+IL-6+IL-1+CI and BD+IL-10+IL-1+CI groups, it is not possible to collect plasma samples from them. These findings would mean that when recombinant IL-1β is administered in donors just after BD, it is not present in the circulation but in liver tissue, and then it would not have deleterious effects on other organs, which would be beneficial in the clinical context of LT. As it was the rationale for IL-1β receptor antagonist, if we deliver IL-1β to the recipient prior to LT, recipient liver extraction would remove a significant part of the recombinant IL-1β, so that after implanting the donor-derived graft, the IL-1β would no longer be present in the recipient at concentrations adequate to eliminate the effects of IL-6 or IL-10 during reperfusion time. From our previous control experiments, we observed that when administering IL-1β in the recipient post-LT, an increase in IL-1β levels in the plasma from recipients of groups BD+IL-6+IL-1+LT and BD+IL-10+IL-1+LT was registered at 4 h of reperfusion (data not shown). Therefore, we tried to avoid these high plasma IL-1β levels, in order to avoid a potential negative effect of this recombinant interleukin in other tissues from the recipient, which is crucial in the clinical scenario of LT.




3.4 Role of NO on IL levels in LT of steatotic and non-steatotic grafts recovered from DBDs

In consideration of the previous data that suggest that the effects resulting from NO could involve signaling mechanisms requiring interleukins (12, 16, 17, 19–21), we evaluated whether endogenous NO affects IL-6, IL-10, and IL-1β in non-steatotic and steatotic grafts from DBDs.

In non-steatotic grafts from DBDs, NO inhibition (BD+NAME+LT) resulted in reduced IL-6 and high IL-1β (Figure 8), and exacerbated liver injury and inflammatory response in comparison to the experimental group BD+LT (Figures 9, 10). In steatotic grafts, suppression of NO (BD+NAME+LT) reduced hepatic IL-10 and worsened hepatic damage and inflammation in comparison to the BD+LT group; all of this was associated with more elevated IL-1β levels than those in the BD+LT group (Figures 8–10).




Figure 8 | Effect of endogenous and exogenous NO on interleukin levels in steatotic and non-steatotic LT from DBDs. IL-6, IL-10, and IL-1β in liver. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; #p < 0.05 versus BD+LT.






Figure 9 | Involvement of interleukins in the effects of NO on damage in steatotic and non-steatotic LT from DBDs. (A) ALT and AST levels in plasma and liver damage score. (B) ALP, total bilirubin levels, vWF, and HA levels in plasma. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; # p < 0.05 versus BD+LT.






Figure 10 | Involvement of interleukins in the effects of NO on inflammation in steatotic and non-steatotic LT from DBDs. Hepatic levels of MPO, edema, MDA, and nitrotyrosines. For A and B, six transplants per group in each measurement. *p < 0.05 versus Sham; +p < 0.05 versus LT; # p < 0.05 versus BD+LT.



In light of the beneficial effects of endogenous NO for hepatic grafts obtained from DBDs, we decided to assess if administration of exogenous NO would increase the benefits observed for endogenous NO. In grafts in the absence of steatosis obtained from DBDs, we observed that the administration of exogenous NO (BD+NO+LT) increased IL-6 and that this was associated with reduced IL-1β levels and protection against hepatic damage and inflammation, compared to the BD+LT group (Figures 8–10). In hepatic grafts from DBDs in which steatosis was present, the same level of administration of NO (BD+NO+LT) did not have an effect and was unable to induce changes in either IL-10 or IL-1β with respect to the experimental group BD+LT, without any treatment (Figure 8). In addition, NO supplementation severely aggravated all the parameters of hepatic damage and inflammation more than in the BD+LT group (Figures 9; 10). The effect induced by NO supplementation in steatotic grafts was related to an excess in nitrotyrosine generation, indicative of an increase of oxidative stress involving peroxynitrite (ONOO−) formation, a highly oxidizing and cytotoxic reactive species. Thus, nitrotyrosine levels were notably increased in the experimental group BD+NO+LT, in comparison with the BD+LT group, for liver grafts in which steatosis was present; however, this did not occur with the same treatment in non-steatotic grafts from DBDs (Figure 10).

In Figure 11, we show representative histological images from the different interventions performed in the study aimed at protecting steatotic and non-steatotic liver grafts from DBDs. Our histological assessment of non-steatotic livers in the BD+LT group revealed a moderate presence of multifocal areas of coagulative necrosis and neutrophil infiltration, whose distribution across the parenchyma appeared to be random. In contrast to this, the necrotic areas in non-steatotic grafts from the experimental groups BD+IL-1ra+LT, BD+IL-6+LT, and BD+NO+LT were observed to be reduced in extent and number. In steatotic liver grafts from the BD+LT and BD+NO+LT groups, we observed areas with coagulative necrosis that were confluent, extensive, and severe. In contrast, there were fewer necrotic areas whose extent was reduced in grafts in which steatosis was present from the BD+IL-1ra+LT and BD+IL-10+LT groups.




Figure 11 | Representative photographs of histological changes in non-steatotic livers and steatotic LT from DBDs. In the BD+LT group, histological evaluation of non-steatotic livers showed moderate multifocal areas of coagulative necrosis and neutrophil infiltration, randomly distributed throughout the parenchyma, whereas the extent and the number of necrotic areas were reduced in the BD+IL-1ra+LT, BD+IL-6+LT, and BD+NO+LT groups (4×). Steatotic liver grafts from the BD+LT and BD+NO+LT groups showed extensive and confluent areas of coagulative necrosis, while the extent and the number of necrotic areas were reduced in the BD+IL-1ra+LT and BD+IL-10+LT groups (4×).







4 Discussion

Herein, we show new endogenous signaling pathways in LT from DBDs, namely, IL-6/IL-1β in non-steatotic liver grafts and IL-10/L-1β in steatotic ones; these different mechanisms that depend on the presence of steatosis had not been reported to date. Our results indicated that when endogenous IL-6 in non-steatotic livers and IL-10 in steatotic livers, always from DBDs, are pharmacologically inhibited, then IL-1β is increased and the damage and inflammation are exacerbated. Thus, endogenous IL-6 (for non-steatotic livers) and endogenous IL-10 (for steatotic ones) exert benefits through IL-1β inhibition, which, in turn, lessen cAMP generation. The suppression of both mediators (IL-1β and cAMP) downstream IL-6 or IL-10 is responsible for the protective effects of these cytokines. In addition, present research evidenced that NO is upstream of the endogenous IL-6 or IL-10 in the setting of LT from DBDs, thus defining the following endogenous signaling pathways: NO/IL-6/IL-1β in non-steatotic grafts from DBDs, and NO/IL-10/IL-1β for steatotic grafts from DBDs. Inhibition of NO synthesis abrogated the benefits of endogenous IL-6 and IL-10 in non-steatotic and steatotic grafts, respectively, consequently increasing hepatic IL-1β and cAMP, and exacerbating inflammation and damage, more than BD did by itself in LT.

In contrast to studies in the literature that report that there is a possible benefit of both exogenous IL-10 (15) and IL-6 (19) in both liver types under warm ischemia conditions, the results of the current study in LT from DBDs indicate the specificity of IL-6 and IL-10 to protect each type of the liver. Such differential effects of IL-6 and IL-10 are not surprising considering the huge amount of evidence concerning different signaling pathways underlying injuries of the type I/R in liver that are either steatotic or non-steatotic (62–65). In addition, the type of surgical procedure (warm I/R versus LT from DBDs) should be taken into account, since the pathogenic mechanisms underlying warm I/R and LT from DBDs are quite different (26, 66). In the same way, different ischemia times (60 min in warm I/R versus 4 h in LT from DBDs) and the presence or absence of BD, among other aspects, are known to distinctly affect the underlying signaling pathways of hepatic damage (67–69).

In the present study, hepatic IL-1β levels seem to be similar in LT groups of non-steatotic and steatotic grafts, while liver damage was higher in groups with steatotic grafts. Although these results might seem incongruous, it should be noted that IL-1β levels in liver tissue do not determine the contribution to liver injury and/or the vulnerability of steatotic livers subjected to transplantation. In the present study, the participation of IL-1β in the exacerbated liver damage observed in steatotic livers is demonstrated from the evidence that we next describe. First of all, the involvement of a mediator in liver damage is evidenced by pharmacologically modulating such mediator and verifying if the liver damage parameters are altered, as we have previously demonstrated in numerous research works from our group (48, 68, 70–72). In this sense, the present study investigated the role of IL-1β in the damaging effects induced by BD in both steatotic and non-steatotic liver grafts. Thus, treatment with an IL-1 receptor antagonist (BD+IL-1ra+LT) attenuated damage in both types of liver since when compared to the group without that intervention (BD+LT), all parameters for hepatic injury and inflammatory response were reduced. Thus, we observed that inhibition of IL-1β action reduced injury both in the presence and in the absence of steatosis, which means that IL-1β is involved in hepatic damage induced by BD and LT, in both types of grafts. In the case of steatotic grafts, inhibition of IL-1β resulted in a greater degree of reduction in liver damage and inflammation compared to the magnitude of reduction seen in non-steatotic livers. Then, our results show that IL-1β is responsible for the exacerbated damage observed in steatotic grafts when they are subjected to BD and LT, since when the action of this cytokine is inhibited, the higher liver damage recorded in the BD+LT group with steatotic grafts is absent. In the present study, the effect of the IL-1β antagonist in the LT groups without BD was not analyzed, since the investigation is focused on the surgical context of BD+LT, which are the most approximate conditions to what is presented in clinical practice. Researching these two combined experimental settings could yield the best results, which are of translational interest. Secondly, in the context of liver damage associated with transplantation, it has been reported that equal levels of a mediator, for instance when administering NO or cortisol at the same dose, can cause different effects on hepatic injury in steatotic and non-steatotic livers (2, 48). In the present research, similarly to that occurring with IL-1β at 4 h after transplantation, supplying a NO donor at the same dose in both liver types led to different results: NO donor was beneficial in non-steatotic livers but resulted in detrimental effects in the presence of steatosis. Indeed, the steatotic livers show more vulnerability to the generation of peroxinitrites in the presence of NO donors than non-steatotic ones. Therefore, considering the above and the fact that steatotic livers are considered pathological (73), it is not surprising that at the same hepatic levels of IL-1β, the damaging effects of this cytokine may be more evident in steatotic livers, than in the case of normal livers. This is not unexpected owing to the widely documented differences that exist between steatotic and non-steatotic livers, with respect to molecular mechanisms, and morphological and functional differences underlying I/R liver injury, which inevitably occurs when both types of grafts undergo transplantation (74, 75). Additionally, it is important to mention that in the surgical setting of LT and BD, signaling mechanisms downstream IL-1β involved different levels of cAMP depending on the type of liver, and this occurred even though both steatotic and non-steatotic livers have similar levels of IL-1β. Our results indicated that levels of cAMP were higher in experimental groups with steatotic livers than in those with non-steatotic ones submitted to LT and BD, and it was demonstrated (through an experiment involving inhibition of IL-1β action) that IL-1β was responsible for cAMP generation in such experimental conditions. Noticeably, hepatic levels of cAMP induced by IL-1β was in parallel with degree of liver damage observed in each type of graft, that is, higher cAMP levels in steatotic livers subjected to LT and BD, compared to the levels recorded in the homologous group with non-steatotic livers. This agrees with a previous study evaluating the role of cAMP in LT from donors without BD, which indicated that increases in cAMP observed in steatotic grafts were responsible for the vulnerability of steatotic livers to I/R and exacerbated damage (76). Finally, we also explored levels of IL-1β at earlier reperfusion times than 4 h in steatotic and non-steatotic livers. We found that IL-1β in liver increased as reperfusion occurs and such enhancement was more apparent in the presence of steatosis. After 1 and 2 h after LT, levels of IL-1β increased in livers with and without steatosis when undergoing LT and BD, but hepatic IL-1β was more elevated in steatotic livers than those recorded in respective analogous groups with non-steatotic livers. These results indicate that, unlike what occurred in non-steatotic livers, the damaging effects of IL-1β are more intense as early as 1 h in steatotic livers, thus reinforcing the conclusion that IL-1β contributes to the exacerbated damage shown by steatotic livers in the conditions evaluated in the present study.

We postulated that the mechanism of action of IL-6 or IL-10 in non-steatotic and steatotic livers, respectively, is the inhibition of IL-1β production, which, in turn, downregulates cAMP. Abolition of IL-1β was crucial to achieve benefits of IL-6 or IL-10 against liver injury. Several findings that support the existence of this signaling mechanism are further revealed. In non-steatotic livers undergoing LT and BD, we found that if IL-6 is inhibited (BD+anti-IL-6+LT), hepatic levels of IL-1β are increased only in non-steatotic livers and liver damage is exacerbated in this type of liver. All of this means that in LT and BD in non-steatotic livers, IL-6 reduces IL-1β, which is necessary to limit liver injury. If IL-6 is inhibited but the action of IL-1β is also inhibited, there is no aggravated liver damage. On the other hand, administration of exogenous IL-6 (BD+IL-6+LT group) reduced damage parameters and decreased hepatic IL-1β in non-steatotic liver. Benefits from IL-6 were abolished if we administered IL-1β. This demonstrates that IL-1β is a downstream mediator of IL-6 and its regulation is a fundamental part of the signaling mechanisms underlying beneficial effects of IL-6 in non-steatotic grafts subjected to LT and BD. In the case of steatotic livers subjected to LT and BD, suppression of IL-10 (BD+anti-IL-10+LT) increased damage, inflammation, and IL-1β in liver. Such effects were not observed when both IL-10 and IL-1β effects were repressed. Therefore, in steatotic liver grafts from LT and BD, IL-10 decreases IL-1β levels, and this is required to restrain hepatic damage. When IL-10 is hindered, IL-1β increases and injury is impaired in steatotic livers. Provided that IL-10 is inhibited but also prevents IL-1β action, then intensified injury is absent in that type of liver. Treatment steatotic liver grafts with exogenous IL-10 reduced injury and inflammation and decreased IL-1β levels in that type of liver. These advantageous effects in steatotic livers were abolished if we administered IL-1β. Hereby, IL-1β is a downstream mediator for IL-10 and its regulation is crucial as it is part of the signaling pathway necessary to accomplish protection from IL-10 in steatotic grafts subjected to LT and BD. Last, we explore whether cAMP could be a mediator downstream IL-1β. In this sense, we observed that (a) cAMP levels increased in both steatotic and non-steatotic grafts from DBDs and transplanted, and (b) in conditions of pharmacological modulation of IL-1β, cAMP levels were not affected. These findings confirmed that, downstream of IL-6 in normal livers and IL-10 in steatotic livers, cAMP is a mediator of the deleterious effects of IL-β. Interestingly, hepatic cAMP levels reflected the different degrees of injury seen between steatotic and non-steatotic livers subjected to the same surgical conditions evaluated in the present study. Accordingly, previous reports described that cAMP affected the main mechanisms responsible for the vulnerability of steatotic livers to I/R damage (without BD), including oxidative stress, endothelial cell damage, and edema (45). Hence, in our hands, cAMP also appears to be related to the exacerbated damage suffered by livers with steatosis in LT and BD, although more experiments need to be performed to verify this.

The present investigation suggests that in LT of grafts from DBDs, the source of IL-6, IL-10, and IL-1β is the liver itself, without involving other organs as a source of these cytokines. Hepatic levels for these three cytokines were modified during the reperfusion in the recipient, and none of them suffered changes either in the donor with BD or during back table surgical procedures (before the implantation of liver grafts in recipients). In fact, our results indicated that after transplantation in recipients from DBDs, IL-6 and IL-10 in non-steatotic and steatotic livers, respectively, gradually diminished as reperfusion occurs. Contrary to this, IL-1β in such both liver types increased as reperfusion progressed. All of this demonstrated that IL-1β in non-steatotic and steatotic liver grafts is already being regulated by IL-6 and IL-10, respectively, at early reperfusion times. Then, during reperfusion in LT from DBDs as IL-6 or IL-10 decreases in each type of liver, the production of IL-1β also increases. Remarkably, unlike what occurred in non-steatotic livers, the damaging effects of IL-1β were more intense as early as 1 h in steatotic livers, since IL-1β levels are higher in this type of liver beginning reperfusion. As previously mentioned, this could be related to exacerbated damage shown by steatotic livers in the conditions evaluated in the present study.

Several investigations have found in murine and cell-based studies that IL-6 signaling for more than 24 h induces insulin resistance in adipose and hepatic tissue (77–79). Similarly, clinical and experimental studies have also shown that IL-10 is directly related to insulin action, in vivo, and that exogenous IL-10 could improve insulin action in skeletal muscle and liver (80–82). In our hands, treatment with either IL-6 or IL-10 did not induce changes in plasma levels of glucose, insulin, or lipid profile parameters (including HDL, LDL, triglycerides, and cholesterol) from recipients transplanted after 4 h of reperfusion, when compared with animals without treatment (that is, BD+IL-6+LT and BD+IL-10+LT vs. BD+LT) with steatotic and non-steatotic liver grafts from DBDs (data not shown). Therefore, modulation of either IL-6 or IL-10 does not have effects on the metabolic profile of the recipients under the conditions evaluated in the present study, the early period of reperfusion. Such opposite results concerning literature reports (77–82) are not surprising considering the facts described below. One of the cited studies used a model of 3T3-L1 adipocytes or isolated human fat cells (79). It is widely known that experimental models based on isolated cell cultures do not reproduce the clinical setting of LT from DBDs (in which the response of a single cell type is not observed but rather, a response produced by the complex interrelationship of various cell types). Therefore, it is foreseeable that the results obtained in the study of a single isolated cell type will not be reproduced in the in vivo experimental conditions of our study. In another cited study, IL-6 was administered continuously in a mouse model without any liver injury, and biochemical features of insulin resistance were observed immediately after cessation of IL-6 supplementation for 5 to 7 days (78). In our experimental conditions, the administration of IL-6 was performed only twice, 24 h and 12 h before the induction of BD, which means that IL-6 would affect livers experiencing the detrimental effects of BD and I/R injury associated with transplantation. In this latter experimental setting, IL-6 had no effect on insulin resistance. All this points to the fact that the effect of IL-6 on insulin resistance and metabolic profile could depend on liver pathology as well as the different experimental conditions. This is not surprising due to the widely documented differences that exist between livers undergoing I/R and those that are not subjected to this type of damage, with respect to molecular signaling and functional differences (83, 84). Regarding IL-10, in a study with mice presenting severe hepatic steatosis and defective insulin signal transduction plus diabetes, animals were treated with two daily doses of an IL-10 inhibitor for 5 days. Upon such time, mice exhibited worsening of insulin signaling and the activation of gluconeogenic and lipidogenic pathways, suggesting that IL-10 exerts a protective role for liver insulin resistance associated with steatosis (82). Under the conditions evaluated in our study, the administration protocol to modulate the action of IL-10 was different and shorter, in addition to the fact that although animals with steatotic livers were used in some of our experimental groups, they did not present diabetes and instead were subjected to the injurious consequences of BD and cold ischemia. These marked differences in the experimental settings could explain why, in our investigation, IL-10 has no effect on insulin resistance at 4 h post-transplantation. On the other hand, insulin resistance and alterations in adipokines such as adiponectin and leptin might have a central role in liver metabolic damage after transplantation, as stated in a recent clinical study by Eshraghian et al. (85). Regulation of adipocytokines has been shown as a promising strategy for reducing I/R injury in steatotic livers, based on adipocytokines’ effects on inflammation, steatosis, fibrosis, and molecular pathways of liver damage and regeneration (86). However, a role for adipokines and insulin resistance in pathogenesis of steatosis does not occur at least in the conditions evaluated in our study, since levels of glucose, insulin, and adiponectin were similar in plasma at 4 h of reperfusion in experimental groups BD+IL-6+LT, BD+IL-10+LT, BD+anti-IL-6+LT, BD+anti-IL-10+LT, and BD+LT, with steatotic and non-steatotic liver grafts from DBDs (data not shown). Noticeable differences between the clinical study of Eshraghian et al. and ours might account to explain such results. We evaluated biochemical parameters at 4 h after transplantation, as usually performed in investigations evaluating injurious effects of hepatic I/R inherent with liver surgery; meanwhile, in the clinical study, alterations were evaluated at a mean time of 38 months after LT. Also, in our experimental model, all recipients of LT were lean animals without any pathology, whereas recipients in Eshraghian et al.’s research had diverse liver pathologies before undergoing transplantation.

The mechanisms through which IL-6 and IL-10 modulate the generation of IL-1β were not part of the objectives of the present study. On the other hand, the possibility that IL-6 or IL-10 influenced Kupffer cells and infiltrated recipient-derived macrophages after transplantation should not be discarded. In fact, according to data reported in the literature, IL-6 and IL-10 are strongly related to Kupffer cells’ action (16, 87–89). It has been reported that IL-10 may regulate proinflammatory mediators’ release in a liver perfusion model or in isolated Kupffer cells (89) and that IL-10 via Kupffer cells protected steatotic livers modulating the production of IL-1β in a mouse model of warm ischemia (16). Because of this relation between IL-6 and IL-10 and Kupffer cells in such surgical conditions, the involvement of the regulation of Kupffer cells by IL-6 and IL-10 in the experimental model presented in this research could not be discarded. Thus, elucidating the participation of Kupffer cells as a mediator through which IL-6 or IL-10 induces IL-1β production might deserve future intensive investigations.

Results presented in the present manuscript indicate that both IL-6 and IL-10, through the regulation of IL-1β, affect infiltration and accumulation of neutrophils. This conclusion was reached, since MPO levels were affected when the cytokines IL-6, IL-10, and IL-1β were pharmacologically modulated, either separately or in combination (depending on the type of livers in which they were shown to exert their action). Additionally, there are many reports in the literature indicating that IL-6 and/or IL-10 are capable of also modulating macrophages and chemokines (90–98), and therefore, the possibility that this is also happening under the conditions of the present study cannot be dismissed. IL-6 and IL-10 have been identified as important modulators of macrophage activity in the context of liver injury and disease (91–98). Under similar conditions of hepatic injury, IL-10 inhibited production of various CXC chemokines (90, 92), and in a rat model of orthotropic LT, IL-10 modulated CXCL2 chemokine or macrophage activity, thus affecting the early period after I/R (91). Regarding IL-6, it upregulated CXCL1 chemokine in conditions of injury in several tissues including liver (93, 94), and in experimental models of hepatic I/R injury, CXCL10 and IL-6 were strongly correlated (96). Also, IL-6 would be related to the activity and ligands of CXCL2/CXCR2 chemokine in partial hepatectomy and I/R (95). Interestingly, a correlation between CXCL10 and IL-6 has been recently reported in human subjects after solid organ transplantation with BD donors (97). Thus, it would be valuable to explore issues related to chemokines and macrophages in future research that are currently outside the scope of this manuscript.

Other immune cells such as natural killer (NK) cells, dendritic cells (DCs), T lymphocytes (LT) CD4+ and CD+8, or Kupffer cells (KC) seem to have an important role in mechanisms underlying injurious postoperative outcomes in the setting of LT (99), and thus, a relationship between signaling pathways described in the present research (IL-6/IL-1b or IL-10/IL-1b) and such immune cells, in the context of LT from DBDs, should not be discarded. NK cells have been reported as modulators of I/R injury and, according to different authors, the infiltration of these immune cells into the liver exacerbates liver injury, promoting other inflammatory cells’ infiltration in the graft (100). A relation has been established between NK cells and IL-6 or IL-10. IL-6 prevents liver inflammation via suppression of NK cells, since administration of IL-6 markedly attenuated the ability of NK cells to kill hepatocytes in vitro, which has been suggested to play an important role in the pathogenesis of hepatitis (101). In addition, IL-10 has been reported as an inhibitor of NK cells and their receptors, downregulating its cytotoxic activity in LT (100). Recently, compelling evidence has delineated the role of DCs in hepatic I/R injury and several results support that DCs modulate levels of IL-6 and IL-10 in liver submitted to ischemia injury (102, 103). T lymphocytes (CD4+) produce chemokines that amplify KC activation, which promote neutrophil recruitment and adherence into the liver sinusoids, aggravating IR injury (104). CD4+ T cells accumulate rapidly in mouse LT following cold storage, and in this sense, as early as at 1 h post-transplant, a massive infiltration of liver graft with CD4 T cells is found. In such conditions, CD4+ T cells express TIM-1 and modulation of this signaling mediator has resulted in the regulation of IL-6 and IL-10 production, and amelioration of cold hepatic ischemia-mediated LT inflammation and damage (105). After I/R injury, steatotic livers have showed increased infiltrating CD8+ cells in association with high levels of parameters of liver damage and proinflammatory cytokines (106). As occurring in the case of CD4+ cells, some reports have indicated that CD8+ cells may also regulate IL-6 and IL-10 in liver tissue (107, 108). Interestingly, induction of IL-6 expression in the liver prevented CD8+ T cell-mediated liver injury (109). All this constitutes interesting topics to be addressed in years to come, in order to better comprehend multiple complex interrelations between immune cells and inflammatory mediators that are established in liver grafts suffering from I/R inherent with LT and injurious effects of BD.

The data provided in this study determined that IL-6/IL-10 protects liver grafts from DBDs and, thus, hepatocytes, in an indirect way, if considering that the benefits of IL-6/IL-10 can only be achieved through the regulation of IL-1β. The mechanisms triggered downstream of the NO/IL-6/IL-1β pathway in non-steatotic livers and of the NO/IL-10/IL-1β pathway in steatotic ones resulted in beneficial effects such as reduction of endothelial damage, neutrophil accumulation, oxidative stress, and cellular edema. Surely, the attenuation of these cellular events protects the integrity of hepatocytes, and indeed, the detrimental effects of endothelial damage, neutrophil accumulation, and oxidative stress on hepatocytes are well known (62, 86, 110). In this sense, the reduction of such parameters was precisely associated with a decrease in graft damage parameters directly related to hepatocytes, such as ALT levels (released from hepatocytes) and damage score (evaluated directly in a liver tissue sample in which it is possible to observe the integrity or destruction of hepatocytes). Some studies have indicated that both IL-6 (in a rat model of partial LT) and IL-10 (in a rat model of hepatic I/R injury) have beneficial effects on hepatocytes, since they demonstrated that these cytokines promoted the proliferation of hepatocytes (111, 112). In these terms, there is the possibility that in the model of the present study (liver transplant with grafts from DBDs) IL-6 and/or IL-10 could also exert a direct action on the functionality and integrity of the hepatocyte. On the other hand, it is important to mention that to determine a direct hepatocyte response to IL-6 or IL-10 modulation, evaluation in an in vitro model is required, to isolate hepatocytes from the influence of non-parenchymal liver cells. Therefore, in the in vivo model used in the present investigation, it is not possible to conclude whether a cell type is being directly affected by IL-6 or IL-10, since the damage and inflammation parameters obtained from the LT from the DBD model are the result of the interaction of all cell types present in the liver. Although some aspects of I/R inherent to LT have been replicated in vitro to determine direct effects on hepatocytes (113–115), they are by no means the same conditions that occur when LT is performed in clinical practice. The great relevance of in vivo models is that they allow mimicking what occurs in clinical settings, where an interaction between different cell types occurs, and not the effects of a single cell type. Our study is an investigation of translational medical science, and in this field, what is sought is to reproduce as faithfully as possible in an experimental model what happens in clinical practice. This is extremely important so that in the short or medium term, the results can have an application in the clinical setting (116, 117) and, in that way, contribute to solving problems in LT from DBD that arises in our investigation.

Some studies in myocardial ischemia (24) and warm hepatic I/R (15) indicate that NO can induce IL-10 production, and in the setting of partial LT, NO has been shown to have the capacity to regulate generation of IL-6 (25). Moreover, I/R experimental models have also previously been used to demonstrate that NO inhibits the production of IL-1 (15), as is also the case when LPS induces hepatotoxicity (118). As data from the present research pointed to NO being upstream of IL-6 or IL-10, we investigated whether exogenous NO administration could confer protection against injury in LT from DBDs by stimulating IL-6 release in non-steatotic livers and IL-10 in steatotic ones. In our hands, in non-steatotic grafts from DBDs, exogenous NO increased IL-6, and this reduced IL-1β, thereby protecting against oxidative stress, inflammation, and damage. However, treatment with exogenous NO did not modify the levels of either IL-10 or IL-1β in steatotic grafts from DBDs, but worsened oxidative stress, inflammation, and damage.

It is known that NO can act as an antioxidant, a vasodilator, and an antineutrophil, which means that this molecule has important potential to provide protection (48, 119). In contrast, it is also known that when combined with superoxide (O2−), the same NO molecule can form the detrimental ONOO− ion (120). If in vivo production of NO as well as O2− are at high levels, then ONOO− may be formed, with the well-known concomitant oxidative and cytotoxic effects (48, 121, 122). Antioxidant defenses in cells are reduced by ONOO−, and it can also inactivate certain enzymes and in some proteins lead to nitration of tyrosine residues, which can have negative effects on different functions and also interfere with the process of signal transduction (123). Also, ONOO− promotes an inflammatory response in the liver, which includes, among other cellular events, the accumulation of neutrophils and cellular edema (124, 125). Interestingly, our results concerning nitrotyrosine hepatic levels indicate that ONOO− is potentially one of the most important reactive oxidants when we are considering steatotic liver grafts from DBDs. In agreement with this finding, we also found that when dealing with steatotic liver grafts obtained from DBDs, an increase in the levels of nitrotyrosine was also related to the negative effects that substances that are exogenous donors of NO had in terms of liver injury, inflammation, and levels of oxidative stress. This could partly explain why exogenous NO is harmful in the surgical setting of steatotic LT from DBDs. In contrast, in non-steatotic liver grafts from DBDs, exogenous NO (which was not associated with nitrotyrosine generation) protected against damage, oxidative stress, and inflammation. As previously mentioned, ONOO− is formed when the condition of high production of both NO and O2− occurs. In steatotic grafts from DBDs, these conditions come about when exogenous NO is administered, since these grafts generate reactive species intensely in LT from DBDs, and therefore, peroxynitrites are formed and liver damage is exacerbated. On the other hand, in the case of non-steatotic grafts from DBDs, since far fewer ROS are produced in LT from DBDs, when they are treated with exogenous NO, the conditions necessary to form ONOO− do not occur, and for this reason, no detrimental outcomes are observed. This hypothesis explains the differential effect of exogenous NO on the two types of grafts. Given such circumstances, it may be possible to develop some preventive strategies based on the use of NO donors for application in circumstances of non-steatotic grafts from DBDs used in LT; however, if steatosis is found to be present, then this same treatment would not be appropriate.

From our study, for the first time, we described signaling pathways underlying the I/R injury inherent to LT from DBDs that were specific depending on the presence or absence of steatosis in the liver graft. We showed that the fact that a liver is initially either steatotic or non-steatotic prior to graft collection may prove to be the determining factor for the endogenous signaling pathway. The fact that, in both types of liver grafts, we saw that proinflammatory and anti-inflammatory ILs were not well balanced as a result of BD induction could explain, at least partially, the detrimental effects induced by BD. Indeed, the results derived from the different pharmacological treatments indicate that the reduced ability to generate anti-inflammatory ILs (IL-6 in non-steatotic livers and IL-10 in steatotic ones) and the subsequent higher IL-1β levels in both types of liver grafts from DBDs were associated with the development of more severe liver injuries and inflammation, in both steatotic and non-steatotic LT from DBDs. Unfortunately, liver grafts from DBDs exhibit a decreased ability to endogenously generate such anti-inflammatory interleukins, as demonstrated by the results of the present study. This situation causes the grafts from DBDs to be unable to limit the high levels of IL-1β that were registered in both types of grafts, and consequently high levels of inflammation and damage occur.

The discovery of these mechanisms of action of IL-6 in non-steatotic livers and IL-10 in steatotic grafts allowed us to identify possible therapeutic targets whose effectiveness in reducing liver damage was evaluated in our research. Given such results and previous reports indicating that IL-1β is involved in the upregulation of reactive oxygen species (ROS) (15) and the production of inflammatory mediators (62, 126) observed in I/R liver injury, it could be useful to treat non-steatotic liver grafts with exogenous IL-6 or adopt a strategy based on supplementation with NO, and to treat steatotic ones with exogenous IL-10, with the purpose of limiting the inflammation and oxidative stress induced by IL-1β. Because of the results of the present research, the application of NO donors in steatotic liver grafts from DBDs would not be appropriate. Herein, we demonstrate a differential effect of NO supplementation depending on the type of liver graft from DBDs, since such a pharmacological strategy only protects non-steatotic grafts against damage through regulating the IL-6–IL-1β pathway, while in contrast, NO supplementation exacerbates oxidative stress, inflammation, and damage and does not affect the IL-10–IL-1β pathway in steatotic liver grafts.

In our view, it would be more appropriate to use pharmacological strategies with benefits in both types of livers (whether steatotic or non-steatotic), as there are no effective methods to distinguish between the presence and the absence of steatosis, or the degree of steatosis in the clinical context of DBDs (127). In such a case, given the preclinical results presented in the current study, the use of exogenous IL-6 or IL-10 and NO donors as therapeutic strategies may not be appropriate because of their specificity to only protect one type of graft and even NO donors can be prejudicial if steatosis is indeed present. Highlighting this type of disadvantage is extremely important for clinical surgical teams, because some studies have established that if a drug is useful in a model of hepatic I/R (whatever it may be), it could be used in all other settings involving liver injury from I/R (128–130). In this sense, the findings of the present study contribute to support the idea that, in the context of hepatic I/R, different therapeutic strategies have to be applied depending on each clinical context of I/R and dependently of the type of the liver (steatotic versus non-steatotic liver). Based on all of this, when performing LT, protection against the negative effects of BD may be provided by treatment adopting a strategy based on inhibiting the action of endogenous IL-1β, since such a strategy has been shown to be beneficial in liver grafts from DBDs both in the presence and in the absence of steatosis. The findings derived from the present investigation indicate that the administration of an IL-1β receptor antagonist would be an effective therapeutic strategy that potentially could be used in real clinical situations of LT from DBD. Since IL-1β inhibition has been shown to be equally effective in the presence or absence of steatosis, clinicians did not have to worry about knowing the degree of fatty infiltration that a liver graft that is going to undergo transplantation could have.

In conclusion, results from our research showed that the fact that a liver is initially either steatotic or non-steatotic prior to graft collection may prove to be the determining factor for the signaling pathway in livers undergoing LT from DBDs. This is the NO/IL-6/IL-1b pathway in non-steatotic livers, and the NO/IL-10/IL-1b pathway in steatotic ones (summarized in Figure 12). From this, the usefulness of a therapy based on inhibiting the effects of IL-1β (using an IL-1 receptor antagonist) was demonstrated, which was effective in protecting against damage in both types of graft. Findings from the current study might be of considerable clinical relevance and could make a great contribution to the field of developing effective and efficient strategies that result in a reduction of the incidence of complications after LT in the case of grafts obtained from deceased donors, whether steatosis is present or not. In addition to the above, the present research established that the time frame between the declaration of BD and organ retrieval provides an important window for protective intervention, thus avoiding possible side effects in the recipient. From all of the above, it is clear that the results from the present investigation are of scientific and clinical relevance. Undoubtedly, further research beyond the scope of the present study will be necessary to determine whether the benefits of these strategies demonstrated in experimental models could reach clinical practice.




Figure 12 | Signaling pathways highlighted by the current study. (A) Schematic representation of the role of interleukins in liver injury during transplantation with steatotic and non-steatotic grafts from DBDs. (B) Different pharmacological interventions: (I) effect of IL-1receptor antagonist, modulating the action of IL-1β; (II) effect of IL-6 and IL-10, modulating IL-1β levels; (III) effect of NO, modulating levels of IL-6, IL-10, and IL-1β.
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Background and Aims

Intestinal epithelial cells separate the luminal flora from lamina propria immune cells and regulate innate immune responses in the gut. An imbalance of the mucosal immune response and disrupted intestinal barrier integrity contribute to the evolution of inflammatory bowel diseases. Interleukin (IL)-37 has broad anti- inflammatory activity and is expressed by the human intestinal epithelium. Mice ectopically expressing human IL-37 show reduced epithelial damage and inflammation after DSS-induced colitis. Here, we investigated the impact of IL-37 on the innate immune response and tight junction protein expression of mouse intestinal organoids and the modulation of IL37 expression in human intestinal organoids.





Methods

Murine intestinal organoids were generated from IL-37tg and wildtype mice. Human ileal organoids were generated from healthy young donors.





Results

Expression of transgene IL-37 or recombinant IL-37 protein did not significantly reduce overall proinflammatory cytokine mRNA expression in murine intestinal organoids. However, higher IL37 expression correlated with a reduced proinflammatory cytokine response in murine colonic organoids. IL37 mRNA expression in human ileal organoids was modulated by proinflammatory cytokines showing an increased expression upon TNF-α-stimulation and decreased expression upon IFN-gamma stimulation. Transgene IL-37 expression did not rescue TNF-α-induced changes in morphology as well as ZO-1, occludin, claudin-2, and E-cadherin expression patterns of murine jejunal organoids.





Conclusions

We speculate that the anti-inflammatory activity of IL-37 in the intestine is mainly mediated by lamina propria immune cells protecting intestinal epithelial integrity.





Keywords: innate immune response, inflammatory bowel disease, IL-37, intestinal organoid, intestinal barrier, tight junctions, cytokines





Introduction

The intestinal epithelium is the largest epithelial layer in the human body that is in contact with the environment (1). Intestinal epithelial cells (IEC) form the barrier between the intestinal luminal microbiome and the lamina propria immune cell compartment and mediate innate immune responses of the gut (2). Cytokines secreted by either resident or infiltrating immune cells modulate epithelial proliferation, apoptosis, and barrier function, and vice versa, epithelial cells themselves can initiate immune responses at the mucosal level (3). IEC express a variety of cytokine receptors and receptors to sense pathogens or pathogen-associated molecular patterns (2, 4, 5). Subsequent signaling pathways induce cytokine and chemokine secretion by IECs to recruit immune cells to the site of inflammation (2, 4–6) with destructive (7–12) or beneficial effects (13–15) on the intestinal epithelial barrier.

The functional crosstalk between IEC and immune cells via cytokines and chemokines is tightly balanced in the healthy gut (3). In contrast, an impaired gut barrier integrity and imbalance of the mucosal immune response can contribute to inflammatory bowel diseases (16–21). The imbalance of mucosal immune responses may be caused by an exaggerated immune activation or the loss of anti-inflammatory, protective immune mechanisms. As such, it has been shown that, i.e., the overproduction of interleukin (IL)-12 by macrophages (22), genetic variants of NOD2 overactivating NF-κB in monocytes (23), or alterations in TLR expression (20) are associated with Crohn’s disease. On the other hand, reduced anti-inflammatory mechanisms such as disturbed TGF-ß signaling in inflammatory bowel disease (IBD) patients (24), reduced number of regulatory T cells in peripheral blood in patients with ulcerative colitis (25) or IL-10 or IL-10 receptor deficiency in pediatric patients with early-onset enterocolitis (26) are examples of a harmful, overactivated immune response in the gut.

IL-37, an anti-inflammatory member of the IL-1 family, is attributed to balancing the intestinal immune response, and a homozygous loss-of-function variant has been shown to be associated with infantile-onset IBD (27). IL-37 acts via two different pathways. Extracellular IL-37 binds to the IL-18 receptor 1 (IL-18RI) and a single IL-1R-related molecule (SIGIRR), forming the tripartite complex and suppressing MyD88-dependent proinflammatory signals (28, 29). Intracellular IL-37 interacts upon caspase-1 cleavage with Smad3, translocates to the nucleus, and reduces the production of proinflammatory cytokines (30, 31).

IL-37 reduces proinflammatory cytokine secretion in mouse macrophages, human monocytes, and epithelial cells upon stimulation with LPS or IL-1ß (30) and inhibits systemic inflammation in various murine disease models (30, 32–35). IL-37 also displays an anti-inflammatory role within the epithelium, as shown in experiments on T84 colonic carcinoma cells (36), human and murine intestinal organoids (37), and dextran sodium sulfate (DSS)-colitis mice (32). Studies even showed that IL-37 expression was increased in the human intestinal epithelium of IBD patients (38, 39).

Inflammation compromises the integrity of the gut barrier (16, 17, 40). Several proinflammatory cytokines were shown to regulate the expression of tight junction (TJ) proteins, leading to decreased transepithelial electrical resistance (TEER) and increased paracellular permeability (7–12), while anti-inflammatory cytokines protect the intestinal barrier integrity (13–15). The role of IL-37 on the intestinal epithelial proinflammatory response and the intestinal epithelial barrier is not well understood yet.

The aim of this study is to analyze the impact of transgene IL-37 (tgIL-37) on innate immune response and TJ protein expression in murine intestinal organoids and to investigate the regulation of IL37 expression in human intestinal organoids.





Materials and methods




Chemicals and reagents

Reagents were purchased from Sigma-Aldrich GmbH (Munich, Germany) [ethylenediaminetetraacetic acid (EDTA),  bovine serum albumin (BSA), sucrose, d-sorbitol], Thermo Fisher Scientific (Munich, Germany) [Dulbecco`s Phosphate - Buffered Solution (DPBS), Hank`s Balanced Salt Solution (HBSS)], Merck Life Science KGaA (Darmstadt, Germany) (Na2HPO4, KH2PO4, NaCl, KCl), or other manufacturers as indicated.





Generation of human organoids

Human intestinal forceps biopsies were taken during routine endoscopies from the terminal ileum of two patients without intestinal inflammation (boy, 16 years; girl, 16 years) at Charité -Universitätsmedizin Berlin and collected in HBSS. Patients and legal guardians gave written consent (EA/134/19).

After sampling, ileum biopsies were incubated in EDTA (2.5 mM), followed by vigorous pipetting to isolate crypts, and then Matrigel was added for organoid culture as described (41). Plates were incubated at 37°C and 7% CO2. Organoid medium was prepared as described (Supplementary Table S1) and replaced every other day (41). Organoids were passaged every 10 to 14 days.





Generation of murine organoids, passage, and freezing

C57BL/6J mice expressing human IL-37 (IL-37tg) have been described previously (30). Age-matched mice from the congenic control line (WT) were used as controls. IL-37tg and WT mice were bred under specific pathogen-free conditions. Three 8– 14- week-old mice of each genotype were used for organoid generation.

Jejunal organoids from middle jejunal tissue and colonic organoids from distal colonic tissue were generated as previously described with modifications (42, 43). Gut segments were rinsed with ice-cold DPBS, opened longitudinally, cut into 10-mm pieces, and washed by vortexing several times until the supernatants became clear. Crypts were isolated as described (42) but with an incubation of 20 min for the jejunum and 90 min for the colon in small intestinal or colonic crypt isolation buffer (42). After incubation, biopsies were washed in DPBS. Crypts were then released by vigorously shaking the tissue segments in DPBS, and the supernatant was collected in 0.1% BSA/PBS and centrifuged at 300 ×g for 5 min at 4°C. Crypts were diluted to 200 crypts per µl in Matrigel (Corning Limited-Life Sciences, Amsterdam, The Netherlands, 354230) and seeded as 20 µl domes in 48-well plates. Culture plates were incubated for 30 min at 37°C. The respective organoid culture medium (Supplementary Table S2) was then added. The medium was supplemented with Y-27632 (Merck Millipore) for the first 2 days. Organoid cultures were maintained at 37°C and 5% CO2. The medium was changed every other day, and colonic organoids were passaged every 5–6 days and jejunal organoids every 4–5 days. A detailed description of organoid generation, passage, and freezing is described in the Supplementary material.





Stimulation of murine jejunal and colonic organoids

Jejunal and colonic organoids were thawed as previously described (42), cultured, and passaged at least once before experiments were performed. For experiments, only cultures from passages four to nine were chosen. Jejunal organoids were stimulated with TNF-α (Gibco, Thermo Fisher Scientific) and colonic organoids were stimulated with LPS (O55:B5, Sigma), as indicated in the figure legends.





Gene expression analysis

Organoids were harvested for mRNA isolation 4 h after stimulation. Culture medium was removed, and Matrigel domes were washed in DPBS. Organoids of four to five domes were resuspended in 1 ml of Trizol (Invitrogen, Carlsbad, CA, USA), incubated at room temperature for 10 min, and vortexed. mRNA was purified from the aqueous phase following the manufacturer’s protocol, including DNAse digestion (GenElute™ Mammalian Total RNA Miniprep Kit, Sigma). Reverse transcription into cDNA was done using 1 µg of total RNA (Applied Biosystems, Carlsbad, CA, USA). Quantitative PCR (qPCR) was performed using the SYBR Green Master Mix (Applied Biosystems). Primer sequences are summarized in Table 1. Measurements were quantified using Quant Studio Design and Analysis software (Applied Biosystems). Gene expression was normalized to Hprt expression and untreated control condition.


Table 1 | Gene-specific primer sequences.







Western blotting

For Western blotting, jejunal organoids were harvested 48 h after stimulation. Matrigel domes were dissolved by incubating for 30 min in organoid harvesting solution (Cultrex, R&D systems, Abingdon, UK), centrifuged, and washed in ice-cold DPBS. Pelleted organoids were resuspended in a lysis buffer containing protease inhibitors. The total protein amount was quantified using the bicinchoninic acid assay kit (Thermo Fisher). Each lane of any kD Mini-Protean TGX precast gel was loaded with 17 μg of protein samples and transferred to the PVDF membrane. After blocking (5% milk powder in Tris- buffered saline/0.05% Tween 20), the membrane was stained with mouse monoclonal antibodies against α-claudin-2 (Thermo Fisher; clone 12H12; 1:500), α-occludin (Thermo Fisher; mouse OC-3F10; 1:1,000), α-ZO-1 (Thermo Fisher; clone 1A12; 1:500), and α-actin (Santa Cruz, Biotechnology, Heidelberg, Germany; clone 1A4; 1:1,000). Densitometric analysis was performed with ImageJ, and signal densities were normalized to the signal density of actin.





Immunofluorescence

For immunofluorescence microscopy, jejunal organoids were harvested with organoid harvesting solution 48 h after stimulation. As previously described (44), 5- μm slides of paraffinized agarose domes containing organoids were generated. After rehydration, antigen retrieval was performed in boiling Tris-EDTA Tween buffer. Slides were incubated in 10% donkey serum/DPBS containing 0.3 % Triton X-100 and with primary antibodies (Supplementary Table S4) overnight at 4°C. The next day, slides were stained with secondary antibodies (α-rabbit Alexa488 or α-mouse Alexa647) (Invitrogen; donkey; 1:1,000) for 1 h at room temperature and counterstained with DAPI. Image acquisition was performed with ×25 glycerol immersion on a Zeiss confocal LSM980 NLO microscope with Airyscan, and images were analyzed using Zen software.





Statistical analysis

Results are expressed as the mean values with 1 standard deviation (SD). A paired Student’s t-test was applied to compare treated versus untreated conditions in one experimental group. An unpaired Student’s t-test was used for comparisons between organoids generated from WT and IL-37tg mice. For data that were not considered as normally distributed using the Shapiro–Wilk test, the corresponding nonparametric tests (Wilcoxon signed-rank test or Mann–Whitney U test) were performed. For correlation analysis, statistical significance was tested with Pearson´s correlation and the Student’s two-tailed t-test. Outliers were defined by ROUT (Q = 1%) and Grubbs (alpha = 0.05) test. All tests were performed using GraphPad Prism software (version 9.3.1). A p-value of 0.05 or less was considered significant.






Results




Cytokine response and the expression of IL-37 and its receptor components in WT and tgIL-37 intestinal organoids

To corroborate whether IL37 impacts the immune response of intestinal epithelial cells, we stimulated intestinal organoids generated from IL-37tg and WT mice with TNF-α and IL-1β, as well as LPS and flagellin. Murine jejunal organoids were most potently stimulated by TNF-α and colonic organoids by LPS, inducing the highest mRNA expression levels of Cxcl1, Cxcl2, Ccl20, and Tnf within a 4-h stimulation period (Supplementary Figure S1; Figures 1A, B).




Figure 1 | Cytokine response and the expression of IL-37 and its receptor components in WT and tgIL-37 intestinal organoids. Jejunal and colonic organoids derived from IL-37tg and WT mice were stimulated for 4 h with murine TNF-α (10 ng/ml) or LPS O55:B5 (1,000 ng/ml) (37) in culture medium. mRNA expression of cytokines in (A) jejunal and (B) colonic organoids was measured by qPCR and expressed as fold change relative to the mean of unstimulated organoids of the respective mouse (2−ΔΔCT). (C) Induction of IL37 mRNA expression in stimulated IL-37tg-derived organoids was measured by qPCR and expressed as fold change relative to unstimulated organoids (2−ΔΔCT). (D) Human ileal organoids (il, n = 2, two donors) were stimulated for 24 h with LPS O55:B5 (1,000 ng/ml), human TNF-α (10 ng/ml), human IFN-gamma (20 ng/ml), and human IL-1ß (10 ng/ml) in the culture medium. mRNA expression of IL-37 was measured by qPCR and expressed as fold change relative to unstimulated organoids (2−ΔΔCT). (E) Correlation of cytokine mRNA expression relative to mean of unstimulated colonic organoids of the respective mouse (2−ΔΔCT) with IL37-ΔCT-values of stimulated colonic organoids derived from IL-37tg mice. (F) mRNA expression of Il18r1 and Sigirr in jejunal and colonic WT organoids was measured by qPCR and expressed as fold change relative to mean of unstimulated jejunal organoids (2−ΔΔCT). (G) Mean CT-values of Il18r1 and Sigirr qPCR duplicates in jejunal and colonic WT organoids. Each experiment was performed with organoid lines of two different mice and repeated three times (in total n = 6). Open bars: organoids derived from WT mice (WT); grey bars: organoids derived from IL-37tg mice (tg); no pattern: jejunal organoids (jj); striped pattern: colonic organoids (co). Each data point represents a single organoid line. Data are expressed as the mean with SD. *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001; ****p ≤ 0.0001.



TgIL-37 expression was not associated with a significant change in proinflammatory cytokine mRNA expression in jejunal and colonic organoids before and after stimulation, despite a trend toward reduced Cxcl1, Cxcl2, and Tnf mRNA levels in colonic IL-37tg-derived organoids (Figures 1A, B).

Jejunal and colonic organoids generated from IL-37tg mice showed a trend toward higher IL37 expression after stimulation with TNF-α and LPS, respectively (Figure 1C). Similarly, IL37 expression was threefold induced by TNF-α in human ileal organoids but not by LPS or IL-1β, while IFN-gamma downregulated the expression of IL37 (Figure 1D). IL37 expression in human ileal organoids was gradually induced by TNF-α over a 24 -h period (Supplementary Figure S2).

Baseline IL37 expression was higher in murine colonic (CT mean: 32.4) versus jejunal organoids (CT mean: 34.4) (Supplementary Table S5). In colonic organoids, higher IL37 mRNA expression was associated with reduced Cxcl2 and Tnf mRNA expression, as indicated by the significant correlation between IL37-ΔCt-values of stimulated IL-37tg-derived organoids and their relative Cxcl2 and Tnf mRNA expression (Figure 1E).

The lack of correlation between IL-37 expression and the inflammatory response of jejunal organoids could be due to differences in anti-inflammatory IL-37 signaling. We therefore analyzed the mRNA expression of IL-37 receptor components in jejunal and colonic organoids. Il18r1 expression was eight times higher in WT colonic organoids compared to WT jejunal organoids before and 10 times higher after stimulation with TNF-α (Figure 1F). Baseline Il18r1 mRNA expression was higher in IL-37tg-derived colonic organoids compared to WT-derived colonic organoids (Supplementary Figure S3). Sigirr is highly expressed in both jejunal and colonic organoids (CT mean: 25.2 and 26.2) (Figure 1G), and the expression was two times higher in WT jejunal organoids compared to WT colonic organoids before and after stimulation (Figure 1F). The relation of Il18r1 and Sigirr mRNA expression between jejunal and colonic organoids was similar in IL-37tg organoids and WT organoids (Supplementary Figure S4).





RhIL-37 protein does not modulate the proinflammatory cytokine response in murine jejunal organoids

IL-37 has intra- and extracellular functionality (28, 30, 31, 45). In order to test the impact of extracellular IL-37 on proinflammatory cytokine expression in gut epithelial cells, we added rhIL-37 to jejunal organoids derived from WT mice (Figure 2). rhIL-37 did not modulate the mRNA expression of Cxcl1, Cxcl2, Ccl20, and Tnf in jejunal organoids after TNF-α treatment (Figure 2).




Figure 2 | RhIL-37 protein does not modulate the proinflammatory cytokine response in murine jejunal organoids. Jejunal WT-derived organoids were stimulated for 4 h with TNF-α (10 ng/ml) with or without rhIL-37 (100 pg/ml; R&D systems). mRNA expression of cytokines was measured by qPCR and expressed as fold change relative to the mean of unstimulated organoids of the respective mouse (2−ΔΔCT). Open bars: organoids derived from WT mice (WT); striped: organoids treated with rhIL-37 (WT + rhIL-37). Each data point represents a single organoid line. Data are expressed as the mean with SD. *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001; ****p ≤ 0.0001.







Morphologic changes of WT and IL-37tg-derived organoids after TNF-α treatment

Since IL37 expression did not markedly alter the intestinal epithelial immune response (Figures 1A, B), we evaluated the impact of IL-37 on the morphology of organoids derived from WT and IL-37tg mice during inflammation. Under untreated conditions, the morphology of WT and IL-37tg-derived murine organoids was similar (Figure 3A). Jejunal organoids grew as buds and colonic organoids in a spherical shape (Figure 3A). After TNF-α treatment, jejunal WT and IL-37tg-derived organoids displayed spherical rounding (Figure 3B), while the gross morphology of colonic organoids remained similar after LPS treatment. The shape of organoids was similar in both genetic traits.




Figure 3 | Morphologic changes of WT and IL-37tg-derived organoids after TNF-α treatment. (A) Representative light microscope images of murine jejunal and colonic organoids in extracellular matrix on days 3 to 4 under baseline conditions. (B) Representative light microscope images of jejunal organoids in extracellular matrix with or without 48 h TNF-α (10 ng/ml) stimulation. One representative picture out of six independent stimulation experiments is shown.







Downregulation and disassembling of intestinal barrier proteins in murine organoids after treatment with inflammatory stimuli are not modulated by tgIL-37 expression

Spherical rounding of small intestinal organoids after TNF-α treatment can be caused by increased TJ permeability (46). Therefore, we analyzed ZO-1, occludin, and claudin-2 mRNA and protein expression in organoids derived from WT and IL-37tg mice before and after respective treatments. There was no significant difference in TJ protein expression between WT- and IL-37-tg-derived organoids on mRNA and protein levels before and after stimulation (Figures 4A, B, D). Changes in barrier protein expression and distribution, analyzed by immunofluorescence analysis, were similar in WT- and IL-37tg-derived organoids (Figure 4E).




Figure 4 | Downregulation and disassembling of intestinal barrier proteins in murine organoids after treatment with inflammatory stimuli is not modulated by tgIL-37 expression. Jejunal and colonic organoids were stimulated for 4 h with TNF-α (10 ng/ml) or LPS (1,000 ng/ml). mRNA expression of TJ proteins ZO-1 (Tjp1), occludin (Ocln), and claudin-2 (Cldn2) in (A) jejunal and (B) colonic organoids was measured by qPCR and expressed as fold change relative to mean of unstimulated organoids of the respective mouse (2−ΔΔCT). For Western blot and immunofluorescence analysis, jejunal organoids were stimulated for 48 h with TNF-α (10 ng/ml). (C) Representative Western blots of TJ proteins in jejunal WT- and IL-37tg-derived organoids. (D) Densitometric analysis of Western blots of TJ proteins in TNF-α-treated jejunal WT- and IL-37tg-derived organoids. Protein expression is represented as relative to untreated organoids (dotted line). Stars indicate the significance of downregulation after stimulation. (E) Representative immunofluorescence images of barrier proteins in WT- and IL-37tg-derived jejunal organoid crypt domains stained with ZO-1 (ZO1, green), occludin (OCLN, red), claudin-2 (CLDN2, green), and E-cadherin (Ecad, red). L, lumens. Open bars: organoids derived from WT mice (WT); closed bars: organoids derived from IL-37tg mice (tg); no pattern: jejunal organoids (jj); striped: colonic organoids (co). Each data point represents a single organoid line. Data are expressed as the mean with SD. *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001.



On the mRNA level, Tjp1 expression, encoding ZO-1, was unchanged after TNF-α treatment in jejunal organoids (Figure 4A) and colonic organoids (Figure 4B). Expression of Ocln, encoding occludin, was reduced by 8% in IL-37tg-derived jejunal organoids (Figure 4A), by 9% in WT-derived colonic organoids (Figure 4B), and by 8% in IL-37tg-derived colonic organoids (Figure 4B). Expression of Cldn2, encoding claudin-2, was reduced by 28% in WT-derived jejunal organoids (Figure 4A), by 32% in IL-37tg-derived jejunal organoids (Figure 4A), by 47% in WT- derived colonic organoids (Figure 4B), and by 40% in IL-37tg-derived colonic organoids (Figure 4B).

Western blot analysis (Figures 4C, D) showed a trend toward reduction of ZO-1 in IL-37tg-derived organoids after TNF-α treatment but not in WT organoids. Occludin was reduced by 35% in WT- and by 36% in IL-37tg-derived organoids, and claudin-2 was not significantly reduced by 43% in WT- and by 51% in IL-37tg-derived organoids. Claudin-2 baseline expression is highly varied between single organoid lines, independent of the genotype (Supplementary Figure S5).

In the immunofluorescence analysis (Figure 4E), ZO-1, occludin, and claudin-2 displayed a strong signal at the apical side of epithelial cells, indicating expression within the TJs. Additionally, occludin showed basolateral staining and claudin-2 an intracellular staining. E-cadherin was highly enriched at the basolateral side and at the lateral membranes, indicating expression within the adhering junctions. ZO-1, occludin, and claudin-2 expression patterns were largely disrupted by TNF-α treatment. E-cadherin staining was restricted to the basolateral side and less detectable at the lateral membranes and at the apical sides after TNF-α treatment. Other than ZO-1, occludin, and E-cadherin, claudin-2 was not expressed homogenously within the organoids but was predominately located within crypt domains (Supplementary Figure S6).






Discussion

In this study, we show that IL-37 does not modulate the gross cytokine response of murine intestinal organoids after immune stimulation with TNF-α or LPS by using tgIL-37 mice or treatment by rhIL37. However, we show that IL37 expression is upregulated upon proinflammatory stimulation in murine and human organoids. More subtle analyses demonstrate a negative correlation between IL37 expression and proinflammatory cytokine response in murine colonic organoids. IL-37 did not alter the TNF-dependent downregulation and structural alteration of TJ proteins in murine jejunal organoids.

There was no significant change in proinflammatory cytokine mRNA expression by IL-37tg jejunal or colonic organoids after TNF-α or LPS stimulation. In accordance with these results, we could also not observe differences in cytokine response after treatment with rhIL-37. This indicates that IL-37, expressed within the intestinal epithelium, does not grossly limit the immune response of IEC in an auto- or paracrine manner. Differences within the experimental approach might explain the contrasting results to the observation of Allaire and colleagues describing a downregulation of proinflammatory Ccl20 and Cxcl2 in flagellin- and IL-1ß-stimulated murine colonic organoids by treatment with rhIL-37 protein (37). Accordingly, Günaltay et al. showed that CRISPR/Cas knockdown of IL37 increases the spontaneous chemokine expression in T84 IECs (36). We previously reported that hematopoietic-derived IL-37 from bone marrow transplantation is sufficient to ameliorate the severity of DSS-induced colitis in WT mice (32). This indicated the relevance of tgIL-37 expressed by immune cells to control mucosal inflammation. Since neither tgIL-37 nor rhIL-37 protein modulated the epithelial immune response in our organoid model, we speculate that predominantly extracellular IL-37, released from IECs at the site of tissue inflammation, contributes to the control of the immune response of intestinal mucosa-associated immune cells.

IL37 expression in IL-37tg mice is driven by a constitutively active CMV-promotor (30). However, like in healthy human tissue, baseline levels of IL-37 mRNA and protein are low in unstimulated IL-37tg mice, which is due to mRNA instability elements within the coding region of IL-37 (30, 47). IL37 expression is also low in resting jejunal and colonic organoids generated from IL-37tg mice, but we were able to show a trend toward increased levels after stimulation. In human ileal organoids, only TNF-α but not LPS or IL-1ß induced IL37 expression, while IFN-gamma reduced IL37 expression. This is consistent with observations on T84 epithelial colon carcinoma cells (38). Upregulation of IL37 by TNF-α is also in line with a high epithelial IL37 expression in IBD correlating with higher disease activity (38, 48). In murine and human small intestinal organoids, there was only a minor inflammatory response to LPS, which might be caused by low expression of TLR4 in both and missing TLR4-associated accessory protein expression in human organoids [Supplementary Figure S1 and as previously shown (49)]. Insufficient immune stimulation could therefore explain the lack of IL37 induction after LPS treatment in human ileal organoids. The induction of IL37 by TNF-α in human ileal organoids was similar to that in murine jejunal organoids, corresponding to a high immune stimulation by TNF-α in murine and may be as well in human small intestinal organoids (Supplementary Figure S1).

Increasing levels of tgIL-37 mRNA, induced by proinflammatory signals, correlated with a lower Cxcl2 and Tnf response in LPS-stimulated colonic organoids. This negative correlation was not observed in jejunal organoids after stimulation. Since SIGIRR is evenly expressed throughout the murine gut (50), as similarly seen in our jejunal and colonic organoids, we speculate that a higher expression of the IL-37 receptor component Il18r1 (51–53) in colonic organoids sensitizes for autologous, anti-inflammatory IL-37 signaling. Indeed, polymorphisms in the IL18RI-IL18RAP locus are associated with adult and early-onset IBD (54–56), underlining the relevance of the IL-18RI for human disease activity to target both proinflammatory IL-18 and anti-inflammatory IL-37 immune pathways. In addition, tgIL-37 expression itself is associated with a markedly higher Il18r1 expression in our IL-37tg colonic organoids, suggesting a regulatory effect of IL-37 on bona fide Il18r1 expression (Supplementary Figure S3). Pretreatment with rhIL-37 was shown to induce SIGIRR expression in humans, LPS-stimulated PBMCs and M1 macrophages (45) indicating that IL-37 induces upregulation of its receptor components to increase its anti-inflammatory capacity.

TJ proteins claudin-2, ZO-1, or occludin are key determinants of epithelial integrity against mucosal inflammation in IBD (17, 18, 40, 57). The impact of TNF-α on epithelial barrier function was extensively studied in 2D cell culture models (10–12, 58). 3D organoid models are a good representation of the epithelial architecture, with a villi-like structure and composition of a variety of epithelial subtypes. However, studies of TJ proteins and IL-37 in organoids are scarce. In our model, TNF-α and LPS caused significant changes in TJ protein expression and morphology in jejunal and colonic organoids. Nevertheless, overall TJ protein expression and organoid morphology were similar between WT- and IL-37tg-derived organoids before and after stimulation. This indicates that tgIL-37 expression in IEC does not prevent the disturbance of TJ protein expression during inflammation.

In summary, our 3D intestinal organoid model enabled us to investigate the impact of IL-37 on IEC innate immune responses and intestinal barrier function, irrespective of epithelial immune cell activation. We show that IL37 expression is induced in intestinal epithelial cells but has no major impact on modulating IEC innate immune responses itself and does not prevent murine intestinal organoids from altered barrier protein expression after stimulation. We conclude that the protective effect of IEC-derived IL-37 on the intestinal epithelial barrier in murine models of IBD and potentially the human gut is more mediated by downregulating the release of proinflammatory mediators from lamina propria immune cells than intestinal epithelial cells.
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Introduction

The antinociceptive and pharmacological activities of C-Phycocyanin (C-PC) and Phycocyanobilin (PCB) in the context of inflammatory arthritis remain unexplored so far. In the present study, we aimed to assess the protective actions of these compounds in an experimental mice model that replicates key aspects of human rheumatoid arthritis.





Methods

Antigen-induced arthritis (AIA) was established by intradermal injection of methylated bovine serum albumin in C57BL/6 mice, and one hour before the antigen challenge, either C-PC (2, 4, or 8 mg/kg) or PCB (0.1 or 1 mg/kg) were administered intraperitoneally. Proteome profiling was also conducted on glutamate-exposed SH-SY5Y neuronal cells to evaluate the PCB impact on this key signaling pathway associated with nociceptive neuronal sensitization.





Results and discussion

C-PC and PCB notably ameliorated hypernociception, synovial neutrophil infiltration, myeloperoxidase activity, and the periarticular cytokine concentration of IFN-γ, TNF-α, IL-17A, and IL-4 dose-dependently in AIA mice. In addition, 1 mg/kg PCB downregulated the gene expression for T-bet, RORγ, and IFN-γ in the popliteal lymph nodes, accompanied by a significant reduction in the pathological arthritic index of AIA mice. Noteworthy, neuronal proteome analysis revealed that PCB modulated biological processes such as pain, inflammation, and glutamatergic transmission, all of which are involved in arthritic pathology.





Conclusions

These findings demonstrate the remarkable efficacy of PCB in alleviating the nociception and inflammation in the AIA mice model and shed new light on mechanisms underlying the PCB modulation of the neuronal proteome. This research work opens a new avenue to explore the translational potential of PCB in developing a therapeutic strategy for inflammation and pain in rheumatoid arthritis.
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1 Introduction

Rheumatoid arthritis (RA) stands as a persistent autoimmune disease, marked by widespread synovitis and, at times, by relentless bone deterioration (1). The ensuing joint abnormalities, which include rigidity and deformity, precipitate a distressing setback of mobility in RA-afflicted individuals and eventually lead to varying degrees of bone decomposition, harm to ligaments and tendons, and skeletal muscle weakening (2).

The initiation and extension of chronic RA inflammation involves both adaptive and innate immune cells. Neutrophils have been identified as the predominant leukocyte in the joints of individuals with active RA (3). Their role in the disease’s pathogenesis includes tissue damage and the discharge of proinflammatory cytokines as well as an important crosstalk with other immune cells such as T cells and dendritic cells (DCs) (4–6). Animal models of arthritis have provided more direct evidence of neutrophil involvement in this disease. In the K/BxN mouse RA model, neutrophil depletion led to the complete reversion of the joint inflammation, showing no signs of swelling either in the forefeet or the ankle joints (7). Likewise, chemokines commonly found in rheumatoid synovial fluid drew neutrophils into the affected joints in an arthritis mice model induced by collagen, while the neutrophil depletion also completely prevented the disease development in this model (8).

Furthermore, impairment of the resolution of inflammation acquires a prominent role in perpetuating clinical dysfunction in chronic diseases such as RA. It has been noted that a persistent failure in neutrophil death is correlated with an increased severity of experimental arthritis in mice (9). Even when neutrophils die, their disposal is dependent on the expression of “eat-me” signals that trigger the engulfing activity of phagocytes, a process called efferocytosis, which may also fail during RA (10). Therefore, considering the diverse roles of neutrophils uncovered in the development of RA, it comes as no surprise that they have become crucial focal points for potential novel disease-modifying treatments.

The prevailing symptom of RA is pain, as confirmed by noteworthy data showing that 97% of individuals with early RA experience pain, and this serves as the primary cause for their initial consultation with healthcare practitioners (11). The onset of pain precedes the visible signs of RA (12, 13), leading to psychological affliction and disturbances in sleep patterns (14). Furthermore, pain emerges as a pivotal factor that influences crucial aspects of daily life. Even when the pain intensity is mild, it can significantly impede regular activities (15). The joint’s synovium and capsule primarily house the peripheral afferent fibers stemming from the dorsal root ganglion (DRG). Within these regions, a considerable population of primary Aα and Aβ sensory neurons are engaged in mechanosensation, while Aδ and C fibers are responsible for nociception (16). Additionally, sensory periphery nerves are also distributed throughout the joint capsule, lateral area of the meniscus, subchondral bone, ligaments, tendon sheaths, and muscles. All these areas also contribute significantly to the emergence of arthritic pain by exposing their innervating nerves to sensitizing factors secondary to the arthritic progressive tissue erosion (17). Notably, synovitis within the joint stands as a key pathophysiological mechanism of RA pain generation, directly engaging and sensitizing the afferent nerves of the periphery through a range of soluble mediators, including bradykinin, prostaglandins, cytokines, and the main excitatory neurotransmitter glutamate (18, 19).

Indeed, glutamatergic signaling in the joints has emerged as a major factor in the pathophysiology of arthritic pain. Numerous studies have consistently reported a significant increase in glutamate concentration in the synovial fluid of humans with RA (20, 21) and in animal models of this disease (22). In one study, a single intra-articular injection of a glutamate receptor antagonist successfully inhibited allodynia, a type of pain that arises from a typically non-painful stimulus, in rats with complete Freund’s adjuvant-induced arthritis (23). The accumulation of glutamate in the arthritic joint is believed to originate from the peripheral dorsal root ganglion (DRG) nerve terminals due to a marked increase in the production of glutaminase, the primary glutamate synthetic enzyme in neurons (24). This excess glutamate is subsequently released into the extracellular space, leading to an autocrine or paracrine sensitization process. Additional evidence supporting this conclusion comes from studies showing that inhibiting glutaminase peripherally has potent analgesic effects in rats with carrageenan-induced paw inflammation (25).

In parallel to this peripheral sensitization, the mechanisms that regulate pain in the central nervous system are also critically dependent on the sensitization of neurons present in the dorsal horn of the spinal cord, which receive input from the DRG Aδ and C fibers. This central sensitization, caused by the hyperexcitability of spinal neurons, accompanied by a shortage or augmentation of descending inhibitory or facilitatory pathways, respectively, leads to the amplification of the receptive field and an increase in pain sensitivity (26). Distinctive phases occurring in this spinal sensitization of RA pain have been postulated. In the acute phase of the disease, this phenomenon is dictated by the enhanced release of glutamate from the DRG afferent presynaptic endings, which acts on its ionotropic (NMDA, AMPA, kainite) and metabotropic receptors present in the postsynaptic neurons of the spinal dorsal horn (27). In the long-lasting stage of RA, a marked influence of microglia and astrocyte activity on synaptic processing has been documented in diverse chronic models of this malady (28).

Based on these premises, it is reasonable to investigate how neurons respond to excitatory glutamatergic stimulation to predict the possible mediators of inflammatory pain processing. Proteomics studies have proven to be a valuable tool in identifying important cellular markers and pathways of neuronal responses and translatability at a mechanistic level (29). Among those extensively studied cellular models is the human SH-SY5Y neuronal cell line, known for its predictability in assessing neuronal glutamate receptors excitability (30) and responses to inflammatory stimuli such as lipopolysaccharide (31) or cytokines (32). Utilizing this model provides an appropriate experimental framework to detect distinct changes in proteomic profiles under glutamatergic stimulation, potentially leading to new mechanistic hypotheses.

The primary objective of RA therapy is to attain disease remission by easing its symptoms and enhancing the overall quality of life. RA treatment currently involves five main drug classes: pain relievers, non-steroidal anti-inflammatory drugs, glucocorticoids, biologic disease-modifying antirheumatic drugs (bDMARDs), and non-biologic or synthetic DMARDs (33). Despite their usefulness, these treatment approaches often come with undesirable side effects, and approximately 20-40% of patients with RA do not exhibit a positive clinical response to these therapies (34). As a result, there is a pressing need for innovative treatment alternatives to achieve this unmet need in RA treatments.

C-Phycocyanin (C-PC) is the main protein composing the phycobilisomes of Spirulina platensis microalgae. This phycobiliprotein is constituted by the α and β subunits, polypeptides with molecular weights of 17.6 and 18 kDa, respectively, which contain as a prosthetic group, a tetrapyrrolic ring structure named Phycocyanobilin (PCB) that is linked by thioether bonds to cysteines 84 (α chain), 82 and 153 (β chain) (35). This compound functions as the chromophore of the protein complex for energy transduction in the cyanobacteria´s phycobilisomes, and it is associated with the antioxidant (36) and immunomodulatory (37) activities of C-PC. The beneficial properties of Spirulina platensis extracts, the natural source of C-PC/PCB, have been studied in several animal models of arthritis (38). By exerting a combination of antioxidant, antiangiogenic, and anti-inflammatory actions, the raw preparations of Spirulina platensis have shown promising evidence for alleviating arthritic injuries (39–41). However, to the best of our knowledge, there is no previous report describing the antinociceptive and inflammopharmacological activities of PCB in the context of inflammatory arthritis.

Considering their properties, here we provide evidence that PCB, either administered in pure form or released in vivo from its prodrug, the biliprotein C-PC, has protective actions in an experimental setting that mimics several hallmarks of the human disease RA in mice, with emphasis on arthritis-associated nociception and inflammation. This hypothesis was demonstrated through observations that highlight this therapy’s potential to effectively cope with functional, immunological, and pathological arthritic injuries. Furthermore, we aimed to assess the effects of PCB on glutamate-induced proteome changes in SH-SY5Y neurons, seeking novel mechanistic insights that may explain the counteractive actions of this molecule against arthritis nociception.




2 Materials and methods



2.1 Reagents

Sigma-Aldrich (St. Louis, USA) was the commercial supplier of the reagents for most experiments, except in those accordingly indicated. The raw material of Spirulina platensis was a kind gift from Genix (Labiofam, Havana, Cuba). The extraction of C-PC from this biomass followed the procedures already standardized and published by our group, which are confirmed by an aqueous two-phase separation system (42). The final C-PC purity solution was higher than 4 (analytical grade) and this stock was kept refrigerated at 4°C during the duration of the experiments. The working dilutions of C-PC were prepared with sterile phosphate buffer saline (PBS) pH 7.4 immediately before its administration to mice. PCB was commercially obtained in powder (Cat. No. SC-396921, Santa Cruz Biotechnology, Inc., Dallas, USA), diluted with sterile PBS pH 7.4 at 5 mg/mL, and stocked in frozen aliquots (-20°C). Immediately before the administration, the PCB solutions (light-protected) were diluted from the stock according to the scheduled dose.




2.2 Laboratory mice

Male C57BL/6 mice (6-8 weeks old) provided by the Federal University of Minas Gerais (UFMG) (43), Belo Horizonte, Brazil, were maintained in the animal rooms of the Immunopharmacology Laboratory, Department of Biochemistry and Immunology at UFMG. Animals received standard food and filtered water ad libitum with temperature and humidity-controlled conditions. All procedures involving animal care and handling were approved by the UFMG ethics committee (CEUA UFMG:165/2009).




2.3 Antigen-induced arthritis in mice and treatment schedules

AIA was induced following a previously described procedure (43). Briefly, mice were intraperitoneally anesthetized with a mixture of 100 mg/kg of ketamine and 10 mg/kg of xylazine (44) and then immunized by an intradermal shot at the tail base of an emulsion containing 500 µg of methylated bovine serum albumin (mBSA; Sigma) and 100 µL of saline plus Freund’s complete adjuvant (CFA; Sigma) at 1:1 ratio (v:v). After two weeks, the challenge with 10 µg of mBSA (in 10 µL sterile saline) was performed by injecting it intra-articularly in the right knee joint of anesthetized mice. At the appropriate time points, euthanasia of the mice was carried out as permitted according to Annex IV of Directive 2010/63/EU, with an anesthetic overdose (180 mg/kg of ketamine and 24 mg/kg of xylazine, intraperitoneally).

Three separate experiments and different outcome assessments were performed. In the first experiment, five groups of mice (n=5-6 each one) were separated at random and divided into groups composed of the control mice receiving an injection of 10 μL sterile saline in the same joint and mice with AIA treated intraperitoneally either with vehicle (PBS pH 7.4) or with C-PC at 2, 4, or 8 mg/kg one hour before the antigen challenge. In the second experiment, the same treatment schedule and route of administration were used, and the mice were allocated at random into four groups (n=6 each one) made up of, in addition to the control, the diseased animals treated with increasing doses of PCB (0.1 or 1 mg/kg), or with PBS pH 7.4 (defined as the vehicle). In the first two experiments, the hypernociception (a pain index measured in the affected right paw), the myeloperoxidase (MPO) activity, and the neutrophil infiltration in the affected knee cavity were determined following previously described procedures (45).

Finally, the third experiment used a similar design to the second. It included the control, the AIA + vehicle, and the AIA + PCB 1 mg/kg groups (n=4-6 each one) but the experiment aimed to perform a histopathological evaluation of the diseased knee.




2.4 Evaluation of hypernociception

An electronic pressure device equipped with a polypropylene tip (4.15 mm2) transducer was utilized (Insight Instruments, Ribeirão Preto, Sao Paulo, Brazil). Prior to the study, mice were subjected to a 30-min room adaptation when housed in acrylic cages (12 x 10 x 17 cm high) with a wired floor. Mechanical stimulation was realized while the mice were completely calm, by applying a force with the transducer tip to the central field of the affected paw. Consequently, the bending of the femorotibial joint was produced, accompanied by the retraction of the stimulated paw. The device registered the force intensity when the paw retreat was completed, and the results were expressed as the change in withdrawal threshold (in grams) (46).




2.5 Determination of MPO activity and CXCL1 levels

The assessment of the MPO activity and the CXCL1 protein levels was performed in the periarticular tissue homogenate coming from the right knee joint and processed by Ultra-Turrax (Ika, Minas Gerais, Brazil). The MPO activity was evaluated as described (47), by the enzymatic reaction of 25 µL of sample in the presence of 25 µL of 3,3’-5,5’-tetramethylbenzidine (TMB) at 1.6 mM as the color reagent, followed by the spectrophotometric measurement of the reaction product at 450 nm. The absorbance values were interpolated in a standard curve made with a simultaneous assay on 5% casein peritoneal-induced neutrophils, and results were expressed as relative arbitrary units.

CXCL1 was measured by an ELISA kit as indicated by the supplier instructions manual (Duo-Set kits, R&D Systems, Minneapolis, MN, USA).




2.6 Intra-articular neutrophil quantification

The cavity of the right knee was cleansed with sterile PBS (two times with 5 µL), added to 90 µL sterile PBS, and stored on ice. The total quantity of leukocytes was immediately counted with a Neubauer chamber when the samples (10 µL) were stained with Turk’s solution. The remaining samples were mounted on slides through a cytospin instrument (Shandon III; Thermo Shandon, Frankfurt, Germany). Differential leukocyte assessment in these slides was performed with a May-Grünwald-Giemsa staining following standard morphologic parameters (48).




2.7 Real-time PCR

Total RNA was extracted from popliteal lymph nodes (LNs) with TRIzol reagent (Invitrogen, Rockville, MD) (49). All qPCR assays were done in triplicate with gene-specific primers (Supplementary Table S1), which were used at 300 nM (OriGene Technologies, USA). The reaction products were detected with Fast SYBR Green PCR Master Mix in the Applied Biosystems 7900HT Fast Real-Time PCR System (Applied Biosystems, Foster City, CA, USA). Bi-distilled water was used as a negative control for all assays, either for the target or for the housekeeping genes. The results were calculated following the 2-ΔΔCt method (50).




2.8 Cytometric Bead Array

After careful dissection of the periarticular tissues, these were homogenized with Ultra-Turrax (Ika, Minas Gerais, Brazil) in the presence of a protease-inhibitor mix in PBS pH 7.4. Supernatants were obtained by centrifugation at 13,000g for 10 min at 4 °C and frozen-stored (-70 °C) until needed for the CBA assay. Four cytokines were evaluated (TNF-α, IFN-γ, IL-17A, and IL-4) following the kit’s protocol (BD™ CBA Mouse Inflammation Kit, BD Biosciences, San Diego, CA), and quantified on a FACS Calibur flow cytometer (Becton Dickinson, San Jose, CA).




2.9 Histopathological analysis

The right knee joints were collected for histological evaluation. After the fixation step in 10% buffered formalin (pH 7.4), a 30-day decalcification phase was done by incubating the samples in 14% EDTA pH 7.2 at 20-25 °C prior to paraffin embedding, cutting in sections, and staining with 5 μM hematoxylin/eosin. A pathology specialist blindly analyzed two sections/knee joints with a light microscope and assigned a score to each of the following parameters: hyperplasia of the synovium, immune cell infiltration, and bone erosion. The arthritis index was calculated by summing the score of each of these parameters, ranging from 0 to 8, with a higher index indicating an increased injury (51). Representative images for each experimental group were taken with a microscope-coupled digital camera and processed with Image J software (National Institutes of Health, Bethesda, MD).




2.10 Isotopic labeling

The radioactive labeling was accomplished with 125I using the Iodogen method (52). Briefly, an Iodogen coated 0.5 mL microtube (Eppendorf, USA) was placed in 1 M phosphate buffer (pH 7.0), using 37 MBq [125I]-NaI (Isotop, Hungary) in 1 M NaOH and gently stirred for 5 min. Afterward, the labeling was done through the addition of 100 μg of C-PC dissolved in 100 μL of purified water. Then, the radiolabel was continued for an additional time of 20 min. The labeled C-PC was separated from the reaction medium in a Sephadex G25 column (GE Healthcare, USA) previously equilibrated in 1 M phosphate buffer (pH 7.0). Finally, the blue fractions with radiochemical purities of at least 90% were pooled and stored at 4°C until use. Blood samples (70 μL) were collected from the retro-orbital plexus by means of a heparinized capillary in anesthetized rats at 1, 15, and 30 min after the administration of 5 mg/kg C-PC. All samples were centrifuged at 10,000 rpm for 5 min. The 20µL plasma aliquot was added to 0.5 mL of 0.1% bovine serum albumin and 0.5 mL of 20% trichloroacetic acid. The insoluble material obtained by centrifugation at 10,000 rpm for 5 min (Eppendorf, Germany) was analyzed in a gamma counter (Berthold, Germany).




2.11 Biodistribution and pharmacokinetics of C-PC

Lewis rats were used to evaluate the biodistribution and pharmacokinetics of C-PC administered by four different routes: intraperitoneal (ip), intravenous (i.v.), intranasal (i.n), and oral. For the i.v. and i.n. routes, a unique dose of 1mg/kg was used. The samples were taken at 1, 4, 8, 12, and 24 h post-administration in the five rats of this subgroup. For the i.n. scheme, the samples were also collected at 1, 10, and 30 min after receiving the compound, in addition to long-time sampling at 1, 2, 4, and 24 h. In all experiments, tissue distribution was determined at 24 h by euthanasia under narcosis overdose. Percent of accumulated dose per sample was calculated with respect to 1 mL of standard dilution of administered dose measured in the same condition in a well-type scintillation counter calibrated for the energy of 125I. Results are expressed as percent of uptake relative to total radioactivity dose (%D) or percent of uptake per mass of tissue (%D/g).

Pharmacokinetic analysis was carried out following the non-compartmental approach using Pkanalix (Monolix Suite 2021R2, Lixoft, France).




2.12 Cell culture and experimental groups

Human SH-SY5Y cells were maintained in culture DMEM/F12 medium supplemented with fetal bovine serum, penicillin, streptomycin, and L-glutamine. The study was divided into three groups, each one containing 4 x 106 SH-SY5Y cells: 1) non-treated cells (used as a control), 2) PCB plus Glutamate, and 3) Glutamate. After 24 h of pre-stimulation with 0.1 µM PCB, the medium was replaced with freshly prepared 0.01 µM PCB plus 60 µM Glutamate (group 2) or 60 µM Glutamate alone (group 3) for another day. Afterward, the medium was removed; cells were washed using cold PBS and processed to conduct proteomic expression analysis. Three biological replicates were used per group.




2.13 Differential protein expression

Proteins were extracted in 1.5% SDS/50 mM DTT with boiling for 10 minutes. Samples were filtered by FASP according to Wisniewski (53) after the reaction of cysteines with iodoacetamide. Overnight Lysyl endopeptidase and 6 h Trypsin digestions were performed at 37 °C. Samples (1 μg) were analyzed in a Thermo Exploris 480 mass spectrometer via LC-ESI-MS/MS. A nanoLC Ultima 3000 coupled through a Pepmap column (75 μm x 150 mm) to the MS was used. Gradients of 80% acetonitrile in 0.1% formic acid were performed in 120 min at 300 nL/min flow rate. The mass spectrometer was operated in data-dependent analysis (DDA) mode with dynamic exclusion of 30 s and full-scan MS spectra (m/z 350–1650) with a resolution of 120,000 (m/z 200), followed by fragmentation of the most intense ions within 1 s cycle time with high energy collisional dissociation (HCD), normalized collision energy (NCE) of 30.0, and resolution of 15,000 (m/z 200) in MS/MS scans.

Identification of peptides and proteins was based on the match-between-runs procedure using MaxQuant software (v1.6.14.0) (54), considering oxidation (M), deamidation (NQ), and N-terminal acetylation as variable modifications. Alignment of chromatographic runs was allowed with a 20-min alignment window and a time matching of 5 min between runs. Filtering and quantification were performed in the Perseus computational platform (v1.614.0) (54). Student’s t-test was employed to identify statistically significant changes (p-values lower than 0.05) in protein levels, after filtering for two valid values in each group.




2.14 Bioinformatics analysis

Differentially modulated proteins associated with inflammation, pain, arthritis, neurodegenerative diseases, and glutamatergic transmission were identified by a literature search in the Pubmed database (https://pubmed.ncbi.nlm.nih.gov/). To retrieve the information contained in Pubmed, the text mining tools Chilibot (chip literature robot) (http://www.chilibot.net/) and GeneCUP (https://genecup.org/) were used (55, 56). The data mining study was complemented with the information retrieved from the Diseases 2.0 database (https://diseases.jensenlab.org). Such a database provides confidence scores to disease-gene associations annotated using text mining and data integration tools (57). Diseases related to differentially modulated proteins were also retrieved from DisGeNET (https://www.disgenet.org/) and GAD_Disease databases by using the DAVID functional annotation tool (https://david.ncifcrf.gov/) (58, 59). Interactions among differentially modulated proteins were retrieved using the STRING database (http://string-db.org/) (60). In such analysis, all STRING interaction sources were selected and the confidence score was fixed at 0.4. The biological network of functional associations was visualized using Cytoscape software (v.3.5) (61).




2.15 Statistical analysis

The statistical analysis was carried out with the GraphPad Prism software version 9.5.1 (GraphPad Software Inc., CA, USA). All data was expressed as the mean ± standard error of the mean (S.E.M.). Data from the control and the AIA + vehicle groups obtained from different experiments were pooled for the statistical analysis of the hypernociception, the neutrophil quantification, and the MPO activity. The normality of the data was assessed, and when appropriate, it was analyzed by one-way ANOVA and Tukey’s multiple comparisons test (parametric). Non-Gaussian measurements were analyzed by Kruskal-Wallis and Dunn’s multiple comparisons tests (non-parametric). Differences between groups were considered statistically significant at p<0.05 (Supplementary Table S2).





3 Results



3.1 C-PC ameliorates AIA-induced injury

We started our study with the evaluation of C-PC in the AIA mice model, with the assumption that this biliprotein acts as a prodrug during its in vivo administration by releasing the pharmacologically active compound PCB into the body. The tetrapyrrole PCB is linked to the specific cysteine residues in C-PC through thioether linkages. Its unbinding could be by means of enzymatic activities as proteases in the form of short peptides or inclusive by the direct rupture of the thioether bond. Another form implies the acidic pH in the stomach, in which this chemical bond is unstable. Nevertheless, the PCB could be linked to another plasmatic protein (i.e., albumin) to facilitate its transport to target cells.

As observed in Figure 1A, the AIA mice that received the vehicle treatment presented a significantly increased nociception in comparison with the control group. The prophylactic administration of either of the three doses of C-PC (2, 4, or 8 mg/kg) was able to significantly reduce the hypernociception in AIA mice one day following the antigen challenge, in comparison with the AIA + vehicle (Figure 1A). AIA also produced a notable increase of neutrophil infiltration, as well as MPO activity in the periarticular tissue of vehicle-treated mice (Figures 1B, C). The treatment with C-PC at the three doses evaluated significantly curtailed the entrance and accumulation of neutrophils in the affected synovial cavity (Figure 1B) and the MPO activity (Figure 1C). In addition, C-PC significantly diminished the CXCL1 chemokine concentrations at all doses assessed with respect to the diseased animals that received the vehicle. (Figure 1D). It is noteworthy that a dose-response effect for the range of doses of C-PC evaluated was not observed.




Figure 1 | C-Phycocyanin reduces the hypernociception (A), neutrophil infiltration (B), MPO activity (C), and CXCL1 levels (D) in AIA mice. Data are mean ± SEM of 5-11 mice/group. *p<0.05, **p<0.01, ***p<0.001, compared with vehicle-treated arthritic mice; &p<0.05, &&p<0.01, &&&p <0.001, compared with control (ANOVA + Tukey’s tests).






3.2 Biodistribution and pharmacokinetics of C-PC

A radioactive assessment was conducted to determine the C-PC’s biodistribution in various tissues. In the i.p., i.v., i.n., and oral routes, radioactivity was detected at levels representing less than 2% of the total administered dose. Conversely, as expected upon oral administration, the accumulation of C-PC was notably higher within the digestive tract, particularly in the large intestine (Figure 2). The pharmacokinetic analysis revealed that i.v. administration led to an exponential decline in plasma C-PC levels. This decay was characterized by an average clearance of 8.9 mL/h and a distribution volume at the stationary phase of 295 mL, which closely matched the body mass of the experimental subjects. Elimination was nearly complete 24 h after i.v. administration, as indicated by an area under the curve of 22.7 h * μg/mL. Oral and i.n. administrations demonstrated similar trends in the plasmatic C-PC levels, with the maximum concentration reached at 1 and 4 h, respectively. However, the maximum concentration was much higher in the case of i.n. administration, reaching the value of 12.0 μg/mL, compared to the value of 6.8 μg/mL achieved by the oral route at these time points. Indeed, when comparing the areas under the curve, a clear increase was evident for the i.n. route with 226 h * μg/mL, whereas for the oral route, it was 77 h * μg/mL (Supplementary Figure S1).




Figure 2 | Distribution of C-PC after intraperitoneal (n=4), intravenous, nasal (n=2), and oral (n=2) administration in Lewis rats. Values expressed as %D/g of tissue or %D relative to total dose and standard deviation.






3.3 Dose-response effects of PCB against hypernociception and neutrophil infiltration in mice with AIA

The prophylactic PCB treatment was effective in ameliorating the arthritis-induced hypernociception in mice following one day of antigen challenge, with respect to the AIA animals receiving the vehicle (Figure 3A). The quantification of the leucocyte infiltration into the inflamed knee revealed that the pretreatment with PCB significantly lessened the neutrophil agglomeration in the synovial space, showing a response associated with the used doses, when statistically contrasting with the vehicle AIA mice (Figure 3B). Similarly, PCB produced a decline in the MPO activity in relation to the AIA mice that were injected with vehicle solution. (Figure 3C). Importantly, this effect of PCB followed a dose-response behavior.




Figure 3 | Phycocyanobilin ameliorates the hypernociception (A), the neutrophil accumulation (B), and the MPO activity (C) in mice with acute AIA. Data are mean ± SEM of 5-11 mice/group. ***p<0.001, compared with vehicle-treated arthritic mice; &&p<0.01, &&&p <0.001, compared with control (ANOVA + Tukey’s tests).






3.4 PCB effects on cytokine production and T cell markers expression in mice with AIA

On the other hand, a significant downregulation of PCB at 1 mg/kg on the transcriptional factors T-bet (Th1), RORγ (Th17), and the proinflammatory cytokine IFNγ was observed compared with the AIA + vehicle group, as determined by qPCR analysis of popliteal lymph nodes (Figure 4A). Likewise, PCB treatment dose-dependently restricted the expression of cytokines mediating a proinflammatory Th1 phenotype in periarticular tissue homogenate as assessed by CBA: IFN-γ with a significant difference and a clear trend towards a reduction for TNF-α when the AIA + PCB 1 mg/kg was compared with the AIA + vehicle (Figure 4B). Furthermore, a significant drop was also achieved with the treatment of 1 mg/kg PCB, the uppermost dose used, for the cytokine IL-17A (Figure 4B). Interestingly, treatment with both PCB amounts tested (0.1 and 1 mg/kg) produced a significant reduction of the cytokine IL-4, characteristic of a Th2 response, in AIA mice compared with diseased animals receiving the vehicle (Figure 4B).




Figure 4 | Effect of Phycocyanobilin on (A) mRNA levels by qPCR in popliteal lymph nodes, and (B) protein levels by Cytometric Bead Array (CBA) in the supernatant from periarticular tissues homogenates. Data are mean ± SEM of 5-6 mice/group. *p<0.05, compared with vehicle-treated arthritic mice; &p<0.05, &&p<0.01, compared with control. ANOVA + Tukey tests for IFN-γ (mRNA and protein), T-bet, RORγ, and IL-4; Kruskal-Wallis + Dunn tests for TNF-α and IL-17A.






3.5 PCB reduces the tissue damage in the lesioned joint of mice with AIA

Based on this encouraging evidence, we then decided to perform a histological assessment of the affected knees to confirm the protective activity of PCB on the tissue structure. The healthy control is shown in panel 5A (Figure 5A). On the contrary, those animals affected by the disease and receiving the vehicle treatment showed a rise of the arthritis index, with a distinctive synovial accumulation of polymorphonuclear cells (Figure 5B). This feature was counteracted by 1 mg/kg PCB, which dramatically reduced the leucocyte exudate in the joint space (Figure 5C) Accordingly, the arthritis index showed a significant reduction in diseased animals treated with PCB at 1 mg/kg compared with AIA + vehicle group (Figure 5D).




Figure 5 | Histological assessment of PCB on the knee joint in AIA mice. Photographs are representative of (A) Control, (B) AIA + vehicle, and (C) AIA + 1 mg/kg PCB. (D) Quantitative evaluation of PCB effects on the arthritic index. The right panels are magnified 2.5 times the respective region in the left panel for (A-C). Histopathological confirmation of the AIA-caused joint inflammation is evident on panels (B), such as the occurrence of inflammatory infiltrate (II), indicated by arrows, in the adipose tissue (AT) and inside the meniscus (M). It is also observed in panels (B) an increase in blood vessels (BV) with their red blood cells inside the AT and the modification of tissue morphology when examining in relation to the other panels (A, C). AT, Adipose Tissue; AC, Articular Cavity; B, Bone; BM, Bone Marrow; M, meniscus; and II, Inflammatory Infiltrate. Data are mean ± SEM of 4-6 mice/group. **p<0.01, compared with vehicle-treated arthritic mice; &p<0.05, &&&p <0.001, compared with control (ANOVA + Tukey’s tests).






3.6 PCB regulates the proteome profile in glutamate-exposed SH-SY5Y neuronal cells

To identify the array of proteins under the regulation of PCB, we conducted quantitative proteomic analysis on SH-SY5Y neuronal cells. These cells were exposed to the excitatory neurotransmitter glutamate and subsequently treated with or without PCB over a 24-hour period. Out of a total of 4,511 identified proteins, 19 proteins displayed differential modulation in cells treated with PCB (Table 1, Figure 6, and Supplementary Table S3). An additional comparative study was performed to quantify the proteins modulated by either the PCB treatment or the glutamate injury independently by using non-treated SH-SY5Y cells as the control condition (Supplementary Table S4 and Supplementary Figure S2).


Table 1 | Differentially modulated proteins SH-SY5Y cells treated with PCB.






Figure 6 | Proteomic profile modulated by PCB in SH-SY5Y cells. (A) Volcano plot of quantified proteins from SH-SY5Y cells after PCB treatment. Red points indicate those proteins that met the statistical significance cutoff (|FC| ≥ 1.5; p-value<0.05). (B) Hierarchical clustering of proteins differentially modulated by PCB treatment compared to cells subjected to Glutamate damage (three replicates per condition). Red and green colors mean upregulated and downregulated, respectively.



For a better understanding of putative cellular processes affected by PCB, the 19 differentially modulated proteins were classified using the information from disease databases and text mining tools (Supplementary Table S4). As shown in Figure 7, besides proteins related to neurodegenerative diseases, PCB treatment downregulates proteins involved in arthritis and pain. Furthermore, proteins that play a role in glutamatergic transmission and inflammation were also modulated in response to PCB treatment.




Figure 7 | Functional terms associated with the proteomic profile modulated by PCB. Edges types are represented according to the data source.







4 Discussion

The first-ever published observations regarding the beneficial actions of Spirulina extracts against arthritis were published in 2002 by a Cuban group in a model of this disease in mice induced by zymosan (62). This group attributed the observed effect to C-PC, which constitutes around 15% of Spirulina dry biomass (63). Our group has studied the actions of C-PC in animal models of multiple sclerosis, such as the Experimental Autoimmune Encephalomyelitis, in which we have reported positive outcomes of this biliprotein, in a manner dependent on the dose, in the range of 2, 4, and 8 mg/kg, when administered intraperitoneally (64). Using the same experimental setting, we tested three PCB amounts (0.1, 0.5, and 1 mg/kg), and a dose-response positive activity was also obtained (65). Thus, previous observations have confirmed that PCB is the main responsible agent for the biological activities of C-PC (66), as demonstrated in different experimental scenarios such as ischemic stroke (66) and acute kidney damage (67). Following this reasoning, we first intended to evaluate if the administration of C-PC could alleviate AIA in mice. Then, we questioned whether the application of PCB may counteract the AIA-induced injury by assessing different outcomes: functional (hypernociception), immunological (neutrophils and cytokines), biochemical (MPO activity), gene expression, and histopathological. The doses of PCB used in the present study were calculated in function of the C-PC composition. As mentioned above, this biliprotein contains three PCBs attached. Although the lower PCB dose evaluated (0.1 mg/kg) is equivalent to 2 mg/kg C-PC, we highlight the fact that the higher PCB dose used in this study (1 mg/kg) is equivalent to a 2.5-fold increase of 8 mg/kg C-PC (higher evaluated dose). Since a dose-response effect was not observed with these C-PC administered amounts, we increased the PCB dose to better detect the dose dependence of its pharmacological activity against AIA.

Our observations confirmed a significant C-PC-promoted reduction of pain and joint inflammation in AIA mice. Reports of anti-arthritic properties of this compound have been demonstrated with other arthritis models. These anti-arthritic properties of the compound are attributed to its selective inhibitory property on COX-2, its efficacy in eliminating free radicals, and inhibiting lipid peroxidation (68). C-PC can prevent osteoarthritis by attenuating the oxidative stress in chondrocytes induced by H2O2 (69). Interestingly, a similar property has also been reported by our group for the PCB treatment inhibiting the H2O2 damage in PC12 cells (70). C-PC has been shown to act on fundamental processes such as inflammation, chondral degeneration, and oxidative stress in canine in vitro osteoarthritis (71). Our study evidenced that C-PC significantly reduced the alpha chemokine CXCL1 in the AIA model. CXCL1 has been shown to have neutrophil chemoattractant activity in inflamed tissue in arthritis following activation of the CXCR2 receptor (72). Notably, antagonism of this CXCR2 receptor has resulted in an inhibition of neutrophil migration strongly associated with reduced injury in rats experiencing AIA (73). In patients with RA, the rise of CXCL1 expression correlated with the accumulation of neutrophils (74). This evidence suggests that the inhibition of the CXCL1 expression could mediate the protective actions of C-PC in AIA mice, via the decreased infiltration of neutrophils to the injured joint tissue.

The biodistribution of C-PC following i.v., i.p., and i.n. administration exhibited notably low levels across all examined tissues. However, in the case of oral administration, significant levels of the radioactive-labeled product were detected along the entire digestive tract. Notwithstanding, at least 50% of the product appears to be absorbed and redirected by blood flow. This result is consistent with the way that the molecule goes to its target sites. An important point to consider is that radiolabeling occurs mainly at the residues His and Tyr of the protein by nucleophilic aromatic substitution (75). This reaction is not possible in PCB due to the absence of aromatic carbon-hydrogens as part of its structure. However, PCB is released from C-PC after proteolysis (76), and it could reach the bloodstream and be transported throughout the body in solution given its stability (77) or attached to serum albumin (78), in a chemical association that appears to be mutually protective against oxidative damage, keeping the antioxidant activity and the chemical structure of this tetrapyrrole.

Furthermore, the pharmacokinetic results are in line with the significant chemical and biological disparities between the digestive tract and the nasal route. As mentioned above, oral administration of C-PC is followed by the degradation of its polypeptide moieties, resulting in the liberation of PCB. This tetrapyrrole has been identified as the active molecule accountable for the observed pharmacological effects of C-PC (67). Consequently, it becomes plausible that the radioactivity detected in plasma after oral administration comprises short peptides covalently linked to PCB. Supporting this observation are the clearance values of 5.6 mL/h following the i.n. administration and 21.0 mL/h for the oral route. Such elevated clearance values are indicative of compounds with lower molecular weights. Additionally, the potential shielding effect of the polypeptide moieties on the prosthetic group could explain the prolonged retention in plasma of the initially administered protein through the i.n. route. Taken together, the biodistribution and pharmacokinetics behavior of C-PC across different routes of administration contribute to understanding how this compound, and its derivative PCB, interacts with different tissues and how the body processes it. This essential data can also guide future dosing strategies and the design of drug delivery systems to ensure that the drug reaches its intended target. In this line of thinking, we can envision the application of nanotechnology for improving the controlled delivery of PCB toward targeted tissues. The nanotechnology-enabled PCB delivery systems, such as liposomes or nanoparticles, can enhance the bioavailability and stability of this tetrapyrrole, leading to prolonged therapeutic effects in RA (79).

RA is a pathology associated with impairment in the redox and immunological balances, and neutrophils are key mediators in both processes (80). In this study, we observed that both molecules, C-PC and PCB, limit the severity of AIA due to, at least in part, inhibiting the migration of neutrophils to the affected synovial cavity. In this context, neutrophils may directly damage knee structures, such as the bone and the cartilage, through the production of proteases and reactive oxygen species (ROS). Additionally, neutrophils could also dictate some inflammation processes either by antigen presentation or by the release of soluble factors, including prostaglandins, chemokines, cytokines, and leukotrienes (81). Dysregulated activation of neutrophils and their derived ROS production are implicated in tissue damage and destruction in RA (82).

The distinctive harm caused by RA to the cartilage and bone of the knee is associated with synovial exudate of immune cells and a disproportionate increase of proinflammatory factors such as TNF-α, IFN-γ, and IL-17A (83, 84). Our results demonstrated that a PCB-mediated effect was detected by qPCR on the T-bet (Th1 phenotype) and RORγ (Th17 phenotype) transcriptional factors expression, as well as IFN-γ cytokine in popliteal lymph nodes. At the protein level, PCB also reduced the concentration of the proinflammatory cytokines TNF-α, IFN-γ, and IL-17A in periarticular tissue.

IFN-γ and IL-17A are versatile cytokines widely involved in inflammatory diseases, mediating both immune activation and tolerance. In our study, a protective role of PCB in AIA mice was demonstrated, which could be associated with a reduction of both cytokines, critical components of the inflammatory damage induced by AIA (85).

These cytokines were measured in periarticular tissue homogenate, suggesting that a diverse set of immune cells, other than neutrophils, may also be locally involved in the AIA-induced acute synovial inflammation. Our observations point to an involvement of IL-17A-producing T cells, known as Th17 cells, in this pathological scenario. Accumulated evidence has shown the pivotal role of Th17 cells in diverse pathological conditions encompassing the immune system. These specialized cells have demonstrated their involvement in various autoimmune disease models (86). Notably, they have been linked to the progression of experimental autoimmune encephalomyelitis (EAE) (87), and collagen-induced arthritis (88). Furthermore, Th17 cells facilitate the recruitment of neutrophils in airways and in collagen-induced arthritis (89, 90), contributing to the perpetuation of the inflammatory milieu in arthritis. Moreover, Th17 plays a significant role in osteoclastogenesis, as it efficiently upregulates the expression of RANKL on osteoclast precursors (91, 92). This molecular modulation sets the stage for the induction of osteoclast formation and bone resorption, contributing to the pathogenesis of arthritis.

Th17 cells in vitro differentiation from naïve CD4+ T subset is dependent on the cytokines TGF-β, IL-6, and IL-23 via induction of the transcription factor RORγ (93). We have previously demonstrated that PCB inhibits the proliferation of antigen-activated encephalitogenic CD4+ T cells in rats and in 2D2 mice (56). This supports the results of the current study, in which we observed a downregulation effect of PCB on the Th17 master transcriptional factor RORγ in popliteal lymph nodes. Thus, PCB may inhibit the proliferation of naïve activated CD4+ T precursor cells leading to a reduced number of differentiated Th17 in the periphery, which consequently will provoke their limited migration into the affected joint. In addition, it has been demonstrated an inductor activity of C-PC/PCB on the differentiation of regulatory T cells (Treg) (94). Treg inhibits the activity and differentiation of Th17 cells and favors the amelioration of experimental inflammatory arthritis (95, 96).

On the other hand, over the past few years, intriguing findings have advanced the insight of neutrophils from mere short-lived first responders of the innate immune system, towards active participants in adaptive immunity, particularly in chronic inflammatory disorders such as RA (97). In this newfound role, neutrophils serve as accomplices, not just bystanders of cells from the adaptive immune response such as T cells and DCs. The decisive role of neutrophils in guiding the trajectory of T-cell development, orchestrated by DCs, towards Th17 cells, relies on potent factors present within their granule content, which include neutrophil elastase (98) and lactoferrin (99). Our data suggest that by inhibiting the neutrophil accumulation and activity in the inflamed joint, C-PC/PCB may indirectly curtail the Th17 cell development driven by the interaction between neutrophils and DCs.

Furthermore, a direct effect of PCB on the function of human monocyte-derived DCs has been reported. Pre-treatment of human DCs in vitro with PCB before stimulation with lipopolysaccharide led to a significant reduction in the supernatant levels of cytokines IL-12p70 and IL-23, accompanied by a reduced expression of costimulatory molecules CD83 and CD40 (100). When these lipopolysaccharide-stimulated DCs were treated with PCB and cocultured with allogeneic CD4+ T cells, Basdeo et al. (2016) observed a significant decrease of more than 50% in the production of IFN-γ, which is characteristic of Th1 cell polarization, compared to the untreated control (89). This evidence suggests that PCB halts the maturation of DCs, leading to a drop in their production of polarizing cytokines, ultimately downregulating the adaptive inflammatory response. Thus, PCB may also prevent the development of synovial inflammation by directly inhibiting the professional antigen-presenting functions of DCs recruited into the affected synovium (101), along with the consequent reactivation of CD4+ T cells (102).

It is noteworthy to mention our results indicating the decreasing effect of both PCB doses on the cytokine IL-4, a cytokine that is known for its anti-inflammatory properties, is produced by Th2 and Tc2 cells, but the action of IL-4 on other types of T cells, such as CD8+, Tregs, and Th9 T cells, has been also described. Furthermore, a versatile effect of IL-4 is known on B cells (103). The regulatory function of IL-4 on inflammation depending on the context of RA is known (104). Though this cytokine is frequently reported to mediate anti-inflammatory events, its proinflammatory actions have also been described as probably controlled by Th cells. This biphasic IL-4 activity could, therefore, restrain immunity when cellular components are involved, while fostering the humoral component of the immune response, in a context-specific manner (105). Interestingly, the IFN-γ/IL-4 ratio (106) could better express the Th1/Th2 balance that explains the effect of PCB on AIA.

In addition to the biological actions of PCB here observed, this organic molecule presents other advantages in relation to C-PC when considering its pharmaceutical development (1): it can be obtained either by chemical synthesis (107, 108) or by genetic engineering of its synthesizing enzymes in E. coli (109) (2), chemical products such as PCB avoid exhaustive bioequivalence studies because a well physicochemical characterization is enough to introduce it as therapeutic agents (3), PCB could be attached to protein drugs in combined therapies (4), PCB is more stable than C-PC under proteases attack, and (5) due to the small size of PCB (relative to C-PC), it may overpass many body compartments prohibited to large macromolecules, such as the blood-brain barrier. Because of all of the above, we decided to carry out our experiment with this tetrapyrrole to evaluate its effects as a possible treatment for RA.

In this study, we performed a proteomic profiling of glutamate-exposed SH-SY5Y neuronal cells as an in vitro model to evaluate the effects of PCB on one of the main excitatory signaling in nociception and neurodegeneration. The modulation of proteins related to biological processes such as inflammation, glutamatergic transmission, and pain were evaluated. Those associated with pathologies such as arthritis and neurodegenerative diseases were also considered. After the analysis, we found that only 19 proteins were differentially modulated in SH-SY5Y cells treated with both PCB and glutamate. It is worth noting that the concentration of glutamate used (60 μM) was relatively high (110, 111), which may be a limitation of the present study. However, the evidence obtained may have opened new insights regarding the PCB effects on neuronal excitatory states.

Through a protein network analysis, we identified that the proteins influenced by PCB treatment were interconnected with diseases and implicated in biological processes. One notable finding was the PCB downregulation of Mitogen-activated protein kinase 7 (MAP3K7) or a ubiquitin-dependent kinase of MKK and IKK (TAK1) (112). MAP3K7 is a serine/threonine kinase that integrates many biochemical signals. This protein is involved in numerous cellular processes such as proliferation, differentiation, transcriptional regulation, and development. As a part of the mechanism of this kinase, after activation by extracellular stimuli, it translocates to the nucleus and regulates gene expression by phosphorylating various transcription factors  (113, 114). MAP3K7 has also been strongly implicated in many of the processes underlying the pathology of rheumatoid arthritis (115, 116) and neurodegenerative diseases (117) in which inflammation (118, 119) is implicated. The current findings suggest that MAP3K7 downregulation may also contribute to the PCB effects on the reduction of neuroinflammation-induced microglial dysfunction as was identified in our previous study. Furthermore, MAP3K7 plays a crucial role in pain signaling from various causes, including inflammation. Notably, the utilization of the MAP3K7 inhibitor takinib demonstrated its capacity to mitigate inflammatory, neuropathic, and primary pain, in animal models established through intraplantar administration of complete Freund’s adjuvant, chronic constriction injury, and systemic introduction of catechol-O-methyltransferase, respectively (120). MAP3K7 inhibition was also able to diminish the expression of pain-associated mediators in synovial cells isolated from arthritis patients, suggesting its important role in managing peripheral sensitization in arthritis nociception (121). Therefore, by downregulating MAP3K7 expression, PCB may act on the amelioration of arthritis pain.

Neutrophils in the synovial fluid of patients with arthritis exhibit a reduced ability to suppress activated T cells, possibly related to changes in proteins involved in cell-cell contact and inflammation (122). Among the proteins involved in the interaction between neutrophils and T cells is Dynein light chain 2 (DYNLL2) (123), which regulates the dynein 1 function and subsequently the cargo and movement of vesicles and organelles through microtubules (124). This protein has also been documented to play a central role in the interaction of the NMDA receptor-associated scaffold complex and the enhancement of the synaptic NMDA receptor activity (125). In our study, we identified a downregulation of the DYNLL2 protein in SH-SY5Y cells treated with PCB. One possible explanation could be associated with key elements in the mechanisms that underlie the protective effects of PCB, such as the reduction of oxidative stress through the inhibition of NADPH oxidase (42) and the amelioration of inflammation.

Another protein that displayed downregulation was the Survival Motor Neuron Protein 1 (SMN1), a constituent of a complex catalyzing the assembly of small nuclear ribonucleoproteins (snRNPs). The expression of this protein was associated with levels of inflammatory cytokines (IL-1β and TNF-α) in osteoarthritis (126). Thus, the limited expression of SMN1 induced by PCB may contribute to keeping the levels of these proinflammatory cytokines during arthritis under control, as a previously observed effect of PCB on these cytokines in a model of experimental autoimmune encephalomyelitis (65). On the other hand, PCB also induced a downmodulation of SLIT-ROBO Rho GTPase-activating protein 2 (SRGAP2) in SH-SY5Y cells treated with glutamate. This protein participates in neuronal morphogenesis and is also linked with neuronal migration during cerebral cortex development (127, 128). In this context, it has been reported that the elimination of endogenous expression of SRGAP2 promotes neurite growth in differentiated cells (129) and contributes to the restriction of osteoclastogenesis during arthritis-related inflammation (130).

Another modulated process was identified as mediated by Derlin-1 (DERL1), a protein that serves as a functional component of endoplasmic reticulum-associated degradation of misfolded proteins (131). Its disruption hampers neurite outgrowth and nervous system development, ultimately leading to brain atrophy (132). In our study, we observed an upregulation of the DERL1 in glutamate-exposed SH-SY5Y cells treated with PCB, which may impact functions related to the endoplasmic reticulum. One study reported that DERL1 colocalized with neurofibrillary tangles in the brain of patients with Alzheimer’s disease and could play an important role in endoplasmic reticulum-associated neurodegeneration (133). Another protein that has been shown to interact with DERL1 is the mutated superoxide dismutase 1 (SOD1), which accumulates and misfolds in motor neurons in amyotrophic lateral sclerosis (134), another neurodegenerative disease, and the interaction with DERL1 is involved in the disease pathophysiology (135). Another DERL1 interacting protein is the NADPH oxidase subunit p22phox, and a previous report has shown that this interaction regulates the partner degradation of p22phox, with potential implications in the reactive oxygen species-producing capacity of this enzyme (136). This accumulated evidence suggests that PCB could potentiate the adequate functioning of endoplasmic reticulum quality control by upregulating DERL1, and thus preventing the associated cellular dysfunction (132). In this sense, it has been suggested that inhibitors of endoplasmic reticulum stress could mitigate chondrocyte damage and reduce arthritis degeneration (137).

Another interesting result of our study was the upregulation of the ethanolamine phosphotransferase 1 (EPT1) protein by PCB in SH-SY5Y cells. This enzyme transfers phosphoethanolamine from cytidine diphosphate-ethanolamine to lipid acceptors to form ethanolamine glycerophospholipids via the ‘Kennedy’ pathway (138). This kinase is part of the enzymes required to synthesize phosphatidylethanolamine within the myelin membrane (139). Studies in a patient with spastic paraplegia revealed hypomyelination and brain atrophy demonstrating its role in the myelination process and in maintaining normal phospholipid homeostasis (140). These studies are consistent with the reported effect of PCB on myelin in an animal model of experimental autoimmune encephalomyelitis (141).




5 Conclusion and future perspectives

In summary, the data presented in this study demonstrate that the preemptive administration of C-PC and PCB effectively mitigates mBSA-induced arthritic injuries in mice. This was achieved by limiting hypernociception and reducing neutrophil infiltration and MPO activity, all of which are closely linked to the inflammatory injury occurring in the knee during RA. Moreover, PCB exhibits the ability to modulate the local concentration of proinflammatory cytokines and the inflammatory infiltrate within the affected joint, thereby preserving the structural integrity of the tissue.

The evidence presented here regarding the biodistribution of C-PC opens an intriguing perspective when considering the future administration of its derivative PCB for RA. As follow-up research, exploring the oral route of PCB administration could potentially offer advantages such as improved patient compliance, reduced invasiveness, and enhanced systemic delivery.

The significance of glutamatergic signaling in joint-related pain in RA is well-known. In the context of this study, the integration of bioinformatics tools facilitated the in vitro assessment of PCB’s impact on the neuronal proteome when subjected to glutamate excitation. This approach led to the identification of proteins associated with pivotal biological processes including pain, inflammation, and glutamatergic transmission, which hold substantial relevance for pathologies such as RA.

The findings from this investigation point toward a potential application of PCB as an innovative therapeutic approach for RA. Furthermore, the study provides insights into the potential mechanisms of action and therapeutic targets associated with the effects of PCB. Ultimately, these results offer promising avenues for further exploration and development of this novel treatment for RA and related conditions involving inflammatory pain.
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Cytokines, demyelination and neuroaxonal degeneration in the central nervous system are pivotal elements implicated in the pathogenesis of multiple sclerosis (MS) and its nonclinical model of experimental autoimmune encephalomyelitis (EAE). Phycocyanobilin (PCB), a chromophore of the biliprotein C-Phycocyanin (C-PC) from Spirulina platensis, has antioxidant, immunoregulatory and anti-inflammatory effects in this disease, and it could complement the effect of other Disease Modifying Treatments (DMT), such as Interferon-β (IFN-β). Here, our main goal was to evaluate the potential PCB benefits and its mechanisms of action to counteract the chronic EAE in mice. MOG35-55-induced EAE was implemented in C57BL/6 female mice. Clinical signs, pro-inflammatory cytokines levels by ELISA, qPCR in the brain and immunohistochemistry using precursor/mature oligodendrocytes cells antibodies in the spinal cord, were assessed. PCB enhanced the neurological condition, and waned the brain concentrations of IL-17A and IL-6, pro-inflammatory cytokines, in a dose-dependent manner. A down- or up-regulating activity of PCB at 1 mg/kg was identified in the brain on three (LINGO1, NOTCH1, and TNF-α), and five genes (MAL, CXCL12, MOG, OLIG1, and NKX2-2), respectively. Interestingly, a reduction of demyelination, active microglia/macrophages density, and axonal damage was detected along with an increase in oligodendrocyte precursor cells and mature oligodendrocytes, when assessed the spinal cords of EAE mice that took up PCB. The studies in vitro in rodent encephalitogenic T cells and in vivo in the EAE mouse model with the PCB/IFN-β combination, showed an enhanced positive effect of this combined therapy. Overall, these results demonstrate the anti-inflammatory activity and the protective properties of PCB on the myelin and support its use with IFN-β as an improved DMT combination for MS.
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Introduction

The discovery of neuroprotective molecules that can promote remyelination in animal models has currently generated expectations for the development of new drugs for multiple sclerosis (MS). This is a central nervous system (CNS) disease that comprises chronic autoimmune-related demyelination and neurodegeneration producing sensorimotor dysfunction with high prevalence in young adults (1). MS has been classified according to its clinical presentation in: relapsing-remitting (RRMS), secondary progressive (SPMS), primary progressive (PPMS), and progressive relapsing MS (PR). Eighty percent of the patients with MS express the RRMS form which in turn, after 10-20 years, progresses to the SPMS form (2). Few disease-modifying therapies (DMT) have been found for the treatment of the main clinical forms (RRMS and SPMP) and even fewer for PPMS (3). MS pathogenesis has been associated with two processes, i.e. one related to the inflammatory response induced by a dysfunction of the immune system and the other related to the neurodegenerative events. DMTs that have received authorization for clinical use are directed against targets of the immune system, having little or no direct impact on neuroglial injury processes (4). Therefore, the development of drugs targeting myelin protection and/or remyelination or the use of combined therapies are relevant strategies in the therapeutic arsenal of this disease.

In this context, Phycocyanobilin (PCB), a linear tetrapyrrolic chromophore of C-Phycocyanin (C-PC) from the cyanobacterium Spirulina platensis could be a therapeutic candidate for MS. Our group has previously shown the beneficial effects of C-PC and PCB in nonclinical models of neurological diseases, such as the experimental autoimmune encephalomyelitis (EAE) model of MS (5–7) as well as rodent models of cerebral ischemia (8–10). Their effects were mediated by a diverse antioxidant, immunomodulatory, anti-inflammatory and myelin-protective/remyelinating capabilities (11).

In MS, the disruption of the blood-brain barrier (BBB) enables the cerebral infiltration of autoreactive T cells, increasing the levels of proinflammatory cytokines. As consequence, the molecular and cellular cascade initiated produces the CNS immune self-attack, which is most prominent at the first phases of MS in which the activated microglia and infiltrating macrophages destroy oligodendrocytes (OD) and promote demyelination (12). Indeed, the chief pathological feature of MS is the axonal demyelination and damage, which interrupts or decelerates the propagation of the action potential through the axons (13). The reverse process is the remyelination in which oligodendrocyte precursor cells (OPC) create new myelin sheaths on axons of the CNS. In the remyelination process, the neuronal functional recovery is fostered by either endogenous, through boosting neuronal repair processes, or exogenous, through stimulating OPC, the cells that produce myelin in the CNS (14). The remyelination is a very effective process in normal people and even at the early stages of MS, however it fails in the chronic stage of the disease (15), showing the importance of developing myelin-targeted therapies.

Hence, the objectives of our study were to understand the molecular and cellular mechanisms induced by PCB on the EAE inflammatory response and on the myelin protection and/or remyelination, specifically its effect on the activation, migration and differentiation of OPC. Furthermore, we investigated the potential benefit of the pharmacological combination of PCB with IFN-β (the first-ever approved DMT for MS) as a novel therapy for MS.



Material and methods


Reagents

The PCB (Cat. No. SC-396921, Santa Cruz Biotechnology, Inc., Dallas, USA) was solubilized with sterile PBS pH 7.4 at a concentration of 5 mg/mL. This stock solution was stored at -20 °C until use. When needed, a stock aliquot was diluted at the working concentration, preserved in dark, and immediately applied to the experiment. Unless otherwise indicated, every other reagent was acquired from Sigma-Aldrich (St. Louis, MO, USA) with its highest grade.



Animals

This study used female C57BL/6 mice (8-10 weeks old) provided by the Animal Care Facilities of the Federal University of Minas Gerais, Belo Horizonte, Brazil. The standard husbandry conditions included food and water ad libitum and a light/dark cycle of 12 h. All national and international regulations for the procedures involving mice were followed, and the animal ethics committee of the Federal University of Minas Gerais approved this study protocol (No. CEUA - 255/2015).



Establishment of EAE model

EAE was induced as previously described (16). Mice were subcutaneously (s.c.) injected with 0.1 mL emulsion, which contained 100 μg of murine MOG35-55 (CIGB, Havana, Cuba) diluted in 50 μL saline and 50 μL Freund’s Complete Adjuvant (CFA), and supplemented with 4.0 mg/mL of Mycobacterium tuberculosis H37RA (Difco Laboratories, Detroit, MI, USA), followed by two intraperitoneal (i.p.) administrations (day 0 and day 2 after immunization) of 300 ng pertussis toxin diluted in 200 μL saline. Control mice were treated with saline instead of the emulsion following a similar procedure. The neurological dysfunction was scored daily in a double-blind way using a modified scale (17). The score of 0 denoted no clinical signs, 0.5: tail tone reduction distally, 1: complete flaccid tail, 1.5: tail paralysis and walking imbalance, 2: tail paralysis and hind limb frailty (unilateral), 2.5: tail paralysis and hind limb frailty (bilateral), 3: hind limb paralysis (bilateral), 3.5: hind limb paralysis (bilateral) of and fore limbs frailty, 4: paralysis of hind and fore limbs (bilateral), and 5 indicated death. The area under the curve (AUC), representing clinical severity, was analyzed.



Treatment schedules

Five experimental groups of mice were randomly distributed (n=6-7 per group). These included non-immunized animals (naïve), and EAE disease mice receiving the following i.p. treatments daily, once a day: sterile PBS (vehicle) or PCB at 0.1, 0.5, or 1 mg/kg, from day 0 until day 26 post-immunization. In follow-up experiments, animals (n = 9-10 each) received the vehicle or 1 mg/kg PCB daily by the oral route (intragastric gavage) once a day, or mouse 5000 U IFN-β (Cat. No. K00020, PBL, USA) subcutaneously (s.c.) every second day or the combination of both compounds. In these latest experiments, two schedules were assessed:

	Prophylactic: PCB and IFN-β treatments were administered from day 0 of the induction to the end of the experiment (24 days)

	Late therapeutic: PCB and IFN-β treatments were administered starting at 14 days post-induction until the end of the experiment (24 days)





Histological and immunohistochemistry analysis of the mice spinal cords

Humane euthanasia was performed at the end of the study (day 26), followed by the perfusion with ice-cold PBS, and the fixation of the dissected spinal cords by immersion in 4% paraformaldehyde. The examined region of the spinal cord was the lumbar part, which is frequently and rapidly affected in EAE (18), and contains motor neurons that innervate the hindlimb muscles (19). The tissue was embedded in paraffin, and between 9-10 serial sections of 1-3 μm thickness were cut at 100 μm intervals in the rostral to caudal direction, from paraffin blocks using a sliding microtome and used for staining. Demyelination was evaluated by staining with Luxol fast blue combined with periodic acid-Schiff (LFB-PAS). The inflammatory markers were assessed by immunohistochemistry (IHC) with the following primary antibodies for T cells and macrophages/activated microglia, respectively: anti-CD3 (1:150, Cat. No. C1597C01, DCS, Hamburg, Germany) and anti-Mac-3 (CD107b) (1:200, Cat. No. 553322, BD Bioscience, Franklin Lakes NJ, USA). Additionally, an anti-amyloid precursor protein (APP) (1:2000, Cat. No. MAB348, Chemicon, Temecula, CA, USA) was used for evaluating the axonal injury. Moreover, an anti-tubulin polymerization-promoting protein (TPPP/p25) (1:500, Cat. No. 92305, Abcam, Cambridge, UK) and an anti-Olig2 (1:300, Cat. No. 18953, IBL, Hamburg, Germany) were used for detecting mature OD and OPC, respectively. A streptavidin-biotin protocol (biotinylated secondary antibodies and streptavidin conjugated to horseradish peroxidase) was performed to reveal the antigen-primary antibody binding with 3,3’-diaminobenzidine as the chromogen.



Morphometric analysis

The stained spinal cord sections were photographed by using a digital camera (Software Cell Sens Dimension v.1.7.1, DP71, Olympus, Germany) coupled with a light microscope (Olympus BX51, Germany). The Image J software (v. 1.46r, NIH, USA) was used for the measurement of the areas and the number of marked cells. The percentage of demyelinated area, as well as the densities of immunostained cells for each marker (CD3, Mac-3, TPPP/p25, Olig2 and APP) were determined in relation to the total area of the white matter, and expressed as % or # cells+/mm2, respectively.



Quantification of the brain levels of IL-17A, IL-6 and IL-10

After performing the animals’ euthanasia once anesthetized on day 26 post-immunization, both mice’s cerebral hemispheres were dissected and divided sagittally at 2.0 mm lateral from bregma. The cerebral tissue closest to the sagittal suture was mechanically homogenized (IKA Works Ultra-Turrax, USA) by mixing 100 mg of tissue in 1 mL of an ice-cold extraction solution (0.4 M NaCl, 0.05% Tween 20, 0.5% bovine serum albumin, 0.1 mM phenylmethylsulfonylfluoride, 0.1 mM benzetonium chloride, 10 mM EDTA and 20 KIU aprotinin, prepared in PBS pH 7.4). After centrifugation at 15,000 ×g for 10 min at 4°C, the supernatants were stored at −70°C until use. The assessment of IL-17A, IL-6, and IL-10 levels was accomplished with the adequate ELISA Kit (R&D Systems, Minneapolis, MN, USA), following the supplier’s protocols.



Quantitative real-time PCR

The dissected cerebral tissues after concluding the study (day 26) were conserved in RNAlater (Ambion Inc., Applied Biosystems, Foster City, CA, USA), homogenized, and provided for RNA isolation by using TRIzol (Invitrogen, San Diego, CA, USA). The cDNA synthesis was performed with 1 μg of RNA (High-Capacity cDNA Archive Kit, Applied Biosystems, Foster City, CA, USA) and then used for Quantitative Real Time PCR (qPCR) in triplicate, in accordance with the Minimal Information for Publication of qPCR Experiments (MIQE) guidelines (20). The BLAST algorithm was implemented for designing the gene-specific primers (Supplementary Table 1), which were used at 300 nM (Metabion, Martinsried, Germany). The detection system consisted in the Fast SYBR Green PCR Master Mix and the Applied Biosystems 7900HT Fast Real-Time PCR System (Applied Biosystems, Foster City, CA, USA). Bi-distilled water, used as reaction control, did not generate any signal for either the target or the housekeeping genes. The 2-ΔΔCt method (21) implemented in the REST© software (22) was used for the analysis and quantification of the mRNA levels.



Measurement of Treg

The mice spleens were collected in HBSS under sterile conditions in a biosafety cabinet, minced with scissors, and passed through a steel mesh to homogenize the cell suspension containing red blood cells (RBCs). This was then subsequently lysed (9 parts of Milli-Q water and 1 part of sterile PBS 10X) and centrifuged (177× g, 10 min at 4°C). The resulting pellet was washed three times with ice-cold PBS 1X, and finally resuspended in RPMI-1640 medium supplemented with 10% fetal bovine serum (FBS) and 1% penicillin–streptomycin. The cell viability was assessed by the trypan blue technique and resulted above 95%. The single-cell suspensions were resuspended in the final concentration to 1 x 107 cells/mL and marked for Fc receptor block (Innovex, NB309). After Fc block, the cells were co-incubated for 20 minutes at 4°C with cy-chrome (Cy), phycoerythrin (PE) or fluorescein isothiocyanate (FITC)-labeled antibodies that detect the cell surface markers CD4 or CD25, or with an anti-isotype control (eBioscience, and BD Pharmingen, San Diego, CA, USA). Thereafter, the cells were fixed with 2% formaldehyde, permeabilized and marked with a phycoerythrin (PE)-conjugated anti-Foxp3 monoclonal antibody by using the eBioscience™ Foxp3/Transcription Factor Staining Buffer Set (eBioscience, CA, USA). The appropriate controls (PE-labeled antibody and unstimulated cells) were incorporated in all assays. The signal acquisition was carried out with FACS CantoII (Becton & Dickinson, San Jose, CA, USA) above the 50 000 gated events on the lymphocytes population given the low frequency of positive events, and processed through the Diva® software (Becton & Dickinson, San Jose, CA, USA).



Analysis of the flow cytometry results

The analysis of the patterns and frequencies of CD4+ CD25high T lymphocytes was performed with the FlowJo program (Tree Star, Ashland, OR, USA). Three different fluorochromes were used for each set of analyses, for example, anti-CD25-FITC, anti-Foxp3-PE, and anti-CD4-PE-Cy5.5 for Treg cells. The lymphocytes gate was selected, encompassing the upper right region of the dot-plot in which the double-positive cells for CD25-FITC and CD4-PE-Cy5 were present, and a new dot-plot was generated for selected the cells positive for Foxp3-PE (23). The quadrant markers were always limited based on the negative populations, the isotype controls and the fluorescence minus one control (FMO).



Proliferation assay

The cell line (TMBP-GFP) was cultured and stimulated as previously reported (24). This line was previously stablished following a technique in which rat CD4+ T lymphocytes specifically reactive to myelin basic protein (MBP), were retrovirally engineered to produce green fluorescent protein (GFP) (25). TMBP-GFP cells (4 x 104 cells/well, 96-well plates) were co-cultured with irradiated rat thymocytes (5000 rad, 106 cells/well) in complete DMEM/1% rat serum with 10 µg/mL MBP, with either of the following experimental conditions: PCB alone at 50, 100 or 200 μg/mL, IFN-β alone at 103 U/mL, and the combination of 103 U/mL IFN-β + PCB at 50, 100 or 200 μg/mL. After 48 h of incubation, MTT (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide) at 0.5 mg/mL was incorporated to the medium, and cultured for another 4 h. CD4+ T cells from the spleen and lymphonodes of 2D2 mice were seeded at 2 x 105 cells/well in RPMI medium with 10% fetal calf serum (FCS) and co-stimulated with 2 µg/mL anti-CD3/anti-CD28 at 37°C, 5% CO2. Purified CD4+ T cells were incubated with 5 x 103 U/mL IFN-β alone, PCB alone at 10, 50 or 250 μg/mL or together with 5 x 103 U/mL IFN-β. Two days later, CD4+ T cells were split 1:2 by using the same medium containing IL-2 at 10 ng/mL of final concentration, and incubated again for one day. Then, the cells were cultured with MTT at 0.5 mg/mL (by adding to the medium) for additional 4 h. After that, the medium was discarded, the formazan crystals were dissolved in 150 µL/well of dimethyl sulfoxide (DMSO), and a microplate reader (Perkin Elmer, Victor 2) was used for measuring the absorbance at 570 nm.



Intracellular localization of PCB

TMBP-GFP cells (5 x 105 cells/well) were seeded in 12-well plates together with irradiated rat thymocytes (5000 rad, 1.25 x 107 cells/well) in complete DMEM/1% rat serum with 10 µg/mL MBP and 200 µg/µL PCB for 3 h. Immediately afterwards, the nuclear DNA of T cells was labeled with DAPI following a previously described procedure with minor changes (26). Briefly, T cells were collected in 15 mL tubes, centrifuged at 400 g, at room temperature for 3 min, washed with PBS 1X (0.5 mL) and fixed during 10 min at 4°C with 4% paraformaldehyde (0.5 mL). T cells were treated first with 0.2% Triton X-100 (0.5 mL) and later with 1 µg/mL DAPI (0.5 mL) at room temperature for 5 and 10 min, respectively, with three washes of PBS 1X (0.5 mL) between them and again after completing the DAPI staining. By using a cytospin device (800 rpm, 3 min), T cells were transferred to microscope slides and cover slips were mounted with Fluoromount-G. Images acquisition was performed with a confocal microscope (Leica) for DAPI (λex=359 nm, λem=461 nm) and PCB (λex=550 nm, λem=591-641 nm) fluorescence. The Fiji software was used for analysis (27).



Statistical analysis

The statistical analysis was carried out with the GraphPad Prism software 6.0 (GraphPad Inc., CA, USA). Data are expressed as the mean ± S.E.M. Kolmogorov-Smirnov normality test were applied to all data sets. One-way-ANOVA followed by Newman-Keuls tests, or Kruskal-Wallis followed by Dunn´s tests for multiple comparisons between three or more groups were used when appropriate. Statistical comparison for qPCR data was done with the REST© software. P values of p<0.05 (*), p<0.01 (**), and p<0.001 (***) were considered statistically significant.




Results


PCB delayed and attenuated the clinical signs progression of EAE mice

The daily motor behavior of EAE mice receiving the intraperitoneal (i.p.) administration of either the vehicle or PCB at different doses was evaluated from the day of immunization until the end of the study (Figure 1). Interestingly, on average, the EAE + vehicle group presented the onset of the disease on day 9.8 ± 1.14, with the first animal being sick on day 7 following the immunization (Figure 1A). In contrast, the treatment with PCB at 0.1, 0.5 and 1 mg/kg postponed the beginning of clinical symptoms, on average, until the days 13.57 ± 1.82, 15.57 ± 1.81 and 15.29 ± 1.92 post-induction, respectively. Notably, the delay of the disease onset was statistically significant when the 0.5 and 1 mg/kg doses of PCB were compared with the vehicle-treated EAE mice (p<0.05, Kruskal-Wallis + Dunn’s multiple comparisons test, Supplementary Table 2). On the other hand, Figure 1B shows the quantification of the area under the curve of clinical progression, which represents the EAE neurological severity. EAE animals treated with the vehicle showed an area of 43.04 ± 10.65 (arbitrary units), while this parameter decreased to values of 25.46 ± 4.46, 24.14 ± 5.92 and 18.39 ± 4.55 for PCB at 0.1, 0.5 and 1 mg/kg, respectively. Statistically significant differences were observed between the EAE vehicle- and the EAE PCB-treated animals at the highest dose. This result indicates that the i.p. administration of PCB was able to retard the appearance of the disease’s symptoms and to reduce the EAE neurological severity.




Figure 1 | Effect of PCB in a murine model of chronic progressive EAE. (A) Daily clinical assessment of the mice. (B) Clinical severity determined by the area under the curve (in arbitrary units). MOG35–55 immunized mice received a daily i.p. injection of PBS (vehicle) or PCB at 0.1, 0.5 or 1 mg/kg, from day 0 until day 26 post-immunization. A numeric scale with the ascending graveness was used to score every day the clinical signs of the mice, ranging from 0 (no disease) to 5 (death). The naïve group (non-immunized animals) remained healthful during the entire study period (score 0). Data are expressed as the mean ± S.E.M (n=6-7 per group). The asterisk (*) is indicative of significant differences with vehicle-treated EAE mice (*p<0.05, ANOVA + Newman-Keuls tests).





PCB reduces pro-inflammatory cytokines in the brain of mice with EAE

To further investigate the impact of PCB treatment on the expression of IL-17A, IL-6 (pro-inflammatory), and IL-10 (anti-inflammatory/immunoregulatory) cytokines in the brain of mice with EAE, an ELISA protocol has been used (Figures 2A–C). EAE vehicle-treated mice showed significantly higher levels of all measured cytokines compared to healthy naïve animals. Animals with EAE that received 0.5 and 1 mg/kg PCB evidenced a significant decline in the levels of IL-17A and IL-6 pro-inflammatory cytokines compared to the vehicle-treated EAE mice. These results suggest an anti-inflammatory action of PCB against the EAE progression in mice brains.




Figure 2 | Evaluation of the PCB effect on the brain expression of cytokines in EAE mice. MOG35–55 immunized mice received a daily i.p. injection of PBS (vehicle) or PCB at 0.1, 0.5 or 1 mg/kg, from day 0 until day 26 post-immunization. At this moment, the protein levels of the cytokines (A) IL-17A, (B) IL-6, and (C) IL-10 were assessed by the respective ELISA commercial kits. Data are expressed as mean ± S.E.M. (n=6-7 per group). The ampersand (&) and asterisk (*) are indicative of significant differences with non-immunized naïve and vehicle-treated EAE mice, respectively (*p<0.05, **p<0.01, ***p<0.001; &&p <0.01, &&&p <0.001, Kruskal-Wallis + Dunn’s tests).





PCB positively modulates the expression of genes related to remyelination/demyelination processes in mice brains

We evaluated the genes modulation in the brain of EAE animals treated with PCB at 0.1, 0.5 and 1 mg/kg (Figure 3). We observed an up-regulation of genes that could mediate myelin damage (LINGO1, NOTCH1 and TNF-α), accompanied by the down-regulation of genes that may be involved in myelin preservation (CXCL12, MAL, MOG, NKX2-2, and OLIG1) in vehicle-treated EAE mice compared with naïve animals. In this ratio, a statistically significant difference was obtained for TNF-α (up), CXCL12 (down) and MOG (down). The PCB-treated EAE animals at all doses, were compared to the EAE vehicle group. PCB at 0.1 mg/kg, regarding the genes that may influence the myelin destruction, only the TNF-α reversed its modulation (downward). On the contrary, all the myelin-favorable genes (except the MAL gene) inverted their modulation (upward), although no statistically significant differences were observed at this dose. When the sick mice received 0.5 mg/kg PCB, a similar modulation was detected in myelin-adverse genes. Finally, a dose-dependent effect of PCB was observed, which reached an inverse modulation for all genes studied at the highest dose of PCB (1 mg/kg). Moreover, a statistical difference was found for the TNF-α gene (down) and the CXCL12 gene (up).




Figure 3 | Effect of PCB on expression levels of demyelinating/remyelinating-related genes assessed by Real Time PCR in the brain of EAE mice. The panels show the mRNA levels of CXCL12, LINGO1, MAL, MOG, NKX2-2, NOTCH1, OLIG1 and TNF-α. MOG35–55 immunized mice received a daily i.p. injection of PBS (vehicle) or PCB at 0.1, 0.5 or 1 mg/kg, from day 0 until day 26 post-immunization. Data are expressed as mean ± S.E.M. (n=4 per group). The ampersand (&) and asterisk (*) are indicative of significant differences with non-immunized naïve and vehicle-treated EAE mice, respectively (*p<0.05, &p<0.05, REST© software).





PCB reduces demyelination and neuroinflammation in the spinal cords of EAE mice

Several areas of demyelination (purple area) were observed in EAE animals treated with the vehicle, also present (in a lesser proportion) with the lowest dose of PCB 0.1 mg/kg (Figure 4A). In contrast, intact myelin (expressed as an intense blue area) was observed in healthy mice (image not shown). Demyelination in the spinal cord white matter was clearly ameliorated in the diseased animals treated with all doses of PCB, particularly those of 1 and 0.5 mg/kg (Figure 4A). These results express the dose-dependent effect of PCB in reducing demyelination. The quantification of the demyelinated areas resulted in a significant decrease in this parameter in the EAE animals treated with the highest doses of PCB, 0.5 and 1 mg/kg, compared to those treated with the vehicle. On the other hand, immunostaining for Mac-3, a microglial and macrophages marker, and for the T lymphocytes marker CD3, were also carried out. The results expressed a significant inhibitory effect of PCB on both markers (Figures 4B, C). Representative images show the high density of Mac-3 and CD3 expression (brown spots) in the EAE + vehicle, which is lower in the groups of EAE mice that received PCB. No immunostaining for Mac-3 or CD3 was detected in the spinal cords of healthy mice (image not shown). Statistical analyses confirmed a significant dose-dependent diminution of the densities of Mac-3 and CD3 in PCB-treated EAE animas at all doses compared to those receiving the vehicle.




Figure 4 | Histological and immunohistochemical assessment of the PCB effects on myelination and inflammation markers in spinal cords of EAE mice. The representative cross-sectional images and the respective morphometric evaluation per variable are shown in each panel. (A) Demyelination (LFB/PAS). (B) Macrophages/activated microglia (Mac-3). (C) T cells (CD3). MOG35–55 immunized mice received a daily i.p. injection of PBS (vehicle) or PCB at 0.1, 0.5 or 1 mg/kg, from day 0 until day 26 post-immunization. The areas marked with black pencil indicate demyelination. The percentage of demyelination and the cell densities (number of positive marked cells per mm2) were calculated by dividing with total area of the white matter in transversal sections. Data are expressed as mean ± SEM (n=4-7 per group). The asterisks indicate statistically significant differences vs. EAE + vehicle group (**p<0.01, ***p<0.001, Kruskal-Wallis + Dunn’s tests for LFB/PAS and Mac-3, ANOVA + Newman-Keuls tests for CD3). Bar: 50 μm.





PCB increases OPC, matured OD and reduces axonal damage in the spinal cords of EAE mice

OPC and mature OD identification in the white matter of spinal cords was performed using an anti-Olig2 antibody (Figure 5A) or an anti-TPPP/p25 (Figure 5B), respectively. IHC was also performed for the APP as a marker of axonal damage (Figure 5C). A dose-dependent effect of PCB on the levels of these three markers was found when compared to the EAE animals treated with the vehicle. PCB at the highest dose (1 mg/kg) showed a statistically significant increase of both oligodendrocyte markers (Olig2 and TPPP/p25). Furthermore, there was a statistically significant rise of Olig2 in both the lowest and the intermediate doses of PCB (0.1 and 0.5 mg/kg). Regarding TPPP/p25, there was also an increase of this marker in the EAE + PCB 0.5 mg/kg group, but not at the dose of 0.1 mg/kg of PCB. Moreover, PCB also showed a dose-dependent effect on the APP density. At the intermediate and the highest dose of PCB, this treatment significantly reduced APP levels. However, there was no difference in APP density between the EAE mice treated with lowest doses of PCB compared to those treated with the vehicle (Figure 5C).




Figure 5 | Immunohistochemical assessment of the PCB effects on oligodendrocyte and neuronal markers in spinal cords of EAE mice. The representative cross-sectional images and the respective morphometric evaluation per variable are shown in each panel. (A) Oligodendrocytes precursor cells (Olig2). (B) Mature oligodendrocytes (TPPP/p25). (C) Acute axonal damage (APP). MOG35–55 immunized mice received a daily i.p. injection of PBS (vehicle) or PCB at 0.1, 0.5 or 1 mg/kg, from day 0 until day 26 post-immunization. The cell densities (number of positive marked cells per mm2) were calculated by dividing with total area of the white matter in transversal sections. Data are expressed as mean ± SEM (n=4-7 per group). The ampersand (&) and asterisk (*) are indicative of significant differences with non-immunized naïve and vehicle-treated EAE mice, respectively (*p<0.05, **p<0.01, ***p<0.001; &p<0.05, &&&p<0.001, ANOVA + Newman-Keuls tests). Bar: 50 μm.





“In vitro” and “in vivo” effects of PCB and its combination with IFN-β

The inhibitory effects of PCB and its combination with IFN- β was assessed in rat TMBP-GFP cells and in T cells isolated from the spleen of 2D2 mice. There was a clear trend that PCB alone was able to inhibit the proliferation of MBP-stimulated rat TMBP-GFP cells dose-dependently. However, when cultured with IFN-β alone at 103 U/mL, no anti-proliferative action of this drug was observed. Remarkably, the combination of both compounds showed a statistically significant effect and the dose-dependent inhibition of TMBP-GFP cell proliferation (Supplementary Figure 1). Furthermore, PCB also inhibited the proliferation of CD4+ T cells isolated from 2D2 mice. The results showed a clear tendency to reduction in the proliferation of these activated CD4+ T cells when treated with PCB alone at 10, 50 and 250 μg/mL (Supplementary Figure 2). However, this inhibitory effect was not evident with the treatment of 103 U/mL IFN-β alone, but it was significant when combined with 250 μg/mL PCB (Supplementary Figure 2). On the other hand, the intracellular localization analysis revealed that PCB was accumulated in the perinuclear region of TMBP-GFP cells (Supplementary Video 1).

In the next set of experiments, we evaluated the PCB/IFN-β combination in the mouse model of EAE. When the prophylactic regimen was implemented, two EAE-treated groups (PCB and the combination) showed a significant decrease in the clinical severity as evidenced by the area under the curve of disease progression with respect to the EAE + vehicle group. However, when the administration was in the therapeutic schedule, starting at day 14 post-immunization once the disease symptoms were already present, no differences in the neurological progression between groups were found (Figure 6). Accordingly, when the expression of some cytokines were assessed after concluding the prophylactic regimen, the EAE vehicle-treated mice showed significantly higher expression of IL-17A, IL-6, and IL-10 when compared to the naïve group (Figure 7A). On the contrary, the EAE mice treated with the PCB/IFN-β combination significantly reduced the brain expression levels of these cytokines compared with EAE vehicle-treated mice, reaching levels comparable to those of naïve animals (Figure 7A). The individual treatments also significantly reduced IL-10, and for IL-17A and IL-6, only IFN-β was evident to be significant, although a clear decreasing trend was detected with PCB alone (Figure 7A). Interestingly, a significant induction of Treg was found, as evidenced by the mean fluorescence intensity in the spleen of animals treated with the PCB/IFN-β combination (Figure 7B). Regarding the gene modulation in the brain, we found that LINGO1 and MAL genes were up- or down-regulated, respectively, in the EAE vehicle-treated versus untreated animals (Figure 7C). For the MAL gene, an inverse modulation (upward) was obtained only for the EAE animals treated with the PCB/IFN-β combination, but not with the separate treatments, compared to EAE vehicle-treated group (Figure 7C). However, the LINGO1 gene remained down-regulated with either the individual or the combined treatments (Figure 7C).




Figure 6 | Effect of the treatment with the combination PCB/IFN-β and each compound individually on the clinical progression of EAE mice. (A) Daily clinical assessment of the mice. (B) Clinical severity determined by the area under the curve (in arbitrary units). MOG35–55 immunized mice were treated either with oral PCB at 1 mg/kg daily (once a day), with subcutaneous IFN-β at 5000 U every other day, or with their combination, initiating at day 0 (prophylactic schedule), or after the occurrence of the first disease symptoms at day 14 post-induction (late therapeutic schedule), lasting until day 24 post-immunization. A numeric scale with the ascending graveness was used to score every day the clinical signs of the mice, ranging from 0 (no disease) to 5 (death). The naïve group (non-immunized animals) remained healthful during the entire study period (score 0). Data are expressed as the mean ± S.E.M. (n=9-10 per group). The ampersand (&) and asterisk (*) are indicative of significant differences with IFN-β-treated or vehicle-treated EAE mice, respectively (**p<0.01, ***p<0.001, &p<0.05, &&p<0.01, ANOVA + Newman-Keuls tests).






Figure 7 | Effect of the treatment with the combination PCB/IFN-β and each compound individually on the cerebral expression of cytokines (protein levels) and of demyelinating/remyelinating-related genes (mRNA levels), as well as on the Treg levels in spleen of EAE mice. Panels show (A) the cytokines levels IL-17A, IL-6 and IL-10 from brain as assessed by ELISA, (B) Treg cells from mice spleen analyzed in the CD4+ CD25high gate and expressed as Foxp3 Mean Fluorescence Intensity (MFI), (C) mRNA levels of LINGO1 and MAL genes as assessed by quantitative Real Time PCR from the mice brain. MOG35–55 immunized mice were treated either with oral PCB at 1 mg/kg daily (once a day), with subcutaneous IFN-β at 5000 U every other day, or with their combination, initiating at day 0 (prophylactic schedule), or after the occurrence of the first disease symptoms at day 14 post-induction (late therapeutic schedule), lasting until day 24 post-immunization. Data are expressed as mean ± S.E.M. (n=4-7 per group). The ampersand (&) and asterisk (*) are indicative of significant differences in comparison to non-immunized naïve and to vehicle-treated EAE mice, respectively. (*p<0.05, **p<0.01, &p<0.05, &&p<0.01, &&&p <0.001, Kruskal-Wallis + Dunn’s tests when compared with EAE + vehicle group for IL-17A and IL-16, or according to ANOVA + Newman-Keuls tests for IL-10 and MFI of Fopx3).






Discussion

In the present study, the outcomes and underlying mechanisms of the PCB administration were assessed in the EAE-MOG35-55 model of MS. We selected this model as appropriate for the PCB evaluation given the presence of both main components of the MS pathogenesis: immune dysfunction and neurodegeneration (5, 6, 11). Previously, we have reported that the anti-inflammatory and antioxidant properties of PCB and C-PC mediate their neuroprotective effects in animal models of cerebral ischemia (8–10). Such observations, therefore, suggest that these natural molecules might also curtail the pathogenesis of MS by acting on those pivotal deleterious processes.

Cytokines are mediators of both the innate and adaptive immunity (28). In this report, the administration of PCB in the MOG35-55 murine EAE model evidenced a significant dose-dependent reduction of cerebral expression of IL-17A and IL-6 in with respect to vehicle-treated EAE subjects. IL-17A and IL-6 are pro-inflammatory cytokines reported to play a key role in EAE (29). In this regard, several experimental models support the role of inflammatory cytokines in EAE; for example: anti-IL-17A antibodies cause a delay in disease progression in the EAE model (30), while the IL-17A blockade attenuates EAE (31), and mice either deficient of IL-17A or that received anti-IL-17A were protected from EAE establishment (32). In the same line, anti-IL-6 receptor monoclonal antibodies inhibited the development of EAE (33). Such evidence supports the positive impact of the cytokines reduction promoted by PCB in EAE. Moreover, we identified an increase in the IL-10 immunoregulatory cytokine in vehicle-treated EAE animals (similar to the IL-17A and IL-6 proinflammatory cytokines), which also decreased significantly with the PCB treatment. A possible explanation for this observation is that the immune system produces IL-10 as a negative feedback mechanism to maintain immune homeostasis from pro-inflammatory overreactions. Indeed, it has been shown that the IL-17 cytokine could also be produced not only by Th17 cells, but also by macrophages and T cells lacking either IL-10 or IL-10 receptor expression (34). The presence of recombinant IL-10 in the culture of these immune cells abrogates the production of IL-17, thus demonstrating the critical immune regulating role of IL-10 (34). Then, when the PCB treatment counteracts the overproduction of the pro-inflammatory cytokines (IL-17A and IL-6), the immunoregulatory component (IL-10) is also reduced as a balancing immune response.

Moreover, in our study, we inspected the dose-dependent outcome of PCB on the modulation of different genes related to the myelin physiology. We grouped them into genes whose products may injure the myelin in specific conditions (LINGO1, NOTCH1, and TNF-a) and those that could preserve it or participate in the myelogenesis multi-step process (CXCL12, MAL, MOG, NKX2-2, OLIG1).

The TNF-α cytokine has been shown to be a pleiotropic cytokine. In the cuprizone model of demyelination, animals deficient in TNF-α showed a significant delay in remyelination along with a significant decline in the number of mature OD (35). In contrast, the treatment of cuprizone-fed mice with XPro1595, a specific inhibitor of soluble TNF-α able to enter into the CNS, promoted early remyelination and impeded motor behavior deterioration (36), which suggests the relevant role of this cytokine in MS remyelination failure. That being so, it was also confirmed that the selective inhibition of soluble TNF-α improves recovery in the EAE mice model (37). In our study in diseased EAE animals (vehicle-treated), the TNF-α gene was up-regulated, however, EAE animals treated with the three doses of PCB showed down-regulation of the TNF-α gene. This suggests that PCB may favor the remyelination process by limiting the expression of TNF-α.

On the other hand, both the LINGO1 and the NOTCH1 genes, were up-regulated in the vehicle- or the PCB (0.1 and 0.5 mg/kg)-treated EAE animals, but both genes were down-regulated by the highest dose of this compound (1 mg/kg). It has been shown that the loss of the LINGO1 function in EAE mice led to a neurological improvement (38), while in the cuprizone animal model, an anti-LINGO1 antibody improved remyelination and neurobehavioral performance (39). Furthermore, the intranasal delivery of siRNA-loaded chitosan nanoparticles targeting LINGO1 was associated with signs of repair, neuroprotection, and remyelination in rats with ethidium bromide-triggered demyelination (40). On the other hand, by using the cuprizone animal model it was showed that inhibition of the NOTCH1 gene expression by using an specific siRNA, accelerated remyelination mainly through increasing the mature OD in the brain lesions (41). In another study, with the aim of establishing whether NOTCH-JAGGED signaling regulated the rate of remyelination, young and adult animals were compared in the cuprizone model and no significant differences were found (42). Similarly, other authors have found that both NOTCH1 receptor and its ligand JAGGED1 were notably expressed in demyelinated areas of mice with EAE (43). Although the mechanistic role of LINGO1 and NOTCH1 in demyelination/remyelination processes in MS is yet to be fully elucidated, the available reports point to a deleterious action on the myelogenesis (44). Thus, the downregulation of these genes by PCB at the highest dose suggests a positive effect in promoting the formation of new myelin.

Furthermore, we identified the downregulation of the CXCL12, MOG, NKX2-2, OLIG1 and MAL genes in the brain of sick EAE animals receiving the vehicle and an upregulation of the four first genes when those were treated with the three doses of PCB. The exception was found with the MAL gene in which its expression was increased only in the group EAE + PCB 1 mg/kg.

It has been observed that the lentivirus-mediated overexpression of CXCL12 in the corpus callosum with cuprizone-induced demyelination enhances OPC proliferation (45). Another study in which neonatal OPCs were isolated from rats showed that CXCL12 induces the activation of MEK/ERK and PI3K/AKT signaling in OPC promoting their migration (46). On the other hand, the primary physiological function of MOG, a protein exclusively present on the surface of myelin sheaths and OD processes, is not yet clearly established. However, its expression at the beginning of the myelination events and throughout the OD maturation process supports a likely involvement of this protein in the correct structural integrity of the myelin sheaths (47).

Other relevant protein in these aspects is NKX2-2, an important transcriptional factor for OPC differentiation. The expression of this gene has been detected in early CNS demyelinated lesions caused by ethidium bromide in rats, but not in old adult animals which have the slowest myelination speed. Thus, this evidence supports the notion that the abundance of NKX2-2 could accelerate remyelination in damaged CNS regions (48). In another study, by using in situ hybridization, immunofluorescence, and co-immunoprecipitation, it was demonstrated that the protein domains of NKX2-2 is critically present in OD differentiation (49). Similarly, another important mediator of myelin formation is OLIG1. It has been reported that when a neural progenitor cell (NPC) transplantation was performed in OLIG1-/- and OLIG1+/+ mice infected with mouse hepatitis virus, only wild-type recipients exhibited extensive remyelination and differentiated preferentially in OPC (50). Previous reports have also suggested the potential involvement of OLIG1 in brain ischemia repair mechanisms when observed that its expression pattern was closely associated with endogenous remyelination (51). Besides these mediators, the MAL protein is predominantly expressed in OD, and it has been shown through genetic ablation procedures its relevant role in the axon-myelin interaction (52). Interestingly, a positive modulation of the MAL gene expression was also found in studies of our team using C-PC and PCB in animal models of MS (6) and cerebral ischemia (9), respectively. Therefore, the evidence shown above expresses the positive effects of PCB on these pro-myelinating genes and their potential involvement in myelin restoration in mice with EAE.

Accordingly, the LFB staining analysis of spinal cords revealed the presence of extensive demyelinated areas in mice of the EAE vehicle group, in agreement with previous reports (53, 54), as well as the significant increase of activated microglia, macrophages and T cells, supporting the inflammatory features involved in EAE (55, 56). In contrast, a significant reduction of CNS microglia/macrophages was observed in EAE animals that received any of the three PCB doses, and thus confirms its role in the action mechanisms for resisting this disease (57, 58). In the context of MS, activated microglia also contribute to neuronal and OD injury by acting as a paramount source of reactive oxygen species (ROS) (59). Indeed, microglial NADPH oxidase has been demonstrated to be one of the main sources of ROS in active MS lesions (60). The oxidative damage to lipids and DNA of the OPC, OD, and neurons, is closely associated with CNS demyelination and neurodegeneration (61). In this sense, PCB can inhibit the microglial NADPH oxidase (62). The inhibition of this enzyme is considerably beneficial in this context because it produces the superoxide anion radical which later reacts with nitric oxide favoring the rapid production of peroxynitrite, a key mediator of myelin and axon toxicity (63). PCB can also reduce oxidative damage by acting as a peroxynitrite scavenger (64). Therefore, the antioxidant activities of PCB may restore the redox balance in EAE mice and contribute to the myelin/axonal repair mechanisms.

Under pathological conditions, the activated microglia favors the infiltration of pro-inflammatory immune cells in the CNS by secreting matrix metalloproteinases (MMPs), mediators of BBB breakdown (65). Thus, the PCB treatment may prevent such events by limiting the rise in activated microglia. In addition, PCB can have a positive neuroaxonal effect by reducing the microglial secretion levels of pro-inflammatory cytokines, such as IFN-γ and TNF-α (66), and cytokines involved in the Th1 and Th17 response such as IL-12, IL-6 and IL-23 (67). The cytokines that mediate the inflammatory responses in MS and EAE may also directly impact on the myelinating capacity of OD (68). Indeed, IFN-γ and TNF-α act as pro-apoptotic inducers in human oligodendroglial cells, and furthermore, they potentiated the extent of cell death when co-incubated together (69).

In our study, an increase in OPC (identified by the Olig2 marker) and mature OD (evidenced by TPPP/p25) mediated the effects of PCB, suggesting the pro-myelination action of PCB, given that Olig2 functions as a transcription factor during the development of OD (70). Previously, it has been observed that the specific overexpression of Olig2 in OPC under demyelinating conditions promotes their migration to the CNS lesions and their differentiation into mature OD, which lead to an early remyelination process in lysophosphatidylcholine-intoxicated mice (71). Although this strongly suggests that PCB may induce the formation of new myelin in EAE mice, further evidence in this regard could be assessed in non-immunological demyelination models, such as the cuprizone or the lysophosphatidylcholine mice models.

The increase in the expression of Olig2 and TPPP/p25 caused by PCB indicates that this molecule favors the proliferative and migratory functions of OPC and their final differentiation into mature OD capable of myelinating the injured axons. The optimal expression of TPPP/p25 plays key physiological roles in the differentiation of OPC to mature myelinating OD (72). The TPPP/p25 protein is essential in the dynamics of the regeneration of the microtubule system during the elongation process previous to the myelin sheath structuring (73). These microtubules are essential for the structural stability and plasticity of myelinating OD. Furthermore, the evidence suggests that TPPP/p25 is also involved in the cellular metabolism, because its expression produces an increase in ATP levels (74). In MS patients, an increase in TPPP/p25 was detected in remyelinating lesions (73). OD that express TPPP/p25 extensively are able to form a compact myelin sheath that wraps the axon. The novel-formed myelin cover may physically curtail the direct action of immune cells and inflammatory molecules that mediate the damage to the axon, and it may also restore the trophic support to it (75).

Here, the axonal protecting activity of PCB was also evaluated, and its dose-dependent benefit at 0.5 and 1 mg/kg was demonstrated in animals with EAE. This could be related to the rapid restoration of the myelin trophic support that enables the survival and functionality of the axons. Therefore, it reduces axonal damage and the occurrence of intrinsic axonal defects that mediate physical and biochemical signals preventing myelination (76). The reduction of the abnormal accumulation of APP indicates that the axons are viable and rapid anterograde transport of APP occurs through them (77). The transported APP exerts trophic and synaptogenic roles, suggesting a restoration of the synapse (78), which is affected during demyelination (79).

On the other hand, in vitro studies in TMBP-GFP encephalitogenic cells, demonstrated that PCB (and its combination with IFN- β) was able to inhibit the proliferation of these cells. Similarly, in these cells, the perinuclear location of the PCB was identified using the confocal microscope.

IFN-β is a standard treatment for MS, but it comes with limitations (80). In order to surpass this, the combination of IFN-β with other compounds acting on targets from either the immune or the nervous systems can potentially be a better therapeutic strategy for MS than IFN-β alone (81, 82). Hence, certain studies show the effects of IFN-β when co-administered with other DMTs. For example, one study showed a synergistic effect of IFN-β and dimethyl fumarate in EAE (83). A second study showed that the addition of a 1α,25-dihydroxyvitamin D3 analog with IFN-β produced additional immunomodulatory effects for the prevention of EAE (84). A third study demonstrated that the IFN-β-secreting mesenchymal stem cells and minocycline combination considerably reduced the clinical deterioration of EAE (85). A fourth study reported that the combined therapy of high doses of methylprednisolone with IFN-β had a synergistic effect in EAE (86). Our group demonstrated with a microarray assay of the brain of EAE mice that C-PC modulated additional desirable biological processes compared to IFN-β (6). Following this line of reasoning, here we report the beneficial effects of the PCB/IFN-β combination in EAE, thus supporting its complementarity.

The efficacy of IFN-β was assessed in the setting of EAE while combined therapies have also been tested in the EAE model demonstrating their effects (85, 87). In our study, the combined therapy of PCB/IFN-β, was, therefore, evaluated in the animal model of EAE. PCB in the combined therapy was administered orally, the efficacy of which had been previously demonstrated by our group when it was applied individually at different doses to EAE mice (7). This aspect is relevant for the potential clinical translation since the Spirulin-derived PCB administered orally has been issued the US Food and Drug Administration category of Generally Recognized As Safe (GRAS) (88).

A superior clinical effect was identified here in EAE animals treated with the PCB/IFN-β combined therapy when both molecules are administered prophylactically. However, no beneficial effect was observed when both molecules were administered in a late therapeutic regimen, which then open the perspective of a further evaluation with higher doses of these compounds. In our study, we have identified that both IFN-β and PCB, and to a greater extent, the treatment using both molecules, reduced the cerebral expression of pro-inflammatory cytokines IL-17A and IL-6. Consistently, the effectiveness of IFN-β in the EAE model induced by rodent recombinant MOG35-55 (independent of B cells) has been clearly related to the diminution of CNS pro-inflammatory cytokines (89). Another study also shows that the effectiveness of IFN- β is related to an inflammasome-dependent EAE model (90). Additionally, a greater induction of Treg in the spleen of the animals was achieved with the PCB/IFN-β combined therapy. A similar result on Treg was previously obtained by our group with the treatment of C-PC of peripheral blood mononuclear cells isolated from patients with MS (5). Along these lines of evidence, Treg can promote the differentiation of OPC and, consequently, favor their remyelination capability in the injured CNS (91). Interestingly, the PCB/IFN-β combined treatment differentially modulated the cerebral expression of MAL (upregulation) and LINGO1 (downregulation) genes, supporting the remyelinating advantage of this pharmacological combination. PCB adds to this combination its anti-inflammatory, antioxidant, and remyelinating capabilities as have been shown in rodent models of EAE, and in other models of neurodegenerative diseases (92).



Conclusion

There is an urgent need to identify MS drugs that target demyelination, which is a “gap” in the DMTs available thus far. PCB is well known for its neuroprotective and anti-inflammatory properties. In this study, we elucidated for the first time important clues of the mechanism by which PCB can promote remyelination in mice suffering EAE, comprising the stimulation of both the OPC and the mature OD. Moreover, PCB had also an advantageous impact on the reduction of axonal damage. On the other hand, the effect of PCB on the reduction of pro-inflammatory cytokines and its relationship with demyelination/remyelination processes is also highlighted in this study. Finally, the herein identification of the clinical superiority of the combination PCB/IFN-β, its associated reduction of pro-inflammatory cytokines and the increase of Treg, supports its potential application as a new feasible therapy for MS.
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Supplementary Figure 1 | Effects of the combination PCB + IFN-β on rat encephalitogenic TMBP-GFP cells. Effect on the proliferation: TMBP-GFP cells (4 x 104 cells/well) were cultured for 48 h in different treatment conditions in 96-well plate with the presence of irradiated rat thymocytes (5000 rad, 106 cells/well). Complete DMEM/1% rat serum with 10 µg/mL MBP was used. Immediately after, 0.5 mg/mL MTT was added to the medium and cultured for another 4 h. After medium removal, the resulting formazan was solubilized and its absorbance was measured at 570 nm. Data is presented as mean ± S.E.M. Ampersand (&) and asterisk (*) indicate significant differences in comparison to 103 U/mL IFN-β and control, respectively (**p<0.01, ***p<0.001 vs control; &p<0.05, &&p <0.01 vs IFN-β, according to Kruskal-Wallis + Dunn’s tests).

Supplementary Figure 2 | Effects of the combination PCB + IFN-β on the proliferation of CD4+ T cells from 2D2 mice. PCB was incubated with purified CD4+ T cells at different concentrations in the presence of absence of 5 x 103 U/mL IFN-β. A seeding density of 2 x 105 cells/well was used for the co-stimulation of CD4+ T cells with anti-CD3 and anti-CD28 at 2 µg/mL in 96-well plate. Two days later, CD4+ T cells were incubated with IL-2 at 10 ng/mL for another 24 h. Then, MTT assay was performed and its cellular reduction was measured by the absorbance at 570 nm. Positive and negative controls indicate the absence of the drugs in the medium or no incubation with anti-CD3/anti-CD28/IL-2/drugs, respectively. Data is presented as mean ± S.E.M. Ampersand (&) and asterisk (*) indicate significant differences in comparison to 103 U/mL IFN-β and control, respectively (***p<0.001 vs control; &&p <0.01 vs IFN-β, according to Kruskal-Wallis + Dunn’s tests).

Supplementary Video 1 | TMBP-GFP cells (5 x 105 cells/well) were cultured in 12-well plate together with irradiated rat thymocytes (5000 rad, 1.25 x 107 cells/well) in complete DMEM/1% rat serum with 10 µg/mL MBP and 200 µg/µL PCB for 3 h. Immediately after, nuclear DNA was labeled with 1 µg/mL DAPI, the image was taken by confocal microscopy and analyzed by Fiji software. Blue and red colors indicate the presence of the cell nucleus and PCB, respectively, in two TMBP-GFP cells.
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Introduction

Among immune cells, activated monocytes play a detrimental role in chronic and viral-induced inflammatory pathologies, particularly in Juvenile Idiopathic Arthritis (JIA), a childhood rheumatoid arthritis (RA) disease. The uncontrolled activation of monocytes and excessive production of inflammatory factors contribute to the damage of bone-cartilage joints. Despite the moderate beneficial effect of current therapies and clinical trials, there is still a need for alternative strategies targeting monocytes to treat RA.





Methods

To explore such an alternative strategy, we investigated the effects of targeting the CXCR4 receptor using the histamine analog clobenpropit (CB). Monocytes were isolated from the blood and synovial fluids of JIA patients to assess CB's impact on their production of key inflammatory cytokines. Additionally, we administered daily intraperitoneal CB treatment to arthritic mice to evaluate its effects on circulating inflammatory cytokine levels, immune cell infiltrates, joints erosion, and bone resorption, as indicators of disease progression.





Results

Our findings demonstrated that CXCR4 targeting with CB significantly inhibited the spontaneous and induced-production of key inflammatory cytokines by monocytes isolated from JIA patients. Furthermore, CB treatment in a mouse  model of collagen-induce arthritis resulted in a significant decrease in circulating inflammatory cytokine levels, immune cell infiltrates, joints erosion, and bone resorption, leading to a reduction in disease progression.





Discussion

In conclusion, targeting CXCR4 with the small amino compound CB shows promise as a therapeutic option for chronic and viral-induced inflammatory diseases, including RA. CB effectively regulated inflammatory cytokine production of monocytes, presenting a potential targeted approach with potential advantages over current therapies. These results warrant further research and clinical trials to explore the full therapeutic potential of targeting CXCR4 with CB-like molecules in the management of various inflammatory diseases.





Keywords: monocytes, cytokines, arthritis, inflammation, treatment





Introduction

Rheumatoid arthritis (RA) is a long inflammatory condition that results to the aggressive synovial hyperplasia causing destruction of articular joints. Joint inflammation is characterized by proliferation of macrophage-like (1) and fibroblast-like synoviocytes to form a pannus, which invades and destroys the cartilage (2). Juvenile Idiopathic Arthritis (JIA) is a rare and complex form of RA affects children younger than 16 years old, characterized by a multifactorial disorder with heterogeneous manifestations that include all forms of chronic arthritis (3, 4). Over-production of TNF-α, IL-1β and IL-6 is strongly involved in most forms of JIA (5, 6). The release of such inflammatory factors by monocytes depends on several highly conserved families of pattern recognition receptors (PRR), one of them being the Toll-like receptor family (TLRs). The increase in circulating TNF-α levels in all forms of JIA argues for a major contribution of monocytes to disease progression (7). This is supported by the observation that monocytes for systemic JIA patients produced more inflammatory cytokines than monocytes from healthy donors in response to TLR4 and TLR8 stimulation (8). Current antirheumatic drugs, including corticosteroids and antibodies-based biotherapies, target inflammatory macrophages or macrophages secreted cytokines to reduce synovial inflammation. However, not all patients respond to antibody therapy and chronic application of glucocorticoids leads to severe side effects, highlighting the need for novel therapeutic strategies.

In the context of chronic and acute inflammatory diseases, the chemokine receptor CXCR4 could emerge a potential therapeutic target. We previously showed that histamine and the histamine analog clobenpropit (CB) through their engagement of CXCR4 exhibited a broad-spectrum inhibitory activity on the production of all subtypes of interferons (IFN) in TLR7-activated human plasmacytoid dendritic cells (pDCs) (9). Moreover, intranasal spray of CB resulted in drastic reduction of type I and III IFN secretions in broncho-alveolar lavages from Influenza A virus (IAV) infected mice (9). Of note, the anti-IFN activity of CB was not associated with histamine receptors but strictly dependent on CXCR4 (9). As CXCR4 is highly expressed by all immune cells, including monocytes and macrophages, we hypothesize that CB could also downmodulate monocyte-driven inflammation in rheumatoid arthritis.

In this study, we explored the potential of CB to decrease the production of proinflammatory cytokines by monocytes obtained from the blood and synovial fluids of individuals diagnosed with Juvenile Idiopathic Arthritis (JIA). In these monocytes, we evaluated both the spontaneous and induced cytokine production. Finally, we further probed in vivo whether CB treatment would attenuate inflammation and impair disease progression in a model of collagen-induced arthritic mice.





Results




CB down-regulates TNF-α, IL-1β, and IL-6 productions in TLR-7/8-activated monocytes

To first assess the potential anti-inflammatory properties of histamine and the histamine analog CB, we took advantage of the monocyte-derived THP-1 NF-κB reporter cell line. Upon TLR7/8 activation by R848, the reporter gene SEAP is induced by activation of the NF-κB signaling pathway. We thus measured the production of SEAP by R848-activated THP-1 cells in the presence or absence of varying concentration of histamine (Figure 1A) or CB (Figure 1B) ranging from 1 to 100 µM. We showed that CB, and to a lesser extent histamine, reduced in a dose-dependent manner activation of NF-κB in THP-1 cells, without any obvious toxicity. In addition, CB treatment (20 µM) prevented the transcription of TNF-α, IL-1β and IL-6 encoding genes in R848-activated THP-1 cells (Figure 1C).




Figure 1 | CB inhibited TLR-7/8-mediated TNF-α, IL-1β and IL-6 production by human monocytes. (A, B) THP1 NF-κB reporter cells were treated with increasing concentration of Histamine (A) or CB (B) ranging from 1 to 100 µM then stimulated with R848 (5 μg/ml) for 24 hours. NF-κB reporter activity was measured using QUANTI-Blue, a SEAP detection reagent. (C) mRNA levels of TNF-α, IL-1β and IL-6 from THP1-dual pre-incubated with increased doses of CB and stimulated overnight with R848 (5 μg/ml), were measured by RT-qPCR and normalized to RPL13A. Kruskal-Wallis with Dunn’s multiple comparisons test. (D-G) PBMCs from healthy donors (HD) were preincubated with CB (20 μM) then stimulated with R848 (5 μg/mL) overnight. (D, E) Cytokine production was measured in the supernatant using a bead-based multiplexed immunoassay system Luminex. (D) Heatmap representation of statistically different cytokines (P<0.05) between the different conditions (Null, R848, R848+CB), ordered by hierarchical clustering. Up-regulated cytokines are shown in orange, and down-regulated in blue. P values were determined with the Kruskal-Wallis test. (E) Individual cytokines from the Luminex are represented. Mann-Whitney test. (F) PBMCs were analyzed by mass cytometry (CyTOF) and tSNE analysis were performed using CD56, CD3, CD11c, BDCA4, CD14, HLADR, CD123, CD4, CD8, and CD19 markers. Intracellular levels of TNF-α, IL-1β, IL-6, IFNγ, and IL-17were evaluated. (G) Mean Metal Intensity (MMI) of TNF-α, IL-1β, and IL-6 was evaluated on gated monocytes from four different donors. (H) Cytokine production was measured in the supernatants of purified monocytes from nine HD using the multiplex bead-based immunoassay LEGENDplex. Mann-Whitney test. (I) Purified monocytes from five HD were preincubated with increased doses of CB then stimulated with R848 during 5 h. Intracellular levels of TNF-α and IL-1β as well as viability were evaluated by flow cytometry. SSC-A, side scatter. FSC-A, forward scatter. 2-way ANOVA. All data are presented as median ± range. ****P < 0.0001, ***P < 0.001, **P < 0.01, *P < 0.05.



To extend our results obtained with THP-1 cell line, we next tested the ability of CB to control cytokine production in R848-stimulated human blood mononuclear cells (PBMCs) from healthy donors (HD). We first tested the overall effect of CB by measuring the concentrations of multiple cytokines (i.e. IL-1β, -6, -8, -10, TNF- α …), chemokines (i.e. CCL2, CCL3, CCL4, CCL5…), growth factors (i.e. EGF, FGF, VEGF…) and interferons (IFNα/β/γ) in the cell culture medium of R848-stimulated PBMCs with or without of CB (20 µM) (n=5) (Figure 1D). CB downmodulated the R848-induced production of chemokines, growth factors, IFN subtypes, and all proinflammatory cytokines, including TNF-α, IL-1β and IL-6 (Figures 1D, E). Mass Cytometry (CyTOF) analysis revealed that among PBMCs monocytes represented the main producers of TNF-α, IL-1β and IL-6 upon TLR7/8 stimulation by R848. CB treatment drastically reduced the production of those inflammatory factors by R848-activated monocytes (Figures 1F, G) (n=4). To better evaluated the effect of CB on the proinflammatory cytokines, we purified monocytes from the blood of HD. Accordingly, using a multiplex bead-based assay (Figure 1H) and intracellular flow cytometry staining of TNF-α and IL-1β, we showed in monocytes purified from HD that CB inhibited the production of TNF-α and IL-1β (IC50 = 2,8 μM and IC50 = 8 μM, respectively) with no observed toxicity (Figure 1I).





CB controls activation of monocytes from healthy individuals in a CXCR4-dependent manner

We next tested whether the anti-inflammatory properties of CB depend on CXCR4. In our initial approach, we employed the widely recognized CXCR4 antagonist AMD3100 to regulate the anti-inflammatory effects of CB on activated PBMCs. Cells were cultured with increased concentrations of AMD3100 in presence of CB (20μM) and R848 for 24h. The supernatants were transferred to reporter THP1-Dual cells allowing simultaneous quantification of the activity of IRF and NF-κB promoters. We showed that CB reduced activation of both IRF and NF-κB and that AMD3100 blocked the anti-inflammatory activity of CB in a concentration dependent manner (Figures 2A, B).




Figure 2 | CB immunoregulatory activity on primary monocytes is CXCR4 dependent. (A) and (B) PBMCs from two healthy donors were cultured in presence of increased concentrations of AMD3100, then treated with CB (20 µM) and activated with R848 (5 µg/mL) for 24 hours. The level of (A) interferons and (B) inflammatory cytokines in the culture supernatants was measured using the reporter cell line THP1-dual. Two-way ANOVA with Dunnett’s multiple comparisons test. (C) and (D) Isolated monocytes from five healthy donors were cultured in presence of increased concentrations of AMD3100, then treated with CB (20 µM) and activated with R848 (1 µg/mL) for 6 hours. Intracellular levels of TNF-α, IL-1β and IL-6 were evaluated by flow cytometry, (C) dot plot representation from a donor and (D) histogram representation from 5 donors. Friedman with Dunn’s multiple comparisons test. (E, F) Monocytes were treated for 24 hours with CXCR4 siRNA (siCXCR4) or Control siRNA (siControl) at 160 nM. Cells were then pre-incubated with CB (20 μM) and stimulated with R848 (1µg/mL) for 6 hours. Intracellular levels of TNF-α, IL-1β and IL-6 were evaluated by flow cytometry: (E) dot plot representation from a donor and (F) histogram representation from 3 donors. Data shown as the median +/-s.d. Krustal-Wallis with Dunn’s multiple comparisons test. (G) the efficiency of transfection with dotap on monocytes was evaluated with GLO siRNA in flow cytometry. (H) The expression of CXCR4 on monocytes treated with siControl and siCXCR4 was assessed by flow cytometry. **P < 0.01, *P < 0.05. NS, nonstimulated.



We further quantified TNF-α, IL-1β and IL-6 productions in R848-stimulated primary purified monocytes from HD in the presence of CB (20 µM) and increasing concentrations of AMD3100 (up to 50 µM) using flow cytometry. As expected, AMD3100 inhibited in a dose-dependent manner the ability of CB to reduce intracellular TNF-α, IL-1β and IL-6 levels in monocytes without noticeable toxicity (Figures 2C, D).

To firmly establish that CB immunoregulatory activity relates to CXCR4, the expression of CXCR4 was silenced in primary monocytes using small interfering RNA (siRNA). While the transfection of a siRNA control (siControl) had no impact on the CB-induced inhibition of pro-inflammatory cytokines, CB lost its ability to inhibit TNF-α, IL-1β and IL-6 intracellular productions in CXCR4-silenced human monocytes (siCXCR4) (Figures 2E, F). Taking into account the 95% transfection efficiency in monocytes, we checked that CXCR4 expression was strongly reduced in siCXCR4-transfected monocytes compared to siControl (Figures 2G, H). These overall data show that the immunoregulatory effects of CB strictly depends on CXCR4 engagement.





CB inhibits spontaneous proinflammatory cytokine production in JIA patients’ monocytes

Our next attempt was to prob whether CB exerts an anti-inflammatory effect on immune cells isolated from JIA patients. Spontaneous inflammation is a well-known hallmark of JIA. While elevated levels of IL-6 are easily measurable in the plasma of RA patients (10), the detection of circulating TNF-α in these patients remains a challenge. Thus, to capture TNF-α in the plasma, we developed a TNF-α digital ELISA (Simoa) that detects TNF-α for concentrations as low as 1 fg/mL. Using this technology, we measured detectable levels of TNF-α in patients’ plasma and found higher concentration of TNF-α in blood plasma from JIA patients than in HD (JIA patients’ median = 3.4 pg/mL vs. HD’ median = 1.07 pg/mL) (Figure 3A). To better capture the spontaneous inflammation in JIA patients, we conducted a gene expression analysis on a set of 579 markers associated with inflammation on purified monocytes of PBMC from HD and JAI patients. As compared to HD, the expression of 51 inflammatory genes significantly increased and 16 decreased in oligoJIA patients (Figure 3B). The results of the principal components analysis (PCA) revealed that monocytes in each group grouped together (Figure 3C). Pathway analysis using DAVID (11, 12) showed enrichment in the rheumatoid arthritis pathway (Figure 3D). Since JIA is primarily a joint-related inflammatory disease (13), this prompted us to examine the inflammatory status of synovial fluids. Using Simoa technology, we measured TNF-α concentrations between 3 and 26 pg/mL (median = 10.8 pg/mL) in synovial fluid (SF) from eighteen JIA patients’ knees with active arthritis (Figure 3E). When comparing circulating levels of TNF-α in plasma and SF from six matched patients, higher levels of TNF-α were systematically measured in SF compared to blood plasma (Figure 3F).




Figure 3 | CB controls spontaneous inflammation in cells from JIA patients. (A) TNF-α was measured in the plasma of blood from HD and JIA patients by digital ELISA (Simoa). Box and whisker plots with median ± range. Mann-Whitney test. (B) Monocytes from blood from three healthy donors (HD) and three oligoJIA patients were isolated and total RNA extracted from the cells was isolated and subsequently analyzed using the NanoString nCounter system. Heat map illustrates the fold increase in mRNA expression levels of genes that exhibited significant differential expression between the two groups. (P < 0.05, fold change > 1.5). (C) PCA was performed based on genes from the array differentially expressed between the HD (gray) and the JIA patients (red). (P < 0.05, fold change > 1.5). (D) David pathway analysis was used for pathway enrichment analysis of differentially upregulated genes in JIA patients compared to the HD. (E) TNF-α was dosed in the plasma from blood or synovial fluids (SF) of JIA patients by Simoa. Mann-Whitney test. (F) TNF-α levels in paired plasma and SF from six different donors were dosed by Simoa. Wilcoxon test. TNF-α was measured in the supernatant of monocytes by digital ELISA (Simoa) purified from PBMCs of twenty JIA patients (G) or SFMCs of seventeen JIA patients (H). Average baseline of HD is represented by the red dashed line. Mann-Whitney test. (I) Monocytes from one JIA patient were treated with various concentration of CB for 16h and TNF-α was measured in the supernatant by digital ELISA (Simoa). ****P < 0.0001, ***P < 0.001, **P < 0.01, *P < 0.05.



We next assessed the effect of CB treatment on the spontaneous TNF-α production by human monocytes isolated from PBMCs (Figure 3G) and synovial fluid mononuclear cells (SFMCs) (Figure 3H) from JIA patients. CB treatment significantly decreased TNF-α levels in the culture medium of both SFMCs and PBMCs monocytes. We also showed that CB exerted a dose-dependent anti-inflammatory effect in purified monocytes from SF of one patient without any significant toxicity (Figure 3I).

Altogether, these data provide evidence that CB inhibits the spontaneous production of inflammatory cytokines by blood and synovial human monocytes within an arthritic context.





CB attenuates R848-induced cytokine production in JIA patients’ cells

We next evaluated whether CB would also inhibit cytokine production by stimulated immune cells from JIA patients. To this purpose, we first compared cytokine production by PBMCs from HD and JIA patients using the 45-plex bead-based immunoassay Luminex. We showed that PBMCs from three JIA patients out (P11, P16 and P28) of five secreted more cytokines than those of HD (Figure 4A). This result confirms that cells from JIA patients are hyperresponsive to TLR-7/8 stimulation (8). Furthermore, CB reduced R848-induced inflammatory cytokine production by HD PBMCs as well as inflammatory cytokine hypersecretion by cells from JIA patients, and most drastically CCL20, CCL2 and CCL3 (Figure 4B). As monocytes are the main producers of proinflammatory cytokines, we purified monocytes from blood patients’ suffering from oligo articular (n=20), polyarticular (n=8) or systemic (n=5) JIA, or enthesitis-related arthritis (ERA) (n=3). For all subtypes of JIA, CB treatment drastically reduced levels of IL-1β and TNF-α and reduced level of IL-6 in the culture medium of R848-activated patients’ monocytes (Figure 4C).




Figure 4 | CB controls R848-induced inflammation in cells from JIA patients. (A) PBMCs from HD and JIA patients were incubated with R848 (5 µg/mL) for 16h. P2 P12 P18 and P19 patients are oligoJIA, P10 is an polyJIA. Cytokine production was measured in the supernatant using a bead-based multiplexed immunoassay system Luminex. Heatmap representation of statistically different cytokines (P<0.05) in PBMCs supernatant upon R848 stimulation between HD and JIA patients, ordered by hierarchical clustering. Mann-Whitney test. (B) PBMCs from HD and JIA patients were pre-incubated with CB at 20 µM and then stimulated with R848 (5 µg/mL) for 16h. Cytokine production was measured in the supernatant using a bead-based multiplexed immunoassay system Luminex. Individual cytokines are represented. Two-way RM ANOVA with Tukey post hoc correction. (C) Monocytes from JIA patients were pre-incubated with CB at 20 µM and then stimulated with R848 (5 µg/mL) for 16h. IL-6, IL-1β and TNF-α production was measured in the supernatant using the multiplex bead-based immunoassay LEGENDplex. Mann-Whitney test. (D) SFMCs were pre-incubated with CB at 20 µM and then stimulated with R848 (5 µg/mL) for 16h. P5 P11 and P28 patients are oligoJIA, P16 is a polyJIA and P36 an sJIA. Cytokine production was measured in the supernatant using a bead-based multiplexed immunoassay system Luminex. ****P < 0.0001, ***P < 0.001, **P < 0.01, *P < 0.05.



Finally, using purified SFMCs from JIA patients we showed that CB inhibited the production of the 40 soluble factors induced by R848 activation (Figure 4D). Overall data indicate that CB could reduce hyper secretion of inflammatory cytokines observed in JIA patients during flares.





CB inhibits inflammatory cytokine and reduces disease progression in collagen-induced arthritis mouse model

The anti-inflammatory properties of CB in PBMCs, SFMCs and purified monocytes of JIA patients, suggest that CB represents a promising therapeutic option for arthritis. Consequently, we proceeded to evaluate the potential therapeutic impact of CB in DBA/1J mice, which serve as a mouse model for arthritis-like pathology known as collagen-induced arthritis (CIA) (14). CIA mice exhibit numerous clinical, histological, and immunological similarities to human RA (15). This includes symmetric joint involvement, synovitis, cartilage, and bone erosions. Several studies reported a major role of IL-1β in disease development in CIA mouse model (16), as well as a pathologic role of IL-6 in the effector phase of autoimmune arthritis by promoting bone destruction (17).

CIA mice were daily intraperitoneally injected with CB (at 3 mg/kg (mpK), 10 mpK, and 30 mpK) over a two-week period. As a reference drug, the corticosteroid prednisolone (15 mpK) was also injected in CIA mice. CB treatment did not exert any effect on mouse body weight whatever the dose tested overtime (Figure 5A), indicating no major toxicity of CB in treated mice. While CIA mice displayed elevated levels of circulating IL-1β and IL-6 two weeks after disease onset (Figure 5B), CB treatment resulted in a profound decrease of both cytokines (Figure 5B). Of note, the highest dose of CB (30 mpK) was as efficient as the referenced corticosteroid prednisolone.




Figure 5 | CB controls inflammation and disease onset in collagen induced arthritic mice. (A) The body weight of collagen induced arthritic mice treated with prednisolone (Pred, 15 mpK) or 3, 10, or 30 mpK of CB was measured every other day. (B) IL-1β and IL-6 were measured by ELISA in the serum after 2 weeks of treatment. Kruskal-Wallis test with Dunn’s post hoc correction. (C) the progression of the disease was assessed according to several markers in the legs. (D) The thickness of the legs was measured. (E) Representative hematoxylin and eosin staining of paw sections from collagen induced arthritic mice treated with prednisolone (Pred, 15 mpK) or 3, 10, or 30 mpK of CB: joints with pannus and inflammation (green arrow), loss of articular cartilage (yellow arrow) and bone remodeling (black arrow). (F) Impact of the treatment was evaluated by a paw score, signs of arthritis in all paws according to a 0-4 scale of ascending severity, after 2 weeks of treatments. (G) Effects of the treatment on the scoring for inflammation, cartilage damage, bone remodeling, and pannus after 2 weeks of treatment. (H) Combined disease score after 2 weeks of treatment. Kruskal-Wallis test with Dunn’s post hoc correction. All data are presented as median ± range, ***P < 0.001, **P < 0.01, *P < 0.05. n = 8 mice per group.



Additionally, we conducted an investigation to assess the impact of CB treatment on the progression of the disease.The daily injection of CB attenuated the progression of the disease during the 14 days of treatment (Figure 5C). Mice treated with CB had thinner paws than mice treated with PBS (Figure 5D). In arthritic mice, the histological analysis of the tissue injury revealed severe cartilage damage (yellow arrow), bone remodeling (black arrow) and tissue infiltration by immune cells (green arrow) (Figure 5E). Daily CB treatment attenuated all these pathological markers (Figure 5E). To further characterize the effect of CB treatment, individual paws were scored, reflecting the severity of the disease. CB treatment drastically reduced the terminal paw score (Figure 5F), which was associated with reduced inflammation, cartilage damage, bone remodeling on limbs and pannus (Figures 5G, H).






Discussion

In this study, we reveal a broad-spectrum anti-inflammatory activity of the histamine analog CB. Our findings reveal a notable decrease in the production of key inflammatory cytokines when monocytes derived from the blood and synovial fluids of individuals with JIA are exposed to CB. This reduction is observed both in spontaneous and induced cytokine production. This immuno-modulatory activity of CB strictly depends on the engagement of CXCR4 chemokine receptor. In addition, CB displays high efficiency in vivo to reduce inflammation and subsequent tissue damage in arthritic mice, leading to reduction of disease progression. In summary, our results strongly indicate that the targeting of CXCR4 using CB-like molecules holds great potential as a therapeutic approach for inflammatory diseases characterized by detrimental hyperactivation of monocytes.

The pro-inflammatory cytokines TNF-α and IL-6 are major contributors to JIA and RA (18, 19). The clinical benefits observed upon inhibiting TNF-α and IL-6 strongly support the hierarchical significance of these two pro-inflammatory factors among all the factors produced during JIA flares. While the TNF-α signature has been clearly identified in JIA patients (20), systemic TNF-α protein remains, however, difficult to detect and measure, notably because most classical ELISAs are not sensitive enough to detect TNF-α concentration below one pg/mL. To overcome this challenge, we developed an ultrasensitive digital TNF-α ELISA (Simoa) with attomolar sensitivity that permits to show that TNF-α concentration in plasma from JIA patients is six-fold higher than the one in healthy donors. Through Simoa experiments, we also measured that TNF-α concentration in synovial fluid JIA patients is higher in their synovial fluid than that in plasma. In most forms of RA, including JIA, blood monocytes are attracted to synovial fluids where they differentiate into inflammatory macrophages (1) and produce joint-degrading mediators. These immune cells emerge as being the major sources of TNF-α. Accordingly, we show that purified monocytes from JIA patients spontaneously produce more TNF-α than monocytes from healthy donors. As previously described by Cepika et al. (1), we also confirm that monocytes from JIA patients are hyperresponsive to TLR-7/8 activation compared to healthy individuals. Our study provides evidence that CB is a powerful inhibitor of pro-inflammatory cytokine and chemokine production in inflammatory monocytes derived from the blood or synovial fluid of individuals with Juvenile Idiopathic Arthritis (JIA). Interestingly, CB anti-inflammatory activity is not restricted to TNF-α and IL-6, as the inflammatory signature of JIA patients is largely toned down under CB exposure. These ex vivo results suggest that CB potentially reduces hypersecretion of cytokines and chemokines observed in JIA patients during flares. In RA animal models, IL-6 has been shown to promote osteoclast activation, synoviocyte proliferation, and recruitment to inflammatory areas, leading to the development of synovial pannus (17). In conjunction with IL-1β, IL-6 enhances the production of matrix metalloproteinases, thereby contributing to the degradation of joints and cartilage (21). In collagen-induced arthritis (CIA) mice, daily treatment of CB exhibits strong anti-inflammatory properties by blocking both IL-1β and IL-6 secretions. According to massive reduction of cartilage damage, bone remodeling, immune cell tissue infiltration and pannus CB treatment results in reduced disease progression and paw thickness in arthritic mice similarly to the referenced corticosteroid prednisolone. These in vivo experiments validate the concept of the immunomodulatory activity of CB observed in vitro and ex vivo on synovial monocytes from JIA patients.

In competition assays using the CXCR4 antagonist AMD3100 or siRNA-based experiments to down-regulate CXCR4 expression, we further demonstrated that CB anti-inflammatory activity on monocytes strictly depends on CXCR4. Beyond the impact of CXCR4 signaling on regulation of the IFN pathway (9), this result highlights that CXCR4 also represents a broad spectrum regulator of inflammation in various cell types, including pDC and monocytes. The concurrent anti-IFN and anti-inflammatory effects exerted by CXCR4 can have substantial clinical advantages, particularly considering the frequent presence and functional activity of type I interferons (IFNs) in RA (22). It is worth noting that a recent study has revealed significantly elevated levels of CXCR4 and its natural ligand, CXCL12, in both the serum and joint synovial fluids of individuals with active RA when compared to a control group (23). Furthermore, the expression levels of CXCR4 and CXCL12 in the active RA group were found to be higher compared to the group in remission (23). Higher accessibility to CXCR4 in RA patients makes targeting the CXCR4 anti-inflammatory pathway a particularly promising strategy for these pathologies.

For instance, drugs that target TNF-α, IL-6 and IL-1β cytokines or their receptors have shown beneficial effects in JIA patients (18). However, these treatments are often associated with highly heterogeneous responses across patients in terms of efficacy and treatment resistance. Consequently, it is not uncommon for a patient to change medication throughout the course of the disease. To some extent, this could be explained by the very high specificity of these treatments toward a single cytokine in a set of diseases characterized by a very broad inflammatory spectrum. By contrast to targeted therapies, corticosteroids have been used for decades to block overall pro-inflammation in RA patients, with, however, strong side-effects (24). In order to address these limitations, innovative approaches such as Janus kinase (JAK) inhibitors have emerged as promising strategies. These small molecules effectively inhibit the activity of JAK, and they have demonstrated reasonable success in treating the adult form of arthritis (25–27). Regarding strategies targeting JAK, our findings demonstrate that CB treatment effectively inhibits a broad range of cytokines in vitro, ex vivo, and in vivo.

In contrast, CB exerts its effects at an earlier stage compared to JAK inhibitors. Instead of directly targeting cytokine-mediated signaling, CB acts one step upstream by inhibiting the production of inflammatory cytokines. This approach may offer certain advantages in terms of therapy efficacy compared to JAK inhibitors. The significant suppression of disease progression observed in mice with RA following treatment with CB provides strong validation for the concept of targeting CXCR4 using CB-like molecules as a potential therapeutic strategy for arthritic conditions. Indeed, CB exhibits all the essential characteristics of a promising new drug for the treatment of rheumatoid arthritis (RA). It is a small molecule that has demonstrated an absence of side effects in in vivo preclinical models. CB specifically targets the widely expressed immune cell receptor CXCR4, and it exerts a broad anti-inflammatory effect by modulating cytokine production. These attributes collectively highlight CB as a potential candidate for RA therapy.

In summary, the minimal cytotoxicity of CB, coupled with its wide-ranging inhibitory effects on ex vivo production of inflammatory cytokines and its therapeutic efficacy demonstrated in vivo, indicates that the use of CB-like molecules to target CXCR4 could serve as a novel and promising therapeutic strategy for chronic inflammatory diseases, including rheumatoid arthritis.





Materials and methods




Blood samples isolation and culture of blood leukocytes

The blood samples obtained from donors in good health were sourced from “Etablissement Français du Sang” (agreement # 07/CABANEL/106), located in Paris, France. The use of materials from JIA patients was conducted with the approval of the Comité de Protection des Personnes (N° EudraCT: 2018-A01358-47) in France. The experimental procedures involving human blood adhered to the guidelines set by the European Union and the Declaration of Helsinki. Informed consent was obtained from all donors, including both healthy individuals and patients. Table 1 provides a summary of the clinical data pertaining to the JIA patients. In vitro experiments were conducted using human mononuclear cells obtained from peripheral blood or synovial fluid (SF) through centrifugation using density gradient medium (STEMCELL Technologies). Human monocytes were isolated by positive selection using Human CD14 microbeads (Miltenyi). SFMC (Synovial fluid mononuclear cells), PBMC (Peripheral blood mononuclear cells), and monocytes were cultured in RPMI 1640 medium (Invitrogen, Gaithersburg, MD) (R10) supplemented with 10% heat-inactivated fetal bovine serum and 1mM glutamine (Hyclone, Logan, UT). The JIA patients were identified as P1 to P36 (refer to Figure 2).


Table 1 | Clinical information of recruited patients.







Cell stimulation

PBMCs were initially seeded at a concentration of 2.106 cells per milliliter (mL), while monocytes isolated from either PBMCs or SFMCs were seeded at a concentration of 1.106 cells per mL. Prior to a 16-hour stimulation with the TLR-7/8 agonist Resiquimod – R848 at a concentration of 5 µg/mL or as specified, the cells were pre-treated for 1 hour with AMD3100 (Sigma-Aldrich) and/or clobenpropit (CB) (Sigma Aldrich) at a concentration of 20 µM (or other specified concentration). Subsequently, flow cytometry or mass cytometry techniques were employed to collect the cells, and supernatants were collected to detect cytokine levels. For intracellular staining, Brefeldin A (BFA) was added to the cells 30 minutes after stimulation and incubated for 5 hours.

THP1-dual cells (Invivogen) were seeded at a concentration of 1.106 cells per mL in RPMI 1640 (Invitrogen, Gaithersburg, MD) (R10) medium supplemented with 10% heat-inactivated fetal bovine serum, 2mM glutamine (Hyclone, Logan, UT), 25mM HEPES, and 1% Pen-Strep. Before a 24-hour stimulation with the TLR-7/8 agonist Resiquimod – R848 at a concentration of 5 µg/mL, the cells were pre-treated for 1 hour with clobenpropit (CB) (Sigma Aldrich) or Histamine at concentrations ranging from 1 to 100 µM. The activity of the NF-κB reporter was measured using QUANTI-Blue, a SEAP detection reagent, following the instructions provided by the supplier.





Mass cytometry

Peripheral blood mononuclear cells (PBMCs) obtained from healthy donors were stimulated with R848 in the presence of CB. Brefeldin A was added overnight to the culture. Following stimulation, PBMCs were treated with a mixture of surface antibodies and Rh isotopes in PBS for 20 minutes at room temperature. Both commercially available and custom-conjugated antibodies were used to create a panel for phenotypic and functional analysis. Two DNA interchelators, Rhodium isotope mass 103 and Iridium isotopes mass 191 & 193, were employed to determine cell viability and gate the singlet cells during analysis. Prior to analysis, each antibody was titrated using PBMCs. Subsequently, the cells were fixed with Fix-I solution (Maxpar Fix-I buffer; Fluidigm) for 15 minutes at room temperature. After fixation, the cells were incubated with anti-cytokine antibodies and Ir isotopes in Perm-S solution for 30 minutes at room temperature (Maxpar Perm-S buffer; Fluidigm). Before CyTOF acquisition, the cells underwent three washes with highly pure water and were resuspended in water at a maximum concentration of 500,000 cells/mL (Maxpar Water; Fluidigm). Data acquisition was performed using a CyTOF2 instrument (Fluidigm) and the analysis included data cleaning using FlowJo software and the application of the viSNE algorithm in Cytobank for the primary analysis. The table (Table 2) provides the details of antibodies coupled with the respective metals.


Table 2 | Antibodies for mass cytometry.







Flow cytometry

The cells underwent a PBS wash and were subsequently treated with a viability stain, Zombie Aqua (Biolegend), for 30 minutes at a temperature of 4°C. Following the wash, the cells were suspended in PBS containing 2% FCS and 2mM EDTA and stained with the extracellular mix, APC Vio770 anti CD14 (clone REA599) from Miltenyi Biotec, at a dilution of 1/100. For intracellular staining of TNF-α and IL-1β, an Inside Stain kit (Miltenyi Biotec) was utilized in accordance with the manufacturer’s instructions. In brief, the cells were fixed with 250 µL of the Inside Fix solution for 20 minutes at room temperature (RT), then washed and stained with 100 µL of the Inside Perm solution containing PE anti TNF-α (clone cA2, Miltenyi Biotec) and APC anti-IL-1β (clone REA1172, Miltenyi Biotec) antibodies at a dilution of 1/50 for 30 minutes at RT. Data acquisition was carried out using a Canto II flow cytometer and analyzed using Diva software (BD Biosciences, San Jose, CA) and FlowJo software (Treestar, Ashland, OR).





CXCR4 knockout experiments

The experiment involved seeding monocytes at a density of 105 cells/100 μl in 96-well plates and placing them in an incubator at 37°C. Two types of siRNA, namely control siRNA (qiagen) and CXCR4 siRNA (SMARTPool, Dharmarcon), were diluted in DOTAP (1,2-dioleoyl-3-trimethylammonium-propane; Roche Applied Sciences). The mixture was gently combined and allowed to incubate at room temperature for 15 minutes. Following the incubation period, the mixture was added to the cultured cells, achieving a final concentration of 160 nM. The cells were then further incubated at 37°C for 24 hours prior to the addition of treatments and stimulation.





Cytokine detection

The supernatants underwent cytokine production testing through two different methods. The first method involved utilizing the LEGENDplex Antivirus Human panel bead assay (Biolegend, San Diego, USA) as per the manufacturer’s instructions. Alternatively, a commercial Luminex multi-analyte assay (Biotechne, R&D systems) was also employed, following the provided instructions.





Simoa

A novel Simoa digital ELISA specific to TNF-α was developed by employing a Quanterix Homebrew Assay and incorporating two commercially available antibodies (28). Initially, the 28401 antibody (R&D) clone was utilized as a capture antibody following the coating of paramagnetic beads (0.3 mg/mL). The ab9635 polyclonal antibody (Abcam) was biotinylated (biotin/Ab ratio = 30:1) and employed as the detector. To establish the standard curve, recombinant TNF-α (R&D) was used after conducting cross-reactivity assessments. The limit of detection was determined by calculating the average value of all blank runs ± 3 standard deviations (SDs), resulting in a detection limit of 1 fg/mL.





RNA isolation and real-time quantitative RT-PCR analyses

The THP1-Dual monocyte cells were cultured at a density of 1.6.106 cells/mL. Prior to a 24-hour stimulation with R848 at a concentration of 10 µg/mL, the cells were pre-treated with clobenpropit (CB) for 1 hour. To isolate the total RNA, an E.Z.N.A. kit (Omega Bio-Tek, USA) was used following the manufacturer’s instructions. For the synthesis of first-strand cDNA, the Prime Script RT Master Mix kit (Takara Bio Europe, France) was employed. Quantitative real-time PCR was conducted at 60°C using the Takyon ROX SYBR MasterMix (Eurogentec, Belgium) in the CFX384 Touch Real-Time PCR Detection System (Bio-Rad, France). The RT-qPCR analyses utilized the primers provided in the list below:

RPL13A: forward primer, 5’-AACAGCTCATGAGGCTACGG-3’; reverse primer, 5’-TGGGTCTTGAGGACCTCTGT-3’

IL1B: forward primer, 5’-CCTGTCCTGCGTGTTGAAAGA-3’; reverse primer, 5’-GGGAACTGGGCAGACTCAAA-3’

IL6: forward primer, 5’-GACAGCCACTCACCTCTTCA-3’; reverse primer, 5’-CCTCTTTGCTGCTTTCACAC-3’

TNF-α: forward primer, 5’-CCTGCTGCACTTTGGAGTGA-3’; reverse primer, 5’-GAGGGTTTGCTACAACATGGG-3’





Nanostring gene expression analysis

Isolated monocytes from both control subjects and patients were used to extract total RNA. The extracted RNA was diluted to a concentration of 20 ng/µl using ribonuclease-free water. Subsequently, 100 ng (5 µl) of each sample was subjected to analysis utilizing the Human Immunology kit v2 and Nanostring Counter. To ensure accuracy, each sample underwent individual multiplexed reactions, consisting of eight negative probes and six serial concentrations of positive control probes. The resulting data was then imported into the nSolver analysis software (version 2.5) for quality assessment and data normalization, adhering to NanoString analysis guidelines. This normalization process involved the utilization of positive probes and housekeeping genes. Prior to hierarchical clustering using Qlucore Omics Explorer version 3.1, the mRNA expression levels were logarithmically transformed. For pathway analysis, the DAVID bioinformatics databank (https://david.ncifcrf.gov) was employed. Supplementary data includes the presented mRNA levels.





Mice

Washington Biotechnology, INC conducted animal experiments in a manner that ensured unbiased results. The animals were housed in a controlled environment with regulated temperature, humidity, and 12-hour light/dark cycles. They had access to food and water without restriction. The mouse experiments conducted by Washington Biotechnology, INC were reviewed and approved by the WBI Animal Care and Use Committee under the reference IACUC NO. 17 006. The experimental procedures followed the guidelines outlined in the “Guide for the Care and Use of Laboratory Animals” and adhered to ethical standards and regulations. On Day 0, the mice were weighed, and the thickness of their hind limbs was measured using a digital caliper. They were then subcutaneously injected with a 50 µL emulsion of collagen and Complete Freund’s Adjuvant at the base of their tails. On Day 21, the mice were weighed again and received a subcutaneous injection of a 50 µL emulsion of collagen and Incomplete Freund’s Adjuvant at the base of their tails. After this, the mice were divided into five groups, each consisting of eight mice. From Day 21 to Day 35, the first group received intraperitoneal injections of PBS. The second group was administered prednisolone (Sigma, P4153) orally via daily gavage at a dosage of 10 mL/kg, which had been dissolved in 3 mL of PBS to form a 1.5 mg/mL solution. The mice in groups 3, 4, and 5 were treated with CB. Briefly, CB was dissolved in PBS and administered daily through intraperitoneal injections at dosages of 3 mg/kg, 10 mg/kg, and 30 mg/kg respectively (groups 3 to 5). On Day 35, all mice were weighed, assessed for signs of arthritis, and their hind paw volumes were recorded. The mice were anesthetized and their blood was collected in pre-chilled EDTA tubes. The blood samples were processed to obtain plasma, which was then frozen and subsequently thawed at room temperature. The plasma samples were diluted 1:2 and analyzed using ELISA to measure levels of IL-1β (R&D Systems, Cat. MLB00C) and IL-6 (R&D Systems, Cat. M6000B). The limbs were individually removed and preserved in 10% neutral buffered formalin.





Histology on mice limbs

Formalin-fixed mouse paws were processed routinely, sectioned at approximately 8 microns, and stained with hematoxylin and eosin. Glass slides were evaluated using light microscopy by a board-certified veterinary pathologist. The severity of histologic findings was scored using the following scoring criteria as adapted from Crissman et al (29).

• Inflammation

0=Normal

1=Minimal infiltration of inflammatory cells in synovium and periarticular tissue of affected joints

2=Mild infiltration, if paws, restricted to affected joints

3=Moderate infiltration with moderate edema, if paws, restricted to affected joints

4=Marked infiltration affecting most areas with marked edema

5=Severe diffuse infiltration with severe edema

• Cartilage Damage

0=Normal

1=Minimal=minimal to mild loss of toluidine blue staining with no obvious chondrocyte loss or collagen disruption in affected joints

2=Mild=mild loss of toluidine blue staining with focal mild (superficial) chondrocyte loss and/or collagen disruption in affected joints

3=Moderate=moderate loss of toluidine blue staining with multifocal moderate (depth to middle zone) chondrocyte loss and/or collagen disruption in affected joints

4=Marked=marked loss of toluidine blue staining with multifocal marked (depth to deep zone) chondrocyte loss and/or collagen disruption in most joints

5=Severe =severe diffuse loss of toluidine blue staining with multifocal severe (depth to tide mark) chondrocyte loss and/or collagen disruption in all joints

• Bone Resorption

0=Normal

1=Minimal=small areas of resorption, not readily apparent on low magnification, rare osteoclasts in affected joints

2=Mild=more numerous areas of, not readily apparent on low magnification, osteoclasts more numerous in affected joints

3=Moderate=obvious resorption of medullary trabecular and cortical bone without full thickness defects in cortex, loss of some medullary trabeculae, lesion apparent on low magnification, osteoclasts more numerous in affected joints

4=Marked=Full thickness defects in cortical bone, often with distortion of profile of remaining cortical surface, marked loss of medullary bone, numerous osteoclasts, affects most joints

5=Severe=Full thickness defects in cortical bone and destruction of joint architecture of all joints





Statistics

Cellular data sets were analyzed by Mann-Whitney test to compare the group with CB treatment to the untreated group. Flow cytometry data were performed using FlowJo software.

Animal data are shown as median and min/max. Data sets were analyzed by ANOVA (Kruskal-Wallis) tests with Dunn’s post-test for multiple comparisons with the different concentrations of CB and prednisolone treatment. Data analysis and graph preparation were performed using GraphPad Prism 8 software (GraphPad Software, San Diego, CA). Statistical significance was determined with a threshold of p < 0.05, indicating values below this threshold were considered statistically significant. Heatmaps were generated using Qlucore OMICS explore Version 3.5 (26) software.
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Cytokines are secretion proteins that mediate and regulate immunity and inflammation. They are crucial in the progress of acute inflammatory diseases and autoimmunity. In fact, the inhibition of proinflammatory cytokines has been widely tested in the treatment of rheumatoid arthritis (RA). Some of these inhibitors have been used in the treatment of COVID-19 patients to improve survival rates. However, controlling the extent of inflammation with cytokine inhibitors is still a challenge because these molecules are redundant and pleiotropic. Here we review a novel therapeutic approach based on the use of the HSP60–derived Altered Peptide Ligand (APL) designed for RA and repositioned for the treatment of COVID-19 patients with hyperinflammation. HSP60 is a molecular chaperone found in all cells. It is involved in a wide diversity of cellular events including protein folding and trafficking. HSP60 concentration increases during cellular stress, for example inflammation. This protein has a dual role in immunity. Some HSP60-derived soluble epitopes induce inflammation, while others are immunoregulatory. Our HSP60-derived APL decreases the concentration of cytokines and induces the increase of FOXP3+ regulatory T cells (Treg) in various experimental systems. Furthermore, it decreases several cytokines and soluble mediators that are raised in RA, as well as decreases the excessive inflammatory response induced by SARS-CoV-2. This approach can be extended to other inflammatory diseases.
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1 Introduction

Cytokines are molecules with relatively low molecular weights. These proteins are secreted by several immune cells (1, 2). Some cytokines are pro-inflammatory and others are anti-inflammatory. Consequently, they act mostly as regulators of immune and inflammatory responses (3–5).

Additionally, cytokines have important functions in a diversity of biological events including cell activation, differentiation, and proliferation (6, 7). Furthermore, cytokines play a crucial role in acute and chronic inflammation, and tumor progression, as well as in the onset and chronicity of autoimmune diseases (1, 6, 8).

The inhibition of proinflammatory cytokines has been used in the treatment of autoimmune diseases such as RA (9–11). Some of these drugs were repositioned in the management of COVID-19 patients (12, 13). However, controlling hyperinflammation with cytokine inhibitors is still a challenge, because these molecules are redundant and pleiotropic (14, 15). Likewise, these drugs are immunosuppressive and they can lead to the fall of the general condition of COVID-19 patients (16–18).

In this article, we focus on an original approach to the control of inflammation using an APL derived from HSP60. This therapeutic concept is focused on the induction of peripheral tolerance using a modified autoantigen implicated in RA pathogenesis. HSP60 was the autoantigen chosen for the APL design. Interestingly, this protein plays a dual role in immunity, i.e. certain soluble HSP60-derived epitopes induce inflammation and others are immunoregulatory (19–23).

The APL designed has anti-inflammatory properties and increases Treg in preclinical models of RA (24, 25). Clinical investigations in RA patients indicate that this molecule is safe and reduces inflammation (26–28).

Based on these results we decided to investigate whether this molecule could be useful in treating the hyperinflammation that distinguishes COVID-19 patients who are progressing to severe and critical conditions. The treatment with this peptide inhibited several cytokines and soluble mediators associated with hyperinflammation in COVID-19 patients (29, 30).

Given all these results, the anti-inflammatory effects of this molecule are assessed in other experimental models of inflammation.




2 HSP60, autoantigen selected for APL design

Among the autoantigens involved in RA pathogenesis, we selected HSP60 for the APL design. This selection was supported by the therapeutic potential of HSP60 for autoimmune diseases. We hypothesized that an APL derived from HSP60 would enhance these therapeutic effects.

HSP60 is extremely conserved in evolution (31, 32). This protein is classified as a chaperone and is located inside the mitochondria where, together with the co-chaperonin Hsp10, it assists in protein homeostasis (33, 34).

However, under certain physiological conditions, HSP60 is located in other cellular organelles and it can even appear in the extracellular space. At these sites, HSP60 participates in pathogenic events such as inflammation, autoimmunity and carcinogenesis (35, 36).

HSP60 has an interesting connection with innate and acquired immune response, which is related to its conservation through evolution and its chaperone function.

This molecule has been described as an innate signal for macrophages and dendritic cells. Macrophages in reaction to HSP60 produce pro-inflammatory molecules (37–39). HSP60 stimulates the maturation of dendritic cells (40).

This chaperone was identified as a dominant bacterial antigen during infections or vaccination. Both biological events are characterized by the secretion of antibodies to bacterial HSP60 (41). Moreover, autoantibodies to self-HSP60 are identified in several autoimmune diseases such as RA, lupus, inflammatory bowel disease and atherosclerosis (42–46).

Furthermore, autoantibodies against HSP60 are present in healthy subjects; for example, an Ig M iso-type autoantibody against HSP60 was identified within the blood of the umbilical cord of some newborns (47), and IgM and IgG autoantibodies against HSP60 were identified in healthy human beings (48).

On the other hand, epitopes derived from mycobacterial HSP65 that are identical to the HSP60 human peptide, induced cytotoxic T cell reactivity in healthy humans (20). Besides, T cells against HSP60 self-peptides were found in the blood of the umbilical cord of healthy neonates (39). These facts indicate that it is normal to find effector T cells to self-HSP60 from birth.

Cohen hypothesized that HSP may be included in the “immunological homunculus”, which comprises several dominant antigens involved in an intricate biologic regulatory network (40).

Other authors have described that T cells to self-HSP60 are related to spontaneous remission in juvenile idiopathic arthritis (41, 42) and induce resistance to induction of experimental arthritis in Lewis rats (43–45). T cells against HSP60 that secreted IL-10 can be favorable in attenuating inflammation during autoimmune diseases and harmful in infections (42, 46, 47). In contrast, T cells vs HSP60 that produce proinflammatory cytokines can be damaging in autoimmune diseases and beneficial against pathogens (48).

Studies about HSP60 have progressively increased in recent years, mainly because of its potential as an approach for emerging therapeutic procedures in inflammatory diseases and severe chaperonopathies such as several kinds of cancer, as well as inflammatory and autoimmune diseases and neurodegenerative diseases (36, 49–52).

Particularly, since the regulatory effect of HSP60 on the immune response is well defined, several authors have proposed different approaches for its use in the treatment of autoimmune diseases (22, 23). Regardless of the potential risks of generating adverse inflammatory effects, diverse formulations of HSP60 and peptides derived from it, have been studied in experimental models without observing pathological autoimmunity (53).

Furthermore, reports show the use of the immunomodulatory properties of HSP60 and its peptides in clinical trials for autoimmune diseases (54–57). However, none of these therapeutic candidates have become registered drugs.

We believe that there are key points in the success of the treatments based on peptides derived from HSP60 for their use in inflammation and the reduction of pro-inflammatory cytokines, i.e., the selection of a specific epitope, the biodistribution of this molecule and the frequency of its administration.




3 An APL designed from HSP60 as an inductor of peripheral tolerance

The identification of an epitope from HSP60 is a critical factor for induced peripheral tolerance as a possible treatment for autoimmune diseases.

The potential of the APLs as tolerance inductors has been previously reported (58–60). APLs are similar to the wild-type peptide but with one or two mutations in the essential interaction positions with the T-cell receptor (TCR) or with the HLA class II molecules that modify the pathways for the activation of T cells. These APL can modify the response of autoreactive T cells by several mechanisms (60–64).

In contrast with other authors, we selected the N-terminal sequence from human HSP60 (amino acids 90 to 109). This region is much conserved, it is 100% identical in humans, monkeys, fish, rats and mice, but the match is 50% with Mycobacterium tuberculosis (Mt). In this sequence, the Propred computer algorithm (65) predicted new epitopes that would be interacting directly with the HLA class II molecule associated with RA. Aspartic acid 18 was substituted by leucine (Figure 1). This mutation increased the affinity between APL and HLA class II molecules, according to the bioinformatic prediction (24).




Figure 1 | Jusvinza was designed from the N-terminal region of the human HSP60 (amino acids from 90 to 109). This sequence is 100% identical between humans, rats, mice, monkeys and Zebrafish (lines red). In this region, the aspartic acid-18 (red) involved in the interaction with the HLA class II molecule was substituted by leucine (red). This change increased the affinity between Jusvinza and HLA class II molecules. Jusvinza induces an increase of FOXP3+ regulatory T cells (Treg) and reduces proinflammatory cytokines. In contrast, the wild-type peptide did not induce Treg cells and increase proinflammatory cytokines.



Furthermore, potential binding motifs (cores) of this APL and its wild type peptide (E18-3), and the affinity of both to HLA class II alleles related with RA, were analyzed by the NetMHCIIpan platform (66, 67). This algorithm indicated that APL has two possible overlapping epitopes. A notable feature is that the replacement of Asp-18 in E18-3 with a Leu raises the affinity of APL to HLA class II. Predictions using NetMHCIIpan advise that the novel peptide binds to more RA related HLA class II molecules and has a better affinity than E18-3 (68).

This novel peptide was called APL-1 or CIGB-814 in preclinical and clinical studies in RA. This peptide was renamed CIGB-258 during clinical research in COVID-19 patients. Subsequently, CIGB-258 was granted Authorization for Emergency Use (AEU) by the Cuban Regulatory Authority for COVID-19 patients under the commercial name of Jusvinza.




4 Biodistribution and pharmacokinetics (PK) of Jusvinza

The biodistribution profile of a drug is essential in activating the molecular mechanisms that induced peripheral tolerance. Hence, depending on the organ where the drug is positioned, it may be able to interact with antigen-presenting cells (APC), T cells and cytokines that mediate the induction of tolerance.

The biodistribution of a peptide can be affected by the dose, as well as by the inoculation route. Jusvinza was mainly distributed in the stomach and small intestine, after being inoculated in Lewis rats. The levels of Jusvinza increased in lymph nodes (LNs) at 24 hours, compared to four hours postadministration. This peptide was likewise found in the liver, spleen, heart and lungs (Figure 2A). The biodistribution of Jusvinza was almost the same for the three routes studied (subcutaneous, intravenous and intradermal routes) (69). This biodistribution profile is interesting because the small intestine is specialized in the induction of tolerance (70).




Figure 2 | (A) Jusvinza is mainly distributed to the stomach and small intestine, as early as 4 hours post-administration. The concentration of Jusvinza increased in lymph nodes (LNs) at 24 hours post-administration. This peptide was also found in the liver, spleen, heart and lungs in Lewis rats. Jusvinza binds apolipoprotein A-I (Apo-AI) and transthyretin (TTR) in plasma. (B) Jusvinza reduces inflammation in animal models and RA patients. The processing and presentation of this APL by the antigen-presenting cells (APC) to the autoreactive T lymphocytes in the periphery could induce the expansion of Treg. These cells migrate to the swollen joints and attenuate autoreactive T cells responsible for arthritis pathogenesis. In addition, Jusvinza reduces TNFα, IL-17, interferon-gamma (IFN-γ), anti-CCP antibodies and neutrophil migration. Jusvinza reduces hyperinflammation in COVID-19 patients. Jusvinza can inhibit the activity of monocytes, macrographs and neutrophils. This inhibition may contribute to the decrease of IL-6, TNFa and IL-10, as well as the restoration of lymphocyte counts in patients. Additionally, this peptide can induce Treg. These activated cells migrate to inflamed sites and could cross-recognize the wild-type epitope from HSP60 expressed in the endothelial tissue and inhibit autoimmune damage induced during viral infection.



In addition, the highest concentration of Jusvinza in the blood plasma of rats was found at 0.5 to 1 hour; and the half-life in the blood was calculated to be of six hours. These results agree with the PK profile identified in RA patients included in the Phase I Clinical Trial (27).

Recently, we have identified that Jusvinza binds only with apolipoprotein A-I (Apo-AI) and transthyretin in human plasma. The identification of these proteins were through affinity chromatography using as the matrix a pearl-shaped resin (ChemMatrix) - coupled to Jusvinza. The eluted proteins were accurately identified by mass spectrometry (nano ESI-MS). Apo-AI and transthyretin are involved in lipid metabolism, and changes in their conformation and concentration have been associated with diseases such as type II diabetes and atherosclerosis. These results agree with those of Cho et al, who demonstrated that Jusvinza enhanced HDL stability (71).

Future research is needed to elucidate the biological significance of the binding of Jusvinza to Apo-AI and transthyretin.




5 Jusvinza reduces inflammation and TNFα in two animal models for RA

The biological effect of Jusvinza was assessed in an experimental model in rats (72). Jusvinza has an epitope that could be bound to rat MHC class II molecules (RT1.BI); according to the MHC2PRED software (73). In this animal model, the disease is induced in rats through immunization with Mt in incomplete Freund’s adjuvant (AA). Jusvinza reduced the inflammation and pannus in these rats with arthritis.

However, the original epitope from HSP60 did not produce these therapeutic effects in rats. Besides, the treatment with Jusvinza significantly reduces TNFα levels in the spleen of treated animals compared to the placebo group. This clinical efficacy induced by Jusvinza was associated with an increase of Treg in the rats.

The AA model is characterized by the fact that immunization with Mt protects against subsequent attempts to induce this disease. This effect is due to the induction of Treg against a conserved epitope from HSP60 (aa from 256 to 270) and the secretion of regulatory cytokines (41, 74). These factors could favor the therapeutic effect of Jusvinza in the AA model. Hence, it was essential to assess the therapeutic effect of Jusvinza in another animal model, in which Treg cells are not induced against HSP60 in the course of the disease.

Consequently, the therapeutic effect of Jusvinza was evaluated in Collagen Induced Arthritis (CIA) in DBA/1 mice (75). Jusvinza monotherapy was able to reduce inflammation in these mice. The therapeutic effect was similar to mice inoculated with Jusvinza plus methotrexate (MTX) (25). Furthermore, pannus development was not detected in mice treated with Jusvinza. This indicates that the migration of macrophages and neutrophils did not take place in the joints of mice treated with this peptide.

These results were also linked to a decrease in TNFα levels. This cytokine is crucial for the onset and chronicity of RA. TNFα can stimulate proinflammatory cytokine production, increasing the expression of adhesion molecules and neutrophil activation, and enhancing antibody secretion by plasmatic cells (76–78).

Contrary to the effect in the spleen of AA rats treated with Jusvinza, Treg was not detected in CIA mice. Nevertheless, the treatment with Jusvinza plus MTX induced Treg in the spleen of CIA mice. The molecular mechanism of MTX is not associated with an induction of Treg in mice (79). But, the decrease of TNFα mediated by MTX can favor the induction of Treg by Jusvinza. The results suggest that MTX plus Jusvinza could have a molecular synergic effect in the CIA model.

Jusvinza reduced inflammation in AA and CIA models mediated by the expansion of Treg at the periphery. These cells could migrate to the swollen joints and decrease autoreactive T cell activity that perpetuates arthritis, blocking the production of proinflammatory cytokines and the consequent neutrophil migration.




6 Jusvinza induces Treg with suppression activity and reduces IL-17 secreted by Th17

Jusvinza induced Treg in draining lymph nodes and spleen from healthy BALB/c mice. At the same time, the wild-type epitope of HSP60 recruits more CD4+ FoxP3- T lymphocytes, showing that the mutation of the wild-type peptide was effective in inducing Treg and reinforces the beneficial potentials of Jusvinza for the management of RA patients (24).

In addition, experiments with peripheral blood mononuclear cells (PBMC) from RA patients indicate that Jusvinza induces Treg (24, 80). In contrast, the wild-type peptide did not induce Treg (24).

Furthermore, autologous cross-over experiments showed that Jusvinza-treatment had a significant effect in reducing IL-17 levels. Jusvinza can induce Tregs and its suppressive activity against antigen-specific T lymphocytes cells, whereas the activated T effector cells produce less IL-17 (68).

The change of sequence produced in Jusvinza could increase Treg in RA patients and specifically inhibit autoreactive T cells. Treatment with Jusvinza could help restore the healthy Th17/Treg balance for patients with RA and other autoimmune diseases.




7 Jusvinza reduces inflammation, proinflammatory cytokines and autoantibodies against cyclic citrullinated peptides (anti-CCP) in RA patients

The safety of Jusvinza was assessed in patients with RA, during an open phase I clinical trial. Twenty patients with moderately active RA were involved in this study. Three doses (1, 2.5 and 5 mg) of Jusvinza were evaluated by the subcutaneous route. This study included the restriction of the use of non-steroidal anti-inflammatory drugs, disease-modifying anti-rheumatic drugs and corticosteroids, as of four weeks before the start of the Jusvinza treatment. Clinical response in patients was assessed following the guidelines of the American College of Rheumatology and Disease Activity Score in 28 joints. Function and health-related quality of life, quantification of inflammatory biomarkers and radiographic changes in patients were also evaluated.

Jusvinza was well tolerated at all doses. The adverse effects detected were minor and reversible, essentially irritation at the inoculation site. Treatment with this peptide diminished disease activity and magnetic resonance imaging score in patients. This treatment enhanced the health-related quality of life of all patients included in the study. Moreover, Jusvinza significantly reduced IL-17 and interferon-gamma (IFN-γ) in patients (26).

RA is mediated by autoreactive T lymphocytes, with TH1 and TH17 phenotypes. However, antibodies against citrullinated self-proteins have a pathogenic role in this disease. Anti-CCP antibodies are related to a fast course of RA, primary erosive damage, increased inflammation and disability in patients (80).

Jusvinza induced a significant reduction of anti-CCP antibodies in patients (28). These results suggest that Jusvinza could inhibit B lymphocytes that produce these pathogenic antibodies.

Another explanation is related to the possible induction of Treg by Jusvinza in patients. This peptide increases Tregs in some experimental models (24, 25). Tregs have different mechanisms of action that may depend on cell contact, through which they can induce apoptosis on effector T cells and plasma cells secreting anti-CCP antibodies (81). Interestingly, Jusvinza decreased the viability of PBMC isolated from RA patients by inducing apoptosis (82).

Furthermore, Jusvinza might affect the citrullination process by decreasing IL-17. Interactions with viruses or bacteria that activate NETosis are the leading sources of protein citrullination in RA (83). NETosis is a type of regulated cell death dependent on the formation of neutrophil extracellular traps. Some studies describe that HSP60 disturbs the effector functions of neutrophils, i.e. HSP60 enhances the phagocytic activity of neutrophils (84); bacterial HSP GroEL from Staphylococcus epidermidis biofilms promoted ADN decondensation and induced NETosis (85); inflammatory cytokines can lead to NETosis in neutrophils from RA patients (86). Specifically, IL-17 has widespread inflammatory effects on the joints, inducing bone and cartilage erosions and promoting the migration of inflammatory molecules to the synovia (87). This cytokine plays an important role in the regulation of anti-citrullinated protein antibody secretion (88).

Jusvinza decreases IL-17 and soluble mediators as anti-CCP antibodies, and it can stimulate the activation of the suppressive activity of Tregs (24, 68) (Figure 2B). Therefore, all results confirm the beneficial effect of Jusvinza and its possible medical application in the reduction of inflammation in RA and other inflammatory diseases.




8 Jusvinza reduces cytokines involved in the “cytokine storm” and soluble mediators of inflammation in COVID-19 patients

The clinical spectrum of COVID-19 is very widespread and complex. Patients may range from asymptomatic cases to those showing a rapid progression toward acute respiratory distress syndrome (ARDS) and death (89). Patients progressing to severe stages present an exacerbated inflammatory response, evidenced by the increase in the serum concentration of inflammation biomarkers (90). A group of these patients progresses to cardiovascular collapse, multiple organ failure, and death. Under these conditions, the treatments used for inflammatory chronic diseases have been repositioned to reduce hyperinflammation in COVID-19 patients (91, 92).

The anti-inflammatory effects of Jusvinza in several experimental models of RA are associated with TNFα reduction and Treg induction. At the same time, the therapeutic effect and the reduction of IL-17, IFNγ and autoantibodies against citrullinated self-proteins in RA patients (24, 26, 28, 68, 80) were the rational bases in the proposal of this molecule for the management of hyperinflammation in COVID-19 patients. Consequently, the Cuban Regulatory Authority approved the exploratory use of this peptide for COVID-19 patients in critical and serious conditions.

Exploratory studies in COVID-19 patients revealed that this APL promotes clinical and radiological improvement linked to a decrease in systemic inflammation biomarkers and IL-6, TNFα and IL-10 (29, 93). The treatment with this peptide was granted the AEU by the Cuban Regulatory Authority for COVID-19 patients (94). After this AEU, Jusvinza was included in the Cuban guidelines for the management of COVID-19 patients with signs of hyperinflammation (95).

High levels of IL-6, associated with disease severity, have been widely described in COVID-19 patients (96, 97). IL-6 is considered one of the most important cytokines in infections, along with IL-1 and TNF-α (98). Jusvinza reduced IL-6 levels linked to the clinical improvement of patients (29).

TNF-α stimulates an ongoing inflammatory response associated with autoimmune diseases (99, 100). TNF-α is a pro-inflammatory cytokine that can support T cell apoptosis by interacting with its receptor (101, 102). This cytokine is essential in the pathogenesis of lung fibrosis and SARS-CoV-2 infection (103). Interestingly, TNF-α is significantly reduced with Jusvinza therapy (29).

On the other hand, critically ill COVID-19 patients display an increase of IL-10 related to a worsening of this disease (104). IL-10 is a cytokine with many pleiotropic properties in immunoregulation and inflammation (105). The coronaviruses have intricate mechanisms that use the immunoregulatory function of IL-10 for immune evasion, helping virus replication (106). An association between a high concentration of IL-10 with the fall and functional exhaustion of CD8+ and CD4+T cells has been found in COVID-19 patients (107), indicating that this cytokine plays a key role in SARS-CoV-2 pathogenesis. The Jusvinza treatment led to IL-10 reduction after 96 hours of therapy. This reduction was associated with the clinical improvement of patients (29). IL-10 is secreted by macrophages, monocytes and T cells. However, T cells can not contribute to the high concentration of IL-10 because these patients are characterized by a marked lymphopenia, typical of COVID-19. Jusvinza diminishes monocyte and macrophage counts under cell stress (82). This is possibly the mechanism through which IL-10 is reduced in COVID-19 patients treated with Jusvinza. Besides, the reduction of IL-6 and TNF-α could downregulate IL-10.

Furthermore, high concentrations of calprotectin (S100A8/A9) are associated with negative clinical results in COVID-19 patients (108). Jusvinza reduces calprotectin in sera from COVID-19 patients and this reduction was correlated with the contraction in neutrophil count. These results are interesting because calprotectin is also increased in patients with chronic inflammatory diseases, inducing cytokine production (109).

Lymphopenia, with significantly reduced numbers of T lymphocytes, has been described in severe COVID-19 patients. This lymphopenia is related to the functional activities of cytotoxic T lymphocytes in COVID-19. Natural killer cells, total T cells, as well as CD8+ T cells, are lower in patients showing severe disease than in healthy persons (110).

Likewise, Granzyme B and perforin are increased in CD8+ T cells in severely ill patients (111). Both proteins decreased in the serum 96 hours after the treatment with Jusvinza. This reduction was related to the stabilization of lymphocyte and neutrophil counts in the patients (29).

Additionally, Tregs are significantly reduced in severely ill COVID-19 patients (112, 113). Jusvinza induces Tregs in seriously ill COVID-19 patients (29). Gammazza et al. identified an epitope from HSP60 that is common with the SARS-CoV-2 replicase polyprotein 1ab. These authors suggested that post-translational modifications during metabolic stress produced by hypertension and diabetes could disturb HSP60 localization and induce an endothelial injury (114). The beneficial result of Jusvinza in COVID-19 patients could be facilitated by the induction of Treg. These cells migrate to inflamed tissues and could cross-recognize the wild-type peptide from HSP60. This new “cross-talk” could induce regulatory mechanisms that would reduce autoimmune damage in the endothelium produced by viral infection. Moreover, Jusvinza could inhibit the activity of neutrophils, monocytes and macrographs. This inhibition may influence the decrease of several proinflammatory cytokines and soluble mediators of inflammation, as well as the increase of lymphocyte counts (Figure 2B). All these effects could resolve exacerbated inflammation and contribute to a positive outcome for the patients.

These results are the premise for the evaluation of the anti-inflammatory effect of Jusvinza in other experimental models of inflammation.




9 Anti-inflammatory activity of Jusvinza against acute toxicity induced by carboxy methyl lysine in Zebrafish

High levels of inflammatory cytokines have characterized severe stages of COVID-19 (113), autoimmune diseases and inflammatory chronic diseases (115). The non-enzymatic glycation of proteins and carbohydrates induces some glycation end products, related to hyperinflammation (116). The glycation of high-density lipoproteins (HDL) is associated with the dysfunctional activity of this lipoprotein (117), which could enhance inflammation. Glycated HDL were found to be toxic in different human cells (118, 119), and in Zebrafish and its embryos, producing reactive oxygen species and showing a slower development rate (120).

Zebrafish (Danio rerio) is a routinely used model to assess the toxicity of advanced glycation end products (120) and to evaluate the anti-inflammatory effect of therapeutic candidates.

Recently, Cho et al. studied the therapeutic effect of Jusvinza against inflammation induced by N-”-carboxymethyl lysine (CML) in Zebrafish embryos and adults (71). High concentrations of CML have been identified in the serum of patients with diabetes mellitus and atherosclerosis (121, 122). These patients also showed extremely high inflammatory cytokines, such as IL-1 and TNFα, indicating that a high CML concentration is linked to a pro-inflammatory condition (123). CML produced an important glycation and aggregation of HDL that disturbs the structure and function of HDL, which is linked to a reduction in apolipoprotein A-I stability (118).

Microinjection of CML in Zebrafish embryos produces high embryonic death rates, where survival is of only 18% of the fish showing developmental defects. However, Jusvinza co-injection induces a significant increase in survival and normal development of the fish. Furthermore, an intraperitoneal inoculation of CML in adult Zebrafish produced acute paralysis, sudden death, and affected its swimming capacity through hyperinflammation. But, a co-inoculation of Jusvinza caused a quicker recovery of swimming capacity and a higher survivable rate. Interestingly, the group treated only with CML showed a survival rate of 49%, while the group treated with CML and inoculated with Jusvinza had a survival rate of 97%, with a significant decrease in liver inflammation.

On the other hand, these authors compared the efficacy of Jusvinza, Infliximab (Remsima®), and Tocilizumab (Actemra®) in the model of the acute death of Zebrafish induced by CML. The results showed that the Jusvinza group had a quicker recovery and swimming capacity, with a higher survivable rate than the Remsima® group (71).




10 Conclusions and perspectives

This review describes an important translational research outcome; from the design of an APL for the induction of tolerance in RA, followed by its assessment in experimental models, and finally the treatment of the inflammation that characterizes RA and COVID-19 patients.

The anti-inflammatory effect of Jusvinza constitutes an attractive therapeutic approach for an extensive variety of diseases, characterized by inflammation and high levels of proinflammatory cytokines, such as autoimmune diseases, COVID-19, atherosclerosis, diabetes and neurodegenerative diseases.
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High doses of interleukin-2 (IL-2) have been used for the treatment of melanoma and renal cell carcinoma, but this therapy has limited efficacy, with a ~15% response rate. Remarkably, 7%–9% of patients achieve complete or long-lasting responses. Many patients treated with IL-2 experienced an expansion of regulatory T cells (Tregs), specifically the expansion of ICOS+ highly suppressive Tregs, which correlate with worse clinical outcomes. This partial efficacy together with the high toxicity associated with the therapy has limited the use of IL-2-based therapy. Taking into account the understanding of IL-2 structure, signaling, and in vivo functions, some efforts to improve the cytokine properties are currently under study. In previous work, we described an IL-2 mutein with higher antitumor activity and less toxicity than wtIL-2. Mutein was in silico designed for losing the binding capacity to CD25 and for preferential stimulation of effector cells CD8+ and NK cells but not Tregs. Mutein induces a higher anti-metastatic effect than wtIL-2, but the extent of the in vivo antitumor activity was still unexplored. In this work, it is shown that mutein induces a strong antitumor effect on four primary tumor models, being effective even in those models where wtIL-2 does not work. Furthermore, mutein can change the in vivo balance between Tregs and T CD8+ memory/activated cells toward immune activation, in both healthy and tumor-bearing mice. This change reaches the tumor microenvironment and seems to be the major explanation for mutein efficacy in vivo.
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Introduction

IL-2 is a cytokine with a pivotal role in the control of immune system homeostasis, acting on both effector and regulatory lymphocytes (1). The IL-2 binds to the multimeric IL-2 receptor (IL-2R) expressed on different lymphocyte subsets and induces lymphocyte survival, proliferation, and activation. The heterotrimeric IL-2R is composed of three subunits: IL-2Rα (CD25), IL-2R β (CD122), and IL-2Rγc (CD132). The IL-2Rβ and IL-2Rγc chains are responsible for signaling and together form the dimeric intermediate affinity receptor (KD ~ 1 nM) highly expressed on memory phenotype (MP) CD8+CD44hi and NK cells (2). The α-chain (CD25) is expressed constitutively on CD4+Foxp3+Tregs (3) and transiently on activated CD4+ and CD8+ T cells (4) and together with IL-2Rβand IL-2Rγc forms the high-affinity IL-2R (KD ~ 1 pM) (5, 6).

Based on its immune-stimulatory activity, IL-2 has been used in the treatment of advanced melanoma and renal cell carcinoma, but its high toxicity precludes its extended use (7). Nevertheless, it is notable that 15%–30% of treated patients experienced clinical improvements including long-lasting responses (8). However, some patients became unresponsive to the therapy, probably associated with the expansion of the highly suppressive ICOS+Tregs (9, 10). As IL-2-based therapy has not reached the expectancy, improving the IL-2 therapeutic index is still an active and important topic. Among other examples are the immunocytokine format for directing IL-2 to the tumor cells (11, 12), IL-2 fusion with the IgG-Fc region to increase the molecule half-life (13), or increasing the half-life and changing molecular properties with site-directed pegylation that has been assayed (14). Moreover, the design and evaluation of different muteins seem to be reasonable to increase therapy efficacy (15, 16). One of the ideas is to change the IL-2 distribution among different lymphocyte populations, based on the differential expression of IL-2Rαβγc or IL-2Rβγc. We previously described a mutein, named no-alpha, with a severe decrease in affinity to CD25 (16). No-alpha mutein behaves as an agonist with higher antitumor activity but lower toxicity than wtIL-2. In the present work, we extended the demonstration of the antitumor capacity of no-alpha mutein to four primary tumor models and survival induction in two spontaneous metastases models. Mutein was originally designed to induce preferentially CD8+ and NK in vivo expansion and activation, but this issue remained to be fully demonstrated in vivo. Here we demonstrate that mutein can change the CD8+MP/Treg balance in vivo in both healthy and tumor-bearing mice. This change toward immunity reaches the tumor microenvironment, and it is mainly due to the specific increment in CD8+ T-cell proliferation without any important change in Treg accumulation or activation.



Methods


Mice

Seven- to eight-week-old female C57BL/6 and BALB/c mice were obtained from The National Center for Laboratory Animal Breeding (Havana, Cuba), Animal Resources Centre, IBS Pohang Institute of Basic Science (Pohang, Korea), or Instituto Gulbenkian de Ciencia (Oeiras, Portugal). Food and water were administered ad libitum. The experiments were performed according to the International Guidelines for the Care and Use of Laboratory Animals, using standardized procedures of the three institutes.



Production and purification of hIL-2 no-alpha mutein from insoluble material

The hIL-2 no-alpha mutein was produced in Escherichia coli, and the isolation of inclusion bodies and purification of the protein were performed as previously described (16). Briefly, the frozen pellets were suspended in 10 mM of Tris and 1 mM of EDTA (pH 8) (TE) and sonicated using an ultrasonic cell disrupter (IKA, Wilmington, NC, USA). The insoluble material was harvested by centrifugation (18,000 ×g) and washed successively with 4 M of urea-TE and 1% Triton X-100–TE using an Ultra Turrax T8 homogenizer. For further purification, aGE AKTA explorer system was used; the protein was extracted with 6 M of guanidinium hydrochloride–TE at 0.1 g/ml (wet weight), and renaturation was carried out by dialysis. For further purification, protein was applied to a reverse-phase C4 column (Vydac). In this final chromatography, the recombinant polypeptides were purified using an H2O–acetonitrile–trifluoroacetic acid system, with a linear gradient (30%–85% of acetonitrile) and 0.6 ml/min flow. Finally, the proteins were dialyzed against 10 mM of acetate (pH 4), filtered through 0.2-µm filters, and stored at 4°C. The molecule was tested for low endotoxin levels, and the biological activity was evaluated using the CTLL-2 cell proliferation assay.



In vivo effect on T-cell populations

Healthy mice were treated with wtIL-2 (20,000 or 40,000 international units (IU)) or no-alpha mutein (200 or 400 IU) for 6 days twice a day. After the treatments, the spleens were harvested, and the cell suspension was obtained, stained, and analyzed by flow cytometry. For assessing BrdU incorporation, mice were fed with BrdU in the water 3 days before sacrifice. The BrdU staining was performed with the specific kit from BD Biosciences (San Jose, CA, USA) following the fabricant instructions.



Antibodies and flow cytometry

All fluorochrome-conjugated mAbs used for flow cytometry measurement were from Thermo Fisher (Waltham, MA, USA) unless otherwise stated: fluorescein isothiocyanate (FITC) or BV-conjugated anti-CD3 (145-2C11), PE or APC-conjugated anti-CD4 (L3T4), PB or FITC-conjugated anti-Foxp3 (NRRF-30), PE-Cy7-conjugated anti-CD25(3C7), APC-Cy7-conjugated anti-CD8 (eBio H35-17.2), BV605 or APC anti-CD44 (IM7), PE-conjugated anti-CD122(5H4), and APC-conjugated anti-CD45(30-F11). Intracellular Foxp3 staining sets were purchased from eBioscience (San Diego, CA, USA). Live/dead fixable near IR dye from Thermo Fisher Scientific was used for dead cell discrimination. Samples were measured using a flow cytometer Gallios (Beckman Coulter, Brea, CA, USA) or LSR Fortessa (Becton Dickinson, Franklin Lakes, NJ, USA) and analyzed using Kaluza software or FlowJo software (TreeStar, Inc., San Carlos, CA, USA).



Tumor challenges and treatments

Mouse transplantable tumor cell lines used melanoma MB16, colon CT26, mammary tumor 4T1, lung carcinoma 3LL-D122, and lung carcinoma TC1 cells maintained in Dulbecco’s modified Eagle medium (DMEM) F12 (GIBCO, Grand Island, NY, USA) supplemented with 10% heat-inactivated fetal bovine serum, 2 mM of l-glutamine, 50 U/ml of penicillin, 50 μg/ml of streptomycin. All cells were maintained at 37°C under a humidified 5% CO2 atmosphere. Tumor cells were harvested using trypsin/EDTA and resuspended in phosphate-buffered saline (PBS) for in vivo experiments. All the tumor cells were inoculated in the right flank s.c., except the 4T1 cells that were inoculated in the mammary gland and the 3LL-D122 cells that were inoculated in the footpad. For the 3LL-D122 spontaneous metastasis model, the primary tumors were eliminated by surgery when they reached a diameter of 9 mm. Treatments consisted of two cycles of five daily i.p. injections of PBS, wtIL-2 (30,000 IU), or no-alpha mutein (300 IU) twice a day, and the cycle was repeated after one resting week. Tumor size was assessed using a microcaliper every 3 days, and the tumor volume was calculated using the following formula: (width2 × length)/2. For the spontaneous metastases models with 3LL-D122 and 4T1 cells, the mouse survival was also monitored periodically for 80 days. For tumor-infiltrating lymphocyte evaluation, tumors were mechanically dissociated. First, the tumors were cut into small pieces and then meshed through a 70-µm cell strainer using a syringe plunger. The obtained cell suspensions were centrifuged, stained, and analyzed by flow cytometry.



Data and statistical analysis

For statistical analysis, the Graph Pad Prism 4.0 software was used. For comparison of the CD8/Treg ratios, and BrdU incorporation levels in healthy mice parametric ANOVA followed by Tukey’s multiple comparison test were applied. In the antitumor assays, a two-way ANOVA followed by Bonferroni’s test was applied for comparison of the tumor curves; for survival analysis, the log-rank test was used. In the case of CD8/Treg ratio in tumor-bearing mice, the Kruskal–Wallis test followed by Dunn’s test for multiple comparisons was used.




Results


IL-2 no-alpha mutein is able to modify the CD8+MP/Treg balance in healthy mice

The IL-2-derived no-alpha mutein was previously characterized by its capacity to stimulate in vitro cells with different forms of IL-2R. To evaluate the effect of the IL-2 no-alpha mutein on CD8+MP and Treg balance in vivo, B6 mice were treated with both molecules, and the accumulation and proliferation of both populations on the spleens of treated mice were measured. Mice were treated with 20,000 IU of wtIL-2 or 200 IU of mutein, and the selected doses expressed as protein mass correspond to 20 µg of wtIL-2 and 20 µg of no-alpha mutein and are equivalent for cells expressing the IL-2Rβγc, for which the two molecules induce similar levels of proliferation in vitro (16). Figure 1A shows representative results obtained in the experiments. As expected, the mice treated with mutein showed higher percentages of CD8+MP cells, reaching 38.8%, and the wtIL-2 induced a lower accumulation level of 15.25% still above the value of 10.7% in the control group. On the contrary, the wtIL-2 was the only molecule able to increase the percentage of Tregs among the CD4+ T lymphocytes, reaching approximately 15% in comparison with the typical 10% observed in the control group and the group treated with mutein. To test the overall impact on the balance effector/regulatory cell, mice were treated with two different doses of each molecule: 20,000 or 40,000 IU for wtIL-2 and 200 or 400 IU for mutein. Total CD8+CD44hiCD122+ T cells and CD4+CD25+Foxp3+ cells on the spleens were quantified. The mice treated with mutein showed a higher CD8+MP/Treg ratio than the mice treated with wtIL-2 in both dose levels. The results show that regardless of the dose, mutein is always able to expand CD8+MP T cells preferentially (Figure 1B). To define if the observed accumulation was related to an increment in proliferation, the incorporation of BrdU by the cells in treated mice was measured. Figure 1C shows representative histograms, and Figures 1D, E show cumulative data from two independent experiments. Mutein induced an outstanding increment on BrdU+ CD8+MP cells, in a range from 40% to almost 80% of CD8+MP cells in the S phase of the cell cycle. The wtIL-2, on the contrary, induced a higher accumulation of Tregs, with an increment in the percentages of BrdU positive Tregs, in a range from 11% to 32% being statistically different from the average level observed in the control group 7.4% (Figure 1D).




Figure 1 | No-alpha mutein induces accumulation and proliferation of CD8+MP cells but not Tregs. Mice were treated i.p. with 20,000 IU of wtIL-2 or 200 IU of mutein during a week, and the percentages and numbers of CD8+MP and Tregs on the spleens of treated mice were determined. (A) Representative dot plots. (B) CD8+MP/Treg cell ratio measured on mice treated with two different doses of wtIL-2 and no-alpha mutein: low doses, 20,000 IU of wtIL-2 or 200 IU of mutein; high doses 40,000 IU of wtIL-2 or 400 IU of mutein. The experiment was performed three times; representative data are presented, n = 8 per treatment, p ˂ 0.05, Bonferroni test. For BrdU incorporation, mice were treated with 20,000 IU of wtIL-2 or 200 IU of mutein and fed with BrdU in the water for the last 3 days of treatments. (C) Representative histograms of BrdU incorporation. (D, E) Cumulative data from two independent experiments, n = 8, Tukey’s test was used for multiple comparisons (p < 0.001 **; p < 0.05 *). n.s., non significant.





IL-2 no-alpha mutein reduces primary tumor growth and is able to modify the CD8/Treg balance in tumor-bearing mice

It was previously demonstrated that no-alpha mutein induces an important anti-metastatic effect in the MB16 and 3LL-D122 experimental metastasis tumor models (16). Now we extended the study of the antitumor activity to other models with tumor cell lines from different origins. In the models for primary tumor growth studied (CT26, MB16, TC1, and 4T1), mutein was able to delay tumor growth (Figure 2A). The most important finding was that in two models (MB16 and 4T1) in which the wtIL-2 did not show any effect, mutein was highly effective in delaying the primary tumor growth, and the difference between mutein and the wtIL-2 was statistically significant for both tumor models (p < 0.05*, p < 0.001**).




Figure 2 | No-alpha mutein induces a potent antitumor effect in four different tumor models and is able to change CD8+MP/Treg balance in tumor-bearing mice in the spleens. Mice were inoculated with tumor cells and received 300 IU of mutein or 30,000 IU wtIL-2, twice a day, for 2 weeks separated by a resting week. MB16, CT26, and TC-1 cells were inoculated s.c. on the right flank; 4T1 cells were inoculated on mammary glands. (A) Tumor growth curves. (B) Representative dot plots from spleen of MB16-bearing mice. (C) CD8+MP and Treg number from spleens of MB16-bearing mice. (D) CD8+MP/Treg ratios on spleens of mice inoculated with the different tumor cell lines. Cumulative data from three experiments, n = 9 per treatment. Statistical differences in tumor growth were determined by two-way ANOVA test, using GraphPad software (p < 0.001 **; p < 0.05 *). n.s., non significant.



Next, we evaluated the capacity of the IL-2 mutein to change the balance of CD8+MP/Tregs in tumor-bearing mice. Although different tumors induce different suppressive mechanisms (17), we have previously studied that all the tumors used in the present work expand Tregs on mouse spleens above the normal levels, even when other suppressive populations can also be expanded. We focused on the balance of CD8/Tregs because of the well-known function of IL-2 stimulating these populations. Furthermore, the results confirm our hypothesis about the mechanism of action of mutein.

We evaluated the accumulation of CD8+MP and Tregs on the spleens of tumor-bearing mice treated with IL-2 or mutein on day 21 after tumor implant. First, we selected the MB16 tumor model because it is one of the tumor models where mutein showed a higher antitumor effect than the wtIL-2. Figure 2B shows representative results of CD8+MP and Treg measurement on melanoma-bearing mice treated with the different molecules, and Figure 2C shows cumulative data of cell number. There were no statistical differences in Tregs number among the groups treated with wtIL-2, mutein, or PBS as control. However, the percentage and number of CD8+MP cells increased notably in the mice treated with no-alpha mutein, reaching 32% of CD8+ cells and more than 1 × 106 cells, while the mice treated with the wtIL-2 only showed a discreet increase in the percentages reaching 23% of CD8+MP cells close to the value of the control group (18%); nevertheless, the number of activated CD8+ cells was similar for the group treated with the wtIL-2 and the control group. The increment on CD8+MP cells but not in Tregs results in a change in the CD8+MP/Treg balance toward immune activation (Figure 2D). This change on CD8+MP/Treg balance was also observed for the 4T1 model and, to a less extent, not statistically different for CT26 and TC1 models. Interestingly, the two models where mutein induced the highest effect on primary tumor growth (MB16 and 4T1) were those with statistical differences in the CD8+MP/Tregs ratio between the groups treated with mutein and the wtIL-2.



IL-2 no-alpha mutein increases the survival of tumor-bearing mice and changes the CD8+/Treg balance in the tumor microenvironment

No-alpha mutein effect on survival of tumor-bearing mice was also tested. The experimental tumor models 4T1 and 3LL-D122 were selected due to their capacity for inducing spontaneous metastases. Mice were treated with 30,000 IU of wtIL-2 or 300 IU of mutein; these doses are equivalent in the ability to stimulate effector cells, both CD8+ activated and NK cells expressing the dimeric IL-2 receptor (βγc). Similar to the traditional treatment used in humans, the molecules were administered twice a day for 5 days, and the same treatments were repeated a week apart (Figure 3A). In both cases, the mice treated with mutein showed a higher survival ratio than the mice treated with the wtIL-2 (p < 0.05), and both groups showed better survival than the control group treated with PBS (Figure 3B).




Figure 3 | No-alpha mutein induces higher survival than wtIL-2 and induces changes in the tumor microenvironment. Mice were inoculated with 4T1 cells in the mammary gland or with 3LL-D122 on the foot pad; in the case of 3LL-D122, the primary tumors were eliminated by surgery when the control reached 9 mm; mice were treated with 30,000 IU wtIL-2 and 300 IU of no-alpha mutein or phosphate-buffered saline (PBS), and survival was observed. (A) Treatment schedule. (B) 3LL-D122 and 4T1 survival curves from spontaneous metastasis development. Survival curves were compared by log-rank test. (C) For tumor infiltrate measurement, mice were sacrificed when tumors reached 5–6 mm diameter and analyzed by flow cytometry. The graph represents the ratio between percentages of CD8+T lymphocytes and Treg referred to as total CD45+ cells. n.s., non significant. *p< 0.05.



To study if the effect on immune balance reaches the tumor microenvironment, mice inoculated with 4T1 and 3LLD-122 cells were treated as described above. After the primary tumors were 6–7 mm in diameter, the mice were sacrificed, and the tumors were collected and analyzed by flow cytometry. TILs were evaluated as percentages of CD8+ or CD4+CD25+Foxp3+ T lymphocytes from the total number of CD45+ cells, and the ratio between percentages is shown (Figure 3C). The tumors treated with mutein showed a higher level of CD8+T lymphocytes than the tumors treated with the wtIL-2, inducing a desired increment in the balance CD8+/Tregs in the tumor microenvironment.




Discussion

IL-2 is a pleiotropic cytokine with a central role in the control of the immune response (1). Due to its effect on both effector and regulatory T cells, IL-2 has been evaluated as a therapeutic tool in a wide range of diseases related to cancer and autoimmunity (8, 18). After several years of using high-dose IL-2 therapy for cancer treatment, many approaches are under study aiming to improve the therapeutic index of the cytokine.

We have previously described the design and evaluation of an IL-2 mutein with a reduced binding capacity to the alpha chain of the IL-2R, named ‘no-alpha mutein’; mutein shows a higher anti-metastatic effect and less toxicity than wtIL-2, opening the opportunity to a better IL-2-based tumor therapy (16). Now the evaluation of the antitumor effect of mutein was expanded to other tumor cell lines and experimental settings. Mutein showed a strong effect in delaying primary tumor growth and inducing a better survival ratio in the models of spontaneous metastases induced by 4T1 and 3LL-D122 cell lines. Moreover, the effect on activated CD8+MP cells vs Tregs balance in the spleens was measured in healthy and tumor-bearing mice. Mutein was able to increase CD8+MP/Treg ratio in both settings, validating the hypothesis that it is enough to eliminate the interaction of the IL-2 molecule with the receptor alpha chain to achieve a preferential expansion of IL-2Rβγc-expressing cells. The effect of mutein was also measured in the tumor microenvironment of 4T1 and 3LL-D12 models, and a change in the CD8+/Treg balance was found.

The selection of the appropriate dose to compare the in vivo effect was an important choice. Usually, the IL-2 dose used in humans corresponds to 600,000 IU/kg, and it is considered a high dose treatment; in most tumor experiments in mice, an equivalent dose of 30,000 IU is used, corresponding with 1–3 μg of wtIL-2 per dose. For mutein, as well as for the wtIL-2, the biological activity is determined in the cell proliferation assay for the CTLL-2 cell line expressing the IL-2Rαβγc. As mutein only binds to the dimeric receptor, more molecules are needed to achieve the same level of CTLL-2 proliferation. We considered the 100-fold difference in the affinity of the IL-2Rαβγc vs the IL-2Rβγc and chose 300 IU as the equivalent dose for mutein; this dose corresponds with 10 to 30 μg of mutein depending on the specific activity of the production batch. Mutein has shown lower toxicity than wtIL-2; consequently, it is possible to use 30 μg or higher doses without inducing severe toxic effects on treated mice.

When the selected doses were evaluated in vivo, the activated CD8+CD44hiCD122+T cells accumulated to higher levels in the healthy mice treated with mutein than in the mice treated with wtIL-2. To study the CD8+MP/Treg ratio in healthy mice, two dose levels were evaluated; mutein showed a significant change toward immune activation rather than suppressive condition. Taking into account the CD8+ preferential expansion demonstrated in vivo, we can speculate that when different lymphocyte populations are present and compete for the cytokine, mutein is captured preferentially by the CD8+ cells, which express a high level of the dimeric βγc IL-2R form.

In this work, we explored how general could be the advantage of no-alpha mutein over wtIL-2 and used several tumor models regardless of whether Treg expansion is the main suppressive mechanism or not. We demonstrated that in the models with higher Treg expansion, such as MB16 and 4T1, the differences in the antitumor activity between mutein and the wtIL-2 were higher as well as the changes induced on CD8+MP/Treg ratio. Consequently, mutein should be advantageous in the treatment of those cancer diseases where the Treg expansion is relevant; in these settings, we expect better efficacy and lower percentages of non-responder patients due to lower levels of ICOS+Treg proliferation. A phase I clinical trial evaluating mutein safety is already in progress.

Expansion of Tregs in lymphoid organs and the tumor microenvironment is one of the tumor mechanisms to escape from immune surveillance (19). In humans, Treg increment is related to worse outcomes in many tumor diseases, and the expansion of ICOS-positive Tregs is related to IL-2 therapy unresponsiveness (9). Several examples are attempting to target Tregs in order to achieve significant antitumor responses; antibodies against CTLA-4, GITR, CXCR4, ICOS, and CD25 have been used for this purpose (20–24), although the restricted expression of the target molecules on Tregs can be sometimes questioned. Vargas et al. provided an elegant demonstration of specific CD25+ expression on Tregs in both mice and human tumor infiltrates. They demonstrated that increasing the CD25 mAb PC-61 affinity to activating FcγRs was sufficient to specifically deplete Tregs in the tumor microenvironment and to improve the antitumor effect of mAb alone or in combination with PD-1 mAb (25). Another outstanding finding was the induction of systemic antitumor response after intratumor Treg depletion with a mAb targeting CTLA-4 molecule, underscoring the relevance of Tregs as immunosuppressive mechanisms in tumor settings (22). Also, there is the work from Cheung et al., which improved the old concept of the ONTAK molecule, with the production of a second-generation IL-2 diphtheria toxin fusion protein with higher activity and better formulation than the previous one, and the demonstration of Treg depletion in spleens and LN together with a potent antitumor activity (26).

In the present work, not Treg depletion but changes in the balance of CD8/Tregs were achieved, treating the mice with no-alpha mutein. The goal was to abolish Treg expansion mediated by IL-2 while conserving the immunostimulatory properties of the cytokine-activating effector cells. Recently a similar idea was accomplished through a different approach (14). Charych et al. developed a modified IL-2, with a site-directed PEG attachment on the alpha surface of the molecule; the modified IL-2 (NKTR-214) also increased the CD8+/Tregs ratio and has a higher half-life, which could be an advantage for treatment schedule but also a problem considering the toxic effects associated with the IL-2 molecule. NKTR-214 shows a potent antitumor effect both alone and in combination with a PD-1 mAb. Also, the first phase I clinical trial was conducted by assaying safety and dose regimen for the NKTR-214 molecule; moderate responses were observed together with several adverse events associated with the treatment. Levin et al. also described an IL-2 mutein with agonistic properties (15); H-9 has an increased affinity for the β chain of IL-2R, and although it conserves the capacity to induce Treg proliferation, also induced an outstanding effect on CD8+ cells and induces higher antitumor activity than wtIL-2.

In conclusion, our results extend previous studies from our group and other laboratories showing that IL-2 muteins can lead to an antitumor effect in vivo by expanding effector CD8+ T cells while restricting the expansion of Treg cells. The benefit of this approach for cancer treatment will now be assessed under clinical trials that have been already initiated.



Data availability statement

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



Ethics statement

This study was reviewed and approved by Ethic Committees for laboratory animal care and use at the CIM, Havana; Postech, Korea and at the IMM, Lisbon.



Author contributions

TC, GM, YO designed and performed in vivo antitumor experiments. TC, JK, JA, YO, design and performed in vivo experiments for lymphocytes changes. CD, JA, TC, performed tumor microenvironment measurements. SLL, YR purified wtIL-2 and IL-2 mutein. TC wrote the document, CHDS, LG and KL design experiments, generated ideas and discuss the experiment designs and results. All authors contributed to the article and approved the submitted version.



Funding

The research was supported by Cuban Academy of Science and by the Cuban government. The authors also acknowledge the financial help received from Professor Charles D’Surh, and Professor Luis Graça.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Abbreviations

Foxp3, forkhead box P3 transcription factor; γc, common γ-chain; IL-2R, IL-2 receptor; IU, international units; Tregs, regulatory T cells; wtIL-2, wild-type human IL-2.



References

1. Boyman, O, and Sprent, J. The role of interleukin-2 during homeostasis and activation of the immune system. Nat Rev Immunol (2012) 12(3):180–90. doi: 10.1038/nri3156

2. Zhang, X, Sun, S, Hwang, I, and Tough DF and Sprent, J. Potent and selective stimulation of memory-phenotype CD8+ T cells in vivo by IL-15. J Immunol (1998) 8(5):591–9. doi: 10.1016/s1074-7613(00)80564-6

3. Thomas, R, Malek, TR, Yu, A, Zhu, L, Matsutani, T, and Adeegbe, D. Bayer AL.IL-2 family of cytokines in T regulatory cell development and homeostasis. J Clin.Immunol (2008) 28(6):635–9. doi: 10.1007/s10875-008-9235-y

4. Cantrel, D, and Smith, K. Transient expression of interleukin-2 receptors. J Exp Med (1983) 158:1895–911. doi: 10.1084/jem.158.6.1895

5. Robb, RJ, Greene, WC, and Rusk, CM. Low and high affinity cellular receptors for interleukin 2. implications for the level of tac antigen. J Exp Med (1984) 160(4):1126–46. doi: 10.1084/jem.160.4.1126

6. Taniguchi, T, and Minami, Y. The IL-2/IL-2 receptor system: a current overview. Cell (1993) .73(1):5–8. doi: 10.1016/0092-8674(93)90152-g

7. Siegel, JP, and Puri, RJ. Interleukin-2 toxicity. J Clin Oncol (1991) 9(4):694–704. doi: 10.1200/JCO.1991.9.4.694

8. Rosenberg, SA. IL-2: the first effective immunotherapy for human cancer. J Immunol (2014) .192(12):5451–8. doi: 10.4049/jimmunol.1490019

9. Ahmadzadeh, M, and Rosenberg, SA. IL-2 administration increases CD4+ CD25hi Foxp3+ regulatory T cells in cancer patients. Blood (2006) 107(6):2409–14. doi: 10.1182/blood-2005-06-2399

10. Sim, GC, Martin-Orozco, N, Jin, L, Yang, Y, Wu, S, Washington, E, et al. IL-2 therapy promotes suppressive ICOS+Treg expansion in melanoma patients. J Clin.Immunol (2014) 124(1):99–110. doi: 10.1172/JCI46266

11. Gillies, SD, Lan, Y, Williams, S, Carr, F, Forman, S, Raubitschek, A, et al. An anti-CD20–IL-2 immunocytokine is highly efficacious in a SCID mouse model of established human b lymphoma. Blood (2005) 105(10):3972–8. doi: 10.1182/blood-2004-09-3533

12. Klein, C, Waldhauer, I, Nicolini, VG, Freimoser-Grundschober, A, Nayak, T, Vugts, DJ, et al. Cergutuzumabamunaleukin (CEA-IL2v), a CEA-targeted IL-2 variant-based immunocytokine for combination cancer immunotherapy: Overcoming limitations of aldesleukin and conventional IL-2-based immunocytokines. Oncoimmunol. (2017) .6(3):e1277306. doi: 10.1080/2162402X.2016.1277306

13. Vazquez-Lombardi, R, Loetsch, C, Zinkl, D, Jackson, J, Schofield, P, Deenick, EK, et al. Potent antitumour activity of interleukin-2-Fc fusion proteins requires fc-mediated depletion of regulatory T-cells. Nat Commun (2017) 8(1):1–12. doi: 10.1038/ncomms15373

14. Charych, DN, Hoch, U, Langowski, JL, Lee, SR, Addepalli, MK, Kirk, PB, et al. NKTR-214, an engineered cytokine with biased IL2 receptor binding, increased tumor exposure, and marked efficacy in mouse tumor models. Clin Canc. Res (2016) 22(3):680–90. doi: 10.1158/1078-0432.CCR-15-1631

15. Levin, AM, Bates, DL, Ring, AM, Krieg, C, Lin, JT, Su, L, et al. Exploiting a natural conformational switch to engineer an interleukin-2 ‘superkine. Nature. (2012) 484(7395):529–33. doi: 10.1038/nature10975

16. Carmenate, T, Pacios, A, Enamorado, M, Moreno, E, Garcia-Martínez, K, Fuente, D, et al. Human IL-2 mutein with higher antitumor efficacy than wild type IL-2. J Immunol (2013) 190(12):6230–8. doi: 10.4049/jimmunol.1201895

17. Mosely, SIS, Prime, JE, Sainson, RCA, Koopmann, JO, Wang, DYQ, Greenawalt, DM, et al. Rational selection of syngeneic preclinical tumor models for immunotherapeutic drug discovery. Cancer Immunol Res (2017) 5(1):29–41. doi: 10.1158/2326-6066.CIR-16-0114

18. Pol, JG, Caudana, P, Paillet, J, Piaggio, E, and Kroemer, G. Effects of interleukin-2 in immunostimulation and immunosuppression. J Exp Med (2020) 217(1):e20191247. doi: 10.1084/jem.20191247

19. Serrels, A, Lund, T, Serrels, B, Byron, A, McPherson, RC, von Kriegsheim, A, et al. Nuclear FAK controls chemokine transcription, tregs, and evasion of anti-tumor immunity. Cell. (2015) 163(1):160–73. doi: 10.1016/j.cell.2015.09.001

20. Mahne, AE, Mauze, S, Joyce-Shaikh, B, Xia, J, Bowman, EP, Beebe, AM, et al. Dual roles for regulatory T-cell depletion and costimulatory signaling in agonistic GITR targeting for tumor immunotherapy. Cancer Res (2017) 77(5):1108–18. doi: 10.1158/0008-5472

21. Mo, L, Chen, Q, Zhang, X, Shi, X, Wei, L, Zheng, D, et al. Depletion of regulatory T cells by anti-ICOS antibody enhances anti-tumor immunity of tumor cell vaccine in prostate cancer. Vaccine (2017) 35(43):5932–8. doi: 10.1016/j.vaccine.2017.08.093

22. Marabelle, A, Kohrt, H, and Levy, R. Intratumoral anti-CTLA-4 therapy: enhancing efficacy while avoiding toxicity. Clin Cancer Res (2013) . 19(19):5261–3. doi: 10.1158/1078-0432

23. Kim, JH, Kim, BS, and Lee, SK. Regulatory T cells in tumor microenvironment and approach for anticancer immunotherapy. Immune Netw. (2020) . 20(1):e4. doi: 10.4110/in.2020.20.e4

24. Sugiyama, D, Nishikawa, H, Maeda, Y, Nishioka, M, Tanemura, A, Katayama, I, et al. Anti-CCR4 mAb selectively depletes effector-type FoxP3+ CD4+ regulatory T cells, evoking antitumor immune responses in humans. Proc Natl Acad Sci (2013) 110(44):17945–50. doi: 10.1073/pnas.1316796110

25. Arce Vargas, F, Furness, AJS, Solomon, I, Joshi, K, Mekkaoui, L, Lesko, MH, et al. Fc-optimized anti-CD25 depletes tumor-infiltrating regulatory T cells and synergizes with PD-1 blockade to eradicate established tumors. Immunity. (2017) . 46(4):577–86. doi: 10.1016/j.immuni.2017.03.013

26. Cheung, LS, Fu, J, Kumar, P, Kumar, A, Urbanowski, ME, Ihms, EA, et al. Second-generation IL-2 receptor-targeted diphtheria fusion toxin exhibits antitumor activity and synergy with anti–PD-1 in melanoma. Proc Natl Acad Sci (2019) 116(8):3100–5. doi: 10.1073/pnas.1815087116



Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Carmenate, Montalvo, Lozada, Rodriguez, Ortiz, Díaz, Avellanet, Kim, Surh, Graça and León. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 14 February 2023

doi: 10.3389/fimmu.2023.1050113

[image: image2]


The immunoregulatory effect of the TREM2-agonist Sulfavant A in human allogeneic mixed lymphocyte reaction


Giusi Barra 1*†, Carmela Gallo 1*†, Dalila Carbone 1, Marcello Ziaco 1, Mario Dell’Isola 2, Mario Affuso 2, Emiliano Manzo 1, Genoveffa Nuzzo 1, Laura Fioretto 1, Giuliana D’Ippolito 1, Raffaele De Palma 3 and Angelo Fontana 1,2*


1 Bio−Organic Chemistry Unit, Institute of Biomolecular Chemistry, Consiglio Nazionale delle Ricerche, Pozzuoli, Italy, 2 Laboratory of Bio-Organic Chemistry and Chemical Biology, Department of Biology, University of Naples “Federico II”, Napoli, Italy, 3 Department of Internal Medicine, University of Genova, Genova, Italy




Edited by: 

Marita Troye Blomberg, Stockholm University, Sweden

Reviewed by: 

Giselle Penton-Rol, Center for Genetic Engineering and Biotechnology (CIGB), Cuba

Wen Zhang, Tongji University, China

*Correspondence: 

Giusi Barra
 g.barra@icb.cnr.it
 Carmela Gallo
 carmen.gallo@icb.cnr.it 

Angelo Fontana
 afontana@icb.cnr.it
 angelo.fontana@unina.it


†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Vaccines and Molecular Therapeutics, a section of the journal Frontiers in Immunology


Received: 21 September 2022

Accepted: 27 January 2023

Published: 14 February 2023

Citation:
Barra G, Gallo C, Carbone D, Ziaco M, Dell’Isola M, Affuso M, Manzo E, Nuzzo G, Fioretto L, D’Ippolito G, De Palma R and Fontana A (2023) The immunoregulatory effect of the TREM2-agonist Sulfavant A in human allogeneic mixed lymphocyte reaction. Front. Immunol. 14:1050113. doi: 10.3389/fimmu.2023.1050113




Introduction

Sulfavant A (SULF A) is a synthetic derivative of naturally occurring sulfolipids. The molecule triggers TREM2-related maturation of dendritic cells (DCs) and has shown promising adjuvant activity in a cancer vaccine model.



Methods

the immunomodulatory activity of SULF A is tested in an allogeneic mixed lymphocyte reaction (MLR) assay based on monocyte-derived dendritic cells and naïve T lymphocytes from human donors. Flow cytometry multiparametric analyses and ELISA assays were performed to characterize the immune populations, T cell proliferation, and to quantify key cytokines.



Results

Supplementation of 10 μg/mL SULF A to the co-cultures induced DCs to expose the costimulatory molecules ICOSL and OX40L and to reduce release of the pro-inflammatory cytokine IL-12. After 7 days of SULF A treatment, T lymphocytes proliferated more and showed increased IL-4 synthesis along with downregulation of Th1 signals such as IFNγ, T-bet and CXCR3. Consistent with these findings, naïve T cells polarized toward a regulatory phenotype with upregulation of FOXP3 expression and IL-10 synthesis. Flow cytometry analysis alsosupported the priming of a CD127-/CD4+/CD25+ subpopulation positive for ICOS, the inhibitory molecule CTLA-4, and the activation marker CD69.



Discussion

These results prove that SULF A can modulate DC-T cell synapse and stimulate lymphocyte proliferation and activation. In the hyperresponsive and uncontrolled context of the allogeneic MLR, the effect is associated to differentiation of regulatory T cell subsets and dampening of inflammatory signals.
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Introduction

Dendritic cells (DCs) are innate immune cells which uniquely trigger naïve T cell activation and differentiation by providing T-cell-receptor ligands and co-stimulatory molecules (1). The interaction between DC and T cell, named the immune synapse, has a great functional plasticity that allows to modulate the activation of immunogenic or tolerogenic response (2) (3). The exchange of signals and the microenvironment established during the immune synapse helps to control the magnitude, type, and efficacy of the immune response (1). However, the mechanisms by which DCs are able to transduce the environmental stimuli and prime an effective T cell response are the result of inhibitory and stimulatory signals that are only partly understood. These signals are neither consequential nor accessory but are all part of a finely regulated bidirectional process orchestrating the dialogue between DCs and T cells. Notably, in the absence of an adequate apposition of effector and accessory molecules, T cells become anergic (1) (4). In this context, a great interest has recently arisen for new drugs capable of triggering and controlling activation and proliferation of T cells by modulating the immune synapse (5).

The mixed lymphocyte reaction (MLR) constitutes an effective tool to test activation, inhibition, or functional alteration of proliferating T cells in a model of immune microenvironment. In the classical allogeneic MLR experiments, T cells and monocyte derived DCs (MoDCs) from distinct individuals are co-cultured. The allogeneic forms of major histocompatibility complex (MHC) molecules on MoDCs stimulate proliferation and activation of T cells more strongly than conventional exposure to antigens. The technique provides a model for the study of the immune synapse (6) and, over the time, the assay has been widely employed for the preclinical tests of immunomodulatory molecules with applications in immune-oncology, autoimmunity, inflammation, vaccine development (7) (8).

Sulfavant A (SULF A) is a synthetic sulfolipid derived from naturally occurring sulfoquinovosides that are essential components of the chloroplast membranes in the photosynthetic organisms (9). The molecule primes an unconventional maturation of MoDCs through a toll like receptor (TLR)-independent mechanism leading to up-regulation of the costimulatory and MHC molecules along with hypoproduction of cytokines (10) (11) (12) (13). The molecule has been proposed as a vaccine adjuvant (EU Patent n. EP3007725B1) and despite the divergence from the inflammatory mechanisms of conventional adjuvants, retains the ability to activate immune protection in an experimental model of a prophylactic vaccine against melanoma in B16F10 mice (11). Very recently, we showed that SULF A can bind the triggering receptor expressed on myeloid cells (TREM2) which helps explain the unusual mechanism of action of the sulfolipid and the ability to trigger in vitro the differentiation of a homeostasis-inducing DC subpopulation that we named homeDC (14).

In the current study, we investigate the effect of SULF A in an experimental model of allogeneic MLR with MoDCs isolated from a human donor that were co-cultured with naïve T cells of another individual at 1:10 ratio. The sulfolipid was tested at a concentration of 10 µg/mL that corresponds to the active dose used in previous experiments to stimulate in vitro DC maturation (10). The aim of the study was to evaluate whether SULF A affects T cell activation and proliferation in the context of allogeneic MLR, as well as to gain more insight into the effects of SULF A on adaptive immunity and the mechanisms of immune homeostasis.



Materials and methods


Isolation and culture of human primary cells

Monocyte-derived dendritic cells (MoDCs) were differentiated from human peripheral blood of healthy volunteers collected from Umberto I Hospital of Nocera Inferiore, Salerno (Italy). No identifying information on the donors was retained.

After density gradient isolation of Peripheral blood mononuclear cells (PBMCs) by routine Ficoll (Ficoll Paque Plus, GE Healthcare, USA), monocytes were separated by CD14 microBeads (Miltenyi Biotec, Auburn, CA, USA). Cell purity was verified by flow cytometer (FACS) analysis using human monoclonal antibodies: CD3 Percp (SK7) (Becton Dickinson), CD14 Vioblue (REA599), and CD45 FITC (REA747) (Miltenyi Biotech, Auburn, CA, USA). The CD14+/CD3-/CD45+ cells had always a purity higher than 98%. Monocytes were cultured for 6 days in RPMI medium supplemented with 10% FBS and 1% pen/strep in the presence of IL-4 (5 ng/mL) and GM-CSF (100 ng/mL) to obtain immature dendritic cells (iMoDCs). On day 6, iMoDCs were harvested, centrifuged (10 min, 300 g) and stained with CD3 Percp (SK7) (Becton Dickinson), CD14 Vioblue (REA599), CD11c FITC (REA618), CD80 PE (2D10), CD83 APC (REA714), antibodies (Miltenyi Biotec, Auburn, CA, USA) to verify cells differentiation by flow cytometry. The CD3-/CD14-/CD83-/CD80low/CD11c+ population was always higher than 95%. Naïve T cells were obtained from different buffy coats. After PBMCs separation, cells were isolated by naïve pan T cells isolation kit (Miltenyi Biotec, Auburn, CA, USA) according to manufacturer instructions. The purity of the population was verified by FACS using the human monoclonal antibodies CD3 Percp (SK7) (Becton Dickinson), CD45RA FITC (REA562), CD45RO PE(REA611), and CCR7 PeVio770 (REA108) (Miltenyi Biotec, Auburn, CA, USA). The CD3+/CD45RA+/CD45RO-/CCR7+ population had always a purity higher than 96%.



Allogeneic mixed lymphocyte reaction assay

MoDCs (stimulators) and naïve CD3+ T lymphocytes (responders) deriving from six different donors were cultured in a ratio of 1:10 (10.000 stimulators:100.000 responders) in round-bottomed 96-well plates with RPMI medium completed with 10% human AB serum in the presence of 10 μg/mL SULF A in PBS (MLR+SULF A). The concentration of SULF A used was established on the basis of previous dose-response experiments (10) (14). Untreated co-cultures were used as control (MLR). For the analysis of MoDCs, co-cultures were harvested and analyzed by flow cytometry after 48h. The analysis was carried out by antibody staining with CD86 PEVio 615 (REA968), CD11c FITC (REA618), CD14 Vioblue (REA599), (Miltenyi Biotec, Auburn, CA, USA) ICOSL APC (2D3), and OX40L PE (11C3.1) (Sony Biotechnology). For the analysis of T cells, co-cultures were analyzed by flow cytometry after 7 days. Functional surface markers were stained by anti CD3 Percp (SK7) (Becton Dickinson), CD4 PEVio 615 (REA623) or PE (SK3) (Becton Dickinson), CD8 APCvio770 (REA734), CD25 FITC (REA570) or PE (REA570), CD127 PEvio615 (MB15-18C9), CTLA-4 PEvio770 (REA1003), CD69 APCVIO770 (REA824), (Miltenyi Biotech) OX40 FITC (ACT35), ICOS Alexa fluor 700 (C398.4A) (Biolegend). For detection of intracellular cytokines, cells were treated for 6 hours at 37°C with 10 ng/mL phorbol 12-myristate 13-acetate (PMA), 500 ng/mL ionomycin, and 10 μg/mL brefeldin A (BFA) (Sigma Aldrich, Milan, Italy) and then stained with, IL-4 APC (BD4-8) (Sony Biotechnologies), IFNγ Vioblue (REA600), TNFα APC (REA656) and IL-17 PE (CZ8-23G) (Miltenyi Biotech, Auburn, CA, USA).



Lymphocyte proliferation assay

T cell proliferation was analyzed by flow cytometry using Cell Trace™ CFSE Cell Proliferation Kit (Thermo Fisher, Waltham, MA, USA). Naïve T cells (at least 2x106) were suspended in PBS 5% AB serum and labeled with 5uM carboxyfluorescein succinimidyl ester (CFSE). Cells were washed 3 times with 5% AB serum in PBS, suspended in the co-culture medium again and an aliquot was immediately acquired by flow cytometry to set the initial fluorescence (time zero). After addition to stimulators MoDCs, dilution of the CFSE signal was measured every day to establish the experimental conditions for cell number and proliferation rate. The 7-day endpoint was selected because T cells showed a consistent proliferation rate and their number in the well did not exceed 1,5 x106/mL. CFSE dilution was recorded by flow cytometry as loss of fluorescence within 7 days from the addition of 10 μg/mL of SULF A (MLR+SULF A). Untreated co-cultures were used as blank (MLR) whereas co-cultures with 1 µg/mL phytohemagglutinin (PHA) were used as a positive control of proliferation. Gating strategies are shown in Supplementary Figure 1. The CFSE is reported as percentage of CFSE negative cells.



Flow cytometry

Flow cytometry was performed by FACSAriaTM (BD Bioscience) or MACSQUANT 16® Analyzer (Miltenyi Biotec). For surface staining, cells were washed in PBS and stained with Viobility™ 405/520 Fixable Dye (Miltenyi Biotec, Auburn, CA, USA) for live cell discrimination. After washing in the staining buffer (SB) (2% FBS and 0.1% sodium azide in PBS), cells were incubated at 4°C with the mixture of antibodies and isotype controls according to incubation time and quantity suggested by the manufacturers. After two additional washes, cells were acquired for the FACS analysis. For the detection of intracellular cytokines, surface markers of live cells were stained as described above. Cells were then fixed and permeabilized by BD Cytofix/Cytoperm™ kit (BD Bioscience, Frankin Lake, NJ, USA) and incubated at 4°C for 20 minutes. After two washes in BD Perm/Wash™ buffer (diluted 1:10), cells were stained with the different intracellular antibodies, according to manufacturer instructions. Cells were washed in BD Perm/Wash™ and suspended in SB for the analysis. Flow cytometry was performed on 5000 events for each population of interest according to the instrument recommendations. Isotypic and FMO controls were performed to exclude nonspecific fluorescence and set the plot axis position. Control in FITC channel and back gating strategies were used to exclude cell autofluorescence.



Real-time PCR

Total RNA was isolated using Trizol Reagent (Thermo Fisher, Waltham, MA, USA) according to manufacturer instructions. RNA quantity and purity were measured by a NanoDrop 2000 spectrophotometer (Thermo Fisher Scientific). Sample purity was checked at A260/A280 ratio between 1.80 and 2.00. Gene expression was measured by RT-qPCR by using validated primers for T-bet, RORγT, GATA3, FOXP3, IL-10, IL-21 and TGFβ after 7 days from addition of SULF A to MLR test. 18S Ribosomal RNA (rRNA) was used as a housekeeping gene to normalize sample-to-sample systematic variation in RT-qPCR. ΔCt method was used to calculate the relative gene expression.



ELISA

IL-12p70, TNFα, and IL-10 were measured in the supernatants of the co-cultures at 48h and 7 days using commercially available kits (Thermo Fisher Scientific, Waltham, MA, USA) following the manufacturer instructions. Each sample was tested in duplicate and the colorimetric reaction (absorbance at 450 nm) was quantified by EZ Read 2000 (Biochrom Ltd, Harvard bioscience) spectrophotometer. Absorbance was converted to pg/mL according to the standard curve generated with a five-parameter logistic curve fit.



Statistical analysis

Gates between 0.5 and 1% positive events were set for isotype controls in flow cytometry. Flow Jo v10 (BD Biosciences) or MACS Quantify (Miltenyi Biotec) software were used for the measurements. Statistical analysis between the mean values for two groups were performed by non-parametric (two-sample) T test. The paired version of the test was used when replicates were matched in the two conditions. A P value less than 0.05 was considered statistically significant. Graphics were drawn by GraphPad Prism 8 (GraphPad Software, San Diego California, USA).




Results


Effect of SULF A on T cell proliferation in the MLR assay

DCs are potent inducers of lymphocytes activation in allogeneic MLR. The expression of high levels of MHC and the exposition of costimulatory molecules, make them particularly suitable to elicit a strong T cell response (6). Starting from this assumption, we used the MLR model to study the effect of SULF A on naïve T lymphocytes proliferation. The MLR condition led to proliferation of about 40% of T CD3+ population after 7 days. The addition of SULF A to the co-cultures was associated to a further increase of 20%, overall reaching a mean proliferation of 60% (Figures 1A–E). In order to investigate whether this activation concerned T helper or cytotoxic T cells, we analysed CFSE dilution in T CD4+ and TCD8+ subsets according to the gate strategy reported in Supplementary Figure 1. The T CD4+ subset showed a basal proliferation of 30% reaching 50% when SULF A was added to the co-culture (Figures 1F-J). Slight changes were registered for the T CD8+ subset for which the baseline proliferation of 10% increased by only 5% with the addition of the sulfolipid (Figures 1K–O). Minor differences of proliferation were observed among the three compartments when naïve T cells were cultured in the presence of antiCD3/antiCD28 beads used as stimulus (not shown).




Figure 1 | T cells proliferation induced by SULF A. Naïve T cells proliferation was assessed by CFSE dilution after 7 days of co-culture. The analysis was performed on 5000 live/T CD3+ cells. Histogram plots relative to one representative experiment are shown for CD3+ panels (A–D), for CD4+ panels (F–I) and for T CD8+ panels (K-N). Numbers in the plots indicate the percentage of proliferating cells. Panels (D) (T CD3+), (I) (T CD4+), (N) (T CD8+) show the overlay of the three experimental conditions for each subset. The bar graphs (E, J, O) represent the mean of 6 experiments. Gate strategy is reported in Supplementary Figure 1. MLR = untreated cocultures; MLR+SULF A = cocultures treated with 10 μg/mL SULF A; PHA= cocultures treated with 1 µg/mL phytohemagglutinin (positive control). Statistical analysis was performed by one-way Anova non parametric test. *P < 0.05; ***P < 0.001.





DC phenotype in the MLR assay after addition of SULF A

To better understand the effect of SULF A on T cell response developing in the MLR context, we decided to study cytokine production along with DC phenotype. After 48 h from the treatment with SULF A, we observed that IL-12, a prototypic proinflammatory cytokine, was significantly reduced. The levels of IL-10, the main cytokine involved in the down-regulation of inflammatory processes, increased but did not reach formal statistical significance (P =0.0625) (Figures 2A–B); no change was detectable for the TNFα production (Supplementary Figure 2). According to the gating strategy described in Supplementary Figure 3, flow cytometry showed upregulation of the surface expression of the OX40L and ICOSL of DCs after SULF A addition to the co-cultures (Figures 2C–D). OX40L and ICOSL belong to the group of costimulatory molecules which are not constitutively expressed by resting DCs but are secondary exposed on the cell surface especially in the course of tolerogenic or regulatory immune response (1) (15) (16). The binding of OX40L with OX40 promotes T cells autocrine production of IL-4 and Th2 polarization (16). Molecules able to induce OX40L upregulation on DCs are of interest for clinical treatments of atopic dermatitis and asthma (17) (18). ICOSL is mainly involved in follicular T cells polarization, adaptive tolerance, and the maintenance of effector/regulatory T cells balance (19) (20). In experimental models of allergic encephalomyelitis (EAE) and autoimmune type 1 diabetes, blockade of ICOS/ICOSL is associated to severe worsening of the diseases (21).




Figure 2 | Response of cultured MoDCs with naïve T lymphocytes 48h after addition of SULF A. (A–B) Levels of cytokines IL-12 and IL-10 in supernatants measured by ELISA assay; (C–D) Surface expression of the costimulatory molecules OXO40L and ICOSL of live CD11c+/CD3- DCs measured by FACS. The gating strategy used for these markers is reported in Supplementary Figure 3. MLR= untreated co-cultures; MLR+SULF A= co-cultures treated with 10 μg/mL SULF A. Statistical analysis (n = 6) was performed by paired non parametric two tailed T test. *P < 0.05; ***P < 0.001.





Gene and protein expression by CD4+ T cells in the presence of SULF A

In order to characterize priming of naïve CD4+ T cell, we considered the effect of SULF A on the hallmarks of Th1 and Th2 response in co-cultures at day 7. SULF A significantly downregulated the gene expression of the transcription factor T-bet (Figure 3A) and surface expression of CXCR3 marker (Figure 3B), while gating analysis of flow cytometry data (Supplementary Figure 4) revealed a consistent reduction of the intracellular level of IFNγ (Figure 3C) but no change of TNFα (P=0.062) (Figure 3D). In agreement with the down-regulated production of IL-12 at 48h, these data supported the attenuation of Th1 differentiation by SULF A. Pro-inflammatory markers related to Th17 response, such as IL-17 (Supplementary Figure 4) or the transcription factor RORγT (Supplementary Figure 5A), as well as the pleiotropic cytokine TGFβ (Supplementary Figure 5) were unaffected in the allogeneic MLR and were unresponsive to SULF A addition. On the other hand, the sulfolipid increased the expression of the transcription factor GATA3 (Figure 3E) and significantly increased the intracellular production of IL-4 (Figure 3F), both signature of type 2 immunity. Expression of IL-21, also implicated in the development of humoral responses, responses was found up-regulated (Supplementary Figure 5C) IL-4 is as multifunctional, immunoregulatory cytokine mostly associated with the suppression of pro-inflammatory signals, the dampening of the excessive immune response, and the stimulation of tissue repair and homeostasis (22).




Figure 3 | Effect of SULF A on Th1 and Th2 markers in the allogeneic MLR experiment. (A) RNA Expression of the transcription factor T-bet measured by qPCR after 7 day from the addition of SULF A to the co-cultures; (B–D) Surface expression of CXCR3, intracellular levels of IFNγ and TNFα measured by FACS; (E) RNA expression of the transcription factor GATA-3 measured by qPCR; (F) Intracellular level of IL-4 measured by FACS. All qPCR results (mean ± s.d) were normalized to 18S mRNA and analyzed by ΔCt method. Flow cytometry was performed on live CD3+/CD4+ cells (5000 events acquired) according to the gating strategy reported in Supplementary Figure 4. The intracellular cytokines were detected after a treatment of 6 hours with PMA, ionomycin and BFA. MLR = untreated co-cultures; MLR+SULF A = co-cultures treated with 10 μg/mL SULF (A) Statistical analysis (n = 6) was performed by paired non parametric Two-tailed T-test. *P < 0.05; **P < 0.01.






Figure 4 | SULF A-dependent expansion of T cells in the allogeneic MLR experiment. RNA Expression of FOXP3 (A) and IL-10 (B) measured by qPCR. Results were normalized to 18S mRNA and analyzed by ΔCt method. Values on y-axis represent the relative expression of mRNA levels compared to control. (C) IL-10 concentration in the MLR supernatants measured by ELISA assay. (D–I) Representative flow cytometry analysis of proliferating and CFSE-negative populations corresponding to the CD127-/CD4+/CD25+ subset. Analysis gated 5000 live cells. (J) SULF A-dependent expansion of CD127-/CD4+/CD25+ T cells (mean ± s.d) on 6 different experiments. The analysis was carried out acquiring 5000 live cells according to the gate strategy reported in Supplementary Figure 5; (K-M) Levels of cells positive for CTLA-4, ICOS and CD69 measured by flow cytomtery within CD127-/CD4+/CD25+ population. MLR = untreated co-cultures; MLR+SULF A = co-cultures treated with 10 μg/mL SULF (A) Statistical analysis was performed by paired non parametric two tailed T test. *P < 0.05; **P < 0.01; ***P < 0.001.





T cell differentiation in the MLR assay after addition of SULF A

After 7 days, the co-cultures treated with SULF A showed a high expression of the transcription factor FOXP3 fork head box Protein 3 (FoxP3) (Figure 4A) and a significant increase of IL-10 synthesis (Figures 4B–C). In these samples, flow cytometry gating of T cells (Supplementary Figure 6) revealed a consistent expansion of CD127-/CD4+/CD25+ subpopulation after addition of SULF A (Figure 4D-J). CD127 is a marker typically expressed on effector T cells, instead T CD4+ cells negative or low-level expressing this marker but positive for CD25 are generally associated to immunoregulation (23). In this population, SULF A also up-regulated the immune checkpoint receptor CTLA-4 (Figure 4K), and the inducible T-cell costimulatory receptor ICOS (Figure 4L). While CTLA-4 is constitutively expressed on FOXP3+/CD25+/CD4+Treg cells and is up-regulated in conventional T cells only after activation, ICOS is an indicator of T cell-mediated immune response. Notably, the initiation of the ICOS pathway is triggered by binding to ICOSL whose exposure is significantly increased on the DC surface 48h after the addition of SULF A to the MLR. According to these results, this population matched with the portion of proliferating T cells and were fully positive for the early activation marker CD69 (Figure 4M).




Discussion

DCs are key players in activation and control of the immune response by presentation of the antigen to T cells in the context of major histocompatibility (MHC) molecules and delivery of additional input in the form of costimulatory surface ligands and cytokines (1) (4). The bidirectional DC-T cell synapse is a cornerstone of adaptive immunity and has been the subject of many studies although the DC response has received less attention than T cell activation and differentiation (24). The effective tuning of the immune synapse requires combination of stimulatory and inhibitory signals to provide adequate protection and prevent aberrant response leading to pathological progression. One of the best-known examples of these mechanisms is the interaction of the costimulatory molecule CD28 and the inhibitory counterpart CTLA-4 along with their ligands CD80 and CD86 (25) (26).

SULF A is a small organic molecule suitable for pharmaceutical applications due to the property of triggering an unconventional maturation of DCs and initiating an effective immune response in vivo (11) (14). In this study we showed that SULF A can modulate DC-T cell synapse in the context of the allogeneic MLR. According to the previous reports (14), addition of SULF A to MLR determined DC maturation after 48h with increased expression of the costimulatory molecules ICOSL and OX40L in conjunction with down-regulation of cytokine IL-12 and up-regulation of IL-10. This condition led to additional T cell proliferation and, although T CD4+ and T CD8+ subsets were both promoted, it was skewed towards T CD4+ proliferation. The whole CD4+ T cell subset also expressed high levels of GATA3, the main transcription factor involved in Th2 polarization (27), along with increased IL-4 production and down-regulated levels of IFNγ and CXCR3 in comparison to control. In addition to the upregulation of FOXP3 of the CD4+ T cells, gated analysis on the proliferating subset also indicated the selection of a CD127-CD4+CD25+CD69+ population by SULF A. This finding correlates with the release of high level of IL-10 and up-regulation of ICOS and CTLA-4 expression, and suggested the priming of regulatory subpopulations functionally committed to maintain immune tolerance (23) (28). Moreover, ICOS is an activation marker that cooperates to maximize and sustain CD4+ and CD8+ T cell responses (29) but ICOS+ Tregs have stronger abilities of suppression and survival than ICOS- Tregs (30) (31) (32). It is worth noting that this response of the T cell compartment after 7 days was coherent with the early differentiation of tolerogenic DCs at 48h (Figure 5).




Figure 5 | Graphic representation of the proposed mechanism of action of SULF A in MLR. After activation of DCs by TREM2, SULF A affects the stimulatory and inhibitory signalling of immune synapse. The glycolipid induces homeostasis restoration by promoting the release of IL-10, reduction of IL-12 and exposure of OX40L and ICOSL on DC membranes. The overall response is a robust T cell stimulation associated to a regulatory mechanism aimed at restoring homeostasis after the allogeneic immune reaction (image created with Biorender.com).



SULF A binds to TREM2, an immune receptor of the immunoglobulin superfamily, more effectively than other ligands so far reported. We put forward that the engagement of TREM2 correlates with the maturation of DCs committed to maintain homeostasis (14). The selection of this DC subset can also contribute to the regulatory response observed in the allogeneic MLR after the addition of the sulfolipid. This hypothesis agrees with the immunomodulatory properties of TREM2 that acts as a homeostasis effector in the central nervous system (33) and antagonizes the pro-inflammatory pathways originating from TLRs in DCs (34). The role of TREM2 in the immune response is still debated and could vary in relation to tissue- or organ-specific factors. However, recent studies on T CD8 + cancer infiltration indicate that the deficiency of tumor associated macrophages (TAMs) positive for TREM2 is associated with a stronger cytotoxic T cell activity and a higher responsivity to anti PD-1 immunotherapy (35) (36). In tumor microenvironment, TREM2 expressed on TAMs is also directly involved in FOXP3 Treg cells recruitment and T CD8+ suppression, and Colonna et al., reported that anti-TREM2 mAB treatment could reduce the infiltration of immunosuppressive macrophages and expand the presence of cells expressing immunostimulatory molecules (36) (37) (38).

In conclusion, our results suggest that the immunomodulatory sulfolipid SULF A promotes a regulatory response in allogeneic MLR. Notably, the molecule triggers a negative modulation of the immune synapse by expression of co-inhibitory molecules on DCs and T cells, along with the release of cytokines, such as IL-4 and IL-10, favoring the dampening of inflammation. In the hyperresponsive and inflammatory context of the allogeneic MLR, the overall outcome is a tolerogenic effect that is likely aimed to restoration of homeostasis. However, it is possible that SULF A could elicit inhibitory or stimulatory immune responses in a context-dependent manner. This hypothesis may explain the effective activation of antigen-induced immune protection that SULF A has shown in vivo (11) and agrees with recent findings on the different modulation of immune cells by TREM2 and PRRs in relation to different microenvironments and physiopathological disorders (39) (40).
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v 2(13)
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HIV Viral Load (copies/mL)

<40 50 (30.7)

=40 113 (69.3)

*Data regarding WHO clinical stages were obtained for 151 participants only.
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Variables Overall prevalence of Ig Prevalence of IgG Prevalence of IgM
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Gender
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Priming and challenge/memory stimuli Cytokine production*

TNFo IL-6 IL-10 IL-1Ra IL-1 IL-8 IFN-y GM-CSF
Priming with Memory response to
SARS-CoV-2 LPS (bacteria) no no no no no no no no
R848 (viruses) no no no no no no no no
N LPS (bacteria) no no no 17" no no no no
R848 (viruses) 0] no no 17" T no no (0]
N (SARS-CoV-2) no no no 17" no no no no
S1 LPS (bacteria) [0} no no no no no no no
R848 (viruses) [0 ) no no no no no W)
S2 LPS (bacteria) no no no no no no no no
R848 (viruses) ) ) no no no no no )
R848 R848 (viruses) 1 1 no 17" 1 no 1 1
N (SARS-CoV-2) no no no 17" no 1 no no

‘Cytokine production is expressed as increase (1 or 11), indicating increase and strong increase, respectively), decrease (}) or no change (no) compared to medium-exposed cells.
Symbols within parentheses indicate dubious results, i.e., those in which the trend was observed in 3/4 donors (for N priming) and in which only two donors could be examined (for S1 and
S2 priming).
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Cytokine Controls (N = 33) PIH (N =33) P Cytokine (pg/ Controls (N = 33) PIH (N = 33) P
(pg/mL) Value mL) Value
IL-1B 2.93 (1.48, 6.24) 121(0.82357) 0011 G-CSF 615.19 (191.61, 866.13) 399.05 (180.65,654.47)  0.132
L1 1914 (12.91,27.63) 1291 (5.90,18.10)  0.001 “M-CSF 13.26 (10.39, 17.04) 9.78 (8.06,12.48) <
0.001
IL-1ra 754.61 (563.53, 621.73 0.132 *GM-CSF 3.97 (2.97, 5.02) 218 (1.62,2.97) <
931.41) (490.48,806.13) 0.001
IL-2 4.79 (3.33, 6.23) 2.78 (1.13,4.34) < *LIF 35.99 (23.57, 48.17) 19.35 (10.74,35.99) 0.005
0.001
“IL-2Ro 43.69 (32.21,62.07)  30.92 (24.50,38.92) < *SCF 75.37 (56.95, 87.72) 54.54 (41.27,68.84) <
0.001 0.001
IL-3 0.21 (0.04,0.42) 0.18(0.06,0.44) 0746 VEGF 241.12 (147.15, 342.22) 231.61 (84.03,272.58) 0.197
“IL-4 3.70 (2.89, 5.22) 2.66 (1.64,3.77) 0.002 *Eotaxin 41.31 (32.02, 54.46) 32.69 (22.51,39.91) 0.001
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“IL-6 12.51 (6.06, 29.49) 5.24 (2.44,14.71) 0.002 *MIP-1B 388.30 (262.23, 529.08) 294.13 (234.93,379.84) 0.029
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408.97)
IL-9 494.05 (452.60, 462.89 0.022 MCP-3 1.83 (1.35, 3.49) 1.42 (0.91,1.96) 0.116
537.36) (438.57,499.35)
IL-10 1.68 (0.92, 3.14) 0.73 (0.17,1.68) 0.188 *B-NGF 41.57 (29.74, 46.19) 25.47 (17.27,36.90) 0.004
"IL-12 (p40) 64.38 (52.06, 93.65)  44.61 (34.61,54.53) < RANTES 1624.35 (13493.87, 1388.68 (11416.12, 0.095
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350.68) (157.51,265.26)
"IL-16 87.15(70.04, 123.29) 62.67 (43.89,110.71)  0.041 *HGF 384.31 (271.83, 493.41) 229.67 (189.72,348.35) 0.002
IL-17A 6.66 (4.43, 8.54) 3.69 (2.96,6.66) 0.003 IP-10 622.64 (439.78, 779.46) 473.83 (386.64,608.99) 0.054
IL-18 42.53 (29.65, 55.84)  36.53 (25.78,48.17) 0.14 CTACK 501.42 (405.36, 715.20) 476.80 (400.04,550.13) 0.197
IFN-02 8.22 (6.66, 10.26) 7.53 (5.42,8.90) 0.176 MIF 2552.33 (1672.57, 3226.17) ~ 1720.26 (1015.06,2776.20)  0.106
IFN-y 10.16 (7.21, 12.61) 9.85 (4.77,11.33) 0.4 MG 169.31 (135.75, 237.82) 109.68 (72.98,160.12) <
0.001
“TNF-a. 56.98 (45.56, 76.22)  41.73 (29.39,54.70)  0.003 SCGF-B 1203.12 (106619.85, 1127.04 (99055.56, 0.108
136337.81) 129400.67)
TNF-B 761.20 (687.85, 729.31 0.064 *TRAIL 29.92 (21.70, 39.14) 21.70 (18.06,27.57) 0.01
796.32) (662.35,768.62)

Values are median (P25, P75). P < 0.05 was considered statistically significant and indicated by an asterisk.





OPS/images/fimmu.2022.930582/table2.jpg
Cytokine NC (N =33) PIH (N = 33)

P Value
Activin A (pg/mL) 2168.54 (1247.21, 3105.89) 1917.64 (1340.23, 2754.65) 0.621
PIGF (pg/mL) 56.43 (43.23, 71.14) 44.48 (36.06, 71.30) 0.221
sFit1 (VEGFR) (pg/mL) 14401.52 (9859.96, 19593.74) 11592.32 (7951.62, 14677.62) 0.052
sFit1/PIGF 243.43 (178.768, 315.70) 229.72 (163.65, 314.83) 0.485

Values are median (P25, P75). PIGF, placental growth factor; sFLT1, soluble fms-like tyrosine kinase-1. Significant difference (P < 0.05).
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NC (N = 33) PIH (N = 33) P Value
Prepregnancy baseline characteristics
Age (yn)-Mean + SD 30.21 £ 4.29 29.94 £ 3.75 0.78
BMI (kg/m?)-Mean + SD 2517 £ 3.92 25.21 £ 3.94 0.97
Blood pressure (mmHg)-Mean + SD
Systolic pressure 115648 + 2.15 127.07 £ 217 <0.01*
Diastolic pressure 70.21 £1.90 75.45 +1.87 0.06
Mean arterial pressure 85.30 + 1.86 92.66 + 1.83 0.01*
Primigravida-no. (%) 29 (87.88) 29 (87.88) >0.99
PCOS-no. (%) 6(46.2) 7 (53.8) 0.80
Cause of infertility-no. (%) 0.96
Pelvic factor 0(30.30) 9 (27.27)
Male factor 2 (6.06) 2 (6.06)
Confounding factor 21 (63.64) 22 (66.67)
Endometrial preparation protocol-no. (%) 0.80
Natural cycle 4 (42.42) 13 (39.39)
Hormonally controlled 9 (57.58) 20 (60.61)
Mode of fertilization-no. (%) 0.60
IVF 21 (63.64) 23 (69.70)
ICSI 12 (36.36) 10 (30.30)
Perinatal outcomes
Delivery mode-no. (%) <0.01*
Vaginal delivery 11 (33.33) 1(3.03)
Cesarean delivery 22 (66.67) 32 (96.97)
Gestational age at delivery (day)-Median (P25, P75) 275.00 (269.00,279.50) 269.00 (263.50, 273.00) 0.02*
Delivery at <37 wk-no. (%) 4(12.12) 5(15.15) >0.99
Neonatal birth weight (g)-Mean + SD 3319.09 + 107.72 3137.19 + 93.48 0.21
Low birth weight infants (<2500 g)-no. (%) 3(9.09) 2 (6.06) 0.64

Values are the mean + SD/median (P25, P75) or n. (%). BMI, body mass index; PCOS, polycystic ovarian syndrome; IVF, in vitro fertilization; ICSI, intracytoplasmic sperm injection.

Significant difference (P < 0.05, marked by *).
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arameter IVF rtile control ertile pre
Number of women N=187 N =40 N=27
Age of women Mean + SD 3299 + 4.15 32.93 £ 6.03 3169 +5.13

Range 22-46 22-68 19-42

Indications for IVF-ET (%) Male only factor 67 (35.82) - -

Female only factor 45 (24.06) - -

Both factors 28 (14.97) - -

Unknown factor 47 (25.13) - -

N“';:’:f;y‘;:“ Mean + SD 3.08 £ 0.15 = -

Range 1-11 = N

Nusmber of embryos Mean £ SD 339 £238 - -

in all cycles

Range 1-13 = e
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Ascending aorta
sCD40L:-0.27 mm (-1.08,0.55)

D-dimer: 0.66 mm (-0.34,1.67)
Syndecan-1: 1.04 mm (0.23,1.85)
Thrombomodulin: 1.11 mm (0.30,1.92)

Infrarenal aorta
sCD40L: -0.43 mm (-1.03,0.17)

D-dimer: 0.97 mm (0.30,1.63)*
Syndecan-1: 0.95 mm (0.36,1.54)
Thrombomodulin: 0.89 mm (0.82,2.00)*

Mean dia.
26.4 mm

Mean dia.
34.5 mm

Mean dia.
25.0 mm

Mean dia.
21.7 mm

Descending aorta
sCD40L: -0.29 mm (-0.80,0.22)

D-dimer: 0.46 mm (-0.17,1.09)
Syndecan-1: 0.44 mm (-0.07,0.95)
Thrombomodulin: 0.49 mm (-0.01,1.01)

Suprarenal aorta
sCD40L: -0.46 mm (-0.91,-0.01)*

D-dimer: 0.66 mm (0.18,1.13)
Syndecan-1: 0.52 mm (-0.01,1.05)
Thrombomodulin: 0.68 mm (0.14,1.21)
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Gender

Age at enrollment, years

ART duration, months

ART exposition

WHO Clinical stages

Viral load, copies/mL

CD4+ T cells

Female, n (%)
Male, n (%)
Median [IQR]
Median [IQR]

<60 months, n (%)
>60 months, n (%)
Unknown, n (%)

First-line (NNRTI based
regimen)

Second line (PI based
regimen)

L, n (%)

1L, n (%)
111, n (%)
IV, n (%)

Median [IQR] (logyo(copies/
mL))

<1000, n (%)

21000, n (%)

Median [IQR]
<500, n (%)

2500, n (%)

36 (60.00)
24 (40.00)
15 [13-18]

2 [46-123]
17 (28.33)
36 (60.00)
7 (11.67)

48 (80.00)

12 (20.00)

42 (70.00)
10 (16.67)
6 (10.00)
2(333)

3.99 [3.17-
4.66)

13 (21.67)
47 (78.33)
326 [201-654]
20 (62.5%)

12 (37.5%)

ART, Antiretroviral therapy; NNRTL, non-nucleoside reverse-transcriptase inhibitors; PI/r,
ritonavir-boosted protease inhibitor; CD4, cluster of differentiation.
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Cytokines/ Distribution according to HIV-1 status

Chemokines
Negative (13) Positive (60)
(Median [IQR] in pg/mL) (Median [IQR] in pg/mL)
IL-1B 13.8 [11.1-166 10.0 [10.0 - 103] 0.26
IL-4 10.1 [10.0-10.2 10.1 [10.0-10.8 021
IL-6 13.9 [11.1-19.0 10.5 [10.0-11.8 0.08
IL-10 10.6 [10.0-12.0 11.3 [10.0-14.0 0.39
IL-12 13.1 [10.0-42.0 102 [10.0-11.7 0.20
IL-17A 14.8 [10.4- 196 132 [113-18.0 0.49
IFNy 10.6 [10.0-11.0 112 [102-149 0.42
TNFou 16.8 [14.5-18.0 78.3 [55.1-112.1] <0.01
TGF-B1 234.7 [10.0-240.5] 2254 [203.25-258.8] 0.09
ccL2 11.5 [10.0-22.4 12,9 [10.1-90.1 0.97
ccLs 18.1[15.2-39.5 10.9 [10.0-15.4 024
ccL 15.4 [10.6-20.0 100 [10.0-12.1 0.19

IL, interleukin; TGF, transformative growth factor; TNF, tumor necrosis factor.

Bold: statistical significant.
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Characteristics

Healthy Controls — HC COVID-19 - COVID
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OPS/images/fimmu.2022.976512/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2022.976512/fimmu-13-976512-g001.jpg
A

Integration of
ScRNA/snRNAseq
. Hamony

Normal control(neas)

GSEN71526027
GSE136831=30.
1PF(a=s4)
GSET388931=45
Gez13683 =10
covID-19(s8)
GsE181382:
GSENT1524n-20
GSE149878 14
GSETieee =24
Gsziewio:

SpheTal cel

ECs
(0= 4512 eat) RIS

coborts || Lung catasets N
T A%
3.

Total=27037

= = e
o =
i i oo
S s—— 2103 hemphando
Mz ot
e 1367 Neutroptd

= i e

= 11 S 72 suchecge

o e EEt-N

Macrophage

122,090

Epithelial
103,383

At
7
i
M

Des
IEN
Granulocytes
Neutrophi
w cos
NKNKT @ DKK2'ECs
Lymphatic ECs Late EMT
Moro.

Tieg

Myofibroblast

2

2

8

Early EMT

acivated ECs

Ciliated

restECs

SMCIPericyte

st fbroblast

Prolferaiive Fibroblast
Goblet Cels

Late EnduT

Eary EndMT

CTSL. expression (ControltPF)

BSG expression (Contol+PF)

ACE2 expression (ContohIPF)

(bulk-seq: GSE47460)

E CoVID-19 IPF
rest fibroblast  Proliferative
b Fibroblast
£ || Late EnamT
rest frobiast =
Frolferaive Fibrobias £os
£ Lot 1T g
I rest ECs 2
[otbrotas &
04
i e 08 Rest Myofibroblast Prolferative.
= m C§Ee! oo fibroblast Fibroblast
- oo 04
“Mono H Fibroblast markers
™ i3
oo 2.t Proliferative
ExERAT ol ° - . o
[ e (@ -0@c000e-000 Average Exprassion
[ ] Cilated
25089533553 5205255593535852" 3
NAGERRECRSASEISIERINNNAER g Myofibroblast (@ « + ® & e @@ © 00 roonExprossed
SERTEfEE0TE 3 | A F
SRYIET D §2F = 5
4% B %50 [ ]
g9 Rest fibroblast {# o » @ @ ® ce.
iir2icjpbstpzosda
sEbssz8¢82E353¢8:258
38863530283 8¢°0¢z%8
15 o TN G Gender e 3
| Covin-1eM - COVID13F) (M-male, F-female) J o L K
pe0001 Qe :
Bopr=1:3 pe0001 il 5 : @ —
pooot st oz IR Ll
10 ' = : BSG ]
g £ ey s ek
Z o . cTsL ®
8 : oot o
8 : = Pog e
= S Lo FURIN .
0% I o
p=001 =y P cuen TMPRSS2{ [ )
p0nn fn—
<0001 2=
A ACE2 3:
0.0 __._L,.A_“ ®-
Rest fibroblast Myofibroblast Proliferative Fibroblast O\‘\(Y\B \?Q
C7 Al lung cells
=
0 i 56 -
9
g . g o 5 Gro
3
S 10 3 3
50. 3 s 4
£ § £
0T T 1 ot
T B w4 % @ w0 w5 ne s a0 s 4 o 5 o





OPS/images/fimmu.2023.1176898/fimmu-14-1176898-i011.jpg





OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g004.jpg
Receptors
TLR1 TLR2 CLEC4M CLEC4F*

Cytokines and defensins
IL17-1* IL17-3***  TGFB* MIF mamA

10 *kk

mRNA RQ

Complement system molecules

. C3 C3aR
&
<< * %k 0
& 4 * 30 mi
= ° A_ [ J min
2 a0 'H% m2hr

[} |
[ ] —I.
°






OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g005.jpg
Receptors, ig-domain containing molecules and
co-interactors

CLEC4M MR FN FN-like SYK

Transcription factor coding genes, cytokines and
complement system molecules

IRF-like*  NFATS5 IL17-2** C3*

* ® 30 min

9 = m2hr

° . A 4hr






OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g006.jpg
lg-domain containing molecules and co-interactors
FAM187A TYRO3  SYK

*

s}
4

mRNA RQ

Cytokines
IL17-3 * TGFp MIF

*
L o
4

mRNA RQ

Complement system molecules
C3aR

e 30 min
m 2hr

A 4hr

mRNA RQ






OPS/images/fimmu.2023.1217077/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g001.jpg
1. Treatment with 2. Time of treatment 3. Transc_rlpt and protein
microbial stimulus analyses of immune molecules

LPS (10 pg/mi)
Pam2CSK4 (1 pg/ml or 10 pg/ml)
Zymosan (10 pg/ml or 100 pg/ml)

7

30 min 2hr 4 hr RT-gPCR analysis
—
Beginning Ny —
- of treatment T T
C. robusta juveniles - e————
at stage 4 of metamorphosis LC-MS/MS in MRM mode analysis
10 ug/ml Pam2CSK4

Control 1 ug/ml Pam2CSK4

oral
intestine  siphon

¥ protostigmata

atrial
siphon or gill slit
10 pg/ml LPS 10 pug/ml zymosan 100 pg/ml zymosan
endostyle
oesophagus | stalk

stomach





OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g002.jpg
Receptors and Ig-domain containing molecules

TLR2 TYRO3

3
@] A
c ,] * * .
> . .
E |V T LA 30 mi
1 ® .:...: ......... :l_. ..........
A A m2hr

A 4hr






OPS/images/fimmu.2023.1217077/fimmu-14-1217077-g003.jpg
Receptors
TLR1 TLR2* CLEC4F* MR *

Transcription factor coding genes
NF«B*** IRF-like ** NFAT5** FAM136A

Cytokines
IL17-3**  IL17R TGFB *
**
*k *
4 ** *
® |
®
3 /. " )
2 |11 .
< e * % LB .
=2 A [ . @ ["|A © 30 min
C = ooy my . A
E.J.c.n T'f‘: ......... P A :’1. ........ [... w 2hr

A 4hr






OPS/images/fimmu.2023.1176982/fimmu-14-1176982-g004.jpg
C3ar
n17-1
n7z-2
nizr

Tnf






OPS/images/fimmu.2023.1176982/table1.jpg
C3ar
17-1
17-2
mzr
Tnf
T
Lbp
Tir-2
Tir13
Cd36
VCBP-B
VCBP-C
SodA
GST

GR

Gapdh

FORWARD

5' -acagacgtggegtgtgeaag-3
5’ -ttgececgecatgegagga-3'
5’-ccgggaacgtgacagaaaac-3"
5'-cgggtgcattgcttctagt-3"
5'-gtgacccgtggcaatcaatgg-3”
5'-catctceccaccctactacac-3
5'-ctcgttcaaatgtgtctcaaaccg-3'
5'-ggtttcgggaagctgggatt-3'
5'-acgcaagaaacaagagagacg-3’
5'-cggaagcattgtgctggaaa-3’
5'-ggttcgcttttatticttggacct-3”
5'- ttcacccacacggagattgg-3’

5'-geaacactcagtggeaaca-3’

5’- ccacaaaatatagacgaaggcgac-3’

5’-ccaagcgatgctaatgegag-3
5’- agcacttcttacaccagttge-3”

5'-cattttcgacgcaggagctg-3’

REVERSE

5'-tactttgectaggaggeeggt-3

5'-aggtacgactccatacaacacc-3’

5'-tcgtggaagcaccataggga-3’
5'-cacgcaggtacagcctattg-3'
5'-caagttaggcattttgctcegt-3'
5'-atttgcgcaaacgtctggea-3'
5'-cgttgccagattttacgacg-3’
5'-gaaggggcctgtttcttcca-3
5'-gcttttcttecatttectccage-3"
5'-acgcaagacaaatacgectg-3'
5'-ctgcaccgtttggtttacgg-3’
5'-cggegcttgatctggatact-3
5-ccgeatttctcatctegeac-3’
5’-gacaacgcactattcaacggg-3’
5'- cggegggattgaggtatgt-3’
5’-cccaatgggtggatgactga-3

5'-ctgegtggtgtitaactgge-3

Genbank acc. N
AJ320542
AJ966353
NM_001129875.1
NM_001129874.1
AY261862
AM982527
AB210727
XM_002126995.2
AB495262.1
XM_002120484.4
XM_009860510.1
HQ324165
NM_001204050
XM_002121064
XM_002121841
XM_002119519

XM_002131188.4





OPS/images/fimmu.2023.1176982/table2.jpg
Gene expression level * (mean + SEM)

Control Control
C3-1 252 + 149 454+ 122 122 + 050 0.10 + 0.05
C3ar 229173 218 + 0.59 1.04 + 021 6.5 + 1.08*
171 1.16 + 0.47 1.28 + 0.38 1.08 + 029 053 + 021
172 176 + 1.16 1002 + 3.67% 149 + 0.94 130 + 0.19
m7r 1.36 + 0.61 1.37 + 0.49 1.09 + 0.33 0.03  0.01*
Tnf 1.19 + 0.40 » 623 5.7 118 + 051 0.08 + 0.02
Tgfb 1.06 + 0.24 80.9 + 9.5 212+ 137 052 + 0.24
Lbp 1.05 +0.23 1.90 £ 0.17 110+ 035 031 + 0.09
Tir-2 131 +053 1137 + 141% 1.08 + 026 062 + 0.01
Tirl3 1.04 £ 020 045+ 0.14 135+ 074 028 + 0.04
Cd36 1.06 + 0.24 v 0.59 + 0.08 117 + 049 0.15 + 0.05
VCBP-B L11 £ 0.36 41295 + 1042.5 125+ 061 0.00 + 0,00
VCBP-C } 1.09 £ 0.27 30.24 + 6.35% 113 + 040 0.63 + 0.09
SodA 1.04 £ 0.20 0.82 + 0.59 143 + 079 050 + 0.15
GST 1.06 +0.26 0.03 + 0.00°* 243+ 193 0.17 £ 0.02
GR ‘ 1.09 + 033 3.05+ 138 1.26 £ 0.51 0.06 + 0.00%

*relative to Gapdh.
*p<0.05, **p<0.01, LPS vs. controls.





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Women in cytokines and soluble mediators in immunity



		Editorial: Women in cytokines and soluble mediators in immunity



		1 Cytokines and soluble factors in immunity



		1.1 Invertebrate immunity



		1.2 Mammalian immunity



		1.3 Cytokines/soluble factors’ profile in diseases as diagnostic/prognostic markers



		1.3.1 Infections



		1.3.2 Pregnancy



		1.3.3 Other conditions









		1.4 Cytokines and soluble factors in pathogenic mechanisms



		1.5 Cytokines and cytokine modulation in therapy









		2 Women in cytokines and soluble factors in immunity



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References









		CYTOKINES IN INVERTEBRATES



		Soluble mediators of innate immunity in annelids and bivalve mollusks: A mini-review



		Annelids



		AMPs



		Cytokines









		Bivalves



		AMPs



		Cytokines









		Conclusions and perspectives



		Author contributions



		Funding



		Conflict of interest



		References









		Environmental stress and nanoplastics’ effects on Ciona robusta: regulation of immune/stress-related genes and induction of innate memory in pharynx and gut



		1 Introduction



		2 Materials and methods



		2.1 Animals and treatments



		2.2 RNA extraction and real-time PCR



		2.3 Statistical analysis









		3 Results



		3.1 Induction of immune response by hypoxia/starvation stress



		3.2 Modulation of stress-induced immune response by nanoplastics



		3.3 Organ-specific modulation of immune/stress-related gene expression by stress-induced innate memory



		3.4 Effect of nanoplastics on the organ-specific stress-induced innate memory









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		Transcriptional and proteomic analysis of the innate immune response to microbial stimuli in a model invertebrate chordate



		1 Introduction



		2 Materials and methods



		2.1 Ethics statement and animal sampling



		2.2 Juvenile treatment and sample preparation for gene expression and proteomic analyses



		2.3 Gene expression analysis



		2.3.1 The identification of immune molecules



		2.3.2 RNA extraction



		2.3.3 Quantitative reverse transcription PCR analysis









		2.4 Targeted proteomics analysis



		2.4.1 Protein extraction and samples preparation for mass spectrometry analysis



		2.4.2 LC-MS/MS analysis



		2.4.3 Informatics tools



		2.4.4 Statistical analysis









		2.5 In silico analysis of potential interactions









		3 Results



		3.1 Experimental setup: concentration and exposure time to microbial stimuli



		3.2 Immune gene mining and expression



		3.2.1 LPS: effects on TLR2 and TYRO3 genes



		3.2.2 Pam2CSK4: effects on genes encoding for PRRs, transcriptional factors, and cytokines



		3.2.3 Zymosan: effects on genes encoding for CLRs, Ig-containing molecules, cofactors, transcriptional factors, and cytokines









		3.3 Targeted proteomics



		3.4 Interactome of immune molecules









		4 Discussion



		4.1 Inflammation and the “patterns of pathogenesis” hypothesis



		4.2 Stimulus-specific response of innate immunity in C. robusta juveniles



		4.3 Targeted proteomics supports transcriptional data and show time delay between mRNA and protein expression



		4.4 Concluding remarks









		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		MAMMALIAN IMMUNITY



		IL-2 and IL-15 drive intrathymic development of distinct periphery-seeding CD4+Foxp3+ regulatory T lymphocytes



		Introduction



		Materials and methods



		Mice



		Generation of Il2flox knock-in mice



		Flow cytometry



		Generation of TCRseq libraries



		Processing of TCRseq data



		In vivo Treg-assays



		Determination of antibody titres and of autoantibodies









		Data and materials availability



		Statistical analysis



		Results



		IL-2 and IL-15 play major non-redundant quantitative roles in intrathymic Treg development



		IL-2 and IL-15 differentially drive development of thymus-exit-competent and periphery-seeding CD25+ and CD25− Treg subsets.



		IL-2 but not IL-15 modulates expression of GITR, OX40 and CD73 by the newly developed Treg-population



		The TCR-repertoires expressed by Treg that developed in an IL-2 vs. IL-15-dependent manner are distinct



		Origins of the IL-2 and IL-15 involved in Treg development



		Thymic Treg from Il2° and from Il15° mice have distinct capacities to prevent autoimmune pathology









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgements



		Conflict of interest



		Supplementary material



		References









		The chemokine landscape: one system multiple shades



		Introduction



		Natural chemokine antagonists



		Repulsive chemokines



		Synergy-inducing chemokines



		CXCL12/HMGB1 heterocomplex



		CXCL12/HMGB1 heterocomplex in inflammation



		CXCL12/HMGB1 heterocomplex in tissue repair



		CXCL12/HMGB1 heterocomplex in cancer









		Naturally arising antibodies against chemokines



		Anti-chemokine antibodies sustaining pathology



		Anti-chemokine antibodies preventing adverse outcome









		Conclusions



		Author contributions



		Funding



		Conflict of interest



		References









		Culture density influences the functional phenotype of human macrophages



		1 Introduction



		2 Materials and methods



		2.1 THP-1 cell culture and differentiation to MΦ



		2.2 PBMC isolation, monocyte isolation, and differentiation to MΦ



		2.3 Functional high-throughput measurements



		2.4 Phagocytosis



		2.5 Lipid uptake



		2.6 Inflammasome



		2.7 Mitochondrial stress



		2.8 Proliferation



		2.9 Multiplex ELISA



		2.10 Dimensionality reduction and visualization



		2.11 Statistical analysis









		3 Results



		3.1 Density influences the functional phenotype of MΦ



		3.2 Density influences the functional phenotype of primary MΦ



		3.3 Colony formation may contribute to density-dependent functional effects



		3.4 Functional differences between MDM of different donors may arise from density differences









		4 Discussion



		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		CYTOKINES/SOLUBLE FACTORS’ PROFILE IN DISEASES AS DIAGNOSTIC/PROGNOSTIC MARKERS



		Time evolution of cytokine profiles associated with mortality in COVID-19 hospitalized patients



		Background



		Methods



		Results



		Conclusions



		Introduction



		Materials and methods



		Study design



		Cytokine analysis



		Statistical analysis









		Results



		Characteristics of the patients



		Cytokine profile



		Principal component analysis



		Principal components score in COVID patients vs control group



		Principal components score in survivors vs non-survivors



		Multivariate analysis of principal components associated with mortality at 28 days









		Discussion



		Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		Immunologic and vascular biomarkers of mortality in critical COVID-19 in a South African cohort



		Introduction



		Methods



		Results



		Discussion



		1 Introduction



		2 Materials and methods



		2.1 Laboratory procedures



		2.2 Statistical analysis









		3 Results



		3.1 Clinical variables



		3.2 Biomarkers









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Panoramic snapshot of serum soluble mediator interplay in pregnant women with convalescent COVID-19: an exploratory study



		Introduction



		Methods



		Results



		Discussion and conclusion



		1 Introduction



		2 Materials and methods



		2.1 Study population



		2.2 Biological samples



		2.3 Quantification of serum soluble mediators



		2.4 Statistical analysis









		3 Results



		3.1 Levels of serum soluble mediators in convalescent COVID-19 at distinct pregnancy trimesters



		3.2 Serum soluble mediator signatures in convalescent COVID-19 at distinct pregnancy trimesters



		3.3 Serum soluble mediator networks in convalescent COVID-19 at distinct pregnancy trimesers



		3.4 Descriptive analysis of serum soluble mediator networks in convalescent COVID-19 patients at distinct pregnancy trimesters



		3.5 Multivariate analysis of serum soluble mediators in convalescent COVID-19 patients at distinct pregnancy trimesters









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Single cell meta-analysis of EndMT and EMT state in COVID-19



		Introduction



		Materials and methods



		Data collection



		scRNA/snRNA-seq data processing



		Cell type identification and data visualization



		Enrichment analysis



		Trajectory analysis



		Bulk RNA data



		Statistical analysis of functional data









		Results



		Single-cell transcriptome sequencing reveals the presence of fibrosis-associated cell subpopulations



		Single-cell transcriptome sequencing Atlas of EMT stage



		Single-cell transcriptome sequencing Atlas of EndMT stage









		Discussion



		Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		Abbreviations



		References









		The SARS-CoV-2 Nucleoprotein Induces Innate Memory in Human Monocytes



		Introduction



		Materials and Methods



		Selection of Stimuli



		Human Monocyte Isolation



		Human Monocyte Activation and Induction of Innate Memory



		Cytokine Analysis by Multiplex ELISA



		Statistical Analysis









		Results



		Primary Response of Human Monocytes to Inactivated SARS-CoV-2 or Its Components



		Secondary Memory Response of Human Monocytes Primed With Inactivated SARS-CoV-2 or Its Components









		Discussion and Conclusions



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Pre-existing immunity to SARS-CoV-2 before the COVID-19 pandemic era in Cameroon: A comparative analysis according to HIV-status



		Background



		Methods



		Results



		Conclusion



		Introduction



		Methods



		Study design



		Study site



		Sampling and eligibility criteria



		Clinical and laboratory procedures



		Serological assays



		T-CD4 lymphocytes phenotyping



		Viral load measurements



		Statistical analysis















		Results



		Clinical characteristics of the study population



		Overall seroprevalence of SARS-CoV-2 antibodies



		Seroprevalence of SARS-CoV-2 antibodies among HIV-infected participants









		Discussion



		Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		References









		Inflammatory profile of vertically HIV-1 infected adolescents receiving ART in Cameroon: a contribution toward optimal pediatric HIV control strategies



		Introduction



		Materials and methods



		Study design



		Sampling and data collection



		HIV-1 RNA measurement



		Helper CD4+ T cells count



		Cytokine measurement



		HIV-1 DNA extraction and genotyping



		Statistical and phylogenetic analysis



		Ethical and regulatory considerations









		Results



		Socio-demographic, immuno-virological, and treatment characteristics of HIV-1 infected adolescents



		Profile of cytokines and HIV-1 status



		Profile of cytokines and virological response



		Profile of cytokines and immune response



		Profile of cytokines and antiretroviral therapy regimen



		Profile of cytokines, HIV-1 clades, and archived drug resistance mutations









		Discussion



		Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		References









		Aortic aneurysms and markers of platelet activation, hemostasis, and endothelial disruption in people living with HIV



		Introduction



		Methods



		Results



		Conclusions



		1. Introduction.



		2. Materials and methods.



		2.1. Study design and population.



		2.2. Clinical characteristics and self-reported outcome.



		2.3. CT examinations and aortic analyses.



		2.4. Markers of platelet activation, hemostasis, and endothelial disruption.



		2.5. Statistics.









		3. Results.



		3.1. Aortic aneurysms and the association with markers of platelet activation, hemostasis, and endothelial disruption.



		3.2. Aortic diameter and the association with markers of platelet activation, hemostasis, and endothelial disruption.



		3.3. Aortic wall thickness and the association with markers of platelet activation, hemostasis, and endothelial disruption.









		4. Discussion.



		4.1. sCD40L.



		4.2. D-dimer.



		4.3. Syndecan-1.



		4.4. Thrombomodulin.



		4.5. Diameter of aneurysms.



		4.6. Strengths and limitations.









		5. Conclusions.



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Abbreviations



		References









		Interferome signature dynamics during the anti-dengue immune response: a systems biology characterization



		1 Introduction



		2 Materials and methods



		2.1 Data curation



		2.2 Differential expression analysis



		2.3 Interferome analysis



		2.4 Data integration and hierarchical clustering



		2.5 Functional enrichment



		2.6 Principal component analysis



		2.7 Ranking of severity-classifying genes



		2.8 Transcriptional meta-analysis and gene annotation









		3 Results



		3.1 The interferome signature is a hallmark feature of the anti-dengue immune response



		3.2 Consistent IFN type I and II interferome signature during different dengue phases



		3.3 Interferome clusterization at the early and late acute dengue phases



		3.4 Anti-DENV interferome stratifies patients according to disease phase and severity









		4 Discussion



		5 Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		Footnote



		References









		Single cell transcriptomics of bone marrow derived macrophages reveals Ccl5 as a biomarker of direct IFNAR-independent responses to DNA sensing



		Introduction



		Methods



		Results



		Discussion



		Introduction



		Results



		Single cell analysis of bone marrow derived macrophage subsets



		Single cell analysis of cytosolic DNA-induced ISG expression in BMDMs



		Direct IFNAR-independent responses to immune stimulatory DNA



		Gene expression signatures of direct Ifnar-independent DNA-induced macrophages









		Discussion



		Conclusion



		Methods



		Animals and tissue processing



		Cell culture



		Flow cytometry



		Single cell RNA-seq



		Single-cell RNA-seq data quality control, normalization and integration



		Dimensional reduction, unsupervised clustering, sub-clustering



		Quantification of ISG score and direct score



		Statistics









		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Immunogenomic profile at baseline predicts host susceptibility to clinical malaria



		Introduction



		Methods



		Results



		Conclusion



		Introduction



		Methods and sample collection



		Ethics



		Study design



		Peripheral blood mononuclear cells stimulation



		Regulatory T cell (Tregs) depletion



		Staining protocol



		Generation of RNAseq data



		Differential gene expression analyses



		Pathway and functional analysis



		Mass cytometry data processing



		Differential analysis of mass cytometry data



		Differential antibody responses to PfEMP1 microarray









		Results



		Quality control of data and experimental samples



		Gene expression differences exist between susceptible and protected groups at baseline



		Gene expression at peak malaria transmission



		Reduced gene expression differences at the end of the malaria transmission season



		Similar immune cell population clustering patterns between protected and susceptible children









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Is TNF alpha a mediator in the co-existence of malaria and type 2 diabetes in a malaria endemic population?



		Introduction: the hypothesis



		Functional studies



		TNF-α in genetic studies



		Discussion: TNF-α, an important link in the co-existence of malaria and type 2 diabetes



		Data availability statement



		Ethics statement



		Author contributions



		Acknowledgments



		Conflict of interest



		References









		Are IL-1 family cytokines important in management of sickle cell disease in Sub-Saharan Africa patients?



		Introduction



		Methods



		Results and discussion



		1 Introduction



		2 Material and methods



		2.1 Study population



		2.2 Cytokine analysis



		2.3 Statistical analysis









		3 Results



		3.1 Biometric and epidemiological characteristics of sickle cell patients by clinical status



		3.2 Biological characteristics



		3.2.1 Type and levels of hemoglobin and white blood cells



		3.2.2 Cytokines in steady state and crisis



		3.2.3 Cytokines in SCD complications















		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Clinical and immunological spectra of human cutaneous leishmaniasis in North Africa and French Guiana



		Introduction



		Comparison of clinical manifestations and disease outcome between North Africa and French Guiana



		Cell-mediated immune responses associated with protection in the skin of CL patients



		In L. major infection



		In L. infantum infection



		In L. tropica infection



		In L. braziliensis infection



		In L. guyanensis infection









		Conclusion



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References









		Cytokine/chemokine profiles in people with recent infection by Mycobacterium tuberculosis



		Introduction



		Methods



		Results



		Conclusions



		1 Introduction



		2 Methods



		2.1 Ethics statement



		2.2 Study design, settings, and population



		2.3 Procedures



		2.3.1 Data collection



		2.3.2 Blood sample collection



		2.3.3 Cytokines and chemokine selection and detection









		2.4 Analysis









		3 Results



		3.1 Study participants



		3.2 The concentration of cytokines/chemokines among the new TBI group is affected by the time of incarceration



		3.3 Cytokines/chemokines concentrations are different between groups



		3.4 There are cytokines/chemokines associated with a new TBI and TB disease









		4 Discussion



		5 Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Analyses of human immune responses to Francisella tularensis identify correlates of protection



		Introduction



		Materials and methods



		Vaccination



		Preparation of PBMCs from blood



		Recall stimulation PBMC



		Flow cytometry analysis of surface markers and intracellular cytokine staining



		Multiplex cytokine analysis



		Isolation of monocytes and generation of monocyte-derived macrophages



		Infection of MDMs



		Data analysis and statistical methods









		Results



		Proliferative responses of PBMCs



		Detection of intracellular cytokines



		Analysis of multifunctional cells



		Detection of secreted cytokines and chemokines by LUMINEX



		Determination of vaccination status based on cytokine patterns



		Capacity of supernatants collected from Ft-stimulated cells to confer protection









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		The osteoblast secretome in Staphylococcus aureus osteomyelitis



		Introduction



		Mainstays in bone biology and basic microbiology of S. aureus osteomyelitis



		Skeletal cell infection in the context of S. aureus osteomyelitis



		Osteoclasts and their progenitors



		Osteoblasts and their progeny









		Osteoblasts as inflammatory cells



		The osteoblast secretome in a non-infected setting



		The osteoblast secretome in S. aureus osteomyelitis: Cytokines and growth factors



		The osteoblast secretome: Chemokines









		Limitations of in vitro and in vivo models



		Conclusions and perspectives



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References



		Glossary









		A cytokine/PTX3 prognostic index as a predictor of mortality in sepsis



		Background



		Methods



		Results



		Conclusion



		Introduction



		Materials and methods



		Ethics approval



		Study design



		Sample collection and preparation



		Data collection



		Biomarker measurement



		Statistical analysis



		Multivariable model and prognostic index development















		Results



		Patient demographics



		PTX3 and sIL-1R2 levels in sepsis and association with severity



		Cytokine levels in Sepsis-3 population



		Distribution of PTX3, sIL-1R2 and cytokines between survivors and non-survivors in Sepsis-3 patients



		Multivariable model development



		Comparison of the prognostic index with SOFA and qSOFA









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary materials



		References









		Pro- and anti-inflammatory cytokines and growth factors in patients undergoing in vitro fertilization procedure treated with prednisone



		1 Introduction



		2 Materials and methods



		2. 1 Study design



		2.2 Measurement of pro- and anti-inflammatory cytokines and growth factors levels in plasma



		2.3 Statistical analysis









		3 Results



		3.1 Secretion of IFN-ɣ in patients and the fertile control groups



		3.2 IL-10 secretion in IVF patients and the fertile control groups



		3.3 Secretion of BDNF in IVF patients and the fertile control groups



		3.4 LIF secretion in IVF patients and fertile groups



		3.5 Secretion of soluble TNFR1 in IVF patients and the fertile control groups



		3.6 VEGF-A secretion in IVF patients and fertile control groups



		3.7 ROC analyses for secretion of soluble TNFR1 and VEGF-A









		4 Discussion



		Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		First-Trimester Serum Cytokine Profile in Pregnancies Conceived After Assisted Reproductive Technology (ART) With Subsequent Pregnancy-Induced Hypertension



		Introduction



		Materials and Methods



		Participants



		Sample Collection



		ELISA Analysis



		Cytokine Profiling



		Statistical Analysis









		Results



		Baseline Characteristics and Perinatal Outcomes of the Participants



		Classical Serum Biomarker Levels in Pregnancy After Assisted Reproductive Technology



		Cytokine Profile in First-Trimester Serum in ART Pregnancy



		Relationship Between the First-Trimester Serum Cytokine Profile and Subsequent PIH



		Predictive Value of Serum Cytokines in Early Pregnancy for PIH in ART Pregnancy









		Discussion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Supplementary Material



		References









		Circulating inflammatory cytokines and hypertensive disorders of pregnancy: a two-sample Mendelian randomization study



		Background



		Methods



		Results



		Conclusions



		1 Introduction



		2 Materials and methods



		2.1 Study design



		2.2 Data sources



		2.3 Instrumental variable selection



		2.4 Statistical analysis









		3 Results



		3.1 Bidirectional interactions between 41 inflammatory cytokines and PE



		3.2 Bidirectional interactions between 41 inflammatory cytokines and GH



		3.3 Bidirectional interactions between 41 inflammatory cytokines and EH



		3.4 Bidirectional interactions between 41 inflammatory cytokines and PF



		3.5 Sensitivity analysis









		4 Discussion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Comparison of EV-free fraction, EVs, and total secretome of amniotic mesenchymal stromal cells for their immunomodulatory potential: a translational perspective



		Introduction



		Material and methods



		Ethics statements



		Isolation of mesenchymal stromal cells from human amniotic membrane and CM preparation



		CM fractionation by ultracentrifugation



		EV detection by nanoparticle tracking analysis



		EV characterization by flow cytometry



		EV characterization by transmission electron microscopy



		Protein quantification in purified EVs



		Analysis of T-cell proliferation



		Analysis of CD4+ T helper subsets and Treg subset polarization



		Analysis of monocyte differentiation toward antigen-presenting cells



		Analysis of B-cell proliferation and differentiation



		Quantification of hAMSC-EV uptake by PBMC



		Statistical analysis









		Results



		hAMSC-CM fractionation



		Characterization of EVs from hAMSC-CM



		Ability of hAMSC-CM and EV-free and EV fractions to modulate T-cell proliferation



		Ability of hAMSC-CM and EV-free and EV fractions to modulate Th subsets and Treg polarization



		Ability of hAMSC-CM and EV-free and EV fractions to modulate monocyte differentiation to antigen-presenting cells



		Ability of hAMSC-CM and EV-free and EV fractions to modulate B lymphocyte proliferation and differentiation toward antibody-secreting cells



		Uptake of hAMSC-EVs by immune cells









		Discussion



		Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		Abbreviations



		References









		Immune-checkpoint proteins, cytokines, and microbiome impact on patients with cervical insufficiency and preterm birth



		Background



		Methods



		Results



		Conclusion



		1 Introduction



		2 Materials and methods



		2.1 Study design and sample collection



		2.2 Shotgun metagenomic sequencing for microbiome



		2.3 Immune-checkpoint proteins and inflammatory cytokines



		2.4 Statistical analyses









		3 Results



		3.1 Clinical and demographic information



		3.2 Principal component analysis (PCA)



		3.3 Microbiomes, immune-checkpoint proteins, and cytokines according to sampling location



		3.4 Immune-checkpoint proteins and cytokines in patients with cervical insufficiency



		3.5 Microbiomes, immune-checkpoint proteins, and cytokines in patients with preterm birth



		3.6 Correlations of immune-checkpoint proteins with microbiomes and cytokines









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		Abbreviations



		References









		Monocyte signature as a predictor of chronic lung disease in the preterm infant



		Introduction



		Methods



		Results



		Discussion



		Introduction



		Material and methods



		Patient characteristics



		Sample analysis



		Flow cytometry (FACS)



		Protein analysis



		Transcriptome analysis









		Data analysis









		Results



		Characteristic monocyte signature in infants with BPD at birth



		Mechanistic insight into BPD immune signature by transcriptome analysis at birth









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Systemic inflammatory markers in patients with polyneuropathies



		Introduction



		Methods



		Results



		Conclusion



		Introduction



		Materials and methods



		Patient recruitment and diagnostic assessment



		Sample collection



		Gene expression analysis



		Protein analysis



		Lipid analysis



		Statistical analysis and visualization









		Results



		Clinical characteristics of patient cohort



		Control group



		NFL levels in serum and CSF from PNP patients



		Gene expression of pro- and anti-inflammatory markers in whole blood



		Cytokine protein levels in sera



		Analysis of the relation of proteins between sera and CSF in PNP patients



		Acyl-carnitine levels in serum and CSF from PNP patients









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		In search of immune cellular sources of abnormal cytokines in the blood in autism spectrum disorder: A systematic review of case-control studies



		Systematic Review Registration



		Introduction



		Methods



		Inclusion and exclusion criteria



		Search strategy



		Data extraction









		Results



		Study characteristics



		Data synthesis



		Study population and sample analysis methods



		Data summary









		Discussion



		Conclusions



		Data availability statement



		Author contributions 



		Funding



		Acknowledgments



		Conflict of interest



		Author disclaimer



		Supplementary material



		References









		Evaluation of plasma IL-21 as a potential biomarker for type 1 diabetes progression



		1 Introduction



		2 Materials and methods



		2.1 Study subjects



		2.2 Quanterix SiMoA assays



		2.3 C-peptide and hsCRP measurements



		2.4 Statistical analyses









		3 Results



		3.1 Plasma IL-21 levels are higher in adults with established type 1 diabetes than in healthy controls



		3.2 Plasma IL-21 levels are similar in children with newly diagnosed type 1 diabetes, children at-risk for type 1 diabetes and healthy controls









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Adipokines as potential biomarkers for type 2 diabetes mellitus in cats



		1 Introduction



		2 T2DM in cats



		2.1 Risk factors



		2.1.1 Age



		2.1.2 Sex



		2.1.3 Breed and other genetic factors



		2.1.4 Nutrition



		2.1.5 Obesity



		2.1.6 Insulin resistance development









		2.2 Complications of untreated type 2 diabetes in cats



		2.3 Diagnosis of type 2 diabetes in cats









		3 Adipokines



		3.1 Leptin



		3.2 Adiponectin



		3.3 Resistin



		3.4 Omentin



		3.5 TNF-α



		3.6 IL-6









		4 Conclusion



		Author contributions



		Conflict of interest



		References









		Prognostic analysis and validation of diagnostic marker genes in patients with osteoporosis



		Backgrounds



		Methods



		Results



		Conclusions



		Introduction



		Materials and methods



		Data downloaded



		Unsupervised clustering of samples



		Immune infiltration analysis



		Osteoporosis-related DEGs



		Weighted gene co-expression network analysis



		Functional enrichment analysis



		Validation of osteoporosis marker genes



		Network analysis



		Estimation of key genes



		Panorama of key genes



		Multidimensional network analysis of key genes



		Real-time fluorescence quantitative PCR



		Statistical analysis









		Results



		Gene Expression Omnibus data preprocessing



		Overall immune level analysis and differential analysis of immune signature subtypes in osteoporosis



		Functional enrichment analysis between samples



		Validation of diagnostic marker genes in a new dataset



		Verification of Hub genes and signaling pathway molecules in clinical samples



		Immune infiltration analysis and molecular subtype construction based on key OP-related diagnostic marker genes



		Key gene correlation analysis based on osteoporosis subtypes









		Discussion



		Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Proteomic aptamer analysis reveals serum biomarkers associated with disease mechanisms and phenotypes of systemic sclerosis



		Background



		Methods



		Results



		Conclusions



		Introduction



		Methods



		Patients



		Aptamer proteomic analysis



		Validation with ELISA tests



		Statistical analysis









		Results



		Patients



		Proteomics of SSc and SSc-ILD using aptamers



		Validation of protein biomarkers and association with disease manifestations









		Discussion



		Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		References









		IL-22BP production is heterogeneously distributed in Crohn’s disease



		Introduction



		Material and methods



		Patients



		Ex vivo cultures of gut biopsies



		ELISA assay for 22BP



		Multiplex assay



		Eosinophil counts



		Isolation of intestinal lamina propria cells



		Intestinal mesenteric lymph nodes isolation



		Cells sorting



		Real-time quantitative PCR



		Monocyte-derived dendritic cells



		Immunofluorescence staining from mesenteric lymph nodes



		Cytokine correlation plots



		Statistical analysis









		Results



		IL22BP levels are higher in the ileum than in the colon of Crohn’s disease patients



		The highest levels of IL22BP expression are detected in CD MNP and eosinophils



		High levels of IL22BP in the ileum associate with higher proportions of eosinophils



		IL22BP levels correlate with CCL24 produced by monocyte-derived dendric cells in the colon of CD patients



		Higher levels of IL-22BP are detected in the colon of actively smoking CD patients









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Acknowledgments



		Conflict of interest



		Supplementary Material



		References









		Differential protease content of mast cells and the processing of IL-33 in Alternaria alternata induced allergic airway inflammation in mice



		Background



		Results



		Conclusion



		Introduction



		Results



		Differential inflammatory response of BALB/c and C57BL/6 mice towards Alt



		Processing of IL-33 in Alt-induced allergic airway inflammation in C57BL/6 and BALB/c mice



		Increased mast cell numbers and mast cell protease expression in the lungs of Alt-treated BALB/c mice



		Differential protease expression profiles in bone marrow-derived mast cells of BALB/c versus C57BL/6 mice



		BMMCs from BALB/c mice rapidly degraded IL-33









		Discussion



		Materials and methods



		Mice: experimental procedures



		Flow cytometry



		Luminex assays



		Total IgE analysis



		In vitro differentiation of murine bone marrow-derived mast cells



		BMMCs stimulation



		IL-33 cleavage assay



		Beta-hexosaminidase degranulation assay



		Immunohistochemistry



		Toluidine blue staining



		Reverse transcription quantitative polymerase chain reaction



		Western blotting



		RNAseq analysis, RNAseq pipeline and data quantification



		Bioinformatics



		Statistical analysis









		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		CYTOKINES/SOLUBLE FACTORS IN PATHOGENIC MECHANISMS



		Cause or consequence? The role of IL-1 family cytokines and receptors in neuroinflammatory and neurodegenerative diseases



		1 Introduction



		2 Alzheimer’s disease



		2.1 Disease pathogenesis and inflammation



		2.1.1 IL-1



		2.1.2 IL-18



		2.1.3 IL-33









		2.2 Mechanisms of IL-1/IL-1R family in AD pathology









		3 Multiple sclerosis



		3.1 Pathology and inflammation



		3.1.1 IL-1β



		3.1.2 IL-18



		3.1.3 Other IL-1 family members















		4 The NLRP3 inflammasome



		5 IL-1 family molecules in other main neurodegenerative diseases



		6 Conclusions and perspectives



		Author contributions



		Funding



		Conflict of interest



		References









		Macrophage IL-1β contributes to tumorigenesis through paracrine AIM2 inflammasome activation in the tumor microenvironment



		Introduction



		Materials and methods



		Mice



		Cell lines, drugs and treatments



		Bone marrow derived macrophage isolation and differentiation



		Tumor conditioned media preparation



		Flow cytometry



		Immunohistochemistry



		Immunofluorescence



		Western blot



		ELISA assay



		Isolation of CD11b+ tumor-associated macrophages



		siRNA transfection



		MTT cell proliferation assay



		Migration and invasion assay



		Statistics









		Results



		Higher dsDNA and infiltration of CD68+ and CD206+ cells in the mouse mammary tumor microenvironment



		Tumor secretome increases IL-1β production from macrophages



		Silencing or inhibiting AIM2 or NLRP3 in macrophages reverses IL1β production induced by tumor CM



		AIM2-dependent IL1β production stimulates tumor cell proliferation



		Cytosolic DNA and DNA/RNA hybrids are increased in tumors and colocalize with AIM2









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Membrane-bound Interleukin-1α mediates leukocyte adhesion during atherogenesis



		Introduction



		Methods



		Results



		Conclusion



		Introduction



		Materials and methods



		Mice



		Histology



		Isolation and culture of murine bone marrow-derived dendritic cells



		Isolation and stimulation of human primary monocytes



		Culture of human umbilical vein endothelial cells



		Serum analysis



		Subcellular fractionation



		Immunoblotting



		Proximity ligation assay



		Monocyte adhesion assay



		Flow cytometry analysis of csIL-1α and VCAM1



		Myristoylation assay



		ELISA



		Illustrations



		Statistical analysis









		Results



		PCSK9-Il1a-/- mice are protected from hyperlipidemia-induced atherosclerosis, whereas PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice are not



		PCSK9-Il1a-/-, PCSK9-Nlrp3-/- and PCSK9-Il1b-/- mice show reduced levels of circulating cytokines



		Cell surface translocation of IL-1α is not influenced by NLRP3 and IL-1β in murine BMDC



		IL-1α surface expression on human monocytes induces IL1R1-mediated VCAM1 expression and monocyte adhesion on endothelial cells



		Myristoylation regulates csIL-1α translocation in murine bone marrow cells and in human monocytes









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Interleukin-36γ is causative for liver damage upon infection with Rift Valley fever virus in type I interferon receptor-deficient mice



		1 Introduction



		2 Materials and methods



		2.1 Mice



		2.2 Viruses and stimuli



		2.3 Quantification of cytokine production and ALT activity



		2.4 Histology



		2.5 Quantitative real-time PCR



		2.6 Flow cytometry



		2.7 Statistics









		3 Results



		3.1 IFNAR-/- mice develop severe liver damage upon infection with RVFV



		3.2 Liver damage in RVFV-infected IFNAR-/- mice is caused by IL-1 family member IL-36γ



		3.3 Macrophage-like cells within the peritoneum are the main source of IL-36 γ in the absence of type I IFN signaling



		3.4 MAVS is critically involved in the production of IL-36γ upon RVFV infection of IFNAR-/- mice









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Acknowledgments



		Conflict of interest



		Supplementary material



		References



		Glossary









		Cytokine signaling converging on IL11 in ILD fibroblasts provokes aberrant epithelial differentiation signatures



		Introduction



		Methods



		Results



		Conclusion



		1 Introduction



		2 Materials and methods



		2.1 Human induced pluripotent stem cells (hiPSCs) and directed differentiation into lung progenitors



		2.2 Primary human fibroblast culture



		2.3 Secretome analysis by mass spectrometry



		2.3.1 Sample preparation for proteomics



		2.3.2 Mass spectrometric measurements



		2.3.3 Protein identification and label-free quantification



		2.3.4 Enrichment analysis









		2.4 Mesenchymal-epithelial co-culture



		2.5 Immunofluorescence microscopy



		2.6 Operetta high content imaging and Napari organoid counter



		2.7 Metabolic activity estimated by WST-1 assay









		3 Results



		3.1 Fibroblast induced changes in organoid formation and metabolic activity in co-cultured alveolar organoids



		3.2 Presence of ILD fibroblasts leads to aberrant epithelial gene expression changes



		3.3 ILD fibroblast secretome reveals proinflammatory signaling converging on IL11 stimulating epithelial remodeling



		3.4 IL11 acts as a driver for aberrant signatures in hiPSC-derived alveolospheres









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		The dysregulation of leukemia inhibitory factor and its implications for endometriosis pathophysiology



		1 Introduction



		2 Methods



		2.1 Ethics statement



		2.2 Detection of LIF in endometriosis patient peritoneal fluid and tissue samples using ELISA



		2.3 Immunohistochemistry for LIF on an endometrioma tissue microarray



		2.4 Targeted RT qPCR array for LIF associated genes in endometriosis and control tissues



		2.5 Human cell lines



		2.6 Multiplex cytokine analysis of endometriosis representative cell lines following rhLIF treatment



		2.7 Proliferation and apoptosis assays in endometriosis representative cell lines treated with rhLIF



		2.8 Endothelial tube formation assay



		2.9 Murine model of endometriosis



		2.10 Flow cytometry



		2.11 Immunohistochemistry of mouse lesions



		2.12 Statistics









		3 Results



		3.1 LIF is present in the ectopic lesions of endometriosis patients and is dysregulated across the ectopic and eutopic tissues



		3.2 LIF treatment promotes the production of immune recruiting cytokines and induces tube formation in human umbilical vein endothelial cells



		3.3 LIF treatment in a syngeneic mouse model of endometriosis alters the local and peripheral immune response



		3.4 LIF treatment did not alter lesion associated proliferation or angiogenesis in a syngeneic mouse model of endometriosis









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		GAS6/TAM signaling pathway controls MICA expression in multiple myeloma cells



		Introduction



		Materials and methods



		Cell lines and clinical samples



		Reagents and antibodies



		Flow cytometry and degranulation assay



		Western-blot analysis



		Plasmids



		DNA transfections, virus production and in vitro transduction



		RNA isolation and quantitative real-time polymerase chain reaction (qRT-PCR)



		Annexin V



		Enzyme-linked immunosorbent assay (ELISA)



		Preparation of BMSC-CM



		Statistical analysis









		Results



		GAS6/TAM signaling pathway regulates MICA expression in human MM cells



		BMSC-derived GAS6 increases MICA surface expression in MM cells



		Role of NF-kB in MICA up-regulation by BMSCs









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Increased plasma level of terminal complement complex in AMD patients: potential functional consequences for RPE cells



		Purpose



		Design



		Methods



		Main outcome measures



		Results



		Conclusion



		1 Introduction



		2 Materials and methods



		2.1 Blood samples and determination of TCC concentration



		2.2 RPE cell culture



		2.3 Ca2+ imaging experiments



		2.4 qPCR



		2.5 Cytokine secretion of ARPE-19 cells in response to human plasma



		2.6 Data analysis and statistical testing









		3 Results



		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		The hyperinflammatory spectrum: from defects in cytotoxicity to cytokine control



		1 Introduction



		2 Cytotoxic lymphocyte subsets and granule-mediated cytotoxicity



		3 HLH and HLH-like hyperinflammatory syndromes



		3.1 Primary HLH



		3.2 X-linked lymphoproliferative disease



		3.3 Secondary HLH or MAS



		3.4 Novel genetic inflammatory syndromes with HLH









		4 HLH-like manifestations in other immune-mediated diseases



		4.1 Inborn errors of immunity



		4.2 The role of perforin in immune system cancers and bone marrow diseases









		5 Novel insights into pathogenesis



		5.1 Dysregulation of CD48-triggered SLAMF-dependent cytotoxicity in HLH



		5.2 Dysregulated cytokine control in novel HLH spectrum disorders









		6 Concluding remarks and open questions



		Author contributions



		Funding



		Conflict of interest



		References









		The clinical relevance of OSM in inflammatory diseases: a comprehensive review



		1 Introduction



		2 OSM in diseases



		2.1 Arthritis



		2.2 Bone



		2.3 Inflammatory bowel disease



		2.4 Lung diseases



		2.5 Cutaneous inflammatory diseases



		2.6 Oral diseases



		2.7 Liver



		2.8 Central nervous system



		2.9 Heart



		2.10 Wound healing



		2.11 Pregnancy



		2.12 Cytokine storm and COVID-19









		3 OSM in cancer



		3.1 Breast



		3.2 Cervical cancer



		3.3 Ovarian



		3.4 Prostate



		3.5 Testicular carcinoma



		3.6 Colon



		3.7 Gastrointestinal



		3.8 Pancreas



		3.9 Bladder



		3.10 Lung



		3.11 Brain



		3.12 Squamous cell carcinoma



		3.13 Kaposi’s sarcoma



		3.14 Miscellaneous sarcomas



		3.15 Melanoma









		4 Therapeutic intervention of OSM



		4.1 Anti-OSM therapeutics



		4.2 Anti-OSMRβ therapeutics









		5 Discussion



		6 Conclusion



		Author contributions



		Funding



		Conflict of interest



		References









		The role of tumor-associated macrophages and soluble mediators in pulmonary metastatic melanoma



		Introduction



		TAMs definition, origin, classification, and recruitment



		TAMs definition



		TAMs origin



		TAMs classification



		TAMs recruitment









		The roles of TAMs in pulmonary metastatic melanoma



		Pulmonary metastatic melanoma



		Pulmonary metastatic melanoma and TAMs



		TAMs promote invasion of melanoma tumor cells



		TAMs promote vascularization of melanoma tumor cells



		TAMs promote the intravasation, survival in the circulation, and extravasation of melanoma tumor cells



		TAMs prepare sites for melanoma tumor cells: pre-metastatic niches















		TAMs regulation and pulmonary metastasis melanoma



		Epigenetic regulation of TAMs and pulmonary metastasis melanoma



		Transcriptional regulation of TAMs and pulmonary metastasis melanoma



		Metabolic regulation of TAMs and pulmonary metastasis melanoma









		TAMs targeted treatment strategies in pulmonary metastatic melanoma



		Inhibiting the recruitment or proliferation of TAMs



		Depletion of TAMs



		TAMs reprogramming



		Targeting TAMs−associated immune checkpoints



		Other TAMs targeted therapy strategies and pulmonary metastatic melanoma









		Conclusion and perspective



		Author contributions



		Funding



		Conflict of interest



		References









		The cytokine network in acute myeloid leukemia



		Introduction



		Role of cytokines in AML



		AML supporting cytokines



		Osteopontin



		Interleukin-1



		Interleukin-6



		Interleukin-8



		CXC motif chemokine 12









		AML inhibiting cytokines



		Interferon-γ



		Interleukin-4



		Interleukin-10



		Interleukin-12p70: a new trick for an old cytokine









		Conclusion and future perspectives



		Author contributions



		Funding



		Conflict of interest



		References









		CYTOKINES AND CYTOKINE MODULATION IN THERAPY



		A natural goldmine of binding proteins and soluble receptors simplified their translation to blockbuster drugs, all in one decade



		1. Introduction.



		2. The discovery of cytokine receptors and binding proteins.



		2.1. Soluble TNF receptors (1989) and anti TNF therapy.



		2.2. Soluble receptors to IL-6 and IFNγ (1989).



		2.3. Soluble IFNα/β Receptor (1992).



		2.4. IL-18 Binding Protein (1997).



		2.5. Soluble LDL receptor, IL-32 and heparanase binding proteins.









		3. Concluding remarks.



		Author contributions



		Acknowledgments



		Conflict of interest



		References









		Intravesical BCG in bladder cancer induces innate immune responses against SARS-CoV-2



		Introduction



		Materials and methods



		Patients



		Interventions, follow-up and blood sample collection



		Determination of SARS-CoV-2 RBD-specific antibody titers



		Virus neutralization assay



		SARS-CoV-2 or BCG-specific T cell response (IFNγ ELISpot)



		In vitro induction of trained immunity



		Cell culture and cytokine analysis



		Next generation sequencing



		Statistical analysis









		Results



		Discussion



		Conclusions



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Immunotherapy with STING and TLR9 agonists promotes synergistic therapeutic efficacy with suppressed cancer-associated fibroblasts in colon carcinoma



		1 Introduction



		2 Materials and methods



		2.1 Cell line



		2.2 Animals



		2.3 In vivo tumor model



		2.4 RNA extraction and quantitative real-time polymerase chain reaction analysis



		2.5 Hematoxylin and eosin staining



		2.6 Immunohistochemical staining of tumor tissues



		2.7 Measurements of hematological parameters



		2.8 MTT test



		2.9 Statistical analysis









		3 Results



		3.1 Inhibition of tumor growth and increased survival rate of colon adenocarcinoma-bearing mice by single or combination therapy with CpG ODN1826 and ADU-S100



		3.2 Upregulation of pro-inflammatory cytokine expression in tumor tissues



		3.3 Upregulation of pro-inflammatory cytokine expression in the spleen



		3.4 Immunohistochemical and histological analysis of tumor tissues showed typical features of apoptosis and inflammation after immunotherapy



		3.5 Immunohistochemical analysis showed the abundant infiltration of tumor tissues by CD45+ and CD8+ cells after immunotherapy



		3.6 Synergistic effect of ADU-S100 and CpG ODN in the suppression of CAFs’ infiltration of tumor tissues









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Modulation of innate immunity in airway epithelium for host-directed therapy



		Introduction



		Innate immunity components of the human respiratory epithelium



		Human airway and alveolar epithelium



		Host defense peptides



		Mucus and mucociliary clearance



		Pathogen recognition receptors



		Cell junctional complexes



		Autophagy



		Epigenetics and innate immunity









		How pathogens subvert host innate immune defenses in lungs



		Bacteria



		Viruses



		Fungi









		Modulation of lung innate immunity to overcome pathogen subversion mechanisms



		Future perspectives



		Author contributions



		Funding



		Conflict of interest



		References









		NO–IL-6/10–IL-1β axis: a new pathway in steatotic and non-steatotic liver grafts from brain-dead donor rats



		Introduction



		Material and methods



		Results



		Conclusion



		1 Introduction



		2 Materials and methods



		2.1 Experimental animals



		2.2 Experimental design



		2.3 Biochemical determinations



		2.4 Histology



		2.5 Statistics









		3 Results



		3.1 The role played by IL-6 and IL-10 in LT of non-steatotic and steatotic grafts recovered from DBDs



		3.2 Protective mechanisms of IL-6 and IL-10 in LT of non-steatotic and steatotic grafts recovered from DBDs



		3.3 Origin of IL-6, IL-10, and IL-1β in non-steatotic and steatotic LT from DBDs



		3.4 Role of NO on IL levels in LT of steatotic and non-steatotic grafts recovered from DBDs









		4 Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		References









		Modulation of intestinal IL-37 expression and its impact on the epithelial innate immune response and barrier integrity



		Background and Aims



		Methods



		Results



		Conclusions



		Introduction



		Materials and methods



		Chemicals and reagents



		Generation of human organoids



		Generation of murine organoids, passage, and freezing



		Stimulation of murine jejunal and colonic organoids



		Gene expression analysis



		Western blotting



		Immunofluorescence



		Statistical analysis









		Results



		Cytokine response and the expression of IL-37 and its receptor components in WT and tgIL-37 intestinal organoids



		RhIL-37 protein does not modulate the proinflammatory cytokine response in murine jejunal organoids



		Morphologic changes of WT and IL-37tg-derived organoids after TNF-α treatment



		Downregulation and disassembling of intestinal barrier proteins in murine organoids after treatment with inflammatory stimuli are not modulated by tgIL-37 expression









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		The effects of Phycocyanobilin on experimental arthritis involve the reduction in nociception and synovial neutrophil infiltration, inhibition of cytokine production, and modulation of the neuronal proteome



		Introduction



		Methods



		Results and discussion



		Conclusions



		1 Introduction



		2 Materials and methods



		2.1 Reagents



		2.2 Laboratory mice



		2.3 Antigen-induced arthritis in mice and treatment schedules



		2.4 Evaluation of hypernociception



		2.5 Determination of MPO activity and CXCL1 levels



		2.6 Intra-articular neutrophil quantification



		2.7 Real-time PCR



		2.8 Cytometric Bead Array



		2.9 Histopathological analysis



		2.10 Isotopic labeling



		2.11 Biodistribution and pharmacokinetics of C-PC



		2.12 Cell culture and experimental groups



		2.13 Differential protein expression



		2.14 Bioinformatics analysis



		2.15 Statistical analysis









		3 Results



		3.1 C-PC ameliorates AIA-induced injury



		3.2 Biodistribution and pharmacokinetics of C-PC



		3.3 Dose-response effects of PCB against hypernociception and neutrophil infiltration in mice with AIA



		3.4 PCB effects on cytokine production and T cell markers expression in mice with AIA



		3.5 PCB reduces the tissue damage in the lesioned joint of mice with AIA



		3.6 PCB regulates the proteome profile in glutamate-exposed SH-SY5Y neuronal cells









		4 Discussion



		5 Conclusion and future perspectives



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Supplementary material



		References









		Anti-inflammatory mechanisms and pharmacological actions of phycocyanobilin in a mouse model of experimental autoimmune encephalomyelitis: A therapeutic promise for multiple sclerosis



		Introduction



		Material and methods



		Reagents



		Animals



		Establishment of EAE model



		Treatment schedules



		Histological and immunohistochemistry analysis of the mice spinal cords



		Morphometric analysis



		Quantification of the brain levels of IL-17A, IL-6 and IL-10



		Quantitative real-time PCR



		Measurement of Treg



		Analysis of the flow cytometry results



		Proliferation assay



		Intracellular localization of PCB



		Statistical analysis









		Results



		PCB delayed and attenuated the clinical signs progression of EAE mice



		PCB reduces pro-inflammatory cytokines in the brain of mice with EAE



		PCB positively modulates the expression of genes related to remyelination/demyelination processes in mice brains



		PCB reduces demyelination and neuroinflammation in the spinal cords of EAE mice



		PCB increases OPC, matured OD and reduces axonal damage in the spinal cords of EAE mice



		“In vitro” and “in vivo” effects of PCB and its combination with IFN-β









		Discussion



		Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Targeting the chemokine receptor CXCR4 with histamine analog to reduce inflammation in juvenile arthritis



		Introduction



		Methods



		Results



		Discussion



		Introduction



		Results



		CB down-regulates TNF-α, IL-1β, and IL-6 productions in TLR-7/8-activated monocytes



		CB controls activation of monocytes from healthy individuals in a CXCR4-dependent manner



		CB inhibits spontaneous proinflammatory cytokine production in JIA patients’ monocytes



		CB attenuates R848-induced cytokine production in JIA patients’ cells



		CB inhibits inflammatory cytokine and reduces disease progression in collagen-induced arthritis mouse model









		Discussion



		Materials and methods



		Blood samples isolation and culture of blood leukocytes



		Cell stimulation



		Mass cytometry



		Flow cytometry



		CXCR4 knockout experiments



		Cytokine detection



		Simoa



		RNA isolation and real-time quantitative RT-PCR analyses



		Nanostring gene expression analysis



		Mice



		Histology on mice limbs



		Statistics









		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		A peptide derived from HSP60 reduces proinflammatory cytokines and soluble mediators: a therapeutic approach to inflammation



		1 Introduction



		2 HSP60, autoantigen selected for APL design



		3 An APL designed from HSP60 as an inductor of peripheral tolerance



		4 Biodistribution and pharmacokinetics (PK) of Jusvinza



		5 Jusvinza reduces inflammation and TNFα in two animal models for RA



		6 Jusvinza induces Treg with suppression activity and reduces IL-17 secreted by Th17



		7 Jusvinza reduces inflammation, proinflammatory cytokines and autoantibodies against cyclic citrullinated peptides (anti-CCP) in RA patients



		8 Jusvinza reduces cytokines involved in the “cytokine storm” and soluble mediators of inflammation in COVID-19 patients



		9 Anti-inflammatory activity of Jusvinza against acute toxicity induced by carboxy methyl lysine in Zebrafish



		10 Conclusions and perspectives



		Author contributions



		Acknowledgments



		Conflict of interest



		References









		The antitumor effect induced by an IL-2 ‘no-alpha’ mutein depends on changes in the CD8+ T lymphocyte/Treg cell balance



		Introduction



		Methods



		Mice



		Production and purification of hIL-2 no-alpha mutein from insoluble material



		In vivo effect on T-cell populations



		Antibodies and flow cytometry



		Tumor challenges and treatments



		Data and statistical analysis









		Results



		IL-2 no-alpha mutein is able to modify the CD8+MP/Treg balance in healthy mice



		IL-2 no-alpha mutein reduces primary tumor growth and is able to modify the CD8/Treg balance in tumor-bearing mice



		IL-2 no-alpha mutein increases the survival of tumor-bearing mice and changes the CD8+/Treg balance in the tumor microenvironment









		Discussion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Abbreviations



		References









		The immunoregulatory effect of the TREM2-agonist Sulfavant A in human allogeneic mixed lymphocyte reaction



		Introduction



		Methods



		Results



		Discussion



		Introduction



		Materials and methods



		Isolation and culture of human primary cells



		Allogeneic mixed lymphocyte reaction assay



		Lymphocyte proliferation assay



		Flow cytometry



		Real-time PCR



		ELISA



		Statistical analysis









		Results



		Effect of SULF A on T cell proliferation in the MLR assay



		DC phenotype in the MLR assay after addition of SULF A



		Gene and protein expression by CD4+ T cells in the presence of SULF A



		T cell differentiation in the MLR assay after addition of SULF A









		Discussion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		Abbreviations



		References























OPS/images/fimmu.2022.1051155/table1.jpg
AMP family Name

lumbricn-1|
Honumbicin
Lumbricins PPl
lumbricin PG
lumbricin, LukP
theromacin
Hon-ncuromacin
Hintheromacin

aeenicin 2
arenicin-3
BRICHOS AMPs ainclacin
apiclacin
nicomicin-1
nicomicin2
hedisin
per
Ms hemerycin

A-marin, Arcicola marins: A pompejana, Alinlla porpejana: C. s, Capiclls eleta . ande, Esnia ands
ol L rubelu,Lumbrics rubelus; LURP, lmbrici. related pepide M.sageines, Marphysa snguines:
ol Wieveiiats ol kB T i il F: Sardicss. TRttt Cuiding

Structure

prolinerich

aheix/
Bshect

Bbeat

aheix
N
ahelix

Annelida group

oligochactes
leches

oligochactes
oligochactes
oligochactes

lcches

polychactes

polychactes
polychactes
polychactes

Species

L rubelus
H. medicinais
P, tchiienss
Pgulemi

E andrei

T tesslatun,
H. madicinais
H. madicinais
A marina

A marina

A marina

A pompgana
€ leta

. mior

o minor

H. diverscoor
P.aibuitensic

M sanguinea

Habitat

teresral
freshater
terresral
teresteal
"

fresmster

H_ diversicolor, Hediste diversicolor; . mdic
icomache minor; . abuhicnsis, Peineresaibuhicnss: P

Ref..

©
9

©10)

-1

[
an
as

i, Hieudo





OPS/images/fimmu.2022.1051155/table2.jpg
Cytokines

TNF-o.

IL-17

AIF-1

EMAP-II

MIF

IFN-y

Prokineticins

Annelids

CCEF: found in earthworms; a
functional analog of mammalian TNF-
o (27)

1L-17: 7 genes for IL-17 in polychaete
C. teleta; function was not identified
(31)

AIF-1: detected in leech H. medicinalis;
chemo-attractant for macrophages that
induces their migration towards an
inflammation site (36)

EMAP-II: chemokine for microglial
cells, found in earthworms and leeches
3,4)

n/i

n/i

n/i

Bivalve mollusks

ADBTNEF-o: homolog of TNF-o. in abalone Haliotis discus discus; expressed in both immune and non-immune
tissues; activation by pathogenic bacteria, viruses, LPS (29)
CgTNF-1, CgTNF-2 in C. gigas hemocytes, activated by bacterial stimuli (30)

IL-17: 15 genes for IL-17 in P. fucatamartensii (PmIL-17), 10 in C. gigas (CgIL-17), 6 in M. galloprovincialis, 10
in scallop Mizuhopecten yessoensis; mucosal immunity; upregulation after bacterial stimulation; inflammatory
response; NF-kB signaling pathway (32-35)

CgAIF-1: identified in C. gigas; calcium-binding cytokine associated with immune cell activation and
inflammatory response; activated by multiple PAMPS; enhances mRNA levels of MIF, TNF-a, and 1L-17 (37)

n/i

MgMIF: identified in M. galloprovincialis; downregulated following a challenge by bacteria and fungi (38);
CEMIF: identified in scallop Chlamys farreri; upregulated by LPS, PGN, and B-glucans; rCfMIF promotes
migration of sheep fibroblast into scraped spaces in vitro (39)

PoMIF: identified in oyster Pinctada fucata; upregulation upon bacterial stimulation (40)

CgIFNLP: identified in oyster C. gigas has an ITFN domain; shares low sequence identities with vertebrate IFNs,
but displays a similar three-dimensional structure with class II helical cytokines; promotes the apoptosis and
phagocytosis of hemocytes; responds to poly (I:C) stimulation; several components of the IFN-like system,
activation by virus, poly (I:C), LPS; antiviral immunity (41-44)

Astakins: homologs of vertebrate prokineticins; regulates hematopoiesis and the function of immune cells; lack
of the essential sequence for proper signaling and binding of the G-protein coupled receptors; different receptor-
mediated mechanisms; characterized in oyster C. gigas with a CgATP synthase B subunit protein involved in
signaling in hemocytes (45)

AbTNEF-q, tumor necrosis factor alpha homolog in Haliotis; AIE-1, allograft inflammatory factor- 1; CCF, coelomic cytolytic factor; CfMIF, macrophage migration inhibitory factor in
Chlamys; C. gigas, Crassostrea gigas; CgAIF-1, allograft inflammatory factor-1 in Crassostrea; CgIFNLP, interferon gamma like protein in Crassostrea; CgIL-17, interleukin 17 in
Crassostrea; CgTNF-1/2, tumor necrosis factor alpha in Crassostrea; C. teleta, Capitella teleta; EMAP-II, endothelial monocyte-activating polypeptide II; IL-17, interleukin 17; IFN-y,
interferon gamma; n/i, not identified; LPS, lipopolysaccharide; MgMIF, macrophage migration inhibitory factor in Mytilus; MIF, macrophage migration inhibitory factor; NF-kB, nuclear
factor kappa B; PAMPs, pathogen-associated molecular patterns; PGN, peptidoglycan; P. fucata martensii, Pinctada fucata martensii; PmIL-17, interleukin 17 homolog in Pinctada; POMIF,
macrophage migration inhibitory factor in Pinctada; rCfMIF, recombinant CfMIF; TNF-o, tumor necrosis factor alpha.
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Age in years [median (IQR)]
Male [n (%)]
Comorbidities [n (%)]
Smoking
Coronary disease
Atrial fibrillation
Diabetes
Neurological disease
Stroke
Hypertension
Liver disease
Obesity
COPD
Kidney disease
Laboratory. [median (IQR)]
Glycaemia (mg/dL)
Creatinine (mg/dL)
Total bilirubin (mg/dL)
Leukocytes (x10°/L)
Lymphocytes (x10°/L)
Neutrophil (x10°/L)
Procalcitonin (ng/ml)
Platelet (x10°/L)
CRP (mg/L)
Ferritin (ug/L)
D-dimer (mg/L)
LDH (mmol/L)

Clinical outcomes

Invasive mechanical ventilation [n (%)]
Length of hospital stay [days.median (IQR)]
Length of ICU stay [days. median (IQR)]

Non-survivors at 28 days Survivors

(N=20) (N=88)
73.5 (14) 67 (17)
12 (60) 47 (53.4)
4(20) 5(57)
2(10) 8(9.1)
4 (20) 8(9.1)
5 (25) 14 (15.9)
1(5) 1:({1:1)
0(0) 1(1.1)
11 (55) 39 (44.3)
1(5) 1(L.1)
2(10) 8(9.1)
2(10) 5(57)
2(10) 1(L)
198 (227) 106 (67.25)
0.995 (0.86) 0.815 (0.23)
0.5 (0.58) 0.5 (0.39)
8.16 (10.23) 641 (3.72)
0.72 (0.74) 1(0.56)
7125 (9590) 4725 (3272.5)
0.3 (0.57) 0.09 (0.195)
195 (95.25) 208 (117)
160 (190) 76 (95.5)
10245 (113.25) 671 (1107)
2029 (23629.25) 711 (769.5)
385 (183.25) 306 (96.25)
12 (60) 21(23.9)
155 (11.75) 11 (13.5)
17.5 (8.75) 20 (19.5)

IQR, interquartile range; COPD, chronic obstructive pulmonary disease; CRP, C-Reactive protein; ICU, intensive care unit.

p-value

0.017
0.593

0.059
1.000
0.229
0.340
0.337
1.000
0.460
0337
1.000
0611
0.087

<0.001

0.007
0.482
0.042
0.185
0.016

<0.001
0.512
0.003
0.126
0.015
0.002

0.122
0.153
0.253
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Group name Analytes

1 Clinical markers of inflammation or infection CRP; Ferritin; PCT; D-dimer

2 Thl IFNy, TNFa, IL-2, IL-12, IL-15

3 Th2 IL-4, IL-13, IL-5, IL-33, ST2, IL-21

4 Treg IL-10, TGFB

5 Th17 IL-17, IL-22, IL-23

6 Thl activation TNFa; IL-6, IL-1b, IL-1a, IL-18; IL-15

7 Th2 activation IL-4; IL-13; IL-5; IL-10

8 Myeloid derived suppressor cells Arginase-1; SI00A8; S100A9; TFG; IL-10; IDO-1; IL-1Ra
9 Anti-inflammatory myeloid cells IL-1Ra

10 Antiviral IFNB

11 Chemokines IL-8; MCP-1, MCP-3, MCP-4, MIG, IP-10; i309
12 Vascular/endothelial adhesion molecules VCAM-1, ICAM-1

13 Growth factors GMCSF; VEGF

14 NK and CTL cytolytic activity Granulysin

15* Expanded vascular/endothelial adhesion markers ICAM-1, E-selectin, P-selectin, VCAM-1

16* Inflammation MPO, TNFo, CRP

17* Hemostatic factors PAI-1, YWFA2

18* Cell growth/death factors GDF-15, VEGF

19* Vascular tone Endothelin-1

“These groups were designed to focus on markers of relevance to the vascular endothelium.

CRP, C-reactive protein; CTL, cytotoxic T lymphocyte GDF-15, growth differentiation factor-15; GM-CSF, granulocyte macrophage colony stimulating factor; 1-309, chemokine ligand 1(CCL1);
[CAM-1, intercellular adhesion molecule-1; IDO-1, Indoleamine-2,3-dioxygenase 1; IENB, interferon B; IENY, interferon % IL, interleukin; IL-1Ra, Interleukin-1 receptor antagonist; IP-10,
interferon y-induced protein 10/Chemokine (C-X-C motif) ligand 10 (CXCL10); MCP, monocyte chemoattractant protein; MIG, monokine induced by interferon y/Chemokine (C-X-C motif)
ligand 9 (CXCL9); MPO, myeloperoxidase; NK, natural killer cell PAI-1, plasminogen activator inhibitor-1; PCT, procalcitonin; S100A8, $100 calcium-binding protein A8/migration inhibitory
factor-related protein 8 (MRP-8); S100A9, $100 calcium-binding protein A9/MRP-14; ST2, growth stimulation gene-2/Interleukin-1 receptor-like-1 (IL-1RL1); TGEp, transforming growth
factor B; TNFo, tumour necrosis factor o; VCAM-1, vascular cell adhesion molecule-1; VEGF, vascular endothelial growth factor; YWE A2, Von Willebrand Factor A2.
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Female 58 (66.7%) 36 (65.5%) 22 (68.8%) 0817

Age (years) 55.0 (15.5) 55.0 (14.5) 515 (18.5) 0.550
Length of hospital stay (days) 12.0 (9.0) 110 (8.5) 13.5 (10.2) s
Length of ICU stay (days) 10 (8.0) 10 (8.0) 9 (8.0) -

Type of respiratory support on day of ICU admission:

Invasive mechanical ventilation 32 (36.8%) 31 (56.4%) 1(3.1%) -
Non-invasive mechanical ventilation 4 (4.6%) 4 (7.3%) 0 (0.0%) -
High-flow nasal oxygen 50 (57.5%) 20 (36.4%) 30 (93.8%) E
Face mask oxygen 1 (1.1%) 0 (0.0%) 1(3.1%) -
Required invasive mechanical ventilation during ICU admission 59 (67.8%) 54 (98.2%) 5 (15.6%) -
Comorbidities:

Diabetes mellitus 19 (21.8%) 10 (18.2%) 9 (28.1%) 0.295
HbAlc >6.5% in ICU* 49 (56.3%) 33 (60.0%) 16 (50.0%) 0.380
Hypertension 51 (58.6%) 32 (58.2%) 19 (59.4%) 0.999
HIV infection 13 (15.5%) 9 (17.0%) 4 (12.9%) 0.759
Raised BMI® 55 (63.2%) 36 (65.5%) 19 (59.4%) 0.796

Baseline arterial blood gas™:

pH 74 (0.1) 74 (0.1) 7.5 (0.0) 0.000
PaCO, (kPa) 5.5 (1.4) 6.0 (1.4) 5.0 (0.5) 0.001
PaO, (kPa) 80 (22) 80 (24) 82 (2.1) 0539
Pa0,/FIO, (mm Hg)* 75.0 (36.4) 71.0 (35.4) 84.2 (422) 0.041
Lactate 1.6 (0.8) 16 (1.0) 1.4 (0.8) 0377

Baseline laboratory results:

Creatinine (mol/L) 760 (33.5) 77.0 (41.5) 76.0 (18.0) 0.593
eGFR (mL/min) 79.0 (35.0) 76.0 (37.5) 87.0 (28.5) 0.201
Alanine transferase (U/L) 37.5(272) 36.0 (27.0) 41.0 (42.0) 0.183
Hemoglobin (g/dL) 12,5 (1.6) 12.2 (1.8) 127 (1.2) 0.129
‘White cell count 11.9 (6.8) 12.8 (7.3) 10.5 (5.4) 0.052
Lymphocytes % 82 (55) 6.8 (5.7) 9.8 (5.3) 0.017
Neutrophil % 86.4 (10.2) 88.7 (9.2) 84.2 (6.8) 0.101
C reactive protein (mg/L) 154.0 (152.5) 162.0 (138.0) 106.5 (124.0) 0.025
Procalcitonin (ng/mL) 0.3 (0.9) 0.3 (1.5) 0.1 (0.3) 0.027
Troponin T (ng/L) 13.0 (19.2) 15.0 (19.0) 6.0 (11.0) 0.061
NT-proBNP (pg/mL) 189.5 (577.0) 284.0 (987.0) 111.0 (196.0) 0.133
Ferritin (ug/L) 737.0 (853.5) 718.0 (881.5) 895.0 (763.0) 0.612
D-dimer (jg/mL) 0.9 (2.1) 1.1 (3.0) 0.4 (1.3) 0.095

Categorical variables are expressed as a number followed by a percentage and the continuous variables are expressed as a median followed by the interquartile range. Laboratory values refer to
those obtained on the day of admission to the ICU (day 1). *Indicates an elevated glycated hemoglobin fraction, noted independent of an established diabetes diagnosis. “A subjective opinion of
the treating clinician rather than objective measurement, and as such should be interpreted with caution. “The first arterial blood gas done on admission to ICU, whilst receiving oxygen therapy
or ventilatory support. *PaO,/FIO; is the ratio of arterial oxygen partial pressure (PaO, in mmHg) to fractional inspired oxygen (FIO, expressed as a fraction), where a value <300 indicates mild
hypoxaemia, <200 moderate hypoxaemia, <100 severe hypoxaemia. *p values not corrected for multiple testing effect. In this case, variables with a p-value < 0.005 may be considered most likely
to have post-test significance using the modified one-step M-estimator. ICU, intensive care unit; HIV, human immunodeficiency virus; PaCO,, partial pressure of arterial carbon dioxide; PaOs,
partial pressure of arterial oxygen; eGER, estimated glomerular filtration rate (calculated using Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) formula uncorrected for
ethnicity); NT-proBNP, N-terminal pro-brain natriuretic peptide. Bold values means P values which are statistically significant.
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NCBI Protein UniProtKB PSI-BLAST MSA Human Protein

Acc. Number Acc. Number % identity % identity
C. robusta C. robusta
CLECT CLEC4AM XP_026689560.1 F7BDF2 34 2340 CLEC4E
domain
33 21.40 CLEC4M
CLEC4F XP_002121230.2 H2XYQ6 23 18.40 CLECAF
23 20.73 CLEC4K
MR XP_026691626.1 F6TDBO 31 27.74 Macrophage mannose
receptor 1 (MRC1)
28 2418 C-type mannose receptor
2 (MRC2)
Ig- FAMI187A (A/B) XP_002120037.3 F6RE92 27 19.83 FAM187B
domain
25 19.60 FAMI187A
EN A0095899.1 F6TTHO 24 21.30 Fibronectin
F6UFX8
21 20.77 Tenascin x
FN-like XP_002120276 F6TWX3 24 21.51 Fibronectin
20 22.14 Tenascin x
TYRO3 XP_002124888.2 F6U7K8 35 27.01 Tyro3
33 26.02 Tyrosine-protein kinase
receptor UFO
IRF IRF4-like NP_001071743.1 Q4H3B3 32 2892 IRF4
domain T
28 26.54 IRF5
SYK XP_002123000.1 F6QTW3 35 3525 Syk
33 3333 Zap70
NFAT5 XP_018666864.1 H2Y0S5 31 24.19 NFATC3
29 26.07 Nfat5
FAMI136A XP_002129880.1 AOATW2W]YO 36 3382 Fam136A
24 17.99 NOP56

Protein names, accession numbers in NCBI and UniProtKB databases of C. robusta immune-related molecules are reported, together with the percentage of identity respect to human orthologs,
investigated with both Protein Similarity Search (PSI-BLAST) database and Multiple Sequence Alignment Viewer application (MSA).
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Anti-chemokine antibodies sustaining pathology

Disease Autoantibody specificity Mode of action ‘ Reference
Acute respiratory distress CXCL8 Associated to adverse outcome (75)
syndrome (immune-complexes) Chemotactic activity on neutrophil maintained (73)

Superoxide release via FcyRIIa

Asthma CXCL8 Proinflammatory (76)
(immune-complexes)
Rheumatoid Arthritis CXCL8 Proinflammatory; (77)
CCL4, CCL19, CCL25, CXCL7, CXCL8, Increased in patients with advanced extra-articular and clinical
CXCL9 manifestations 78)

Anti-chemokine antibodies preventing adverse outcome

Disease Autoantibody specificity Mode of action Reference

Typel Diabetes Mellitus ccL3 Neutralizing activity; (79)
Counteract disease progression

Atopic Dermatitis CCL3 Neutralizing activity; (80)
Counteract disease progression

Prostate Cancer CCL2 Neutralizing activity; (81)
Limit tumor growth

COVID-19 CCL19, CCL22, CXCL17 Unknown;
Increased in COVID-19 convalescents
CXCL8, CCL25, CXCL5 Unknown;
Increased in COVID-19 convalescents with mild disease (78)
CCL21, CXCL13, CXCL16 Neutralizing activity

(CXCL13, CXCL16);
Increased in COVID-19 convalescents without long COVID
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UniProt _ACC ? Description Gene Symbol ? EGE
PCB up-regulated proteins

Q9COD9 Ethanolaminephosphotransferase 1 EPT1L 135 1.96
QINVG8 TBC1 domain family member 13 TBCID13 127 1.49
QYHIC1 Spermatogenesis-defective protein 39 homolog VIPAS39 0.98 1.55
Q15528 Mediator of RNA polymerase II transcription subunit 22 MED22 0.83 3.77
Q8NBM4 Ubiquitin-associated domain-containing protein 2 UBAC2 0.69 1.36
QI9H9A5 CCR4-NOT transcription complex subunit 10 CNOT10 0.69 1.43
QINVR5 Protein kintoun DNAAF2 0.65 L6l
Q9H900 Protein zwilch homolog ZWILCH 0.64 2.08
QYBUNS Derlin-1 DERLI 0.60 1.42
Q9H490 Phosphatidylinositol glycan anchor biosynthesis class U protein PIGU 0.60 1.76

PCB down-regulated proteins

Q8N806 Putative E3 ubiquitin-protein ligase UBR7 UBR7 -0.59 1.54
QIY5X1 Sorting nexin;Sorting nexin-9 SNX9 -0.60 2.06
QIHOV9 VIP36-like protein LMAN2L -0.64 139
Q92575 UBX domain-containing protein 4 UBXN4 -0.64 141
HOYLWO Signal recognition particle 14 SRP14 -0.69 164
075044 SLIT-ROBO Rho GTPase-activating protein 2 SRGAP2 -0.69 140
043318 Mitogen-activated protein kinase kinase kinase 7 MAP3K7 -0.78 199
Q16637 Survival motor neuron protein SMN1 -1.34 1.81
QI6F)2 Dynein light chain 2, cytoplasmic DYNLL2 -1.37 2.11

* Accession numbers in the UniProtKB database.
® Recommended gene name (official gene symbol) as provided by UniProtKB.
© Fold change (FC) and p-values of differentially modulated proteins according to quantification performed in Perseus computational platform (v1.614.0) [ (-) downregulated].
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Patients Gender  Disease Treatment TNF-o (pg.ml) - Blood TNF-o (pg.ml) - SF

plasma  Null plasma  Null
P1 18 F oligo]IA apranax 19 - - 256 - -
PI’ 18 E oligoJTA apranax 0,7 - = 223 - -
P2 5 F oligo]TA ibuprofen - - 26,5 33,1 | 833
P3 5 F oligo]TA ibuprofen 18,1 - - 164 2,6 0,5
P4 13 ‘ F oligo]TIA naproxen [ - = 35 - -
P5 10 F oligoJIA ANA+ voltaren + inexium 24 1,7 03 11,1 - -
P6 16 M ERA celecoxib - - - 16 2,0 0,1
P7 17 M polyJIA RF- Tocilizumab - 13,2 1,1 16,1 19,1 4,1
P8 15 F polyJIA RF- tocilizumab + abatacept - - - 13,8 06 0,0
P9 5 B poly]TA tocilizumab + cortansyl 12 34 02 = 94,8 48
Py 5 F polyJIA tocilizumab + cortansyl 1,0 00 93 - -
P10 17 M polyJIA RE- methotrexate - S = 116 29 0,1 ‘
P11 15 F oligoJIA untreated 14 4,9 0,1 53 23 26 ‘
P12 11 F oligo]TIA untreated - - - 75 18,9 2,0 ‘
P13 15 M oligo]IA untreated 37 03 03 52 1,0 . 21,6 ‘
P14 16 F oligo]IA untreated - - - 10,5 574 0,1
P15 5 F oligoJIA ANA+ untreated - 77 14,7 144 - -
P16 17 M polyJIA RF- ANA+ | untreated 2,1 34 14 36 = =
P16’ 17 M polyJIA RF- ANA+ untreated - = = 74 3 -
P17 16 M ERA celecoxib = - = o 1,6 -
P18 11 E oligoJIA ANA+ methotrexate + adalimumab - - - - 17,0 0,0
P18’ 11 F oligoJIA ANA+ methotrexate + adalimumab - - - - 17,9 1,5
P18~ 11 F oligoJIA ANA+ Methotrexate + Adalimumab - - - - 25,0 24
P19 18 F oligoJIA untreated - - - - 24,0 24
P20 16 E oligo]IA untreated = = ‘ = - 16 05
P21 12 B oligo]TIA untreated 838 & = = 1,0 34,1
P22 14 M ERA Adalimumab 218 1,8 0,2 - - -
P23 17 F oligo]IA Infliximab + Methotrexate + prednisone 237 03 1,1 - - -
P24 13 M polyJIA Cortancyl + Arava 72011 | 16207 | - - -
P24’ 13 M polyJIA Cortancyl + Arava 8,5 16 00 - - -
P25 18 B SJIA Ruxolitinib + Prednisone 32 0,4 0,3 - - -
P26 18 F oligo]IA Methotrexate 132 - - -
P27 18 M polyJIA RF- ANA+ | Methotrexate + Cortancyl 0,0 1,0 0,1 - - -
P28 3 F oligoJIA untreated 33 17 0,1 = = =
P29 17 F oligoJIA untreated 10,5 - - - - -
P30 13 M oligo]IA untreated 4,0 - - - - -
P31 5 F oligoJIA ANA+ untreated 33 - - - - -
P31’ 5 F oligoJIA ANA+ untreated 35 - - - - -
P31” 5 F oligoJIA ANA+ untreated 33 1 - - - - -
P32 5 F SJIA anti-IL-1 = 2,2 6,3 = 28 =
P33 12 F SJIA Tocilizumab + Cortancyl + Methotrexate = 279 980,3 = = =
P34 5 F polyJIA RF- Tocilizumab - 13,5 11 - - -
P35 18 F SJIA Tocilizumab - 0,0 1,3 -
P36 16 M SJIA Tocilizumab + Cortancyl - 12,1 486,9 - - -

SE, synovial fluid; oligoJIA, oligoarticular juvenile idiopathic arthritis; ERA, enthesitis-related arthritis; polyJIA, polyarticular juvenile idiopathic arthritis; sJIA, systemic juvenile idiopathic
arthritis; RF, rheumatoid factor; ANA, antinuclear factor. The Null and CB columns correspond to TNF-o. assay data by Simoa performed on supernatants of isolated monocytes from blood or
synovial fluid of JIA patients. Null: untreated monocytes, CB: monocytes treated with 20 uM CB.





OPS/images/fimmu.2023.1178172/fimmu-14-1178172-g005.jpg
25 60 - 300 st
- —— =
32 =
- ) =
£ 40 200
515] o PBS £ £
H -= Prednisolone e =
> 10 =S ©
K -+ CB3mpK 5 20 ! 2 100
@ gf -+ CB10mpK = é é
~ CB30mpK Q ﬁ é
0 o ? 0
S % x o ® 8 O N Qé’q@b LY Qoa_, S
Days of disease CB (mpkK) 8 (mpK)
C D
15 -~ PBS
< -&- Prednisolone B3 s
c -~ CB3MPK E €
S T4 £
@ 10 -8~ CB10MPK s 5
g -e- CB30MPK = o
] 23 £ 3
5 x 3
o 5 2 @
0n o 3
3 < g2
2 5 X
a = 2
F E
LI R RN S Y % © B ,0 O N S v % © D ,0 N N
Days of disease Days of disease Days of disease
E

Prednisolone

S

CB 10 mpK

DV

CB 30 mpK

CB (mpK)
) 3 10 30 Pred 0 3 10 30 Pred x
* K%k Kk * *kk  hkk *
ok

Front . . ' Inflammation e 20
Right ° §;

* *k  kkk SO

32

= ~ @O N DNDD i

* kkk  kkk
Rear Bone
Right 0

* dekk  dkk & LRSI
Rear - ‘ 0 G “ ‘ Q Q CB (mpK)
Left

o
™
~N
w
»
w

Terminal Paw Score

[ ee——— ]
Score on summed limb histology





OPS/images/fimmu.2022.960909/fimmu-13-960909-g002.jpg
% EdU+

100
80
60
40
20

= 2%% 7
iiﬁfé§§§

PBMC 100ul 50ul  25ul  10ul 100ul 50ul  25ul 10ul  100ul 50ul  25ul 10ul
CM EV-free EVs





OPS/images/fimmu.2022.960909/fimmu-13-960909-g001.jpg
% of Recovery

-

am=

CENTRIFUGATION

P

100,000x g

ke

hAMSCs

ewsounon v

oa®m

Puri vNumber =
" (iand ~Size 3
~Integrity
“Markers  ~Morphology
CYTOMETRY TEM
- =

EV-free

0 100 200 300 400 500 600 700 800 900 1000

25%10¢
2x10¢

§ 1.5%10*
o 1x0*
5%107

0

EVs size (nm)
EV

0 100 200 300 400 500 600 700 800 900 1000

EVs size (nm)

Sh 9h 24h 1h 3h oh 24n h 3h Sh 24n
EV free EVs Total EVs
F G
. Multhsample | Al Events
-4 W omecrse
W v emeos
soonm 7] 1 FITC: NANOBEADS 0.80
Wres >
g 0.78
T °
g%
2 g 076
5 74
2 0.
0.72
=

c™m
EVfree 1h
EVfree 3h
EV free Sh
EV free 24h
PBS

cM
EV1ih
EV3h
EVSh
EV 24h
PBS

3h





OPS/images/fimmu.2023.1089098/fimmu-14-1089098-g006.jpg
<

PE-FOXP

—

G2ad-oli4

82

BV605-CD8

s

¥d0-98./N4

BV510-CD3

Cll

AF700-M

s soamce

———

08/¥4-2AD-3d

PE-Cy7-F4/80

L‘,.
q11ado-49

CD8+ F Treg
300ng 300ng

CD3+ D CD4+ E

(o

CD11b+

300ng

1ug

1ug

1ug

300ng

1ug

300ng

1ug

1190 +700 %

1190 +£02 %






OPS/images/fimmu.2023.1128239/fimmu-14-1128239-g001.jpg
iAT2

3
110 % *
i i :
' 5
1x10°% o
" " i - <& & & & &
. | S S
IAT2 :Fontrol nigh o y“‘a\ $‘”o & &
0-? \y A3 g
F N &
15000 o JAT2
TAT2F Control low .
v IAT2Finiow

® IAT2ZF Conol high
o AT2Fyppig

IAT2: Fyyp yign

Metabolic activity (%)

5d 8d 12d
D
-
fATZ - iAT2
5 5009 -m iAT2:Fcontrol low g T AT P -
5 iAT2: 2
g w == IAT2:F i1 p jow T E 400 = JAT2Fyippign
o
& 3w g) 400
3 s
A 200 !u_ 200
2 S— 2
g 0 — E 100
C] & z
Z 0

5d 8d 12d 5d 8d 12d






OPS/images/fimmu.2023.1178172/fimmu-14-1178172-g003.jpg
>

TNF-a (pg/ml)

-
=)
g

-
<

-
=)
-3

101

HD JIA

TNF-a (pg/ml)

102

101

60

»
o

N
o

36%)

E

BloodS

0 1

2(6%)

-
o
N

-
o
r

TNF-a (pg/ml)

-
o
a

F

5 10 20
CB (uM)

-
=]
©

Blood SF
150
100
50
0
50

Rheumatoid arthritis
IFNy-mediated signaling pathway
Innate immunity

MHC class Il protein complex
Systemic lupus erythematosus

Inflammatory response FDR<9-6
0 5 10 15
-log10(p value)

G - H -
104 \ 10? r—l
108 S i\
£ 102 £
g g
-~ 101 -
2. .3 . £1o°
g1 £
101 10
102 102
020 0 20
CB (M) CB (uM)
5
=4
g
2





OPS/images/fimmu.2023.1128239/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2023.1178172/fimmu-14-1178172-g002.jpg
A B
150 x =3 Viabilty 150 *
— " ———————— @3 Viabiity
— W [RF induction g — = = NF-KB induction
@
s
=
Z
2
1
<
‘@Q?s SN N 6§ [AMD3I00]
CB+ R848
c AMD (uM) + CB + R848
NS R848 0 1 5 10 20 50
g (L=
TNFa
66 6
TR [ - -
o o o
] H H
FSCA Live/dead g
D 8l
ne
150 1504
g z z
El R K} 3 *
£3100{ @ g3 " £Z100 g
K] s T
23 ] 2
8 g ]
od o 4 ig
I it g o
s s 3
g E £
0- 0
S P OO PS EP SN0 P X IR X
AMD3100 (1M) +CB +R848 € AMD3100 (M) + CB +R848 AMD3100 (M) + CB + R348
E F
_ Redg+CB(pM) siControl SICXCR4
NS R848 —s5 20 7™ "
3 3
g g
: - o |
a. §§ 100 §§ 100
» 3 3
< | - o ‘.}. 5 - 43 Eé
8 2 / £% s %g 50
FSC-A Live/Dead TNFa F F 5 s
Q = =
a S o = oley
gg e "ma = "q»
‘ R848 + CB (1M) R848 + OB (1M)
G
4000
0 73 68 2 SIGLO + Dotap
. ‘ . g SiGLO 5 3000
g 2 a0
IL-1 2, * 1000
B 72 68 Q
» 2 :
= O
2 SiGLO &
o
H
56 44 Q, Unstained L
< g sicontrol |
D SICXCR4 M
g
2 &
IL-6 n, g
51 43 20
il
g 0-
> o>
CXCR4 P






OPS/images/fimmu.2023.1194733/table1.jpg
ALT

APAP

<D

d

ConA

DC

ELISA

Figure
GEP
HBY

hpi

HSV
1AV
IEN
IENAR
L
IL-IRA
IL-IRACP
IL-36RA
ip.

15G

iv.

1ps
MAVS
MyDs§
RVEV
PAMP
PBMC
PEC
poly(1:C)
PRR
RIG
RIR
SLE
TIR

wT

alanine aminotransferase
acetaminophen

cluster of differentiation

clone

concanavalin A

dendritic cell(s)

d-galactosamine

enzyme-linked immunosorbent assay
figure(s)

green fluorescent protein

hepatits B virus

hours post infection

herpes simplex virus

influenza A virus

type I interferon(s)

type I interferon receptor

interleukin

interleukin-1 receptor antagonist
interleukin-1 receptor accessory protein
interleukin-36 receptor antagonist
intraperitoneal

IEN-stimulated gene(s)

intravenously

lipopolysaccharide

mitochondrial antiviral-signaling protein
myeloid differentiation primary response 88
Rift Valey fever virus

pathogen associated molecular pattern
peripheral mononuclear cells

peritoneal exudate cells
polyinosinic-polycytidylic acid

pattern recognition receptor(s)

retinoic acid-inducible gene

retinoic acid-inducible gene RIG-I-like receptors
systemic lupus erythematosus

toll like receptor(s)

wildtype





OPS/images/fimmu.2023.1178172/fimmu-14-1178172-g001.jpg
>
@
(9]

150 e~ TNFa IL18 L6
) ) 1000 0009 180007 e -
2 125 2 125 _s [ — g 1 H
g < 3 = o < 00 oS 1500 £
= 100 o R’ o E%“W 3_5 jﬁmon
= = 3 - °
§ s S 8w 5 1 £ g 1000 11
g a % 8 5§ a0 5% 25 i
g g g g s 8 e @ 0 Sg
=i @ o ®. g 20 x ’ x
2 g e o L £ @
w
'En z 0 0 10 20 50 0 0 10 20 50 0 0 10 20 50
SON O PRS R848 + CB (uM) R848 + CB (uM) R848 + CB (M)
R848 + CB (uM)
D E
i 10* 10* 105
" o8 oy 5
E z 2 I 10t
© 2 g g
o 10° 10° 2
05 @
g 5 @
3 4 10%
B = 2
10— 10— 10—
0 20 0 20 0 20
RE48 + CB (uM) R843 + CB (uM) R84 + CB (M)
F
10000 1500 2500
7500 \ - e
g & \ @ 1500
NS E 5000 < =
Pl Eee
2000 \ 500 \
o o v [
= R848 0 2 0 20 0 2
% R848 +CB (1M) R848 +CB (1M) R848+ CB (M)
b4
H
R848 200000 ¢~ 280004 — 500000 —
+CB 1000001 b mwo—-l- p—
= 12000 = 8000 =
! £ £ 300000:
& 00 2 6000: 2
5 £ 2
£ oo 2 4000 % 200000
3000 2000 100000.
o 0- o
0 20 0 20 0 20
R848 +CB (M) R848+CB (M) RB48+CB (M)

R848 + CB (uM) R848 + CB (M)

TNFa production
sl|e2 BuiAll o %
sijea Buinil jo %

% IL-1 production

SN NP HSE
R848 + CB (uM)

SN OSPRS®
R848 + CB (uM)






OPS/images/fimmu.2023.1194733/fimmu-14-1194733-g006.jpg
10000

—

IL-36y [fold induction

ALT [un]

viral load [PFU/organ]

For A-C:

] IFNAR*

] MAVS*IFNAR™-
B MyD88"IFNAR

7500
5000
2500

1200

600

1000

800

600

400

200

0 30
time post infection [h]

1015

1010
100 ||

blood PEC spleen kidney liver lung brain





OPS/images/fimmu.2023.1178172/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2023.1194733/fimmu-14-1194733-g005.jpg
For Aand B:

] IFNAR™-

A Mye-IFNAR"
<> DC-IFNAR*
@ T-IFNAR*

IL-36y [fold induction]






OPS/images/fimmu.2022.1036200/fimmu-13-1036200-g007.jpg
IL-17A
888
300
z
B 200 . *
&
<
=
= 100
0
-T T T T T
IL-6
350
888
300
I
£ i
2 250
= "
2
200 D
150
- T T
IL-10
1250
&&
g 1000 -
2
e
4 750
500

Foxp3 expression

(MFI)

O Naive
20 B EAE + vehicle
& O3 EAE +IFN-B 5000 U
3 EAE +PCB 1 mg/kg
B3 EAE + PCB 1 mg/kg / IFN-B 5000 U

o &

MAL

o 2 W EAE + vehicle
2, O EAE + IFN-B 5000 U
2 £ EAE + PCB 1 mglkg
So B EAE + PCB 1 mglkg / IFN-B 5000 U
|

-2

LINGO1

o 2
2
£ 1
S
s 0
Q-

-2





OPS/images/fimmu.2023.1194733/fimmu-14-1194733-g004.jpg
IL-36y [fold Induction]

IL-36y [fold Induction]

spleen liver PEC

10 B wr
8 ] IFNAR*
6
4
2

8000
6000
4000

2000
300

200
100

B untreated
— RVFV

14 %

15 %

83 %
#

B220
F4/80
B220

—

| 145%

72% 7%

CD11b \ CD11b F4/80






OPS/images/fimmu.2022.1036200/fimmu-13-1036200-g006.jpg
Clinical score

Prophylactic Late therapeutic

3.0-

& Naive
@ EAE +vehicle
<& EAE +IFN-B 5000 U

e B EAE+PCB1mglkg
8 -0~ EAE+PCB 1 mglkg / IFN-B 5000 U
H
®
o
8
5
—_——————————————— — - —————
0 2 4 6 8 10 12 14 16 18 20 22 24 0 2 4 6 8 10 12 14 16 18 20 22 24
1 Days post-immunization ] Days post-immunization
Treatmant Treatment
Prophylactic Late therapeutic
mm EAE + vehicle
.30 3 EAE+IFN-B 5000U
? 530
H SE 3 EAE + PCB 1 mglkg
3 £3 B EAE + PCB 1 mglkg/ IFN-B 5000 U
@ 20 $22
£ ** FE]
et 2%
E - 33
5 10 & €510
£ Ij = '
s S
L = 5






OPS/images/fimmu.2023.1194733/fimmu-14-1194733-g003.jpg
A B
1200 800
W wr
-
[1 IFNAR 600
€ 800 _
g =3
E - 400
<C
" 400
200
0 30 riL-36y - +
time post infection [h]
IFNAR

lw)
1=
|

] wiorlL-368RA
& wriL-36RA

untreated

RVFV

0 30
time post infection [h]

m

10" g [] wlo rlL-36RA

[ wriL-36RA

1010

1008

viral load [PFU/organ|

blood PEC spleen kidney liver lung brain





OPS/images/fimmu.2022.1036200/fimmu-13-1036200-g005.jpg
EAE + vehicle -' EAE + PCB (0.1 mg/kg)

£ Naive

. EAE + vehicle

3 EAE + PCB 0.1 mgkg
3 EAE + PCB 0.5 mghkg

= EAE+PCBimgkg o

&3&

x
&
&88&

£ Naive

= EAE + vehicle

3 EAE + PCB 0.1 mgkg
3 EAE +PCB 0.5 mgikg
= EAE + PCB 1 mgikg

TPPP/p25

EAE + vehicle % ase. 0 Y .- EAE +PCB (0.5 mg/kg)

. = EAE+PCB1mghkg

I"
———






OPS/images/fimmu.2023.1194733/fimmu-14-1194733-g002.jpg
IL-18 [ng/ml]

05

1000

ALT [UN]

800

600

*%

0 30
time post infection [h]

0 30
time post infection [h]

w

IL-1RA [ng/mi]

0 30
time post infection [h]

For A-C:

B wr

[ ] IFNAR*

B IFNAR* + rIL-1RA





OPS/images/fimmu.2022.1036200/fimmu-13-1036200-g004.jpg
EAE + PCB (mg/Kg)

EAE + vehicle

Demyelination (%)

10.0

o
o

p
o

= EAE + vehicle
©3 EAE + PCB 0.1 mglkg
3 EAE + PCB 0.5 mglkg
= EAE + PCB 1 mg/kg





OPS/images/fimmu.2022.1036200/fimmu-13-1036200-g003.jpg
Fold change

Fold change

-5

NKX2-2

Fold change

N

-2

Fold change

LINGO1

NOTCH1

Fold change

Fold change

N

o

OLIG1

Fold change

Fold change

MOG

Hl EAE + vehicle

1 EAE + PCB 0.1 mg/kg
=3 EAE + PCB 0.5 mg/kg
Bl EAE + PCB 1 mg/kg

N

o

1
N

TNF-a

- -
o O © O

1
-

T%!






OPS/images/fimmu.2023.1128239/fimmu-14-1128239-g003.jpg
-5 0 5 10
log, Fold Change

CXCL6
°

IL11 . ‘ ‘ ,7 .

~ décidualization

neutrophil chemotaxis

. chemokine activity '

chemokine-mediated signaling
~ seglfation of

pathway
rheumatoid arthritis ‘ 7
response to chemokine h

/
. 117 signaling pathway /

L \
TNF signaling pathway e % \ \

’ A
. > N

AKRICT

prostandjd
metabolic process.

i

collaggn fibril =7

A‘qlmn

vagelhdar maink

Ilagen‘containing

L a E—
o IGFBP7 N

aminoglycan
catabolic process

o
MATN3

COL15AT

und Catabolc process





OPS/images/fimmu.2023.1128239/fimmu-14-1128239-g002.jpg
Relative Expression

SFTPC KRTS
2.0 25
s
2.0 .
£ 15 £
g %
2
H £ 154
g &
2 1.0 3
2 2
E £
Z o5 g
0.5
i} %
0.0 . 0.0
& & S ¢ & &
& ¢ &S & &S
o R AR C
& SRS & < S &
N . ]
Rl M R MRS Y
1TGB6 BMP4
0.3 0.8+
. *kk
£ 5064
7 024 T 2
g ¢
) )
& . S 0.4
3 L] o
S01q S =
S £ 024
A
0.0 . 0.0
g g 5 5 N s s s
5 & & S 5 & & &
PR & Q\Vv &S & (‘\é"
RN C PR L
G R < & K T ¥
b hd '
vim CollAl
.
2.5 61
. .
2.0 =
g £
s 2
g 2 41
£ 151 < £
S &
-2 v
£ 1.04 =
E1 = 24 —
é - . §
0.5
. *
; | EA . 2 &l == |
[y E—— - . - ol EEEl |, . '
PO AR
o 88 s Y & 5V & 4O
5508 A
S ¥ N <V R Y R
¥ >
cpm2 MMP7
0.15q 254
*
2.0

n
1

=
Y
b
1
}-
E
Relative Expression
= -
n =
1 T

0.00 T +- T T 0.0
S S & &
& & & 0
$C o ¢ W P
R > O 3 0






OPS/images/fimmu.2023.1178172/fimmu-14-1178172-g004.jpg
1 - o = =
100y L 102 ’_“T 1089 = =
g - 4
= % 0] 5 i A A e ‘
: ‘ §
- 8 1044 3 10
: s 3 3 £ 10°
05 Z 10°] 2 [
H H
-1 102 T T 10° T T 10% - T
HD Al HD AJl HD AJl
104 -H: 1054 = 10% s
= Z g0 || I 100
= 2 ) <1
] 3 0 = 10%
10— 10— 102
HD Al HD AJl HD Al
108 « = 19‘3 = = 105 ,-H" i
g H g 103 | % 104
L A 2 H
2 3 10 s
2 e H k 'i | § 3
=
10— 10! T — 10% T T
HD Al HD AJl HD Al
C D
Null R848 R848+CB
N
400 * 2000 400 g Z 23 8 e d
w] § o] X sso| ¢ fjsfafai) ] |
Rt 4000 300
80
= 200 __ 800 T .
E E
2 150 P 600 By iso =
3 b4 =
£ 100 < a0 5 v -
50 200 20, o
o o o =
o 20 0 20 0._:20
RB848 + CB (M) RB48 + CB (M) RadGECR (M) -






OPS/images/fimmu.2023.1243516/fimmu-14-1243516-g004.jpg
Early acute vs. Late acute vs.
Convalescent Convalescent

lymphocyte chemotaxis

SLC25A37 response to interferon-gamma
oo S response to interleukin-|
Teita positive regulation of cellular biosynthetic process

{—A—V—A—\

negative regulation of signal transduction
regulation of phagocytosis
nuclear-transcribed mRNA catabolic process
regulation of IL-I-mediated signaling pathway

positive regulation of RIG-| signaling pathway

EEAECEDEBEBLALELCLDL

interferon-gamma-mediated signaling pathway

type | interferon signaling pathway

defense response to virus

interleukin-27-mediated signaling pathway

ISG | 5-protein conjugation

antiviral innate immune response

regulation of viral genome replication

regulation of interferon-beta production

positive regulation of lymphocyte differentiation

apoptotic process

DNA replication

R cellular response to DNA damage stimulus

KDELR2
XBPI
FKBPI |
[ HSP90BI
SECIIC
SDF2LI

double-strand break repair via
break-induced replication

regulation of cell cycle process

log2FC
<-3 0 >5 CNCAPG L
. GLDC
Regulating IFN type B Kiaagiol

W iandx M, IIand I CDCAS

I II





OPS/images/fimmu.2023.1112608/table3.jpg
Protein p-value Wilcoxon-Test

GA 100 26.6 (25.1-27.9) 30.6 (29.2-31.0) <0.001 0.03 353
EGF 100 107.5 (86.9-372.3) 87.8 (66.7-118.9) 0.008 1.00 0.50
FGF2 98 135.1 (70.4-231.2) 96.6 (54.0-141.4) 0.032 0.88 123
GCSF 99 96.5 (57.5-392.8) 1134 (62.3-209.6) 0673 112 026
GMCSF 100 32(32-62) 32 (3.2-5.6) 0.827 1.07 040
IENg 100 32(32-32) 32(32-3.2) 0.904 1.04 0.02
1L-10 99 7.0 (3.2-13.7) 6.4 (3.2-11.7) 0.547 1.09 035
1L-12p40 100 14.8 (3.2-41.4) 134 (3.246.3) 0.603 1.01 0.56
IL-la 100 18.1 (4.9-36.1) 12.2 (34-30.5) 0.191 098 049
IL-1b 100 32(32:32) 32(32-3.2) 0.193 1.29 020
ILlra 100 55.6 (25.1-215.3) 224 (5.1-86.2) | 0.023 [ 1.24 025
IL-4 100 32(32-32) 32(32-3.2) 0515 0.02 045
L6 100 9.6 (3.8-30.4) 33 (32-25.5) 0.031 1.26 0.65
1L-8 100 53.4 (31.8-107.0) 246 (11.7-53.1) <0.001 1.26 0.69
P10 100 200.1 (151.6-435.6) 190.1 (121.8-321.2) 0369 093 047
MCP1 100 951.3 (545.5-1798.4) 596.3 (384.8-983.2) ‘ 0.005 » L12 L15
MCP3 100 32(32:32) 32(32-3.8) 0.096 0.10 024
MIPla 98 18.8 (3.2-28.4) 145 (32-227) 0.051 091 113
MIP1b 100 53.9 (38.1-94.2) 53.0 (37.4-66.4) 0.509 1.07 035
SIL2Ro 100 206.6 (100.4-402.7) 1157 (47.9-274.9) 0.022 0.63 121
TNF-o 100 157 (10.8-19.7) 12.1 (9.8-17.2) 0.117 1.32 1.09
VEGF 96 119.4 (84.2-246.9) 1362 (93.8-186.8) 0.887 098 0.10

Univariate analysis for protein values obtained by Wilcoxon tests and multivariate analysis using orthogonal partial least squares discriminant analysis (OPLSDA). Multivariate analysis
considered also gestational age (GA). Median and upper and lower quartile are presented for continuous variables, n is the number of non-missing values. VIP, Variable influence on projection;
oVIP, orthogonal Variable influence on projection from the orthogonal partial least squares discriminant analysis modeling BPD. GA, gestational age; protein names according to 21-plex
premixed human cytokine milliplex panel.
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BIRTH -0.04 +/-0.21,
p-value=0.8662

sTART IPPV 0+/-0.2,
p-value=0.9972

DURING IPPV 0.7 +/-0.21,
p-value=0.0044
AFTER [PPV -0.17 +/-0.13,

p-value=0.2236

2 WKs AFTER IPPV -0.11 +/-0.11,
p-value=0.3388

Repeated measurement analysis of variance for each monocyte subpopulation (classical, intermediate, nonclassical) with postmenstrual age as covariate. P-values and estimates for differences in
log(cells) as well as standard deviation of comparison of BPD (n=15) vs no BPD (n=15) are displayed for each timepoint. Bold values show significance at a 95%-significance level; p-values < 0.05.

0.01 +/-032,
p-value=0.9796

0.12 +/-0.31,
p-value=0.7141

0.93 +/-0.32,
p-value=0.011

0.04 +/-0.19,
p-value=0.8501

0.28 +/-0.15,
p-value=0.086

1.05 +/-0.32,
p-value=0.0036

-0.04 +/-0.3,
p-value=0.8914

1.47 +/-0.32,
p-value=0.0003

0.05 +/-0.19,
p-value=0.7896

0.02 +/-0.14,
p-value=0.8863
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Monocyte analysis Protein analysis Transcriptome analysis

no BPD no BPD BPD no BPD BPD
Number of patients 15 15 55 45 13 9
30.14 25.86 30.6 266 303 2.7
GA (weeks) (2543-3157) (23.57-2957) (241-319) (236 - 316) (843L1) | (243-303)
i . 1160 590 1310 760 1400 830
Birth weight (g) (750-1760) (510-1510) (510-2240) (315-1550) (900-1760) (590-1390)
Sex (female) 8 (53%) 7 (47%) 27 (49%) 15 (33%) 6 (46%) 7 (78%)
ANCS 12 (80%) 12 (80%) 36 (67%) 27 (60%) 9 (69%) 7 (78%)
AlS 5 (33%) 11 (73%) 32 (64%) 30 (67%) 1(8%) 5 (56%)
|
RDS 11 (79%) 15 (100%) 42 (42%) 43 (96%) 12 (92%) 9 (100%)
EOI 1(9.1%) 5 (33%) 4(7%) 16 (36%) 6 (46%) 9 (100%)
Mechanical ventilation 7 (47%) 15 (100%) 20 (36%) 39 (87%) 6 (46%) 9 (100%)
L
) - 0 19 2 16 7 6
Invasive ventilation (days) 0255 oS e 409 foid o
65 105 9 50 2 1
CPAP/NIPPV (days) (2-50) (34-59) (1-48) (0-119) (1-13) (3-45)
. 0 63 5 63 4 46
Oxygen supplementation (days) ©-1) (30-176) (0-97) (0-138) (1-18) (28-138)
Surfactant therapy 5 (33%) 13 (87%) 18 (33%) 37 (67%) 6 (46%) 9 (100%)

Data are given as median and range or frequencies (percent of total in group).

BPD was defined according to the NICHD/NHLBI/ORD workshop (4) based on the need for oxygen supplementation (>FiO2 0.21) for at least 28 days, followed by a final assessment at 36 weeks
postmenstrual age (PMA) or at discharge, whichever came first in preterm infants born <32 weeks GA.

AIS, amniotic infection syndrome; ANCS, antenatal corticosteroids; CPAP, continuous positive airway pressure; EOI, presence of early postnatal systemic infections/early-onset infection
[diagnosis: one or more clinical and laboratory signs of infection according to Sherman et al. (13)]; GA, gestational age; NIPPV, non-invasive positive pressure ventilation; RDS, respiratory
distress syndrome [diagnosis and severity: assessment of anterior-posterior chest radiographs according to Couchard et al. (14)].
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Variable Larger or smaller diameter in mm if

high level (95% Cl), P-value

Ascending aorta
SCD40L

D-dimer
Syndecan-1
Thrombomodulin
Descending aorta
sCD40L

D-dimer
Syndecan-1
Thrombomodulin
Suprarenal aorta
sCD40L

D-dimer
Syndecan-1
Thrombomodulin
Infrarenal aorta
sCD40L

D-dimer
Syndecan-1

Thrombomodulin

-0.27 (-1.08,0.55), P=0.519
0.66 (-0.34,1.67), P=0.196
1.04 (0.23,1.85), P=0.012

1.11 (0.30,1.92), P=0.007

-0.29 (-0.80,0.22), P=0.266
0.46 (-0.17,1.09), P=0.154
0.44 (-0.07,0.95), P=0.094

0.49 (-0.01,1.01), P=0.057

-0.40 (-0.93,0.14), P=0.144
0.66 (0.18,1.13), P=0.056
0.52 (-0.01,1.05), P=0.057

0.68 (0.14,121), P=0.024

-0.43 (-1.03,0.17), P=0.158
1.11 (0.38,1.84), P=0.003
0.95 (0.36,1.54), P=0.002

1.41 (0.82,2.00), P<0.0001

Larger or smaller diameter in mm if
high level® (95% Cl), P-value

-0.18 (-0.92,0.57), P=0.643
0.29 (-0.63,1-21), P=0.538
0.51 (-0.24,1.26), P=0.182

0.68 (-0.06,1.43), P=0.073

-0.17 (-0.59,0.24), P=0.408
0.16 (-0.35,0.67), P=0.535
-0.08 (-0.50,0.34), P=0.723

0.12 (-0.29,0.54), P=0.573

-033 (-0.77,0.11), P=0.150
035 (-0.23,0.92), P=0.235
0.04 (-0.41,0.49), P=0.860

0.29 (-0.15,0.74), P=0.203

-0.32 (-0.85,0.21), P=0.239
0.88 (0.24,1.53), P=0.008
0.46 (-0.08,0.99), P=0.095

1.06 (0.54,1.59), P<0.0001

*Model 1 and "model 2. Larger or smaller diameter in mm associated with high levels of the biomarkers.

Bold values: significant associations.

Larger or smaller diameter in mm if
high level® (95% Cl), P-value

-0.47 (-1.20,0.27), P=0.215
0.33 (-0.62,1.27), P=0.494
0.54 (-0.22,1.29), P=0.167

0.59 (-0.16,1.34), P=0.121

-0.37 (-0.76,0.03), P=0.069
0.21 (-0.29,0.71), P=0.415
-0.05 (-0.45,0.36), P=0.821

0.10 (-0.30,0.50), P=0.636

-0.46 (-0.91,-0.01), P=0.045
0.38 (-0.21,0.97), P=0.213
0.01 (-0.46,0.47), P=0.980

0.26 (-0.19,0.72), P=0.1259

-0.40 (-0.91,0.11), P=0.122
0.97 (0.30,1.63), P=0.004
0.32 (-0.20,0.84), P=0.232

089 (0.38,1.41), P<0.001
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Variable OR (95% Cl), P-value aOR? (95% Cl), P-value aOR® (95% Cl), P-value

sCD40L ‘ 0.81 (0.66,0.98), P=0.028 0.80 (0.65,0.98), P=0.029 0.76 (0.62,0.95), P=0.014
D-dimer ‘ 1.51 (1.22,1.86), P<0.001 1.44 (1.13,1.85), P=0.004 1.41 (1.08,1.84), P=0.010
Syndecan-1 ‘ 1.66 (0.85,3.26), P=0.139 1.34 (0.66,2.72), P=0.417 0.90 (0.41,1.97), P=0.787
Thrombomodulin ‘ 1.82 (1.02,3.26), P=0.043 1.40 (0.77,2.56), P=0.273 1.15 (0.62,2.12), P=0.655

*Model 1 and "model 2. OR and aOR of AA per doubling in concentration.
Bold values: significant associations.
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Univariate Multivariate?
\EUELS

OR (95% ClI) OR (95% CI)

Clinical features

Age 1.059 (0.909-1.233) 0.464
Gestational age at sampling 0.997 (0.856-1.161) 0.968
Body mass index 1.005 (0.879-1.149) 0.946
Cervical insufficiency 3.429 (0.870-13.514) 0.078
Membrane bulging 5.357 (1.485-19.333) 0.010 8.915 (0.950-83.667) 0.056
Endocervix
Microbiota
Moraxella osloensis 4.696 (1.308-16.862) 0.018 14.785 (1.173-186.389) 0.037

Immune-checkpoint protein”
TIM-3 11.348 (1.339-96.188) 0.030 9387 (0.157-561.688) 0283
Inflammatory cytokine”

CCL2 13.417 (3.011-59.789) 0.001 40.049 (3.040-527.575) 0.005

IL-6 9.000 (1.715-47.223) 0.009 1.204 (0.073-19.933) 0.897
Exocervix

Immune-checkpoint protein®
CD80/B7-1 31.500 (2.940-337.558) 0.004 20.314 (1.021-404.347) 0.049
PD-12 18.000 (1.692-191.529) 0.017 13.680 (0.544-344.046) 0.112
Inflammatory cytokine”

IL-6 7.636 (1.684-34.627) 0.008 1.139 (0.047-27.856) 0.936

® Variables with P-values less than 0.05 in univariate analyses were included in multivariate analyses.
® Cutoffs for continuous values for the immune-checkpoint proteins and inflammatory cytokines were estimated using the Youden index.
OR, odds ratio; CI, confidence interval.
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Variable

SCD40L (high vs. low)

D-dimer (detectable vs. undetectable)
Syndecan-1 (high vs. low)

Thrombomodulin (high vs. low)

OR (95% Cl), P-value

0.23 (007,0.77), P=0.017
2.76 (1.34,5.67), P=0.006
1.55 (0.77,3.10), P=0219

1.75 (0.88,3.47), P=0.109

aOR? (95% C),

value
0.24 (0.07,0.81), P=0.022
222 (1.02,4.85), P=0.045
127 (0.612.64), P=0.515

1.31 (0.63,2.74), P=0.466

aOR® (95% Cl),

alue
023 (0.07,0.78), P=0.019
2.24 (0.99,5.04), P=0.052
0.89 (0.40,1.98), P=0.767

1.06 (0.48,2.36), P=0.877

*Model 1 and *model 2.
Bold values: significant associations.
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Variable

PLWH (N=571)

Characteristics

Age, median [IQR]

51.6 [47.0-59.8]

Male sex, n (%)

503 (88.1%)

BMI, mean (SD) 24.8 (3.5)
BMI classification, n (%)
Underweight 14 (2.5%)

Normal weight

301 (52.7%)

Pre-obesity

211 (37.0%)

Obesity

Smoking status, n (%)
Never smoker

Current smoker

Previous smoker

43 (7.5%)

188 (32.9%)
152 (26.6%)

219 (38.4%)

Hypertension, n (%)
Platelets, x10°/L, mean (SD)

HIV-specific risk factors

263 (46.1%)

226.8 (57.5)

Transmission mode, n (%)

MSM

Heterosexual

IDU

Other

415 (72.7%)
116 (20.3%)
6 (1.1%)

28 (5%)

Current CD4", cells/pL, median [IQR]

680 [520-870]

<200
200-349
350-499
=500

CD4" nadir <200, n (%)

7 (1.2%)
34 (6.0%)
79 (13.8%)

446 (78.1%)

235 (41.2%)

CD4"/CD8*-ratio, median [IQR]

Time since HIV diagnosis, median [IQR]

0.813 [0.578-1.13]

15.1 [7.74-22.6]

Time on ART, median [IQR]

Currently on ART, n (%)

12.8 [5.94-17.8]

565 (98.9%)

Viral load >50 23 (4.0%)
Hepatitis B-virus co-infection, n (%) 18 (3.2%)
Hepatitis C-virus co-infection, n (%) 33 (5.8%)

Concentrations of the biomarkers

Syndecan-1, pg/mL, median [IQR]

2070 [1801-2413]

Thrombomodulin, pg/mL, median [IQR]

sCD40L, pg/mL, median [IQR]

D-dimer, ng/mL (FEU), median [IQR]

6598 [5541-7823]
184 [118-243]

290 [290-290]

ART, antiretroviral therapy; IDU, injecting drug use; MSM, men who have sex with men; FEU,

fibrin equivalent units.
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Cytokine
G-CSF
GM-CSF
IFN-o
IFN-y
IL-1Ra
IL-1B

IL-3
IL-4

IL-6
IL-8

IL-10
IL-12p70

IL-27
IL-35

Osteopontin

SCF
TGE-B
TNF-o

TRAIL
CXCL12

Expression in AML patients com-
pared to healthy individuals

Not determined

Elevated PB plasma levels and unchanged BM
levels (42, 49)

Not determined

Unchanged PB levels and reduced BM levels
(39, 53)

Elevated PB and reduced BM serum levels
(42, 56)

Unchanged or elevated PB and unchanged
BM levels (39, 41, 42)

Elevated PB levels (43)

Elevated PB levels in patients > 65 years (39,
53)

Elevated plasma levels (39, 53, 66)
Elevated PB and BM levels (39, 44, 66, 72)

Elevated PB levels (39, 53, 56, 73)
Elevated PB levels in patients > 65 years (39)

Elevated PB and BM levels (40)
Elevated PB and BM levels (40, 80, 81)

Elevated PB and BM levels (44, 82, 83)

Elevated PB and BM levels (42)
Reduced PB and BM levels (39, 53)
Elevated PB levels (39, 44, 56, 66)

Reduced PB levels (44)
Reduced expression in AML blasts (92-94)

Physiologic function

Hematopoietic growth factor

Hematopoietic growth factor
Anti-/Pro-inflammatory cytokine
Pro-inflammatory cytokine
Anti-inflammatory cytokine
Pro-inflammatory cytokine

Pro-inflammatory cytokine

Anti-inflammatory cytokine

Pro-inflammatory cytokine

Chemoattractant cytokine
(chemokine)

Anti-inflammatory cytokine
Pro-inflammatory cytokine

Anti-inflammatory cytokine

Anti-inflammatory cytokine

Matrix glycoprotein with pro-
inflammatory cytokine properties

Hematopoietic growth factor
Anti-inflammatory cytokine

Pro-inflammatory cytokine

Pro-inflammatory cytokine

Chemoattractant cytokine
(chemokine)

Function ex vivo in AML cell culture

Supports AML cell proliferation and clonogenicity (45-48)
Supports AML cell growth and self-renewal (44, 45, 50)

Reduces AML cell proliferation and IL-1, IL-6, GM-CSF expression
(51, 52)

Reduces AML cell proliferation and survival; increases spontaneous
clonogenicity of AML cells (54, 55)

Reduces AML cell proliferation (57, 58)

Supports AML cell proliferation and survival; increases GM-CSF,
IL-6 and TNF expression (41, 45, 50, 51, 59, 60)

Supports AML cell proliferation and self-renewal (45, 47, 61-63)
Inhibits IL-1- and HGF-induced AML cell proliferation (60, 64, 65)

Partially supports AML cell proliferation (45, 48, 67-71).

Not determined

Inhibits AML cell proliferation; reduces IL-1ct, IL-1PB, IL-6, GM-CSF
and TNEF-o. expression (74-76)

Inhibits AML cell-induced angiogenesis; supports T cell-mediated
cytotoxicity and possibly AML tumor growth (77-79)

Not determined

Supports AML cell proliferation and survival; promotes Treg
function (80)

Supports AML cell self-renewal, proliferation and survival (84)

Supports AML cell proliferation and survival (85-87)
Inhibits AML cell proliferation and survival (88-90)

Supports AML cell chemoresistance and maintains proliferating
LSCs (91)

Not determined

Promotes AML cell growth, survival, chemoresistance and adhesion
(95-98)

Importantly, not all patient-derived AML cells or cell lines respond to HGF and cytokine treatment equally well. These observations reflect AML heterogeneity and suggest the presence of
leukemic cell subpopulations. PB: peripheral blood; BM: bone marrow.
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Primer* Assay Number

Hs00218912_m1

TR Hs00152939_m1
SiRTI Hs01009006_mt
™k 00174128 1
g HsO0174097_m1
16 HO0I74131_m1
s Hs00174103_m1
caz Hs00234140_m1
1o Hs00174086_m1
I Hs00127620_m1
SYBR Green Primer” Assay Number
hemiR132:3p YPoo206035
bemi-1462:5p YPOG20168S.
heamiR-155-5p YPoo201305.
hemiR165p YPo0205702
SerRNA YP00203906.

“Taqman Primers were purchased from Thermo Fisher Scenic, Walham.
SSYBR Green Prmers were purchasd fom Qisgen, Hildn, Germany.

TRPYV, trnsint receptor potental cation channcl subfamily V menber 1; TLR, toll ke
recptor 4 SIRT, sitwin 1: TNFa, tmor nectoss factor @ 1L, interlukin CCL2, CC.
chemokine ligand 2 TBP, TATA-Box binding protin: mil, microRNA, PRNA. ribosomalRNA.
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Drug Name/Patent Company /Uni- Disease Progress References

Number versity

Anti-OSM therapeutics

GSK315234 GlaxoSmithKline mAb Rheumatoid Arthritis Stage 11 clinical trial (236)
(failed)
GSK233081 GlaxoSmithKline mAb Systemic Scleroderma Stage 11 clinical trial (237-240,
(failed) 250)
US7858753B2 GlaxoSmithKline mAb Non-specific Pre-clinical (240)
US6706266B1 GlaxoSmithKline Aptamer Rheumatoid Arthritis Pre-clinical (240)
‘WO02020127884A1 Universite de Poiters mAb Inflammatory Skin Disease/ Pre-clinical (251)
Cancer
US20170327573A1 University of Padua Broad Diabetes/Cardiovascular Pre-clinical (252)
Therapeutic diseases
US9550828B2 Boise State University SMI Cancer Pre-clinical (253)

{ Anti-OSMR therapeutics

US9663571B2 Kiniksa Pharmaceutical mAb Atopic Dermatitis Pre-clinical (254)

US10493149B2 Kiniksa Pharmaceutical mAb Non-specific Pre-clinical (255)

‘WO2013168829A1 Wakayama Medical mAb Atopic Dermatits/Puritis Pre-clinical (256)
University

US20090300776A1 Universitie D’angers SiRNA Inflammatory Skin Diseases Pre-clinical (257)

US7572896B2 Raven Biotechnologies mAb Cancer Pre-clinical (258)

‘WO 2010139742A1 Max Plank Society Broad Heart Failure Pre-clinical (259)

Therapeutics
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Location

Cancer Type

Pro-tumorigenic Effects of OSM

Breast

Cervical

Ovarian

Prostate
Testicular

Colon

Gastrointestinal

Pancreatic

Bladder

Lung

Brain

Squamous Cell
Carcinoma

Kaposi's
Sarcoma

Misc. Sarcomas

Melanoma

Ductal Carcinoma

Squamous Cell Carcinoma

Epithelial Carcinoma

Ductal Adenocarcinoma
Leydig Cell Carcinoma

Adenocarcinoma

Adenocarcinoma

Ductal Adenocarcinoma

Urothelial

Adenocarcinoma

Astroglioma, astrocytoma, adenoma,
glioblastoma, glioma, medulloblastoma,
meningioma

Cutaneous & Oral Squamous Cell
Carcinoma

Sarcoma

Osteosarcoma, Chondrosarcoma, Ewing
Sarcoma

Melanoma

Anti-tumorigenic Effects of OSM

Multiple

Skin

Chondrosarcoma

Melanoma

Impact of OSM

Overexpression linked with poor prognosis and creates a more CSC phenotype;
Increases EMT, motility, invasion, and metastasis; Recruits neutrophils and
surrounding tissue to express OSM

OSMR overexpression leading to EMT and increased skeletal metastasis

Auto/paracrine signaling loop in malignant OC; Increased proliferation, and metastasis
dependent on STAT3 Increase in keratinocyte proliferation and differentiation

Increased VEGF and u-PA expression and induced EMT in prostate epithelial cells
Upregulation of OSM in functioning neoplasms

More advanced and aggressive CRC have higher OSM serum level and lower survival;
OSMR polymorphisms

Differential expression of OSM in the grades of GI cancers could be used as biomarker.

Overexpressed OSM in the serum, causes EMT, and greater metastasis to the lung in
vivo dependent on STAT3

Genetic mutations can cause an overexpression of the OSMRP, leading to increased
signaling

Induce EMT, increase fibroblast activation, OSMRP overexpression is correlated to
poor prognosis

Three-fold increase in VEGF, seven-fold when in conjunction with IL-1B

Promotes proliferation, migration, and inflammation in vitro and in vivo

Mitogen and autocrine growth factor, promoter of bFGF

Increased MMP2, VEGF, and proliferation

Antigen-silencing, resistance to inhibitory OSM singling in > Stage 3 patients

Cell cycle arrest through JAK3/STAT! signaling, decreased proliferation and enhanced
apoptosis

Activates STAT5B and MAPK inhibiting proliferation; Increased SOCS3 with decreased
OSMRP expression

Reference

(20, 102-135)

(135-143)

(144-148)

(149-155)
(156, 157)

(158-163)

(164-169)

(170-175)

(176-178)

(179-187)

(52, 182-184,
188-198)

(199-210)
(4,136,211~
217)

(218-227)

(225, 228-
240)

(225)

(225, 228~
240)
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Disease Type
Diseases associated with OSM signaling

Arthritis Rheumatoid and Osteoarthritis

Bone Neurogenic Heterotopic Ossification

Inflammatory Bowel Disease Chron’s Disease, Ulcerative Colitis

Lung Diseases Pulmonary Fibrosis, Asthma

Cutaneous Inflammatory Psoriasis, Atopic Dermatitis

Diseases
Oral Disease Gingivitis, Periodontal Discase

Liver Diseases Fibrosis, Cirrhosis

Central Nervous System HIV-1 Associated Neurocognitive

Disorders Disorders, Alzheimer’s
Heart Atherosclerosis
COVID-19 Cytokine Storm
Cancer Many

Normal conditions associated with OSM signaling

Liver Regeneration, development, acute
injury
Bone Bone homeostasis, fracture repair

Central Nervous System Multiple Sclerosis, Spinal Cord Injury

Heart Post myocardial infarction

‘Wound Healing Early Wound Healing, Scar Formation

Pregnancy Placental development, Trophoblast

invasion

mpact of OSM

ECM turnover, cartilage degradation, osteoblast proliferation/
differentiation

Osteoclast/osteoblast imbalance
Presence in intestinal mucosal cells signify anti-TNF therapy resistance
ECM and Pro-fibrotic macrophage accumulation, airway remodeling

Increase in keratinocyte proliferation and differentiation

Increase presence and activation of Thl cells

Increased TIMP-1 expression, reduction in fibrinolysis, increase in
myofibroblasts

Inhibits glutamate uptake, BBB impairment

Proinflammatory response in smooth muscle cells
Present in Cytokine Storm associated with severe COVID-19 infection.

Tumor cell detachment, invasion, metastasis

Hepatocyte differentiation, proliferation, tissue remodeling

Osteoblast differentiation/proliferation

Increase TIMP-1 and MCL-1 expression, remyelination, neuroprotective
effects

Increase in angiogenesis, dedifferentiation
Neutrophil recruitment, excessive scar prevention

Increase MMP2/9, regulation of HCG

(23, 25-32)

(33-37)
(38-45)
(46-50)

(51-57)

(58-62)

(63-72)

(73-77)

(78-86)
(87-91)

See Table 2

(63-72)

(33-37)

(73-77)

(78-86)
(92-95)

(96-98)

eferences
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Sample size

study  OEQ acces- Early DENV sero-
KEY, sion acute Acute Acute Acute  Convalescent types
0-3 DF DHF DSs [EREXED)
days)
A GSE25001 53 100 - - a7 3 Whole blood llumina HumanRef-8 v2 BeadChip Viemam | 1,2, unknown  (6,21)
B GSE28405 31 31 - = - 31 Whole blood | Sentrix HumanRef-8 Expression BeadChip  Singapore 12,3 ¢ .
c GSE28985 114 % = = - % Whole blood | 1umina HumenReP8 30 expression 5,y Unknown ©3)
BeadChip
D GSE28991 n n = - = 1 Whaleblood: | Tumine HumeokIT-12 VAQ expression | 0 0, Unknown 1)
BeadChip
E GsE43777 2 s1 W E - u Whole biood | Afymetrix H““"“A?:;‘““‘ VI3RS 20 | yepuets 1234 (5,29
F GSE40628 - - - - 7 10 Blood, PBMCs. SMD Print_980 LC-46 Vietnam 1,2, unknown as
)
G GsEs1808 = = 18 10 - 19 Whole blood | Afymetrix HT r]{,lca-;my PMATY hgiland 1,23 unknown | ;

Datasets, sample origin, and number of samples by disease phase and/or severity. Annotations: * 4-10 days in GSE43777. DF, Dengue fever; DHE, Dengue hemorrhagic fever; DSS, Dengue shock syndrome; DEG, differentially expressed gene; DENY, dengue virus; IEN,
interferon,
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Disease Gene Protein Cellular Impaired func-  Clinical manifesta- Trigger Mouse model
symbol name (s)  expression tion tions and concomi-
tant diseases
Primary HLH Unknown = Unknown Unknown Cytotoxicity HLH Intracellular Not described
(FHL1) infections (viruses,
bacteria, parasites
Primary HLH PRF1 Perforin-1 Cytotoxic Cytotoxicity HLH Viruses (EBV, Perforin-deficient
(FHL2) (PERF) lymphocytes CMV, other mice infected with
herpesviruses, LCMV
parvovirus B19,
adenoviruses)
Primary HLH UNC13D Protein Leukocytes, Degranulation, HLH Viruses (EBV, Uncl13d mutated
(FHL3) unc-13 lung, placenta cytotoxicity CMV, other “jinx” mice infected
homolog D herpesviruses, with LCMV
(Muncl3- parvovirus B19,
4) adenoviruses)
Primary HLH STX11 Synthaxin-  Cytotoxic Degranulation, HLH Viruses (EBV, Stx11-deficient mice
(FHL4) 11 (STX11) | lymphocytes cytotoxicity CMV, other infected with LCMV
herpesviruses,
parvovirus B19,
adenoviruses)
Primary HLH STXBP2 Syntaxin- Cytotoxic Degranulation, HLH Viruses (EBV, Not described
(FHL5) binding lymphocytes, cytotoxicity CMYV, other
protein 2 intestinal and herpesviruses,
(STXBP2, renal parvovirus B19,
Muncl8-2) epithelium adenoviruses)
Griscelli syndrome RAB27A Ras-related Leukocytes Degranulation, HLH. Concomitant Viruses (EBV, Rab27a-deficient
type 2 protein and cytotoxicity hypopigmentation. CMV, other ashen mice infected
Rab-27-A melanocytes herpesviruses, with LCMV
(RAB27A parvovirus B19,
adenoviruses)
Chediak-Higashi LYST Lysosomal- | Leukocytes, Lysosome HLH. Concomitant Viruses (EBV, Lyst mutated mice
syndrome trafficking melanocytes trafficking, hypopigmentation. CMV, other (souris strain) infected
regulator and neurons cytotoxicity herpesviruses, with LCMV/
(LYST) parvovirus B19,
adenoviruses)
Hermansky- AP3BI Adaptor Multiple cell Lysosome storage Multisystem disease. Viruses (EBV, Ap3bI-deficient pearl
Pudlak syndrome protein types, and trafficking, Concomitant CMYV, other mice infected with
type 2 (HPS2) complex 3 including cytotoxicity herpesviruses, LCMV
(AP-3) melanocytes, hypopigmentation, parvovirus B19,
complex fibroblasts, bleeding. adenoviruses)
subunit platelets, and
beta 1 ‘monocytes.
(AP3B1)
Secondary HLH - - - Regulation of HLH. Concomitant Underlying Toll-like receptor 9
(MAS) hyperinflammation/ = rheumatic, inflammatory, autoimmune or stimulation in wild-
diverse malignant or infectious autoinflammatory | type and IL-6
diseases. disease, transgenic mice or in
lymphoma, viral combination with IL-
infection (herpes 10 receptor-blocking
viruses, HIV, antibody. Infection
influenza), with Salmonella or
bacterial Trypanosoma in wild-
(mycobacteria), type mice. Humanized
fungal and mouse models with
parasitic transfer of the
infections patient’s immune cells
to immunodeficient
mice.
Secondary HLH NLRC4 NLR Leukocytes, Inflammasome HLH Inflammasome Nirc4 mutant mice,
(MAS) Family higher activation with or without cold
CARD expression in exposure
Domain macrophages
Containing
4
XLP-1 SH2DIA | SH2 Cytotoxic Signaling triggering ~ HLH. Concomitant EBV, occasionally | Sh2dla-deficient mice
domain- lymphocytes cytotoxicity hypogammaglobulinemia,  other viruses infected with LCMV
containing lymphoma. or MHV-68
protein 1A
(SAP)
HLH HAVCR2 Hepatitis A T lymphocytes  Checkpoint HLH. Concomitant Not described Not described
virus and other inhibitor regulation  subcutaneous
cellular immune cells panniculitis-like T cell
receptor 2 lymphoma.
(TIM-3)
HLH and NCKAPIL = NCK Hematopoietic = Cytoskeleton HLH, autoinflammation, Not described Not described
autoinflammation associated cells regulation, T cell neonatal pancytopenia
protein 1 homeostasis
like
HLH and RC3HI Roquin-1 Leukocytes mRNA post- Hyperinflammation Not described Toll-like receptor 9
hyperinflammation transcriptional stimulation in
regulation on sanroque mice
immune genes
NOCARH CDC42 Cell Ubiquitously Cytoskeleton Neonatal onset of Not described Not described
division expressed rearrangement, pancytopenia,
cycle 42, migration and cell autoinflammation, rash
isoform 1 proliferation and HLH
Recurrent CD48 CD48 Immune cells  Signaling triggering ~ HLH-like Not described Cd48-deficient mice
hyperinflammation cytotoxicity infected with LCMV
XLP-2 BIRC4 XIAP Ubiquitously Apoptosis, HLH. Concomitant EBV, occasionally  Birc4-deficient mice
expressed inflammation hypogammaglobulinemia,  other viruses infected with MHV-68
signaling, colitis.
inflammatory cell
death,
Multisystem ZNFX1 NEX1-type | Ubiquitously IFN-dependent HLH and HLH-like Viral and Not described
inflammation, zinc finger- | expressed, transcript mycobacterial
greater regulation infections
vulnerability to containing expression in
infections protein 1. hematopoietic
tissue
HLH STATI STAT1 Ubiquitously IFN-dependent HLH Mycobacterium Multiorgan immune
(occasionally) expressed, signaling bovis (1 case) infiltration and
greater hypercytokinemia in
expression on Stat1-deficient mice
leukocytes infected with LCMV

(although not
described as an HLH
model)

CMV, cytomegalovirus; EBV, Epstein-Barr virus; FHL, familial hemophagocytic lymphohistiocytosis; HLH, hemophagocytic lymphohistiocytosis; LCMV, lymphocytic choriomeningitis virus;
MAS, macrophage activation sindrome; MHV-68, murine gammaherpesvirus 68; NEX, nuclear transcription factor X-box binding; NOCARH, neonatal onset of pancytopenia,
autoinflammation, rash, and episodes of hemophagocytic lymphohistiocytosis; STAT, signal transducer and activator of transcription; XIAP, X-linked inhibitor of apoptosis; XLP, X-linked
Iymphoproliferative syndrome.
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Important proportion of mucocutaneous cases

Lu. (Ny.) neivai
Lu. (Ny.) whitmani
Lutzomyia ovallesi

Vectors References

L. major Localized P. papatasi Zoonotic (9, 37-39)
L. infantum Localized P. perfiliewi Zoonotic (9, 37, 38)

Visceral Leishmaniasis P. longicuspis

P. ariasi

L. tropica Localized P. sergenti Zoonotic (9, 40, 41)
L. guyanensis Single and multiple skin lesions Lutzomyia (Ny.) umbratilis Zoonotic (42-46)

Rare proportion of mucocutaneous cases

Disseminated
L. braziliensis Disseminated Lutzomyia wellcomei Zoonotic (45, 47-50)
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Age, mean (SD), years 65.3 (6.7)

Sex, n (%)
female 2 (18.2%)
male 9 (81.8%)

Smoking status, n (%)

never smoker 1(9.1%)
former smoker 3 (27.3%)
current smoker 7 (63.6%)

History of BCa, n (%)

primary NMIBC 9 (81.8%)
recurrent NMIBC 2 (18.2%)
Tumor diameter, n (%)

<3cm 8 (72.7%)
>3cm 3 (27.3%)

Number of tumors, n (%)

1 7 (63.6%)
2-7 4 (36.4%)
>7 -

pT stage, n (%)

Ta 3 (27.3%)
T1 8 (72.7%)
Tumor grade (WHO 2004/2016), n (%)

LG 4 (36.4%)
HG 7 (63.6%)

Tumor grade (WHO 1973), n (%)

Gl 2 (18.2%)
G2 2 (18.2%)
G3 7 (63.6%)
Concomitant CIS, n (%) 6 (54.5%)

CIS, carcinoma in situ; LG, low grade; HG, high grade; BCa, bladder cancer; NMIBC, non-
muscleinvasive bladder cancer.
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1, increased levels; |, decreased levels; —, no change; ND, no data. Based on (17, 44, 58, 77-97). The similarities in the course of T2DM in humans and cats may allow us to predict how
selected adipokines will change levels in T2DM in cats on the basis of data obtained in humans, but more studies are needed. Omentin, in particular, appears to be an interesting case, as it
did not change the range of levels in obese cats, unlike its levels in obese humans. In the case given, one study was conducted. To obtain more data, additional studies should be conducted.
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Cytokine

Steady state

Crisis

(pg/ml) mean + SD (min-max) mean * SD (min-max) P value
SSFA2 93 £ 167 (0-273) 6.74 + 13.1 (0-46.1) 028
IL-1B SFA2 2.0 £ 1.4 (0-3.7) 60.4 + 221.8 (0-974.3) 0.02
sC 3.6 + 42 (0-10.8) 1.9 £ 2.7 (0-6.6) 021
SSFA2 868.6 + 1388.8 (96.2-2879.7) 1394.7 + 1337.5 (95.3-4091.3) 0.16
IL-18 SFA2 728.1 + 749.7 (48.8-1759.2) 1388.3 + 2069.8 (167.3-6806) 0.19
sC 2983 + 256.8 (106.1-774.8) 1941.6 + 4018.5 (120.1-9130) 0.01
SSFA2 262 + 38.2 (0-93.2) 3.0 +9.0 (0-29.4) 0.000096
IL-33 SFA2 46 + 85 (0-18.4) 3.6 9.3 (0-28.5) 033
sC 347 £ 19.6 (0-46.2) 0.0 £ 0.0 0.000029
SSFA2 2.0 42 (0-158) 27 £33 (0-9.3) 028
TNFo. SFA2 0£0 26 £ 115 (0-49.9) 023
sC 4.8 4.7 (0-10) 2.6 +23 (0-4.7) 0.11
SSFA2 69.6 + 158.1 (0-473.4) 41.8 + 82.4 (0-309.1) 021
1L-6 SFA2 22,0 + 46.5 (0-28.7) 2618.1 + 55.0 (0-13059.4) 0.000035
sC 141 + 162 (0-28.1) 55.1 + 84.8 (0-230.7) 0.12
SSFA2 640.9 + 1110.6 (3.5-3499.8) 1662.1 + 3630.1 (0-12000) 0.0042
1L-8 SFA2 492.2+ 1126.1 (0-10693) 2413.8 + 50524 (0-344.5) 0.15
sC 172.3 + 198.9 (0-344.5) 3452 + 4382 (33-1124.5) 0.12
SSFA2 12.2 + 17.7 (0-56.5) 8.8 + 14.1 (1.8-57.9) 023
1L-10 SFA2 10.6 + 14.5 (0-36.9) 93 £ 11.1 (0-29.8) 043
sC 19.1 + 36.1 (0-96.0) 5.1+59 (0-11.9) 022
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TABLE 2 General cytokines profile of the SCD patients.

Cytokines Steady state Crisis

(pg/ml) mean + SD (min-max) mean * SD (min-max)

IL-1B 3.50 + 6.65 (0.00-27.26) 4321 + 18142 (0.00-974.33) 0.03
IL-18 667.82 + 1049.31 (48.76-2879.67) | 143302 = 190154 (96.18-9130.03) 0.01
IL-33 13.42 + 29.18 (0.00-93.23) 6.13 + 13.60 (0.00-28.45) 0.04
IL-6 53.26 + 121.18 (0.00-473.4) 506.17 + 2461.94 (0.00-13059.41) 0.01
IL-8 294.17 + 67105 (0.00-10693.45) 1133.98  2602.06 (0.00-12000) 0.0024
IL-10 14.23 + 25.73 (0.00-96.04) 8.78 + 1220 (0.00-57.85) 0.1

TNFo 2.03 + 2.81 (0.00-15.08) 3.36 + 9.80 (0.00-49.91) 0.2
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Newly diagnosed T1D patients

n 123 48 53
Age (years), mean + SD 8.9 +4.0 8.6 +4.7 85+38
Age range (years) 20-15.7 2.0-17.2 24-17.5
Male 63% (77/123) 54% (26/48) 51% (27/53)
Female 37% (46/123) 46% (22/48) 49% (26/53)
Progressors* N/AY 52% (25/48) N/A
Time (years) from sampling to clinical T1D, mean + SD N/A 26+14 N/A
Time (years) from birth to clinical T1D, mean + SD N/A 10.0 + 4.1 N/A

Autoantibodies:

GADA N/A 63% (30/48) 68% (36/53)
1A-2A N/A 67% (32/48) 75% (40/53)
TIAA N/A 48% (23/48) 25% (13/53)

Number of autoantibodies:
<1 AAb N/A 31% (15/48) 30% (16/53)
=2 AAb N/A 69% (33/48) 70% (37/53)

Clinical variables at diagnosis:

Plasma glucose (mmol/L), mean + SD N/A N/A 243 +10.7 (n=43)
HbAlc (mmol/mol), mean + SD N/A N/A 79.0 + 30.1 (n=31)
Blood pH, mean + SD N/A N/A 7.34 £0.11 (n=42)
Beta-hydroxybutyrate (mmol/L), mean + SD N/A N/A 283 +2.79 (n=44)

*individuals, who have progressed from AAb* stage to clinical T1D during follow-up, 'not applicable.
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Cell type Markers No. of Age range (in years)

studies (mean * SD)
Autism Controls
25109 22109
T cell cD3 4
el * (4.25 £ 170) (425 £ 2.20)
T helper cells CD4+ 5 2510 145 Z2toll
(521 +2.14) (5.50 + 2.06)
25t0 145 22to11
T Il cDs 5
SUpPpressoricets * (5.21+2.14) (5.50 + 2.06)
25t0 145 22t0 11
Monocytes CD14+, CD16+ 5 2 9
(617 + 2.58) (6.75 +1.92)
B cell CD19+ 3 3to 145 3to 11
ces (617 + 2.58) (6.75 +1.92)
CD3-CD56+ 3056 1t0 56
NK cell s 3
el CD56+CD16+ (1429 £309) (139 % 2.66)

Symbols: 1, increased; |, decreased; =, unchanged; in autism compared with controls.

CD, cluster of differentiation; NK, natural killer.

Total sample size

Autism Controls

168

246

210

213

126

189

155

189

180

138

87

96

% Males

Autism;
Controls

90;82

90;85

91;84

8782

90;83

8376

Reported findings
in autism compared
with controls
(in at least
N = 3 references)

1l -

(65, 67, 75, 76)

(22, 65, 67, 76, 77)

(22, 65, 67, 76, 77)

(22, 45, 75, 77, 78)

(22, 75, 78)

(22,72, 79)
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Cytokine
affected
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IL-1p

IFN-y
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L5

it

Cell type(s)
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CDI16+ Neutrophils,
CD14+ Monocytes
PBMCs’,

CD16+ Neutrophils®,
CD14+ Monocytes®

CD4+ T cells,
CD16+ Neutrophils
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CD4+ T cells’

PBMCs, CD3+, CD8+
or CD4+ T cells
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PBMCs

PBMC’,
CD14+ Monocytes’,
CD4+ T cells’
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CD56+ NK cells
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PBMCs

PBMCs

PBMCs

PBMCs

Condition
(Stimuli™! 7<)

Baseline

Post-stimulation
(PMA/Tonomycin®, LPS+
ATP, IL-17A", LTA)

Baseline

Post-stimulation
(PHA®, PMA/Ionomycin®,
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Baseline
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Baseline
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No. of
studies

Symbols: 1, increased; |, decreased; =, unchanged; in autism compared with controls.

ATP, adenosine triphosphate; BDE-47, 2,2’

A"-tetrabromodiphenyl ether; CD, cluster of differentiation; IFN-y, interferon-y; IL, interleukin; LPS, lipopolysaccharide; LTA, lipoteichoic acid; NK, natural killer; NR, not reported; PBMCs, peripheral blood

Age range (in years)

(mean + SD)
Autism Controls
3015 1012
(696 +2.56) (7.76 + 245)
221012 231012
(7.05 +2.12) (632£221)
NR NR
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Total sample size % Males

Autism Controls ~ Autism;
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12 128
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8032
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77575
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(711 £2.35) (683 +2.41)
3t0145 3t011
(670 +186)  (7.06 + 1.56)
21021 2t021
(6.18£229) (703 £2.17)
308 £
(667 £2.34)  (623%1.92)
21021 21021
(523£211)  (733£251)
21021 21021
(643+263) (708 +231)
NR NR
(808 £3.80) (743 +2.93)
21021 21021
(525+1.95) (576 + 1.81)
1580145 23012
(602£221) (7.0 +2.08)
221016 231016
(698 £2.51) (661 +2.30)
210145 31016
(517 £ 1.87) (755 + 1.63)
21028 21026

(1146 £ 1.73)

161013
(8.70 +1.20)

308
(4.40 £ 0.83)

21021
(631+2.17)

221010
(6:79 +2.00)

31010
(6.79 +2.00)

221010
(644 £2.32)

22108
(678 2.73)

15810 10
(5.68 2.03)

22108
(7.10 + 1.84)

2210145
(647 +2.46)

22108
(6.78 +2.73)

291010
(7.19 £2.32)

291010
(7.76 +2.67)

16106
(5.63 £ 1.77)

Neonates

15810 617
(8.11 + 3.65)

Neonates

291010
(6.79 % 2.00)

31010
(617 % 1.74)

Symbols: 1, increased:; 1, decreased; =, unchanged; in autism compared with controls

GM-CSF, granulocyte monocyte colony-stimulating factor; IFN-y, interferon-
expressed and presumably secreted: TGP-B. transforming growth factor-B:

(14.16 £ 2.15)

2t014
(9.10 + 1.70)

28108
(421 +0.98)

2t021
(575 +1.99)

231010
(636 £ 1.91)

3010
(636 +1.91)

231012
(648 +2.11)

23108
(6.36 +2.43)

21016
(697 +2.01)

23108
(6.86 + 1.89)

23t011
(6.38 +2.11)

23108
(6.36 +2.43)

281010
(7.08 +1.93)

281010
(741 £223)

31066
(5.29 +1.69)

Neonates

2810658
(744 £3.12)

Neonates

281010
(6.36 + 1.91)

31010
(5.86 + 1.71)

Total sample size

Autism Controls Autism; Controls

540

134

244

200

127

615

91

156

659

19

243

564

474

154

349

300

167

196

186

169

25

151

710

160

330

248

277

245

1141

942

192

656

266

211

470

122

202

168

98

446

87

142

496

102

202

374

344

92

243

208

131

179

19

103

186

138

397

133

283

225

204

176

1295

1181

124

962

190

138

% Males

8675

8573

8674

8271

89:83

8470

8977

84564

8573

8380

8470

8873

8577

9371

8977

8373

8859

93,79

87,77

8975

8674

8575

8873

8473

87,78

8576

8581

84;82

8876

8481

8979

8568

8877

89:67

Reported findings in autism compared with controls
(in at least N = 3 references)

1 1
(22-28) (29-33)
(29-32)
(22-26)
(29-31,34,35)
(22, 33, 36)
(24,29, 33, 37-40 (25,27, 30-32, 41)

(30-32)

(24, 33, 37, 38, 40)

(23-25,27, 33, 37,42, 43)

(22,29, 30, 32, 40, 41, 44)

(29, 30, 32, 44)

(24,25, 33,37, 42, 43)

(22, 25,27, 29-31, 33, 39-41, 45)

(32, 46, 47) (27,29-31, 39, 41, 45)

(22, 25, 33, 40)

(39, 40, 46, 48) (35,49-51)
(39, 46, 48) (35,50, 51)
(31,52, 53)
(24,27, 30, 31)
(30, 31, 41, 45)
(30, 31,41)
(25,29-33,45)
(29-32, 45)
(27,31, 37, 54) (7, 25,30, 39-41)

(27, 30, 31, 45)

(22, 27,29-33, 45)

(27, 29-32, 45)

(27, 30, 32, 33, 41)

(27, 30, 32, 41)

(30,31, 39, 53)

(7,8,11)

(30, 39, 52)

(7,10,11)

(27,30, 31, 41)

(30, 31, 41, 53)

IL, interleukin; MCP-1, monocyte chemoattractant protein-1; MIP-10, macrophage inflammatory protein; NR, not reported; RANTES, regulated upon activation, normal T cell
1, tumor necrosis factor-L.
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Number of reads in Fold change Protein name Molecular

C57BL/6 mice C57BL/6 j function
compared to
BALB/c mice
Proteases
Cma2 1610,69 3,58 1,0E- 1,5E- Chymase-2 serine protease
125 123
Fgl2 18084,38 224 24E-83 1,9E- Fibroleukin protease
81
Gzma 71,83 7.73 LIE-18 | 15E- Granzyme A serine protease
17
Gzmd 233,68 8,38 62E-69 | 40E- Granzyme D serine protease
67
Gzme 69,27 16,48 7,3E-26 14E- Granzyme E serine protease
24
Hgfac 6281,16 241 9,9E- 1,2E- Hepatocyte growth factor serine protease
114 111
Htral 118494 461 18628 | 37E- High-temperature requirement A serine serine protease
27 peptidase 1
Cmal/ 4273,77 2,16 24E- 3,0E- Chymase-1/Mast cell protease 8 serine protease
Mept8 112 110
Mcpt9 1220,34 8,56 2,0E- 8,9E- Mast cell protease 9 serine protease
256 254
Plau 3686,77 2,00 5,7E-86 4,8E- Urokinase-type plasminogen activator serine protease
84
Prep 338,50 462 256-60 | 14E- Lysosomal Pro-X carboxypeptidase carboxypeptidase
58
Prss34 100,62 48,60 9,2E-33 2,3E- Mast cell protease 11 serine protease
31
Tpsb2 99140,01 488 33E-49 | 14E- Tryptase beta-2 serine protease
47
Tpsgl 24719,65 3537 0,0E+00 | 00E Tryptase gamma serine protease
+00
Mcptl 5886,78 2,58 4,67E- 1,38E- Mast cell protease 1 serine protease
196 193
Mcptd 4770,70 2,16 2,9E-07 1,7E- Mast cell protease 4 chymotrypsin-like serine protease
06 activity serine protease
Ctsg 8137,29 2,37 1,99E- 1,60E- Cathepsin G serine protease
10 09
protease inhibitors
Serpinel 332,62 9.8 8,33E- 6,99E- Plasminogen activator inhibitor 1 Serine protease
86 84 inhibitor
Spink2 1241,65 2,3 7,58E- 2,67E- Serine protease inhibitor Kazal-type 2 Serine protease
44 42 inhibitor
Serpina3f 105453 6,39 344E- | 889E- SERPIN domain-containing protein Serine protease
183 181 inhibitor
Serpina3i 898,69 -3,70 1,15E- LO1E- Serine (or cysteine) peptidase inhibitor, clade Serine protease
89 87 A, member 31 inhibitor

Number of reads, fold difference between the groups, p-value and adjusted p-value (p adj) are presented. The full list of differentially regulated genes is provided in online repository, accession
number GSE216642.
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IL-2 IL

IL-13 G-CSF IFN-y MIP-1B TNF

CFU' -0.6357% ‘ -0.576* 0.638* 0.599* ‘ -0.643* —-0.853*** -0.782*

! Colony-forming units, numbers of intracellular bacteria at 24 h.

? Spearman s Rho and Spearman’s rank correlation test were used to correlate numbers of intracellular bacteria after 24 h to cytokine concentrations in the supernatant. Cytokines not displaying
significant correlation are not included in the table.

3 Asterisks indicate significant correlation between the indicated cytokine and numbers of intracellular bacteria. *p < 0.05, **p < 0.01, and ***p < 0.001.





OPS/images/fimmu.2023.1040493/fimmu-14-1040493-g002.jpg
pg/mg total protein

BALB/c

C57BL/6

pg/mg total protein

A NN
o o

=
°

o

BALB/c C57BL/6

Pes Al | PBs Al 50 KDa
Bractin wmm o | — 37KDa
133, A
e - - 20 KDa

pg/mg total protein
g

Western blot IL-33 Lungs
25000

20000

15000

AUP

10000
5000

o
L33 IL33455500
B BALB/c- Alt
B C57BL/6 - Alt

IL1RL1

CNRQAU: HPRT1/RPL32

XY : Correlation analysis

p<0.0001
09076

mast cells ( number)

o 2000 4000 6000 8000
1L-33 (pg/ml)





OPS/images/fimmu.2023.1238391/table2.jpg
Time after vaccination

12 weeks

52 weeks

Predicted
Before
Before 100
2 weeks 0
4 weeks 0
12 weeks 0
52 weeks 0

2 weeks 4 weeks
0 0
71 0
0 0
429 129
64.3 14.3

57.1

50

0

14.3
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Weeks after vaccination

Cytokine
Before 4

1L-1B 263 0.11' 297 +0.12° 3.03 +0.09% 3.23 + 005 312 £0.10%
L2 ‘ 1.92 £ 0.06 221 +0.05* 217 +0.06" 227 £ 0.04* 222 £0.07*
IL-4 1.44 + 006 171 + 0.05* 1.74 + 0.05* 1.82 + 0,03 179 + 0.05%+*
1L-5 | 2.54 +0.05 271 +0.05* 273 +0.04" 2.80 + 0.03*** 282 +0.03**
1L-6 | 4.19 £ 0.06 439 £ 0.08 443 £0.08 449 £ 0.06** 461 +0.03**
L7 062 +0.18 1.60 + 0.06** 1,62 +0.14*% 1.46 + 021 156 + 0.14**
1L-8 639 +0.29 719 £ 029 7.05 +0.29 655+ 0.26 7.60 + 0.26"
1L-10 142 £0.11 1.56 + 0.06 1.63 +0.07 1.68 + 0.04* 162 + 0.04
11-12p70 1.24 +0.19 1.77 + 0.06* 1.80 + 0.07* 1.93 + 006" , 179 £ 0.11*
1L-13 031 +0.10 1.25 £ 0.08** 1.24 +0.13% 1.36 + 0.09* 123 +0.10
1L-17 1.93 +0.08 221 +0.08* 224 +0.07 237 £ 0.04* 231 +0.06"
G-CSF 278 £ 0.08 289 +0.06 299 +0.05* 2,95 + 0.07 298 +0.06
GM-CSF 1.83 +0.12 1.95 +0.10 209 +0.08 2.12 % 0.08* 222 +0.09

[ IEN-y | 241 £ 0.09 1 3.75 + 0,10 3.80 + 0,19 3.98 £ 0.18" 382 +0.19%*
MCP-1 4.10 £ 0.07 438 +0.03* 430 + 0.06* 429 + 0.05* 449 + 0,06
MIP-1B 3.80 + 0.04 3.98 +0.05* 3.95 +0.06 3.99 + 0.05% 409 +0.05*
TNF 373 £0.07 4.05 + 0.06* 393 +0.07 4.03 £ 0.06** 405 + 0,09

!Cytokine content was determined in supernatants obtained from Ft-stimulated PBMC cultures. Average pg/ml (logy,) + SEM were determined from duplicate samples of seven individuals.
*Two-sided t-test of differences compared to cytokine levels in cultures with Ft-stimulated PBMCs collected before vaccination. *p < 0.05, *p < 0.01, and ***p < 0.001.
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Adj. P-value

0.01439
0.30812
<0.0001
0.27988
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
0.01013
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Gene name Primer sequence FW (5"-3") Primer sequence RW (5-3)
Hprtl CCTAAGATGAGCGCAAGTTGAA CCACAGGACTAGAACACCTGCTAA
Rpl32 GGCACCAGTCAGACCGATATG CCTTCTCCGCACCCTGTTG
Mept1 AAAAACAGCATACATGGGAG CATATGCAGAGATTCTGGTG
Mcpt2 CAATAGGACAAGGAGATTCTG TAATAGGAGATTCGGGTGAAG
Meptd CACTGTAGTGGAAGAGAAATC GAGGAATTACATTCACAGAGG
Tpsabl AAACCCTGTGAACATTTCTG TACACCATTGTCGATGTTAC
Tpsb2 GACATTGATAATGACGAGCC GACAATGGGAAAATCATCTCC
Tpsgl TTCTCTGGGTCTGTGAAC » GTITTTACAGTGGAGAAGTGG
Prss34 AGTCTATGGTGTCCCTTAAC ATGGTAAGGAGGGAATATGG
Ctsg TGACCTTTATTCTACTCCAAGG GTAACATTTATGGAGCTTCCC
Cmal GTATACAAGGGAGACTCTGG CAGAGTTAATTCTCCCTCAAG

Cpa3 ATGGCTACACATTCAAACTG TATTGGGCCGTAGATGTAAC
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ACA Scl-70 RNApol Il

Aldolase A 83.8 (78.3-96.0) 95.5 (73.5-104) 92.7 (85.5-110)
Ang2 1.07 (0.63-1.59) 1.58 (0.58-3.03) 1.79 (0-7.89)
BAFFR 1.36 (0.68-1.84) 1.01 (0.64-2.43) 0.80 (0.34-1.08)
[ Calgranulin B 242 (15.2-33.1)*A 62.2 (283-79.4)*% 57.2 (20.3-65.0)*
Calpain 13.6 (12.8-14.0) 129 (12.4-13.6) 14.7 (10.7-15.8)
CD177 11.0 (8.79-14.0) 113 (6.24-15.8) 7.36 (7.28-22.1)
Eotaxin 1.03 (0.77-2.17) 0.88 (0.41-121) 0.62 (0.34-1.75)
Fractalkine 1.98 (1.31-3.46) 2.99 (1.85-3.98) 2.90 (2.78-7.50)
1L-22BP 25.9 (13.7-52.7) 31.8 (20.7-49.2) 224 (183-23.8)
Kininogen 604 (522-682) 390 (299-807) 416 (111-496)
Leptin 2.76 (0.48-4.92) 1.74 (1.28-2.93) 0.79 (0.33-11.1)
MMP-12 0.14 (0.10-020)*A 0.07 (0.04-0.11) 003 (0.03-0.09)
TPSB2 67.9 (29.2-92.8) 34.8 (14.1-153) 70.5 (0-305)

ACA, anticentromere antibodies; RNApol 111, anti-RNA polymerase 11l antibodies.

*p < 0.05 comparing ACA vs. anti-Scl-70 vs. anti-RNA polymerase 111 (three-group Kruskal-Wallis).
*p < 0.05 comparing anti-Scl-70 vs. ACA.

Ap < 0.05 comparing ACA vs. other autoantibodies.

*p < 0.05 comparing anti-Scl-70 vs. other autoantibodies.
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Early SSc Long SSc Cardiomyopat PAH (e]]

Aldolase A 97.6 (80.5-122) ‘ 83.8 (76.5-93.3) 87.8 (74.7-92.7) 132.8 (93.8-172) 919 (78.4-96.0)
Ang2 1.06 (0.56-1.65)°A 1.16 (0.65-3.46)7 1.28 (0.62-2.74) 138 (0.57-2.72) 1.25 (0.63-2.25)
BAFFR 1.08 (0.56-2.43) 1.05 (0.66-1.78) 1.25 (0.68-1.72) 0.94 (0.86-1.01) 136 (0.68-2.43)
Calgranulin B 36.9 (28.1-65.7) 25.3 (16.6-49.1) 33.1 (23.1-62.2) 57.3 (28.1-86.5) 30.7 (16.6-79.4)
Calpain 13.4 (12.7-14.0) 13.4 (12.1-14.1) 13.2 (12.7-13.9) 12.1 (11.8-12.4) 13.0 (12.4-13.9)
CD177 9.13 (6.24-11.3)* 12.3 (9.34-20.0)* 14.3 (6.15-19.9) 5.65 (0-11.3) . 10.8 (6.15-12.4)
Eotaxin 0.91 (0.41-1.18) 1.01 (0.71-2.64) 0.80 (0.45-135) 0.85 (0.49-1.21) 1.16 (0.88-3.12)"
Fractalkine 2.90 (1.35-3.32) 2.66 (1.62-4.66) 3.27 (2.85-3.46) 3.90 (1.85-5.96) 1.62 (10.8-3.22)"
IL-22BP 26.2 (14.7-60.7) 26.4 (16.3-50.9) 28.2 (25.8-54.6) 28.3 (24.4-56.0) 27.5 (20.7-50.8)
Kininogen 501 (325-682) 579 (416-717) 638 (505-682) 310 591 (508-717)

Leptin 1.63 (0.48-2.93) | 2.76 (0.69-4.81) 2.12 (1.02-2.65) 1.43 (0.77-2.09) 1.63 (0.60-5.45)
MMP-12 0.07 (0.03-0.10)*°A 0.15 (0.09-0.20)*A 0.14 (0.09-0.20) 0.03 0.13 (0.09-0.20)
TPSB2 48.0 (0-151) 66.2 (313-123) 65.7 (23.0-315) 71.7 (47.9-151) 67.9 (38.6-105)

GI, gastrointestinal involvement; HC, healthy controls; PAH, pulmonary arterial hypertension.
*p < 0.05 comparing early SSc vs. long standing disease.

°p < 0.05 comparing early SSc vs. HC.

Ap < 0.05 comparing HC vs. early $Sc vs. long standing disease (three-group Kruskal-Wallis).
“p < 0.05 comparing patients with and without gastrointestinal involvement (GI).
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dcS lcSSc sine SSc lcSSc + sine SSc

Aldolase A 85.5 (80.5-104)° 83.7 (74.0-95.5)° 123 (116-148)A° 92.5 (74.7-102.4)
Ang2 158 (0.80-2.72) 1.17 (0.66-2.39) 058 (0.37-1.65) 1.08 (0.58-2.12)
BAFFR 167 (0.80-3.20) 1.01 (0.60-1.84) 060 (0.34-1.62) 1.01 (0.56-1.84)
Calgranulin B 65.7 (62.2-81.8)*° 253 (16.5-33.1)° 49.0 (345-64.7)° 25.6 (16.6-40.8)"
Calpain 136 (12.7-14.7) 13.4 (124-14.0) 128 (125-14.4) 13.4 (124-14.0)
CD177 7.28 (4.97-14.7) 12.2 (8.79-19.9) 897 (3.68-10.9) 113 (8.17-19.9)
Eotaxin 1.35 (0.83-1.75) 095 (0.65-1.21) 055 (0.40-0.80) 094 (0.49-1.18)
Fractalkine 2.90 (1.07-3.32) 200 (1.35-4.01) 324 (2.89-4.72) 2.78 (1.39-4.08)
1L-22BP 249 (16.8-86.4) 27.8 (153-52.7) 236 (15.7-36.9) 266 (15.8-50.9)
Kininogen 505 (286-707) 591 (390-717) 384 (352-416) 564 (371-699)

Leptin 174 (0.79-3.00) 2.87 (0.77-4.92) 0.18 (0-1.21)A 2.09 (0.48-4.70)
MMP-12 0.07 (0.03-0.20) 0.13 (0.09-0.18) 0.05 (0.03-0.09) 0.11 (0.08-0.16)
TPSB2 235 (0-72.3) 717 (30.7-162) 64.6 (33.5-103) 717 (313-151)

desSc, diffuse cutaneous subset of $Sc; 1cSSc, limited cutaneous subset of $Sc sine SSc, SSc sine scleroderma.
*p < 0.05 comparing dcSSc vs. leSSc and SSc sine scleroderma.

Ap < 0.05 comparing SSc sine scleroderma vs. deSSc and IcSSc.

°p < 0.05 comparing dcSSc vs. lcSSc vs. SSc sine scleroderma (three-group Kruskal-Wallis).
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LD SSc with ILD

HC SSc SS

Aldolase A 719 (67.0-97.4) 919 (78.3-102) 926 (76.7-95.8) 88.4 (78.3-110)
Ang2 0.58 (0.34-0.82)*° 115 (0.60-2.41)* 145 (0.79-3.09)° 1.08 (0.58-2.12)
BAFFR 1.04 (0.38-1.28) 1.05 (0.64-2.38) 085 (0.58-1.54) 1.39 (0.80-2.62)
Calgranulin B 240 (11.6-45.4) 29.0 (16.6-65.0) 314 (21.7-60.1) 26.9 (16.6-65.0)
Calpain 127 (11.6-13.2) 134 (12.6-14.0) 13.0 (12.1-13.7) 13.6 (12.7-14.2)
CD177 123 (105-16.1) 10.9 (7.28-15.5) 10.4 (6.34-20.0) [ 10s (7.36-14.7)
Eotaxin 1.09 (0.74-1.65) 094 (0.62-1.35) 1.03 (0.56-1.36) 0.93 (0.62-135)
Fractalkine 237 (1.38-3.29) 2.82 (1.39-3.49) 237 (1.38-4.35) 2.87 (1.39-3.49)
1L-22BP 204 (13.9-37.6)° 26.2 (16.1-51.0) 363 (18.7-57.8)° 24.7 (13.7-50.8)
Kininogen | 596 (506-765) 522 (352-707) 604 (299-807) [ 515 (433-689)
Leptin 211 (0.83-3.66) 1.92 (0.60-4.10) 209 (1.02-3.85) 1.92 (0.33-4.10)
MMP-12 020 (0.16-033)*° 0.10 (0.06-0.16)* 0.09 (0.05-0.13)° 0.12 (0.06-0.18)
TPSB2 42,6 (17.9-84.3) 59.6 (23.4-123) 67.5 (16.6-190) 56.9 (27.2-98.3)

HC, healthy controls; SSc-ILD, SSc-associated interstitial lung disease.
*p < 0.05 comparing SSc vs. HC.

°p < 0.05 comparing SSc-ILD vs. HC.

p > 0.05 comparing SSc without ILD vs HC.
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Cytokines/ New TBI with short incarceration New TBI with long incarceration TB disease

Chemokines
(Log transformed)  cRR" [95% CI] aRR*" [95% CI]  cRR"[95% Cl]  aRR*'[95% CI]  cRR* [95% CI]  aRR*" [95% Cl]

Non-infected 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference] 1 [Reference]
sCD14 ' 1.17 [0.09-13.92] 2.62 [0.59-11.69] 0.87 [0.31-2.41 0.76 [0.09-6.40] 24.17 [8.66-67.42] 77.78 [7.60-796.16]
MIP-30. 240 [1.47-3.93 7.46 [2.01-26.72] 0.80 [0.29-2.18] 0.96 [0.32-2.93] 0.28 [0.11-0.66] 0.33 [0.09-1.19]
IL-18 0.55 [0.16-1.88] 0.31 [0.04-2.57 0.86 [0.39-1.93 1.00 [0.48-2.08] 0.30 [0.10-0.88] 0.13 [0.02-0.91
Eotaxin 0.53 [0.35-0.83 0.35 [0.19-0.65 1.27 [0.56-2.90 1.31 [0.60-2.84 0.81 [0.53-1.25 1.35 [0.61-2.98
INEF-y 1.09 [0.76-1.56] 1.13 [0.60-2.13] 0.85 [0.52-1.39] 0.81 [0.35-1.87] 1.28 [1.05-1.56] 1.45 [0.91-2.30]
MIP-1B ' 1.56 [0.61-4.01 ‘ 6.87 [0.74-63.74; 0.49 [0.25-0.98] 0.50 [0.09-2.55] 1.78 [0.92-3.45 2.91 [0.73-11.57]
TNF-o. 1.10 [0.44-2.76] 0.27 [0.04-1.80. 1.34 [0.61-2.92] 253 [0.23-28.28] 2.00 [0.64-6.27] 3.38 [1.01-11.24]
IP-10 1.13 [0.72-1.77] 0.72 [0.17-2.95] 1.21 [0.65-2.27] 1.06 [0.16-6.80] 2.58 [1.51-4.42] 1.41 [0.29-6.97]
MCP-1 1.81 [0.35-9.40 1.75 [0.10-29.26 3.15 [1.74-5.69; 1.65 [0.30-8.91 0.9 [0.15-0.55] 0.03 [0.006-0.18
BCG scar 0.12 [0.01-1.04 0.04 [0.002-0.43] 0.07 [0.01-0.57 0.12 [0.003-5.67] 0.29 [0.05-1.52 0.07 [0.003-1.32
Age in years 0.98 [0.95-1.02] 0.95 [0.88-1.02! 1.02 [0.99-1.04] 1.01 [0.95-1.08] 0.98 [0.95-1.00] 0.98 [0.91-1.04]

CRR, crude relative risk *aRR: adjusted relative risk based on multinomial logistic regression analysis; TB, tuberculosis. New TBI [people with negative two-step TST that became positive during follow-
up were divided into TBI with short incarceration (they had <3 months of incarceration at enrolment) and TBI with long incarceration (they had 21 year of incarceration at enrolment)]. All variables
included in the multinomial regression model were selected through a manual backward elimination method. *The bivariable and multivariate models are adjusted by cluster effect (15 courtyards).
Variables with statistical significance are shown in bold.
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Increased in SSc-ILD Reduced in SSc-ILD

FCRL3 BAFF
IL-22BP** DERM
MCP-3

PDE11

PGP9.5

SICAM-5

Stratifin

BAFF, B cell activating factor; DERM, dermatopontin; FCRL3, Fc receptor-like protein 3; IL-
22BP, interleukin-22 binding protein; MCP-3, human monocyte chemotactic protein-3;
PDE11, phosphodiesterase 11; PGP9.5, protein gene product 9.5; sSICAM-5, soluble
intercellular adhesion molecule 1.

**Significantly increased also at ELISA validation comparing patients with SSc-ILD and HC (p
<0.0001).
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Cytokines/ Non-infected New TBI and short incarcera- New TBI and long incarcera- TB disease
Chemokines pg/ml (IQR) tion tion pg/ml (IQR)
pg/ml (IQR) pg/ml (IQR)
sCD14 (ng/ml)  2213.8 (1851.9- 2610.8 (1863.6-3413.0) 23149 (1596.8-2619.5) 3063.4 (2605.7- 0.0001
2579.9) 4233.1)
MIP-30 13.6 (109-18.2) 21.6 (14.8-26.9) 142 (9.9-24.9) 87 (4.1-13.4) 0.0001
IL-18 1254 (84.5-220.8) 91.6 (86.3-198.9) 1484 (59.9-191.1) 64.8 (38.1-100.5) 0.0001
Eotaxin 2493 (141.3-375.9) 146.8 (59.8-218.8) 334.0 (100.4-587.2) 190.4 (118.3-333.4) 02421
INF-y 0.19 (0.05-0.8) 0.4 (0.05-0.6) 0.12 (0.05-03) 1.44 (0.05-4.1) 01714
MIP-1B 11.1 (82-17.0) 12.4 (9,7-19.6) 85 (6.7-15.5) 15.0 (10.1-19.2) 0.1532
TNF-0. 44 (37-63) 43 (35-5.8) ‘ 5.4 (38-7.0) 66 (52-855) 0.0466
1P-10 2174 (133.2-303.6) 233.7 (177.1-267.5) 199.7 (174.8-280.2) 3287 (179.7-518.6) 0.0842
MCP-1 2469 (207.3-307.5) 253.9 (193.1-369.8) 2560 (243.1-305.8) 17422 (133.6-231.7) 0.0006

IQR: interquartile range; TB: tuberculosis; TBI: tuberculosis infection *p value using Kruskal-Wallis test. New TBI [people with negative two-step TST that became positive during follow-up were
divided into TBI with short incarceration (they had <3 months of incarceration at enrolment) and TBI with long incarceration (they had 21 year of incarceration at enrolment)]. Variables with
statistical significance are shown in bold.
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Aldolase A Adrenomedullin
Angiopoietin-2* ASGR1
CIQRI1 Cls

Calpain C5
COLECI2 Calgranulin B
Eotaxin CD177
EphA5 Desmoglein-1
Fractalkine/CXCL-1 Flt-3 ligand
Granulins G-CFS-R

IDS IL-1Ra
Kininogen HMW Leptin

LAG-3 Lypd3
Lamin-B1 SH21A
LRP1b SNAP25
MATN2 TPSB2
MMP-12

STAT1

TNR4

ASGRI, asialoglycoprotein receptor 1; CIQR1, complement component Clq receptor 1; Cls,
complement fraction 1s; C5, complement fraction 5; COLEC12, collectin-12; EphAS5, ephrin
type-A receptor 5; G-CSF-R, receptor for granulocyte colony stimulating factor; HMW, high
molecular weight; IDS, iduronate 2-sulfatase; IL-1Ra, interleukin-1 receptor antagonist; LAG-
3, lymphocyte-activation gene 3; LRP1b, low-density lipoprotein receptor-related protein 1B;
Lypd3, LY6/PLAUR domain containing 3; MATN2, matrilin 2; MMP-12, matrix
metalloproteinase 12.

SH21A, SH2 domain-containing protein 1A; SNAP25, synaptosome associated protein 25;
STAT1, signal transducer and activator of transcription 1; TNR4, TNF receptor superfamily
member 4; TPSB2, tryptase beta-2.

* Significantly increased also at ELISA validation (p < 0.0001).
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Prim

sequence

nealing temperature (°C)

Accession
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B-actin 5'-TTCGCCATGGATGACGATATC-3" 180 58 NM_007393.5
3'-GGCCTCGTCACCCACATAG-5" 60
IFN-B 5'-GATGAACTCCACCAGCAGACA-3" 168 60 NM_010510.1
3'-CACCATCCAGGCGTAGCTG-5" 60
IFN-y 5'-CTGCGGCCTAGCTCTGAGAC-3" 228 62 NM_008337.4
3’-CTGGCTCTGCAGGATTTTCATG-5" 60
TNEF-o. 5'-GCCACCACGCTCTTCTGTCTA-3" 105 62 NM_001278601.1
3'-GAGGGTCTGGGCCATAGAAC-5" 60
IL-12 5'-GTTGGAAGCACGGCAGCAG-3" 177 62 NM_001303244.1
3'-AGGGAGAAGTAGGAATGGGGAG-5" 60
IL-6 5'-GGATACCACTCCCAACAGACC-3" 148 60 NM_001314054.1
3'-GTTTTCTGCAAGTGCATCATCG-5" 59

IEN-B, interferon beta; IFN-y, interferon-gamma; TNE-o, tumor necrosis factor alpha; IL-12, interleukin 12; IL-6, interleukin 6; qRT-PCR, quantitative real-time polymerase chain reaction.
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Not infected e shprt ity New TBI, long incarceration TE
(n=47) ceration (n=13) disease
n %) el n (%) s
n (%) n (%)
Age, years, median [IQR] 34 [30-44] 33 [30-39] 31 [25-56] 32 [26-37] 0.201
Time of current incarceration, months, 11.2 [1.6-39.4] 12.3 [8.9-12.9] 40.5 [27.8-54] 33.1 [14- 0.001
median [IQR] 53.4]
BMI <185 1(22) 0 0 9 (19.1) 0.013
Prison <0.001
Prison One 22 (46.8) 7 (63.6) 11 (84.6) 47 (100.0) ‘
Prison Two 25(53.2) 4(36.7) 2(154) 0
Comorbidities ‘ 9 (19.1) 0 4(30.7) 9 (19.1) 0.284
COPD 3 (64) 0 1(7.7) 3(6.4) 0.849
Diabetes mellitus ‘ 1(2.1) 0 2 (154) 2(4.3) 0173
Psychiatric illness 3(64) 0 1(7.7) 0 0.256
Others 3(64) 1(9.1) 0 4(8.5) 0.736
Inhaled drug use 0.001
Never 2 (68.1) 6 (54.5) 9 (69.2) 14 (30.0)
Past 11 (234) | 5 (45.5) 3(23.0) 16 (34.0)
Current ‘ 4 (8.51) 0 1(4.17) 17 (34.0)
Smoked drug use <0.001
Never 28 (59.6) 7 (63.6) 7 (53.8) 7 (14.9)
Past 11 (23.4) 2(18.2) 3(23.1) 11 (23.4)
Current ‘ 8(17.0) 2(18.2) 3(23.1) 29 (61.7)
Tobacco consumption | 0.294
Never 18 (38.3) 6 (54.5) 3(23.1) 11 (23.4)
Past 2 (255) 1(9.1) 4(307) 10 (21.3)
Current 17 (36.2) 4(36.4) 6 (46.1) 26 (55.3)
Alcohol use 0.051
Never ‘ 12 (25.5) 3(27.4) 1(7.7) 8(17.0)
Past I 22 (46.8) | 7 (63.6) 8 (61.5) 17 (36.1)
Current 2 (25.5) 0 3(23.1) 22 (46.8)
Occasional 1(213) 1(9.1) 1(7.7) 0
History of contact with a TB case 9 (19.1) 109.1) 1(7.7) 16 (34.0) 0.087
Contact with prisoner ‘ 7 (14.9) | 1(9.1) 1(7.7) 14 (29.8) |
Contact with relative ‘ 2(43) 0 0 2(4.1)
BCG Scar 45 (95.7) 8(72.2) 8 (61.5) 41(87.2) ‘ 0.007

IQR, interquartile range; TB, tuberculosis; COPD, Chronic obstructive pulmonary disease; BCG, Bacillus Calmette-Guerin. New TBI [people with negative two-step TST that became positive
during follow-up were divided into TBI with short incarceration (they had <3 months of incarceration at enrolment) and TBI with long incarceration (they had 21 year of incarceration at
enrolment)]. *p-value using the Kruskal-Wallis test for quantitative variables and Chi-square test for qualitative variables. Variables with statistical significance are shown in bold.
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Aptamer cohort First validation cohort

Extended validation cohort (n = 89)

(n=6) (IER{0)]

Female, n (%) 6 (100) 26 (87) 82 (92)
Age, median (IQR) 64.5 (41-73) 63.5 (48-75) 64 (52-73.5)
desSc, n (%) 1(17) 7 (23) 17 (19)
Sine scleroderma, n (%) 0(0) 4(13) 20 (22)
ACA, n (%) 3 (50) 14 (47) ' 47 (53)
Anti-Scl-70, n (%) 2(33) 13 (43) 30 (34)
Anti-RNA polymerase III, n (%) 0(0) 3 (10) 6(7)
Early SSc, n (%) 3 (50) 14 (47) 38 (43)
ILD, n (%) 3 (50) 12 (40) 30 (34)
deSSc with ILD, n (%) 1(17) 2(7) 10 (11)
Cardiomyopathy, n (%) 1(17) 6(20) 17 (19)
PAH, n (%) 0(0) 27 14 (16)
Gastrointestinal involvement, n (%) 5(83) 14 (47) ' 43 (48)
Cancer, n (%) 1(17) 5(17) 14 (16)

ACA, anticentromere antibodies; dcSSc, diffuse cutaneous subset of SSc; ILD, interstitial lung disease; IQR, interquartile range; PAH, pulmonary arterial hypertension.
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Treatment Dose per mouse

PBS =
ADU-S100 20 pg
ADU-S100 40 pg
CpG ODN1826 40 pg
ADU-§100 + CpG ODN1826 20 pg + 20 pg

PBS, phosphate-buffered saline.
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B coefficient 95% CI p-value

Age +0.066 +0.029 to +0.103 0.001
Blood urea nitrogen +0.008 +0.003 to +0.012 <0.001
PTX3 +1.343 +0.630 to +2.056 <0.001
IL-6 -4.961 -7.583 to -2.339 <0.001
IL-18 -3437 -5.355 to -1.518 <0.001
IL-6*IL-18 (interaction term) +1.903 +0.926 to +2.880 <0.001

! Ho = 0.3894 (90-days baseline hazard). Values of PTX3, IL-6 and IL-18 were log10 transformed before analysis. Abbreviations: CI, confidence interval. Statistically significant values are in
bold character.
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Threshold C-statistic[|95% CI| Sensitivity (%)[95% CI| Specificity (%)[95% CI|

Age 87 years 0.60 [0.50-0.70] 29.0 [14.3-43.7] 91.3 [84.6-98.0]
Blood urea nitrogen 117 mg/dL 0.66 [0.56-0.76] 50.9 [34.4-67.4] 86.8 [78.7-94.8]
PTX3 240 ng/ml 0.72 [0.64-0.80] 484 [31.9-64.9) 89.9 [82.7-97.]
IL-6 175 pg/ml 0.62 [0.53-0.71] 63.3 [47.4-79.2) 652 [53.9-76.5]
IL-18 526 pg/ml 0.58 [0.48-0.67) 42.2 [25.9-58.5) 84.1 [75.4-92.7]

Reported thresholds were calculated for each predictor once dichotomized based on the maximally selected rank statistic. Abbreviations: CI, confidence interval.
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Variables Survivors (n=99) n Non-Survivors (n=36) n p value

SOFA score 4 [3-6] 99 6.5 [4-8.5] 36 0.0005
qSOFA score 1[0-1] 99 1[1-2] 36 0.001
Neutrophils (10A3/mmA3) 9.5 [6.1-15.8] 98 14.1 (7.9-18.8] 36 0.05
Lactate (mmol/L) 2.7 [1.6-4.4] 57 4.5 [3.1-6.9] 21 0.007
Creatinine (mg/dL) 1.5 [1.1-23] 99 23 [1.4-45] 36 0.01
D-dimer (ng/ml) 685 [398-1821] 51 2843 [1256-4057] 21 0.003
Urea (mg/dL) 69.4 [49.9-105.7] 98 122.8 [63.4-177.6] 36 0.002
Body temperature (°C) 37.7 [36.4-38.5] 97 36.5 [36.0-38.0] 35 0.01
MAP (mmHg) 73 [62-88] 99 66 [55-77] 35 0.02
DBP (mmHg) 60 [50-75] 99 52 [44-70] 36 0.03
GCS 15 [15-15] 99 15 [13-15] 36 0.003
FiO2 (%) 21 [21-28] 99 21 [21-36] 36 0.01
Haemoglobin (g/dl) 11.7 [10.5-13.1 99 10.6 [9.4-12.4] 36 0.03
CRP (mg/dL) 15.4 [6.6-21.9] 98 17.4 [13.1-26.9] 36 0.01
PTX3 (ng/ml) 59.9 [19.9-177.0] 99 237.0 [61.1-557.0] 36 0.0001
sIL-1R2 (ng/ml) 228 [15.8-33.8 99 34.6 [24.9-50.9] 36 0.0002
IL-10 (pg/ml) 155 [8.6-32.8) 99 48.0 [16.8-137.2) 36 0.0004
IL-1B (pg/ml) 0.8 [0.5-1.4] 99 1.2 [0.7-2.0] 36 0.01
IL-6 (pg/ml) 113.8 [41.1-297.7] 99 239.3 [92.8-730.5] 36 0.03
TNF-o. (pg/ml) 25.2 [15.6-42.2 99 36.1 [19.0-82.7] 36 0.05
IL-18 (pg/ml) 307 [222.4-472.8] 99 418.3 [284.6-684.4] 36 0.05
IL-1ra (pg/ml) 4099.7 [1595.1-10281.7] 99 9569.6 [3668.2-34912.4] 36 0.01
IL-8 (pg/ml) 296 [16.0-73.4 99 73.8 [34.7-204.4] 36 0.0003

Data are reported as median and [Q1-Q3]; Mann-Whitney test was used for the comparisons. Only variables statistically significant are reported in the table. Abbreviations: DBP, diastolic
blood pressure; FiO2, fraction of inspired oxygen; GCS, Glasgow coma scale; MAP, mean arterial pressure; SOFA, Sequential Organ Failure Assessment; gSOFA, quick Sequential Organ
Failure Assessment. Statistically significant values are in bold character.
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Spearman’s rank correlation test was used. Statistically significant values are in bold character.
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Data are reported as median pg/ml and [Q1-Q3]; Kruskal-Wallis equality-of-population test was used for the comparison of cytokines levels among the non-sepsis, sepsis and septic shock
groups of patients. Number of subjects with available data is indicated for each group. Statistically significant values are in bold character.
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PTX3 Day 1

Non-sepsis 489
(n=23) [28.1-82.5]
Sepsis 69.4
(n=62) [34.1-220.6]
Septic shock 219.8
(n=17) [69.9-832.0]

PTX3 Day 5

16.6
[10.0-30.7]

17.6
[10.2-28.9]

30.31
[10.0-48.7]

p value
0.001
<0.0001

0.0001

sIL-1R2 Day 1
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[12.0-20.0]
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[17.9-35.1]
34.37
[21.3-72.2]

sIL-1R2 Day 5

18.1
[13.1-21.1]
25.0
[17.28-35.6]
41.6
[15.9-82.4]

p value
0.66
0.69

0.54

Data are reported as median ng/ml and [Q1-Q3], and refer only to those patients with available samples for both the time points. Number of patients is indicated for each group. The
Wilcoxon signed-ranks test was used for the comparisons of PTX3 and sIL-1R2 levels on day 1 and day 5 in the different groups of patients. Statistically significant values are in bold

character.
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Variables Non-sepsis (n=37) Sepsis (n=99)

Demographic Characteristics

Age, median [Q1-Q3] 70 [57-81] 78 [70-84]
Male sex, n (%) 21 (56.8) 68 (68.7)
Female sex, n (%) 16 (43.2) 31 (31.3)
Comorbidities n (%)

Cardiovascular disease 10 (27.0%) 3 (33.3%)
Hypertension 15 (40.5%) 4 (34.3%)
Malignancy 13 (35.1%) 1(31.3%)
Neurological disease 9 (24.3%) 22 (22.2%)
Diabetes type 2 5 (13.5%) 9 (19.1%)
COPD 6 (16.2%) 7 (17.1%)
Chronic kidney disease 1 (2.7%) 9 (19.1%)
Others 9 (24.3%) 7 (27.2%)
Site of infection n (%)

Respiratory system 7 (18.9%) 4 (44.4%)
Urinary tract 9 (24.3%) 29 (29.2%)
Liver 5(13.5%) 4 (4.0%)
Abdomen 2 (5.4%) 4 (4.0%)
Blood 1(2.7%) 4 (4.0%)
Skin and soft tissue 3 (8.1%) 4 (4.0%)
Unknown 4 (10.8%) 6 (6.0%)
Others 6 (16.2%) 4 (4.0%)
Vital signs, median [Q1-Q3]

Body temperature (°C) 37.6 [36.7-38.4] 37.3 [36.3-38.4]
Body mass index (kg/m*) 26.8 [24.2-32.3] 26.3 [22.3-31.3]
Respiratory rate (per min) 16 [15-18] 18 [16-21]
Heart rate (bpm) 97.5 [85.5-109.5] 97 [78-110]
SBP (mmHg) 116 [103-130] 110 [95-134]
DBP (mmHg) 65 [60-79] 65 [50-80]
MAP (mmHg) 85 [77-93] 77 (67-90]
GCS 15 [15-15] 15 [15-15]
Laboratory values, median [Q1-Q3]

WBC (10A3/mmA3) 119 [8.3-16.6] 11.6 [8.4-18.8]
Lymphocytes (10A3/mmA3) 0.8 [0.5-1.2] 0.7 [0.4-1.1]
Neutrophils (10A3/mmA3) 9.8 [6.7-13.9] 9.2 [6.8-16.4]
Platelets (10A3/mm~3) 204 [170-301] 172 [123-270]
Lactate (mmol/L) 1.6 [1.1-3.0] 2.6 [1.6-4.0]
INR (sec) 12 [1.1-1.4] 13 [1.1-1.5]
Creatinine (mg/dL) 0.8 [0.6-1.0] 1.6 [1.0-2.5]
D-dimer (ng/ml) 743 [416-2485 685 [383-1896]
Fibrinogen (mg/dL) 633 [459-798] 512 [414-714]
Hemoglobin (g/dl) 12,0 [104-12.7 11.6 [10.5-13.1]
Hematocrit (%) 366 [31.2-37.7 35.6 [32.0-39.8]
Bilirubin (mg/dL) 0.7 [0.5-1.0 0.8 [0.6-1.1
Sodium (mmol/L) 137 [134-139] 137 [133-140]
Potassium (mmol/L) 3.8 [3.5-4.1 4.0 [3.6-4.5
Urea (mg/dL) 39.0 [31.0-59.7 74.3 [49.9-115.3]
Fasting blood sugar (mg/dL) 124 [106-165] 124 [105-169]
PT (second) 12 [12-14 13 [L1-15
PTT (second) 1.0 [0.9-1.0 09 [0.9-1.1
Bicarbonate (mmol/L) 244 [24.0-26.3 22.6 [20.0-27.1]
PH value 75 [7.4-7.5 75 [7.4-7.5
PCT (ng/ml) 0.4 [0.1-1.3 3.6 [0.6-17.5]
CRP (mg/dL) 9.7 [3.6-19.6) 15.4 [6.7-24.1]
PTX3 (ng/ml) 34.6 [11.6-68.2 52.5 [22.4-177.0]
sIL-1R2 (ng/ml) 17.1 [14.6-20.0] 23.5 [16.1-34.6]
Clinical factors, median [Q1-Q3] or n (%)

SOFA score 1[0-1] 4 [3-6]
qSOFA score 0 [0-0] 1[0-1]
ICU admission 0(0) 3 (3.0)
Vasopressor need 0(0) 2 (2.0)
Hypotension 1(2.7) 26 (26.3)
Hospital stays (days) 11 [7-17] 10 [7-18]

Septic shock (n=36)

78
21
15

[71-85]
(58.3)
(41.7)

18 (50.0%)
12 (33.3%)
14 (38.8%)
7 (19.4%)

6(

16.6%)

10 (27.7%)

5(

13.8%)

8 (22.2%)

9 (25.0%)
15 (41.6%)
4 (11.1%)

0

(0%)

2 (5.5%)
1(27%)
3 (8.3%)
2 (5.5%)

36.8 [
245 [
18

36.0-38.5]
21.1-25.6]
16-20]

99 [82.5-119.5]

83
51
60
15

16.1
0.7
143
166
4.8
13
1.9
1728
504
10.5
343
0.9
138
4.3

76-92]
40-60]
53-65]
13-15]

7.6-20.0]
0.4-1.0]
6.6-17.5]
117-272]
2.7-7.1)
1.2-17]
1.2-32]
787-4735]
386-665)
9.0-124]
27.9-38.5)
0.6-14
135-141]
3.7-5.1

89.5 [52.8-148.4]

109
13
1.0

19.1
7.4

146

166

210.9 [103.8-613.8]

85-184]
1.2-16
0.8-1.1
16.7-23.4]
7.4-75
23-75.5)
12.2-224]

310 [22.0-50.1]

8

[5-9]

1.5 [1-2]

5
22
32
15

(17.2)
(61.1)
(88.9)
[4-24]

p value

0.02
0.32
0.27

0.06
0.76
0.69
0.88
0.73
0.33
0.01
0.97

0.008
0.24
0.11
0.40
0.82
0.50
0.63
0.04

0.67
0.25
0.03
0.70
0.0001
0.0001
0.0001
0.06

0.46
0.30
0.29
0.10
0.0002
0.09
0.0001
0.01
0.39
0.12
0.30
0.15
0.56
0.009
0.0001
0.22
0.28
0.46
0.04
0.18
0.0001
0.10
0.0001
0.0001

0.0001
0.0001
0.39
0.0001
0.0001
0.76

Data are reported as median [Q1-Q3] or n (%). Kruskal-Wallis equality-of-populations rank test was used for the comparisons of the different variables across the three groups of patients.
Statistically significant values are in bold character. Abbreviations: COPD, Chronic obstructive pulmonary disease; DBP, diastolic blood pressure; GCS, Glasgow coma scale; ICU, intensive
care unit; INR, international normalized ratio; MAP, mean arterial pressure; PCT, procalcitonin; PT, prothrombin time; PTT, partial thromboplastin time; SBP, systolic blood pressure;

SOFA, Sequential Organ Failure Assessment; gSOFA, quick Sequential Organ Failure Assessment; WBC, white blood cells.
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Variable (n)

SOFA score (n=135)
qSOFA score (n=135)
Sodium (n=135)
Blood urea nitrogen (n=134)
Pa0,/FiO, (n=135)
Biomarkers (n=135)
PTX3 (n=135)
sIL-1R2 (n=135)
CRP (n=134)

IL-10 (n=135)

IL-1ra (n=135)

IL-1B (n=135)

IL-6 (n=135)

IL-8 (n=135)

Hazard ratio

124
2.03
1.04
1.00
0.65

3.09
5.30
1.03
1.63
1.72
2.49
1.33
1.75

95% CI

1.11-1.38
1.37-3.02
1.01-1.08
1.00-1.01
0.45-0.95

1.80-5.30
2.05-13.74
1.01-1.06
1.17-2.26
1.12-2.63
1.32-4.70
0.99-1.80
1.24-2.47

p value

<0.001

<0.001
0.011
0.001
0.026

<0.001
0.001
0.003
0.003
0.012
0.005
0.055
0.001

Levels of biomarkers were log10 transformed before statistical analysis. Number of patients with available data are indicated in parenthesis. Abbreviations: CI, confidence interval; FiO2,
fraction of inspired oxygen; PaO2, partial pressure of oxygen in arterial blood; SOFA, Sequential Organ Failure Assessment; gSOFA, quick Sequential Organ Failure Assessment. Statistically

significant values are in bold character.





