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Editorial on the Research Topic

Listening with two ears – new insights and perspectives in

binaural research

While advantages of seeing with two eyes (i.e., binocular vision) were noted many

centuries ago by ancient Greek scholars including Klaudios Ptolemaios (c. 100–c. 178CE),

those of hearing with two ears (i.e., binaural hearing) were not reported until the end

of the 18th century (Wells, 1792; Venturi, 1796, 1802). Great strides were made in the

study of binaural hearing after the “Duplex Theory” of sound localization (Strutt, 1907),

i.e., the involvement of both the interaural-level and the interaural-time difference (ILD

and ITD), was established at the beginning of the last century. Major discoveries provided

insight into some important aspects of binaural hearing including neural bases of sound

localization (e.g., Jeffress, 1948; Goldberg and Brown, 1969; Colburn and Durlach, 1978;

Durlach and Colburn, 1978; Moiseff and Konishi, 1981; Yin and Chan, 1990; Blauert, 1996).

These early studies paved the way for addressing a wide range of questions related to

functions and mechanisms of binaural hearing. Among these questions is how spatial cues

can be used to aid in the detection of a sound in a noisy environment. Other important

questions include how speech perception is dependent on the integration of temporal

and spectral acoustic information received by the two ears, and how binaural hearing

can be shaped by auditory experience. Recently, significant progress has been made in

understanding disorders in binaural hearing, i.e., abnormal conditions related to alterations

of central binaural integration rather than peripheral cochlear damage. Some of these latest

findings are highlighted in the eighteen original research articles published on the present

Research Topic.

1. Preview of studies on the present Research Topic

1.1. Binaural hearing in normal systems: spatial release
from masking

One benefit of binaural hearing is that it aids in the recognition of a sound. In a natural

acoustic environment, the detection and perception of a sound of interest can be masked by

a background noise (Gelfand, 2004). A spatial separation between the two sounds can reduce

the effect of masking, resulting in spatial release from masking (SRM) (Plomp and Mimpen,

1981; Saberi et al., 1991). A related phenomenon is the binaural masking-level difference
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(BMLD), in which the detection of a sound is improved when the

phases of the sound at the two ears become different from those of

a masker (Licklider, 1948).

SRM and BMLD were investigated in five studies in this

Research Topic. Asim et al. demonstrated in the rat midbrain

that neurophysiological responses of an ensemble of neurons to a

sound could be suppressed by a preceding sound and the effect

was only mildly dependent on local excitation/inhibition. Such

a suppressive effect could be reduced by a spatial separation

between the sounds, which was reminiscent of SRM. Fan et al.

measured responses to diotic and dichotic tone-in-noise stimuli

from individual neurons in the midbrain of awake rabbits and

revealed that BMLD was related more to interaural correlation

between sounds at the two ears than to ITD or ILD. Using a

modeling/simulation approach, Smith et al. trained an artificial

neural network to yield a BMLD performance that matched the

performance of human listeners. Functions of inner nodes of

the model resembled interaural correlation functions observed

in animal neurophysiological studies, suggesting that BMLD is

dependent on interaural correlation.

Previous investigations of masking and SRM have been

conducted only under anechoic conditions and have not considered

stimulus statistics. Biberger and Ewert extended such investigations

to more complex environments by examining how factors such as

room reverberation affected detection and quality perception of a

target sound in the presence of colocalized or spatially separated

maskers. Encke and Dietz characterized the interaural statistics of

tone-in-noise stimuli, providing a basis for future studies of the

relationship between these statistics and SRM.

1.2. Sound localization in
abnormal/disordered systems

Understanding how sound localization is affected by hearing

loss and other disorders can not only help develop clinical

approaches to deal with such problems, but also provide insights

into mechanisms underlying normal binaural hearing. Four studies

in this Research Topic examined how sound localization was

affected by aging, stroke, tinnitus, and replacement of natural

acoustic stimulation by electrical stimulation generated by cochlear

implants (CIs).

Previous studies have reported worsening of sound localization

abilities in aging populations (see Russell, 2022 for review). In

this Research Topic, Eddins et al. used electroencephalography

to demonstrate that the processing of ITD was more heavily

dependent on the activation of the contralateral than the ipsilateral

auditory cortex. This asymmetry along with across-hemisphere

differences in response waveform over specific time windows was

reduced with age, which may be among the factors affecting

the sensitivity to ITD in older adults. Dietze et al. found that

lesions of specific brain regions caused by ischemic stroke impaired

sound lateralization, with the impairment manifested in different

ways depending on lesion sites. Specifically, brainstem lesions

caused compressed and distorted response choices in lateralization,

thalamic lesions led to a shift of perceived auditory space, and

cortical lesions resulted in strong effects on lateralization of stimuli

contralateral to the lesion. Long et al.s’ study on sound-localization

abilities in listeners with tinnitus showed that tinnitus percepts

could affect localization of tones but not words. Future work is

needed to determine the structure(s) within the auditory pathway

that is/are responsible for such interference.

The acuity of sound-source localization, especially that based

on ITD cues, is known to be significantly reduced in individuals

with bilateral CIs (see Laback et al., 2015 for review). Müller

et al. investigated this phenomenon using neurophysiological

recordings and mathematical modeling/simulation. They revealed

that sensitivities of neurons in the lateral superior olivary nucleus

(LSO) to ITD were dependent on the temporal precision of

spiking of inputs to the LSO from lower brainstem structures.

In comparison to neural inputs to the LSO driven by acoustic

stimulation, those driven by electrical stimulation (e.g., generated

by CIs) exhibited hyper precision and low jitter, which led

to reduced sensitivity to ITD in olivary neurons. This finding

suggests that localization ability based on ITD can be improved by

introducing jitter into stimulation generated by CIs.

1.3. Dependence of speech perception on
binaural integration in normal and impaired
auditory systems

A notable gap in literature exists regarding how speech

perception depends on the integration of acoustic (including

spectral) cues received by the two ears. Six studies in this Research

Topic investigated effects of perturbation of this integration on

speech perception.

Two studies used simulation to create asymmetries of inputs

in normal-hearing listeners. Yoon and Morgan revealed that

consonant recognition was possible even if large amounts

of spectral information were missing at individual ears, as

long as complementary information could be integrated across

ears. This finding suggests that effective bimodal hearing (i.e.,

with one ear having a CI while the contralateral ear having

acoustic hearing) can be achieved when the implanted ear

is provided with information within a frequency range that

complements rather than overlaps that of the contralateral ear.

Anderson et al. used a vocoder to simulate CI processing and

manipulate the dynamic range of speech at each ear to create

a “better ear” and a “poorer ear”. Decreasing the dynamic

range in one ear led to increased binaural interference for

single words, whereas for dichotic double word presentations,

this manipulation led to increased word fusion and blending.

These findings suggest that increased binaural fusion due

to dynamic range asymmetry can result in abnormal fusion

and interference.

Abnormal fusion does occur in listeners with hearing loss

and can lead to binaural interference as well as difficulties

with speech understanding in a noisy environment. Oh et al.

demonstrated in listeners with hearing aids that there was

significant inter-subject variation in binaural pitch fusion, i.e.,

fusion of sounds with different pitches across ears. Broad

binaural fusion was correlated with a reduced ability to use

voice fundamental frequency differences in speech recognition
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in the presence of background talkers. This correlation was also

observed in normal-hearing listeners, suggesting that underlying

mechanisms are of central rather than peripheral origin. Burg

et al. examined listening effort in users of bilateral CIs. They

found that listening effort increased when a poorer ear was used

in addition to a better ear, suggesting negative consequences of

binaural integration when asymmetries in hearing are present

between ears.

Two other studies developed new methods with potential

application for future studies of binaural integration.

Dolhopiatenko and Nogueira demonstrated that decoding of

selective auditory attention could be obtained in bimodal CI

users using electroencephalography signals, despite the presence

of stimulus artifacts from the CI in these signals. Chou et al.

developed an algorithm based on a biologically inspired network

to process both special and directional acoustic information

driven by the two ears. This algorithm is able to segregate

sounds based on spatial and spectral information and may also

have applications in the development of hearing devices or

software. Methods used in both studies provide researchers an

opportunity to explore how binaural integration contributes to

neural processing.

1.4. Brain plasticity: auditory training and
the influence of auditory experience

Another emerging area of research is about how binaural

hearing and underlying mechanisms are shaped by auditory

experience. Nisha et al. showed in listeners with hearing loss

that auditory training using stimuli delivered in a virtual

acoustic space improved spatial acuity of sound localization.

Ding et al. examined the detection of a binaural gap, i.e., a

period without correlation between acoustic signals received by

the two ears, in listeners with normal hearing. Performance

was correlated with the sensitivity to temporal fine structure of

monaural acoustic stimulation, and this correlation was reduced

by musical training. Sanchez Jimenez et al. used the ferret as

a model system to study plastic changes in sound-localization

behaviors following unilateral conductive hearing loss. They

found that training facilitated recovery of sound localization

abilities. Recovery could generalize to more naturalistic listening

conditions, so long as the target sounds provided sufficient

spatial information.

2. Significance and future directions

The current Research Topic explored some exciting directions

in the field of binaural hearing using both normal and

disordered/clinically relevant systems. These studies provide

new knowledge about functions and underlying mechanisms

of some established binaural phenomena. They also show

how binaural hearing can be shaped by auditory experience

and provide new applications of electrophysiological tools and

computational models. Despite these advances, many important

questions remain to be answered. For instance, how does the

brain use spatial along with temporal and spectral cues to

stream and group information to form cohesive individual

acoustic images? Conversely, how is this information used to

segregate multiple acoustic images, as in the cocktail party

effect? A multidisciplinary approach is needed to address these

questions and help understand how the auditory scene is

analyzed by the brain. Human psychoacoustical and animal

behavioral experiments can improve our understanding of

binaural hearing at the functional level. Neurophysiological

recordings along with neurostimulation, and neuropharmcological

or molecular/genetic manipulation conducted in normal and

disordered systems may reveal key binaural components through

gain-of-function and loss-of-function analyses. Mathematical

models will be critical for simulating binaural components

not easily measured/manipulated using experimental techniques.

Taken together, multiple approaches integrated across studies as

well as within studies will pave the way for future advances in the

study of binaural hearing.
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The relationship between
interaural delay in binaural gap
detection and sensitivity to
temporal fine structure in young
adults with or without musical
training experience
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1Division of Sports Science and Physical Education, Tsinghua University, Beijing, China, 2Laboratory
of Artificial Intelligence and Cognition, School of Tourism Sciences, Beijing International Studies
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Humans can detect the presence of a break in interaural correlation (BIC, also

called binaural gap) even if a large interaural time delay (ITD) is introduced,

which is important for detecting, recognizing, and localizing sounds in

everyday environments. To investigate the relationship between interaural

delay in binaural gap detection and the sensitivity of temporal fine structure

(TFS), 40 young college students with normal hearing took the BIC delay

threshold test, the TFS1 test (the test of monaural TFS sensitivity), and the

TFS-AF test (the test of binaural TFS sensitivity). All participants were asked

whether they had any musical training experience in their childhood. Results

showed that the BIC delay threshold was significantly correlated with the TFS1

test (r =−0.426, p = 0.006), but not with the TFS-AF performance (r =−0.005,

p = 0.997). The correlation between BIC delay threshold and monaural

TFS sensitivity was observed in the non-music training group (r =−0.508,

p = 0.010), but not in the music training group (r =−0.290, p = 0.295). These

findings suggest that the interaural delay in binaural gap detection is related to

the monaural sensitivity of TFS, this significant correlation was mainly found

in young adults without musical training experience.

KEYWORDS

temporal fine structure, binaural gap, break in interaural correlation, interaural delay,
primitive auditory memory

Introduction

One of the benefits of having two ears is that binaural spatial cues can be obtained,
as the time and intensity of the signal reaching both ears vary depending on the location
of the sound source (Blauert, 1997; Schnupp et al., 2011). Extracting and integrating
binaural information not only provides a basis for sound localization but is also crucial
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for target detection and speech recognition in complex
environments (Bronkhorst, 2000; Darwin, 2006; Eramudugolla
et al., 2008; Maddox and Shinn-Cunningham, 2012). Binaural
information processing involves both the binaural calculation
of the similarity of the acoustic details (mostly temporal fine
structure, TFS) between the two ears (Huang et al., 2009; Li
et al., 2009) and the monaural/binaural sensitivity (Moore, 2014)
of the TFS signal.

Usually, speech signals are decomposed into several
narrowband signals in the cochlea, and these narrowband
signals can be considered as a relatively slow variation in
amplitude over time (envelope, ENV) and the rapid oscillations
with a rate close to the center frequency of the band (TFS)
(Moore and Sek, 2009). There are already many measurement
methods for TFS sensitivity. Among them, monaural sensitivity
to TFS can be measured with the “TFS1” test (Moore and Sek,
2009; Sęk and Moore, 2012), while binaural sensitivity to TFS
can be assessed using the “TFS-AF” (TFS-adaptive frequency)
test (Füllgrabe et al., 2017). TFS1 and TFS-AF tests are mature
behavioral measurement methods and have been used in many
studies (Füllgrabe et al., 2018; Tarnowska et al., 2019).

Listeners are very sensitive to the dynamic changes in
interaural correlation, such as detecting a dynamic break in
interaural correlation (BIC, also called BIAC or binaural gap,
a brief drop of interaural correlation from 1 to 0 and then
return to 1) in a steady-state noise, showing the marked ability
to temporally resolve fast changes in interaural configurations
(Akeroyd and Summerfield, 1999; Boehnke et al., 2002).
Introducing a change in interaural correlation does not change
the monaural energy and spectrum in the sound signals, but
changes the loudness (Moore, 2003) and dichotic repetition
pitch (Bilsen and Goldstein, 1974) of the signals. A study based
on the frequency-following responses (FFRs) of the rat auditory
midbrain found that introducing a BIC causes more reduction
in FFRTFS than in FFREnv (Wang and Li, 2015), and an earlier
study also showed that the ENV is not as important as the TFS
in determining the BIC detection (Boehnke et al., 2002).

Furthermore, even if a large interaural time delay (ITD) is
introduced, humans can still detect the presence of BIC (Huang
et al., 2009; Li et al., 2013; Liu et al., 2016). The past studies
associated with judging sidedness showed that laterality cues
can be discriminated at large ITD, which indirectly measured
the ability to detect interaural correlated sounds (Mossop and
Culling, 1998). Results of early studies have suggested that
the representation of the TFS may persist for up to 9–15 ms
(Cherry, 1954; Blodgett et al., 1956; Langford and Jeffress, 1964;
Mossop and Culling, 1998). The preservation of the sensitivity
to the BIC even when a large ITD is introduced indicates
that the TFS information of noise is maintained for the time
of the ITD (Huang et al., 2008). Measuring the ITD when
the BIC is detectable can provide a way of investigating the
temporal storage of acoustic details, which is called the “BIC
delay threshold” test (Huang et al., 2009). This faithful auditory

storage of TFS has been recognized as the early point in the chain
of the transient auditory memory system and termed primitive
auditory memory (PAM) (Li et al., 2013; Kong et al., 2015; Liu
et al., 2016).

The relationship between interaural delay in binaural gap
detection and sensitivity to TFS may vary in populations with
different characteristics. A recent study (age range 21–65 years)
found that the BIC delay threshold and TFS-AF tests were
significantly correlated in a tinnitus group but not in a normal
group, since binaural integration may be more difficult due
to overt/covert hearing loss with aging and tinnitus (Ding
et al., 2022). However, both BIC delay threshold and TFS-AF
tests are binaural-based tests that are likely to be affected by
monaural coding of TFS information before binaural interaction
(Whiteford et al., 2017). Furthermore, many young participants
had musical training in their childhood, and music training is
related to both monaural sensitivity (Mishra et al., 2015) and
binaural sensitivity (Bianchi et al., 2019) of TFS. Therefore,
it is unclear whether the BIC delay threshold is associated
with monaural/binaural sensitivity of TFS in young adults with
or without musical training experience. This research focuses
on the relationship between the BIC delay threshold and the
monaural/binaural sensitivity of TFS, investigating whether
the performance of the BIC delay threshold is related to the
performance of the TFS1 or TFS-AF test, considering childhood
musical training experience as a potential influencing condition.

Materials and methods

Participants

Forty university students (21 males and 19 females; mean
age = 22.93 between 18 and 30 years) with normal hearing
participated in this study. To estimate the required number of
participants, we used the results from the first 20 participants
rather than any independent estimate from the literature or a
pilot. We noted that the correlation coefficient for them between
the BIC delay threshold and TFS1 scores was 0.42. Entering this
into G-power gave 39 as the number of participants required
to maintain this value of correlation in the whole data set for
α = 0.05, power = 0.8, and two tails (Faul et al., 2009). Their pure-
tone thresholds were no more than 20 dB hearing level (HL)
between 0.125 and 8 kHz (ANSI-S3.6, 2004) in each ear, and
the threshold difference between the two ears in each frequency
was less than 15 dB HL. All the participants gave their written
consent to participate in the study and were paid a modest
stipend for their participation. The study was approved by the
Tsinghua University Ethics Committee.

All participants were asked whether they had any musical
training experience in their childhood. The specific problems
were stated as follows: Did you receive musical training
(including professional instrumental or vocal training) in your
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FIGURE 1

Schematic diagram of three test methods. The BIC delay threshold test, TFS1 test, and TFS-AF test use the maximum ITD, minimum 1F/F0, and
maximum F as thresholds, respectively.

childhood? What kind of music training did you have? When
did you start musical training? How long did your music
training last? Among them, 25 participants did not receive
any musical training, and the other15 participants received
musical training in their childhood (including 7 piano trainees,
3 guzheng trainees, 1 loner trainee, 1 electronic organ trainee,
1 harmonica trainee, and 2 vocal trainees). All musical trainees
began before the age of 13 and the mean duration of their
musical training was 5.93 ± 4.41 years.

Apparatus and stimuli

All tests were carried out in a soundproof room where
environmental noise was less than 29 dB SPL. All acoustic
signals were calibrated by a sound-level meter (AUDit and
System 824, Larson Davis, Provo, UT, United States), delivered
by the Creative Sound Blaster (Sound Blaster X-Fi Surround
5.1 Pro, Creative Technology Ltd., Singapore), and presented
to participants over two earpieces of Sennheiser HD 650
headphones. For the BIC delay threshold test, we performed a
direct calibration on the generated noise. For TFS1 and TFS-AF
tests, these two softwares have built-in calibration routines (Sęk
and Moore, 2012), and we followed its procedure to calibrate.

All participants were tested for pure-tone hearing threshold
first (125–8,000 Hz). The order of the three tests was
randomized among participants. Before each test, there would
be a practice phase to ensure that participants understood

the experimental task (details of the practice phase are
described below).

For the BIC delay threshold, 2,000 ms Gaussian wideband
noises (including 30 ms rise-fall time, 60 dB SPL) were
synthesized using the “randn()” function in the MATLAB (the
Math Works Inc., Natick, MA, United States) at the sampling
rate of 48 kHz with 16-bit resolution. The generated signals were
then lowpass filtered at 10 kHz.

Two special software packages were used in this study to
perform the testing of TFS1 (Sęk and Moore, 2012) and TFS-
AF (Füllgrabe et al., 2017), which can be downloaded from the
Internet.1 Most of the parameters use the default settings.

Break in interaural correlation delay
threshold test

For consistency and reproducibility, the parameters and
procedures of the BIC delay threshold test have been described
in detail in multiple previous studies (Huang et al., 2009; Li et al.,
2009, 2013; Lei and Ding, 2021; Ding et al., 2022). There were
two kinds of signals; in one presentation, the left-headphone
noise was an exact copy of the right-headphone noise. In the
other presentation, the temporal middle of the left-headphone
noise was substituted with a randomly selected independent

1 https://www.psychol.cam.ac.uk/hearing
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FIGURE 2

Illustration of the correlation analysis of the BIC delay threshold and the TFS1 and TFS-AF test. ∗Significant effect after Bonferroni’s correction,
p < 0.025.

noise fragment with a fixed duration of 200 ms before filtering,
introducing a brief break of interaural correlation, from 1 to
0 and then returning to 1. In the practice phase, participants
became familiarized with binaurally presented noise either with
or without the BIC. The task was to identify which of the two
presentations contained the BIC. The offset-to-onset interval
between the two presentations was 500 ms.

The longest ITD for BIC detection was measured using a
three-up-one-down paradigm (Levitt, 1971): The ITD increased
following three consecutive correct choices of the presentation
containing the BIC, and decreased following one incorrect
choice. The initial step size was 16 ms, which was altered by a
factor of 0.5 with each reversal of direction until the minimum
size of 1 ms was reached, and the longest ITD was defined as the
mean ITD for the last six reversals. Visual feedback was given
after each trial to indicate whether the choice was correct or not.

Test for monaural/binaural sensitivity
of temporal fine structure

TFS1 (Moore and Sek, 2009) and TFS-AF (Füllgrabe et al.,
2017) each used methods described in the references. The
TFS1 test involved discrimination of a harmonic complex tone
(H, with a fundamental frequency, F0) and an inharmonic
tone (I, all harmonics shifted upwards by 1F). The task was
a two-interval forced-choice task, and each interval contains
four bursts of sound (HIHI or HHHH), the participants
were required to discriminate harmonic complex tones and
corresponding “frequency-shifted” tones by clicking on the
appropriate box on the screen. The fundamental frequency was
200 Hz, the center frequency was 1,800 Hz, and the width
of the passband was equal to F0 as the recommended value
(Hopkins and Moore, 2011). The signal sound intensity was

60 dB SPL, the noise sound intensity was 45 dB SPL, and the
initial change frequency was 100 Hz as the default settings
(Sęk and Moore, 2012).

In the TFS-AF test, two consecutive intervals were presented
on each trial, separated by 500 ms. Each interval contained four
consecutive 400 ms tones, separated by 100 ms. In one interval,
the IPD of all tones was always 0◦ (the standard), while tones
with IPD = 0◦ are perceived as emanating from close to the
center of the head. In the other interval, the first and third tones
were the same while the second and fourth tones differed in their
IPD by ϕ (the target). Participants were asked to indicate which
of the two intervals contained a sequence of tones that appeared
“Moving” within the head. The initial frequency for the TFS-AF
test was 200 Hz, the sound intensity of the left and right ears was
30 dB SL (sensation level), and the phase difference (ϕ) was set
to 180◦.

The TFS1 and TFS-AF used the two-down-one-up (or
two-up-one-down) procedure to estimate the “threshold”
corresponding to 70.7% correct. It should be noted that the BIC
delay threshold test used the three-up–one-down procedure,
which was to be consistent with past studies and facilitate
horizontal comparison with the results of past studies.

All the results were automatically output by the software
after the test. The principle of the three test methods used in
this research is shown in Figure 1.

Results

Test scores of participants

The results showed that the longest ITD for the BIC
detection varied between 6.5 and 18.0 ms across 40 participants
(mean = 11.4 ms, SD = 3.0 ms). A previous study showed
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FIGURE 3

Illustration of the correlation analysis of the TFS1 and TFS-AF
test.

that the BIC delay threshold is related to the frequency of
the noise. For narrow-band noise, the BIC delay threshold
decreases with the increase of the center frequency. The BIC
delay threshold is approximately 12 ms for narrowband noise
(center frequency = 200 Hz) and approximately 10 ms for
wideband noise (Li et al., 2013). For monaural sensitivity, the
results of TFS1 showed that the relative frequency shift threshold
was between 0.017 and 0.221 (mean = 0.087, SD = 0.042) for
left ear, and from 0.037 to 0.152 (mean = 0.076, SD = 0.031)
for right ear. The mean monaural sensitivity of both ears
ranged from 0.030 to 0.170 (mean = 0.0,815, SD = 0.031).
A previous study (center frequency = 2,000 Hz, F0 = 222 Hz)
showed that the relative frequency shift threshold for musicians

was around 0.07–0.11, and slightly higher for non-musicians,
around 0.11–0.17 (Mishra et al., 2015). For binaural sensitivity,
the results showed that the TFS-AF threshold varied between
1,070.6 and 2,010.0 Hz (mean = 1,359.7 Hz, SD = 193.4 Hz).
A previous study showed that the threshold for TFS-AF (180◦)
was approximately between 1,000 and 2,000 Hz, with a mean
of 1,382 Hz (Füllgrabe et al., 2017). All the above results
were not far from the scope of previous reports, and all three
tests varied remarkably across participants. K-S (Kolmogorov-
Smirnov) tests showed that there is no evidence that any of
test indicators data differ from normal distribution (for TFS1:
p = 0.442; for TFS-AF: p = 0.237; for BIC: p = 0.884).

The relationship of temporal fine
structure sensitivities with break in
interaural correlation delay threshold

Pearson correlation analysis (Figure 2) showed that the
TFS1 score was significantly correlated with the BIC delay
threshold. The monaural TFS sensitivity averaged across ears of
TFS1 was significantly correlated with the BIC delay threshold
(r = −0.426, p = 0.006), but there was no evidence of a
significant correlation between the BIC delay threshold and
TFS-AF performance (r = −0.005, p = 0.997). In addition, this
study did not observe significant correlation between TFS1 and
TFS-AF (r = −0.172, p = 0.289) (Figure 3).

Furthermore, the relationship between the TFS sensitivity
of the left and right ears and the BIC delay threshold was
investigated. Pearson correlation analysis (Figure 4) showed
that the TFS1 score of the left and right ears was significantly
correlated with the BIC delay threshold (for left ear: r = −0.367,
p = 0.020; for right ear: r = −0.358, p = 0.023). Figure 5 shows

FIGURE 4

Illustration of the correlation analysis of the BIC delay threshold and the TFS1 and TFS-AF test. ∗Significant effect after Bonferroni’s correction,
p < 0.025.
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FIGURE 5

Illustration of the correlation analysis of the TFS1 scores of the
left and right ears. ∗∗p < 0.01.

that there was a significant correlation between TFS1 scores of
the left and right ears (r = 0.443, p = 0.004).

The effect of music training

This study investigated whether the music training would
affect the measurement results (and their relationship) of
the BIC delay threshold and TFS sensitivity tests (Figure 6).
A 3 (Test indicators: BIC delay threshold, TFS1 binaural
mean, TFS-AF threshold) × 2 (music training experience:
music training group, non-music training group) within-subject
repeated measures ANOVA showed that the interaction between
the two factors was significant [F(2, 76) = 5.729, p = 0.005,
ηp

2 = 0.131] and the main effect of the music training experience
was significant [F(1, 38) = 5.623, p = 0.023, ηp

2 = 0.129].
The independent sample t-test showed that the music training
group had better TFS-AF scores [1,448.7 Hz for the music
training group and 1,306.2 Hz for the non-music training group,
t(38) = 2.386, p = 0.022]. Note that for the TFS-AF and BIC
delay threshold tests, higher scores are better, while for the
TFS1 test, lower scores represent higher sensitivity. Therefore,
it indicates that for musical training experience, both monaural
and binaural showed a trend toward better sensitivity to TFS,
while the BIC delay threshold did not. It is also important to
note that this study did not specifically recruit music majors,
but only considered and recorded the effects of music training
in normal participant recruitment. Such surveys lack necessary
information, such as music level and daily training duration,
so this grouping is insufficient compared to the definition

FIGURE 6

Illustration of the BIC delay threshold and TFS sensitivities
of the music training group and the non-music training group.
∗p < 0.05.

of musicians in previous studies and leads to a reduction in
statistical power. Insufficient statistical power means that there
is a greater chance of making Type 2 errors (β), and some effects
may not be detected. Therefore, some interpretations of the
results need to be conservative. We used the G-power software
to calculate the t-tests achieved power (post hoc) of the BIC
delay threshold, TFS1, and TFS-AF, which were 0.09, 0.17, and
0.59, respectively (Faul et al., 2009). It should be noted that a
reduction in statistical power may affect the reproducibility of
this part of the results.

Considering the influence of music training experience, the
relationship between TFS1 and BIC was compared between the
music training group and those without any music training
experience, respectively (Figure 7). For participants without
any musical training experience, the monaural TFS sensitivity
averaged across ears of TFS1 is significantly correlated with the
BIC delay threshold (r = −0.508, p = 0.010). For participants
with musical training experience, there was no evidence of a
significant correlation between the BIC delay threshold and
TFS1 performance (r = −0.290, p = 0.295).

Discussion

The results of this study found that, in young adults,
the maximal ITD of detecting binaural BIC was significantly
correlated with monaural TFS sensitivity, but not with binaural
TFS sensitivity. The correlation between BIC delay threshold
and monaural TFS sensitivity was observed in both left and right
ears, but this correlation was not found in the participants with
musical training experience.

Binaural information integration is crucial for speech
recognition in complex scenes. In previous studies, the BIC
delay threshold was considered an effective method to measure
transient the auditory storage capacity of acoustic details (Li
et al., 2013; Kong et al., 2015; Liu et al., 2016). However, by
measuring and comparing the effects of interaural delay and
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FIGURE 7

Illustration of the correlation analysis of the BIC delay threshold and the TFS1 and TFS-AF test. ∗Significant effect after Bonferroni’s correction,
p < 0.025.

interaural correlation in a group of participants, a previous
study discovered a linear relationship between the changes in
interaural correlation and interaural delay required to produce
an equivalent decline of sensitivity to the BIC: an increment of
1 ms in BIC delay threshold is equivalent to a reduction of about
0.07 in interaural correlation (Kong et al., 2015). Furthermore,
BIC detection involves not only the binaural calculation of the
similarity of the TFS signals between the two ears but also
the monaural coding of the TFS signal (Lei and Ding, 2021).
Although introducing a change in interaural correlation does
not alter the monaural energy spectrum of the sound signals, it
changes dichotic repetition pitch (Bilsen and Goldstein, 1974)
and the loudness (Moore, 2003) of the noise. Therefore, the
detection ability of BIC is related to the sensitivity of pitch and
loudness, while the TFS1 test reflects the pitch sensitivity to a
certain extent, which may be one of the reasons why the two tests
are related. In summary, the BIC delay threshold test primarily
examines the ability to temporally store sound details, but it
also reflects sensitivity to changes in interaural correlation and
is associated with many monaural sensitivities.

Music training is related to both monaural sensitivity
(Mishra et al., 2015) and binaural sensitivity (Bianchi et al.,
2019) of TFS. Studies have found that compared to non-
musicians, musicians have a superior ability to discriminate
complex sounds based on their TFS, and this ability is
unaffected by contralateral stimulation or ear of presentation
(Tarnowska et al., 2019). Our study faced the problem of being
underpowered (sample sizes: 15 with training, 25 without) but
showed similar trends. Studies on BIC testing for musicians
are lacking, and no significant results were observed in this
study. BIC delay threshold and TFS1 test scores were only
significantly correlated in the non-music training group, which
may be due to the different effects of music training on those

abilities, such as improving TFS sensitivity. This suggests the
importance of background checks on participants in auditory-
related research, considering that there may be many people
who have received musical training in their childhood and
that even non-professional training may have an impact on
the test results.

Summary

Overall, the measurements did not show any significant
link between the BIC delay threshold and binaural TFS
sensitivity, though we note the experimental power was low.
However, test scores showed that the BIC delay threshold
was significantly correlated with monaural TFS sensitivity. The
significant correlation between the BIC delay threshold and
monaural TFS sensitivity was mainly found in young adults
without musical training experience.
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Listening in an acoustically cluttered scene remains a difficult task for

both machines and hearing-impaired listeners. Normal-hearing listeners

accomplish this task with relative ease by segregating the scene into its

constituent sound sources, then selecting and attending to a target source. An

assistive listening device that mimics the biological mechanisms underlying

this behavior may provide an effective solution for those with difficulty

listening in acoustically cluttered environments (e.g., a cocktail party). Here,

we present a binaural sound segregation algorithm based on a hierarchical

network model of the auditory system. In the algorithm, binaural sound inputs

first drive populations of neurons tuned to specific spatial locations and

frequencies. The spiking response of neurons in the output layer are then

reconstructed into audible waveforms via a novel reconstruction method.

We evaluate the performance of the algorithm with a speech-on-speech

intelligibility task in normal-hearing listeners. This two-microphone-input

algorithm is shown to provide listeners with perceptual benefit similar to that

of a 16-microphone acoustic beamformer. These results demonstrate the

promise of this biologically inspired algorithm for enhancing selective listening

in challenging multi-talker scenes.

KEYWORDS

multitalker speech perception, sound (audio) processing, sound segregation, cocktail
party problem, binaural hearing, spatial listening, hearing loss

Introduction

Attending to a single conversation partner in the presence of multiple distracting
talkers (i.e., the Cocktail Party Problem, CPP) is a complicated and difficult task for
machines and humans (Haykin and Chen, 2005; McDermott, 2009; Qian et al., 2018).
While some listeners can accomplish this task with relative ease, other groups of listeners
report great difficulty—such as those with sensorineural hearing loss (Kochkin, 2000,
2007; Shinn-Cunningham and Best, 2008), cochlear implant users (Bernstein et al.,
2016; Goupell et al., 2016, 2018; Litovsky et al., 2017), subgroups of children (Dhamani
et al., 2013), persons with aphasia (Villard and Kidd, 2019) and adults with “hidden
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hearing loss” (Pichora-Fuller et al., 2017; Shinn-Cunningham,
2017; Parthasarathy et al., 2019). At a cocktail party, talkers are
distributed in space. Listeners use spatial cues (i.e., interaural
timing and level differences, or ITDs and ILDs, respectively)
for sound localization. Additionally, normal-hearing listeners
appear to make use of spatial cues in addition to a variety
of other talker-related cues, to perceptually segregate the
competing talkers and attend to the one of most interest. Indeed,
spatial listening has been shown to provide enormous benefit to
listeners in cocktail-party scenarios (Litovsky, 2012; Rennies and
Kidd, 2018).

Sound processing algorithms can be designed with the
distinct goals of sound localization or spatial sound segregation.
Specifically, spatial processing plays a key role in several
sound segregation algorithms that aim to help hearing-impaired
listeners overcome the CPP. For example, acoustic beamforming
techniques utilize multiple microphones to selectively enhance
signals from a desired direction (Gannot et al., 2017; Chiariotti
et al., 2019), and are often employed in hearing aids (Greenberg
and Zurek, 2001; Chung, 2004; Doclo et al., 2010; Picou et al.,
2014; Launer et al., 2016). Machine learning approaches such
as clustering using Gaussian mixture models (MESSL) (Mandel
et al., 2010) and deep neural networks (DNN) (Wang et al.,
2014), among others, also make use of ITDs and ILDs to localize
the target sound.

The ability of human listeners with normal hearing to solve
the CPP is quite remarkable. Many animals, too, appear to
have robust solutions to their own versions of the CPP (Bee
and Micheyl, 2008). Unlike beamformers, which benefit from
using microphone arrays, humans and animals require only
two inputs—the left and right ear. These listeners are also
able to solve the CPP in novel and unpredictable settings,
a challenge for algorithms that rely on supervised learning
(Bentsen et al., 2018; Wang and Chen, 2018). This raises
the idea that spatially selective algorithms may benefit from
incorporating insights from the human and/or animal brain.
From a practical standpoint, biological processing, which is
based on neural spikes, also has practical advantages that make it
uniquely suited for always-on, portable devices such as hearing
aids. Spike-based processing is computationally efficient and
can be implemented with higher temporal resolution than
algorithms operating on sampled waveforms (Ghosh-Dastidar
and Adeli, 2009), especially when implemented on specialized
neuromorphic hardware (Roy et al., 2019).

We recently proposed a biologically inspired algorithm for
sound processing. The primary goal of this algorithm was to
use spatial cues to perform sound segregation and selection,
not sound localization. In this algorithm, sound mixtures were
segregated by spatially selective model neurons, and selection
was achieved by selective integration via a cortical network
model (Chou et al., 2019). For the tested conditions, which
included a frontal target talker and two symmetrically placed
masker talkers, the algorithm showed segregation performance

similar to MESSL and DNN, and provided proof-of-concept
for a biologically based speech processing algorithm. However,
the algorithm operated in the spiking domain, and employed
a linear decoding algorithm to recover the target speech
(Mesgarani et al., 2009), which resulted in low objective speech
intelligibility. Like many typical beamformers, the algorithm
also did not preserve binaural cues in the output, which can
be particularly problematic in multitalker mixtures (Best et al.,
2017; Wang et al., 2020). These drawbacks limited its practical
use for applications in hearing-assistive devices and machine
hearing.

In this study, we present a new biologically oriented
sound segregation algorithm (BOSSA) that overcomes specific
limitations of our previous algorithm. We introduce a time-
frequency mask estimation method for decoding processed
neural spikes that improves the quality of recovered target
speech compared to the current standard approach (Mesgarani
et al., 2009). We compared the proposed two-channel algorithm
to a 16-microphone super-directional beamformer, using both
objective measures and human psychophysics, and showed
equivalent performance. Our algorithm overcomes some of the
challenges faced by current state-of-the-art technologies, and
provides an alternative, biologically based approach to the CPP.

Algorithm design and
implementation

The proposed BOSSA algorithm contains three modules
(Figure 1) that together generate neural output patterns that
are inputs to the target-reconstruction stage. The first module
resembles peripheral filtering by the cochlea. The second
module performs spatial segregation by constructing model
neurons sensitive to specific spatial cues in narrow frequency
bands. Ensembles of neurons then encode sounds that share the
same spatial cues. In the third module, the spiking activity of
output neurons are decoded into intelligible waveforms using a
novel reconstruction approach. All modules are implemented in
MATLAB (MathWorks, Natick, MA, United States).

Peripheral filtering

Left and right channels of the input audio are filtered with
a gammatone equivalent-rectangular-bandwidth (ERB)
filterbank, implemented using the auditory toolbox in
MATLAB (Slaney, 1998). The bandwidths were calculated

using ERB =
[(

fc/Q
)x
+ bx] 1

x with parameters Q = 9.26449
(Glasberg and Moore, 1990), minimum bandwidth
(b) = 24.7 Hz, order (x) = 1. The filterbank used here has
64 channels with center frequencies ranging from f1 = 200 Hz
to f64 = 20 kHz. The filterbank outputs are two sets of 64
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FIGURE 1

Flow diagram of the proposed algorithm. Central boxes, outlined in gray, show processing for a single-frequency band. The functions uL (t; fk)
and uL (t; fk) are the narrowband signals of the left and right input channels for each frequency channel, and fk denotes the kth frequency
channel. The midbrain model is based on spatially tuned neurons (STNs), where each STN has a “best” ITD and ILD, denoted τ and 1E,
respectively. The best ITD and ILD values of a neuron depend on the direction θ and frequency fk to which the STN is tuned. h (t) represents the
reconstruction kernel that converts spike trains to waveforms. We implemented two masks, FRMask (green line) and DiffMask (red line), either of
which could be used for reconstruction, as indicated by the switch, The implementation of DiffMask in our analysis involves five sets of STNs,
where θ ∈ {0, ± 30, ± 60}; however, other implementations of the model may involve different sets of θ.

channels of narrowband signals, uL
(
t; fk

)
and uR

(
t; fk

)
,

corresponding to the left and right channels, respectively.

Midbrain model

First, binaural cues of input signals are extracted based on a
model of the barn-owl inferior colliculus (Fischer et al., 2009).
ITD was calculated as a short-time running cross correlation
between the energy-normalized uL

(
t; fk

)
and uR

(
t; fk

)
and

ILD as the energy envelope difference between uL
(
t; fk

)
and

uR
(
t; fk

)
. Gain modulation steps matching those used in Fischer

et al. (2009) were applied to the filterbank outputs such that
the inputs to the cross correlation calculation, (uL

(
t; fk

)
and

uR
(
t; fk

)
), varied as a linear function of stimulus level. Further

gain control applied during the cross correlation calculation
in conjunction with a logarithmic energy envelope calculation
resulted in an approximately stimulus level invariant ILD
representation. For a detailed description of the mathematical
operations and their physiological basis, we refer interested
readers to Fischer et al. (2009).

We then constructed sets of spatially tuned neurons (STNs),
where each set consists of 64 neurons tuned to fk of the
previous module. The 64 neurons in each set are sensitive to
the same specific direction θ in the horizontal plane (STNθ,
Figure 1), and each neuron has specific parameters τ

(
θ; fk

)
and 1E

(
θ, fk

)
, corresponding to the ITD and ILD for that

specific θ. Each neuron’s preferred time-lag τ was calculated
using the Woodworth formulation (Woodworth, 1938), with
the approximation that ITDs are independent of frequency.
Preliminary studies found that using frequency-dependent ITD

values, calculated as described by Fischer et al. (2009) or the
ones described by Aaronson and Hartmann (2014), provided no
benefit in terms of objective measures of algorithm performance.
On the other hand, 1E is frequency-dependent, and was derived
by calculating the ILD of a narrow band noise placed at various
azimuths. Directionality of the narrow band noise was imparted
by convolving with Head Related Transfer Functions (HRTFs)
of the Knowles Electronic Manikin for Acoustic Research
(KEMAR) (Burkhard and Sachs, 1975; Algazi et al., 2001).

The responses of model neurons were then calculated
as follows. If the stimulus energy envelope difference was
within a preset range of the neuron’s preferred 1E, then
that energy-envelope difference was weighted by the energy
envelope of either uL

(
t; fk

)
or uR

(
t; fk

)
. The ITD and ILD

components were combined additively at the subthreshold
level and then transformed via a sigmoidal input-output non-
linearity (i.e., an activation function) to obtain an instantaneous
firing rate. Finally, a Poisson spiking generator was used to
generate spike trains for each neuron [rθ

(
t; fk

)
, Figure 1]. This

sequence of operations is expected to produce a multiplicative
spiking response to ITD and ILD in each model neuron
as explained in Fischer et al. (2009). These steps, including
the activation function, were kept identical for all frequency
channels. Parameters for the input-output nonlinearity were
modified from a step-function to a sigmoidal function to
increase the dynamic range of the model neurons’ firing rates.

The model can be implemented with any number and
configuration of STNs. For illustrations of spatial tuning curves
in Figure 2A, nine sets of STNs were constructed where θ ∈

{0◦, ± 30◦, ± 45◦, ± 60◦, ± 90◦}. The ILDs used
in generating the neuron spatial tuning curves are shown in
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Figure 2B, where each line represents 1E
(
θ, fk

)
for a set of

STNθ. All other results were obtained by constructing five sets
of STNs, where θ ∈ {0◦, ± 30◦, ± 60◦}.

Stimulus reconstruction

The stimulus reconstruction module decodes ensembles
of neural spikes into audible waveforms, using an approach
similar to ideal time-frequency mask estimation (Wang, 2005).
The concept of time-frequency masks can be summarized as
follows: for a time-frequency representation of an audio mixture
(e.g., spectrogram) consisting of a target and interferers, one
can evaluate each element (i.e., time-frequency tile) of such
a representation and determine whether the energy present is
dominated by the target or the masker. If the target sound
dominates, a value of unity (1) is assigned to that time-frequency
tile, and zero (0) otherwise. This process creates an ideal binary
mask. Alternatively, assigning the ratio of energies of the target
to total energies in a time-frequency tile yields the ideal ratio
mask (Srinivasan et al., 2006). One can then estimate the target
sound by applying the mask to the sound mixture via element-
wise multiplication. This process has been shown to recover the
target with high fidelity in various types of noise (Wang, 2005).
A key idea to both binary and ratio masks is the application
of a gain factor to each time-frequency tile of a signal. In the
proposed BOSSA algorithm we adopt a similar approach but
calculate the gain factor for each time-frequency tile based solely
on user-defined knowledge of the target location, as explained
below.

The spiking responses from the spatially tuned neurons,
r
(
t; fk

)
, were convolved with a kernel, h (t), to calculate a

smoothed, firing-rate-like measure. We set the kernel to be an
alpha function: h (t) = te−t/τh , a common function involved
in modeling neural dynamics. We used a value of τh = 20 ms
(see section Model Parameters) and the kernel was restricted to
a length of 100 ms.

The same kernel was convolved with the spike trains of each
frequency channel independently. The resulting firing rates of
each set of STNs were treated as a non-binary time-frequency
mask:

FRMask
(
t; fk

)
= r

(
t; fk

)
∗ h (t)

where ∗ denotes convolution. We note that the FRMask is akin
to a smoothed version of the firing rate. Thus, in theory, FRMask
could be directly derived from the firing rate (without the need
for spikes). However, the midbrain model can be used as a front-
end to spiking network models, where the calculation of spikes
is necessary (Chou et al., 2019). Thus, we kept this more versatile
implementation.

The mask was then applied (i.e., point-multiplied) to the
left and right channels of the original sound mixture. Then,
we summed (without weighting) each frequency channel of

the FRMask-filtered signal to obtain an audible, segregated
waveform. We designated this result as Ŝ.

Ŝj =
∑

k

FRMask
(
t; fk

)
· uj

(
t; fk

)
, j ∈ {L, R}

This procedure resulted in a binaural signal and retained the
natural spatial cues of the sound sources.

To reduce spatial leakage, we calculated a DiffMask by
calculating FRMasks for each STNθ, then subtracting scaled
versions of the off-center STNθ from STN0, followed by
rectification:

DiffMask = Max
(
FRMask0 − a6FRMaskθ, 0

)
where θ ∈ [± 30◦, ± 60◦] corresponds to the location
of maskers in our experimental stimuli (see section
“Psychophysical Experiment”). In this operation, each FRMask
was first scaled to [0,1]. The scaling factor a was chosen to
be 0.5 (see section “Model Parameters”) and was fixed across
all frequencies and spatial channels to reduce the amount of
computational complexity in the algorithm.

Model parameters

Although a behavioral measure of algorithm performance
using human psychophysics is the gold standard, such
experiments are too time-consuming to explore model
parameter variations. For practical reasons, most model
parameters were fixed to biologically plausible values. We
explored variations in the time-constant of the alpha function
kernel (τh), and the scaling factor for DiffMask (a). We chose
the specific values of these parameters using an iterative process
by trying a range of values, quantifying algorithm performance
using the Short Time Objective Intelligibility (STOI) measure
(Taal et al., 2010), and choosing parameters that produced the
highest average STOI. STOI is an approximation of speech
intelligibility, and ranges between 0 and 1. We do not claim
that this approach produces an optimal set of parameters for
reconstruction. However, objective measures combined with
our behavioral results indicate that the parameter values we
chose generated good reconstructions.

Algorithm performance

Spatial tuning characteristics

Spatial tuning responses of STNs were important predictors
of the model’s segregation performance. We define “spatial
tuning curves” as the spiking activity of STNs as a function
of stimulus location. To construct spatial tuning curves, white
Gaussian noise was convolved with anechoic KEMAR HRTFs,
then presented to the algorithm. Figure 2 shows the responses of
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FIGURE 2

Spatial Tuning Characteristics of STNs. (A) Spatial Tuning Curves of STNs, represented as total neural activity in response to a White Gaussian
Noise (WGN). Each colored line represents the total response from a set of STNs. Tuning curves of STNs tuned to 0◦, 60◦, and 90◦ azimuth are
bolded. (B) Preferred ILDs of STNs, calculated using WGNs placed at various locations along the azimuthal plane.

STNs combined across frequency channels. Ideally, STNs would
only respond to stimuli from one specific direction. However,
Figure 2 shows that all STNs also respond to off-target locations.
For example, STNs tuned to 0◦ azimuth (Figure 2A, green
curve) respond to stimuli at ±30◦ azimuth and even have a
non-zero response to stimuli at ±90◦ azimuth. We refer to this
property as “spatial leakage,” which occurs due to overlap in the
bandpass filters as well as the fact that a given binaural cue can
occur for stimuli from multiple locations (Figure 2B) and thus
contain some ambiguity (Brainard et al., 1992).

Spatial leakage

Leakage across spatial channels limits the performance of
the algorithm, especially when multiple sound sources are
present. To demonstrate, two randomly selected sentences were
presented individually to the model from 0◦ azimuth, 90◦

azimuth, or simultaneously from both locations. The responses
of three set of STNs, tuned to 90◦, 45◦, and 0◦, are shown
as spike-rasters in Figure 3. Each row within a raster plot
represents the spiking response from the neuron tuned to
that particular frequency channel. Due to spatial leakage, all
STNs respond to the single sentence placed at 0◦ or 90◦

(Figures 3A,B). When both sentences are present, ITDs and
ILDs interact to produce complicated STN response patterns
(Figure 3C). Spatial leakage limits the ability of STNs to
respond to a single talker, since any one spatial channel contains
information from other spatial channels. Lateral inhibition was
designed to address the issue of spatial leakage by suppressing
neural activation by off-target sound streams.

DiffMask

The DiffMask operation was inspired by lateral inhibition
observed in biological networks. This operation was applied to
the spatial tuning curves of 0◦ STNs to illustrate its sharpening
effect on spatial tuning. Figure 4A shows the tuning curves
prior to the DiffMask operation. Some neurons within the 0◦

STNs were activated by stimuli from as far away as 90◦ (see side
peaks). After the DiffMask operation, spiking activity elicited by
far-away stimuli was silenced, and side-peaks were suppressed
considerably (Figure 4B). Using a subset of STNs during the
DiffMask operation, such as those tuned to ±30◦ (Figure 4C)
or ±60◦ (Figure 4D), did not suppress side-peaks as effectively
as if both±30◦ and±60◦ were used.

Psychophysical experiment

A psychophysical experiment was conducted to quantify the
perceptual benefit provided by the algorithm for listeners with
normal hearing. The performance of FRMask and DiffMask
was compared against a 16-microphone super-directional
beamformer, called BEAMAR (Kidd et al., 2015; Best et al.,
2017). BEAMAR attenuates off-center sounds by combining the
weighted output of 16 omni-directional microphones into a
single channel, using an optimal-directivity algorithm (Stadler
and Rabinowitz, 1993). BEAMAR does not process frequencies
below 1 kHz in order to retain natural spatial cues in that
frequency region. The combination of beamforming at high
frequencies and natural binaural signals at low frequencies has
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FIGURE 3

Raster plots of STN responses to (A) top row, a single sentence placed at 0◦ azimuth, (B) center row, a different sentence placed at 90◦ azimuth,
and (C) bottom row, both sentences present at their respective locations. Columns show the STN responses when tuned to the location
indicated.

FIGURE 4

Spatial Tuning of the 0◦ STNs for before (A) and after (B–D) the DiffMask operation. Each line represents the spatial tuning curve of a single
frequency-specific neuron within the set of STNs ranging from 200 to 8 kHz with ERB spacing. STN of the neuron tuned to the lowest
frequency is placed on the bottom of the plots. STNs involved in the DiffMask operation are denoted in each subplot.

been shown to provide a significant benefit to both normal-
hearing and hearing-impaired listeners attending to a target
speech sentence in a multi-talker mixture (Best et al., 2017).

Participants

Participants in this study were eleven young normal-
hearing listeners, ages 18–32. All listeners had symmetrical
audiogram measurements between 0.25 and 8 kHz with hearing
thresholds within 20 dB HL. Participants were paid for their

participation and gave written informed consent. All procedures
were approved by the Boston University Institutional Review
Board (protocol 1301E).

Stimuli

Five-word sentences were constructed from a corpus of
monosyllabic words (Kidd et al., 2008), with the form [name-
verb-number-adjective-noun] (e.g., “Sue found three red hats”).
The corpus contains eight words in each of the five categories.
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Each word in each sentence was spoken by a different female
talker, randomly chosen from a set of eight female talkers,
without repetition. During each trial, a target sentence was
mixed with four masker sentences, all constructed in the same
manner. Words from the target and masker sentences were
time-aligned, so that the words from each category shared the
same onset. The design of these stimuli was intended to reduce
the availability of voice and timing-related cues, and as such
increase the listener’s use of spatial information to solve the task.

The five sentences were simulated to originate from five
spatial locations: 0◦, ±30◦, and ±60◦ azimuth, by convolving
each sentence with anechoic KEMAR HRTFs. The target
sentence was always located at 0◦ azimuth. The four maskers
were presented at 55 dB SPL from±30◦, and±60◦ azimuth. The
level of the target was varied to achieve target-to-masker ratios
(TMRs) of –5, 0, and 5 dB.

Stimuli were processed using one of three methods:
BEAMAR, FRMask, and DiffMask. A control condition
was also included, in which stimuli were spatialized
using KEMAR HRTFs to convey “natural” cues but were
otherwise unprocessed.

Procedures

Three blocks were presented for each of the four conditions,
with each block containing five trials at each of the three TMRs
(15 total trials per block). This resulted in 15 trials per TMR for
each of the four processing conditions, and a total of 180 trials
across all conditions. The order of presentation of TMRs within
a block, and the order of blocks for each participant, were chosen
at random. The experiment took approximately 1 h to complete.

Stimuli were controlled in MATLAB and presented via a real
time processor and headphone driver (RP2.1 & HB7, Tucker
Davis Technologies, Alachua, FL, United States) through a pair
of headphones (Sennheiser HD265 Linear). The sound system
was calibrated at the headphones with a sound meter (type
2250; Brüel & Kjær, Nærum, Denmark). Participants were seated
in a double-walled sound-treated booth. A computer monitor
inside the booth displayed a graphical user interface containing
a grid of 40 words (five columns of eight words, each column
corresponding to one position of the five word sentence). For
each trial, participants were presented a sentence mixture and
were instructed to listen for the target sentence located directly
in front. They responded with a mouse by choosing one word
from each column on the grid.

Analysis

Each participant’s performance was evaluated by calculating
the percentage of correctly answered keywords across all trials
for a given condition. Psychometric functions were generated

by plotting the percent correct as a function of TMR and fitting
a logistic function to those data. Speech reception thresholds
(SRTs), which are the TMRs corresponding to 50% correct, were
extracted from each function using the psignifit toolbox (Schütt
et al., 2016). Differences in SRTs between the natural condition
and each of the processing conditions was taken to be the
“benefit” provided by that processing method. Statistical analysis
was done in Python using the statsmodels package (Seabold and
Perktold, 2010).

Results

Figure 5A shows the percentage of correct responses
for each TMR and processing method. A two-way repeated-
measures ANOVA found a significant interaction between
processing method and TMR on performance [F(6,60) = 6.97,
p < 0.001]. Post hoc pairwise comparisons using Tukey’s HSD
test found significant differences between the natural condition
and each of the three processing methods for all three TMRs
(p < 0.001), suggesting that subjects significantly benefitted
from listening to processed speech across all TMRs. At +5-dB
TMR, performance was equivalent under all three processing
conditions. However, at –5-dB and 0-dB TMR, performance
was better for DiffMask than FRMask, and similar for DiffMask
and BEAMAR. Figure 5B presents the same results in terms
of SRTs, and Figure 5C shows the benefit (in dB) of each
processing method relative to the natural condition. A one-
way repeated measures ANOVA followed by Tukey’s multiple
pairwise comparison showed that all three algorithms provided
significant benefit to listeners (p < 0.001). Benefits provided
by BEAMAR and DiffMask were not significantly different
(p = 0.66). Out of the eleven listeners, two achieved the lowest
SRT and gained the most benefit from BEAMAR, while nine
achieved the lowest SRT and gained the most benefit from
DiffMask.

Discussion

Extensive research has been devoted to developing a
solution for the CPP [for review, see Qian et al. (2018)], and
many approaches benefit from using multiple microphones.
For example, the performance of methods using independent
component analysis degrades quickly as the number of
sources exceeds the number of microphones (Hyvärinen
et al., 2001). In acoustic beamforming, performance of the
beamformer can be significantly improved by increasing the
number of microphones used (Greenberg and Zurek, 2001;
Greenberg et al., 2003). Although traditional beamformers
produce a single-channel output, which cannot carry binaural
information, a variety of spatial-cue preservation strategies have
been proposed to overcome this limitation (Doclo et al., 2010;
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FIGURE 5

Behavioral evaluation results. (A) Average percent correct for each processing condition as a function of TMR. n = 11. Higher is better.
(B) Average and individual subject speech reception threshold for each processing method. Lower is better. Solid lines connect the SRTs for
each participant. (C) Average and individual subject perceptual benefits relative to the natural condition. Higher is better.

Best et al., 2017; Wang et al., 2020). Here we demonstrated
that equivalent performance to a highly optimized beamformer
(such as BEAMAR) may be possible using a biologically inspired
algorithm that uses only two microphones placed in the ears.
Our biologically oriented sound segregation (BOSSA) model
provided a substantial benefit in a challenging cocktail party
listening situation, and this benefit was larger than that provided
by BEAMAR in the majority of our young, normal hearing
participants. While this is a promising result, further work is
needed to examine the benefits of BOSSA under a wider variety
of scenarios and in other groups of listeners. Comparisons to
other two-microphone solutions such as binaural beamformers
(Doclo et al., 2010; Best et al., 2015), as well as deep-learning
solutions that operate on two or even a single microphone
(Roman et al., 2003; Healy et al., 2013), would also be interesting.

Spiking neural networks traditionally do not have
applications in audio processing due to the lack of a method
that produces intelligible, high-quality reconstructions. The
“optimal prior” method of reconstruction is often used to
obtain reconstructions from physiologically recoded neural
responses (Bialek et al., 1991; Stanley et al., 1999; Mesgarani
et al., 2009; Mesgarani and Chang, 2012), but produces single-
audio-channel reconstructions of poor quality and intelligibility
(Chou et al., 2019). The optimal prior method computes a linear
filter between a training stimulus and the response of neuron
ensembles, and filter needs to be re-trained if the underlying
network changes. In contrast, the mask-based reconstruction
method used in this study estimates time-frequency masks from
spike trains. It is able to obtain reconstructions with much
higher intelligibility and preserves spatial cues, all without the
need for training. These properties enable rapid development of
spiking neural network models for audio-related applications.

Within the biologically plausible algorithms we tested, the
difference in performance between FRMask and DiffMask is
noteworthy and interesting. The spatial tuning plots (Figure 2)

quantify the tuning of a given spatial channel to a single
sound as it is moved around the lateral spatial field which are
reasonably well-tuned. Moreover, Figures 3A,B, for example,
illustrate the response of the 0◦ channel to sounds presented
at 0◦ and 90◦. In this case, the 0◦ channel responded primarily
to the frontal sound. By themselves, these plots do not suggest
problems with spatial tuning and leakage. However, in our
psychophysical experiments, we presented a target sound at 0◦

with four competing maskers from ±30◦ and ±60◦, a far more
challenging scenario. In such a scenario, spatial leakage is more
significant, and refining/improving spatial tuning improves
sound segregation, as demonstrated in the improvement with
DiffMask over FRMask.

It is also worth noting that our algorithms were based
on processing in the barn owl midbrain which contains a
topographic map of space, whereas, in mammals, no such
topographic map has been found. Despite this difference,
the spatially tuned responses of neurons in the model could
be leveraged to improve speech segregation performance in
humans. This demonstrates that brain inspired algorithms based
on non-human model systems can improve human perception
and performance.

The work presented here represents a preliminary
evaluation of the BOSSA model, and it identified a number of
issues and limitations that deserve further investigation. While
the formulation of DiffMask can sharpen the spatial tuning of
the STNs, neurons tuned to frequencies below 300 Hz were
completely silenced for the stimuli we tested (Figure 4B). Low
spatial acuity in this frequency range results in a similar response
at on and off target STNs. The off-target response scaling and
summation that forms DiffMask then results in a complete
subtraction of on-target activity below 300 Hz. Additionally,
some side peaks still persist even after the DiffMask operation,
implying that spatial leakage was not fully addressed. Different
formulations of the DiffMask may address these shortcomings.
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Moreover, our DiffMask implementation used a specific number
of off-target STNs at specific locations, which were aligned with
the locations of makers in our experimental stimuli. Further
works is needed to explore how DiffMask can be optimized to
support arbitrary target and masker configurations, and how
the resolution of the STNs affects model performance. We have
avoided using deep-learning approaches in this study in favor of
biological interpretability, but such approaches may help guide
the optimization of DiffMask and could be very valuable in
that respect. Another potential limitation of the algorithm is
that it processes each frequency channel independently. While
this design choice reduces both the complexity of the algorithm
and its computation time, it excludes the possibility for
across-frequency processing that could improve performance
(Krishnan et al., 2014; Szabó et al., 2016). Finally, animals have
been observed to resolve binaural cue ambiguity by having
neurons preferentially tune to more reliable spatial cues in
different frequency regions (Cazettes et al., 2014). Inspiration
could be taken from these observations to improve spatial
tuning and overcome spatial leakage. Again, deep-learning
based optimization methods may help identify these reliable
cues for human listeners and multitalker mixtures.

Future work with the BOSSA model could include both
sound segregation and localization by comparing the response
of each spatial tuning curve to predict source azimuth, possibly
utilizing a denser array of STNs. Another idea we plan to explore
in the future is to apply automatic speech recognition systems to
optimize the parameters of the algorithm. This optimization can
be performed relatively fast before conducting time-consuming
psychophysics experiments. During this optimization process
we also plan to investigate the effects of varying sound pressure
level and source dynamics on BOSSA performance.
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Dichotic spectral integration 
range for consonant recognition 
in listeners with normal hearing
Yang-Soo Yoon * and Dani Morgan 

Laboratory of Translational Auditory Research, Department of Communication Sciences and 
Disorders, Baylor University, Waco, TX, United States

Dichotic spectral integration range, or DSIR, was measured for consonant 

recognition with normal-hearing listeners. DSIR is defined as a frequency 

range needed from 0 to 8,000 Hz band in one ear for consonant recognition 

when low-frequency information of the same consonant was presented 

to the opposite ear. DSIR was measured under the three signal processing 

conditions: (1) unprocessed, (2) target: intensified target spectro-temporal 

regions by 6 dB responsible for consonant recognition, and (3) target minus 

conflicting: intensified target regions minus spectro-temporal regions that 

increase confusion. Each consonant was low-pass filtered with a cutoff 

frequency of 250, 500, 750, and 1,000 Hz, and then was presented in the left 

ear or low-frequency (LF) ear. To create dichotic listening, the same consonant 

was simultaneously presented to the right ear or high-frequency (HF) ear. This 

was high-pass filtered with an initial cutoff frequency of 7,000 Hz, which was 

adjusted using an adaptive procedure to find the maximum high-pass cutoff 

for 99.99% correct consonant recognition. Mean DSIRs spanned from 3,198–

8,000 Hz to 4,668–8,000 Hz (i.e., mid-to-high frequencies were unnecessary), 

depending on low-frequency information in the LF ear. DSIRs narrowed 

(i.e., required less frequency information) with increasing low-frequency 

information in the LF ear. However, the mean DSIRs were not significantly 

affected by the signal processing except at the low-pass cutoff frequency of 

250 Hz. The individual consonant analyses revealed that /ta/, /da/, /sa/, and 

/za/ required the smallest DSIR, while /ka/, /ga/, /fa/, and /va/ required the 

largest DSIRs. DSIRs also narrowed with increasing low-frequency information 

for the two signal processing conditions except for 250 vs. 1,000 Hz under the 

target-conflicting condition. The results suggest that consonant recognition is 

possible with large amounts of spectral information missing if complementary 

spectral information is integrated across ears. DSIR is consonant-specific 

and relatively consistent, regardless of signal processing. The results will help 

determine the minimum spectral range needed in one ear for consonant 

recognition if limited low spectral information is available in the opposite ear.

KEYWORDS

dichotic hearing, spectral integration, binaural integration, consonant recognition, 
articulation-index gram
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Introduction

Normal hearing (NH) listeners receive the same or similar 
auditory input from each ear, and the input is then sent to the 
higher auditory system for further processing, such as spectral 
integration (Ronan et al., 2004; Hall et al., 2008; Fox et al., 2011; 
Räsänen and Laine, 2013; Grose et al., 2016). However, individuals 
with hearing loss may receive different spectral information from 
each ear and are forced to integrate them across the ears, that is, 
dichotic spectral integration (Tononi, 2010; Kong and Braida, 
2011; Yang and Zeng, 2013; Reiss et al., 2014; Obuchi et al., 2015). 
This dichotic spectral integration occurs when different frequency 
information is dichotically and simultaneously presented to both 
ears. The improvement in the performance of listeners with 
hearing loss as signal bandwidth widens is thought to reflect the 
ability of the auditory system to integrate information across a 
wide frequency range in complex sounds (Spehar et al., 2008; 
Happel et al., 2010). Regardless of hearing status, dichotic spectral 
integration is important for efficient communication, such as 
speech perception. However, it is hard to find dichotic spectral 
integration studies with NH and hearing-impaired listeners. In the 
present study, a frequency range needed in the right ear for 
consonant recognition was determined when low-frequency 
information of the same consonant presented to the right ear is 
presented in the left ear in NH listeners. In this study, this 
frequency range was named a “dichotic spectral integration range 
(DSIR).”

It is known that consonant recognition requires the listener’s 
ability to discriminate specific spectral and temporal acoustic cues 
such as voicing, the onset of the noise burst, and spectral and 
temporal transitions (Miller and Nicely, 1955; Stevens and Klatt, 
1974; Stevens and Blumstein, 1978; Blumstein and Stevens, 1979, 
1980). In contrast, a few studies measured the range of spectral 
information needed for consonant recognition. Lippmann (1996) 
measured consonant–vowel–consonant syllable recognition in 
NH listeners when low-frequency information below 800 Hz was 
combined with high-frequency information above 4,000 Hz in a 
monotic listening condition (i.e., different frequency information 
is simultaneously presented to the same ear). This monotic 
spectral integration study showed that removing midfrequency 
consonant information (800–4,000 Hz) did not significantly alter 
consonant recognition. Ronan et al. (2004) did not determine the 
spectral integration range but demonstrated a relationship 
between speech perception and monotic spectral integration in 
NH listeners. They filtered consonants in two widely separated 
bands (0–2,100 Hz and 2,100–4,500 Hz) of speech. They observed 
that consonant enhancement is related to the ability of integrating 
widely separated two bands.

Some other studies showed that dichotic spectral integration 
(i.e., different frequency information is dichotically and 
simultaneously presented to both ears.) facilitates sentence 
perception (Hall et  al., 2008; Grose et  al., 2016). Hall and 
colleagues first determined the bandwidths required for 
approximately 15–25% correct sentence recognition in quiet and 

noise conditions in listeners with NH and hearing loss (Hall 
et  al., 2008). They then adaptively varied the bandwidth of 
filtered sentences centered on low (500 Hz) and high (2,500 Hz) 
frequencies and measured speech perception when the two 
bandwidths were presented simultaneously to both ears. NH and 
hearing-impaired listeners observed higher percent performance 
(64–94%) with dichotic spectral listening compared to a 30–50% 
additive combination of information presented in the single-
band conditions. Grose et al. (2016) also reported similar results 
as Hall et  al. (2008) study but with middle-aged and older 
NH listeners.

The ability to integrate spectral information across ears may 
be  affected when useful frequency information for speech 
perception is manipulated, such as being intensified or eliminated. 
Allen’s group identified specific frequency and time regions for the 
consonant perception that resulted in an improved consonant 
recognition, called “target frequency and time regions.” They also 
identified specific frequency and time regions that lead to 
significant consonant confusions, called “conflicting frequency 
and time regions” (Li et al., 2010, 2012). Consonant recognition 
was measured with + 6 dB gain on the target (frequency and time) 
regions and complete removal of the conflicting (frequency and 
time) regions for consonants. The results from these four studies 
indicated that the intensified target and removal of the conflicting 
regions enhance consonant recognition by a minimum of 3 
percentage points to a maximum of 70 percentage points. This 
type of signal processing with the target and conflicting regions 
will enhance speech perception in listeners with normal hearing. 
However, listeners with hearing loss with or without devices may 
not integrate these regions appropriately across ears due to 
abnormal binaural spectral integration, i.e., fusion and averaging 
of information from widely different frequency regions (Reiss 
et al., 2014). This can lead to interference, as was shown for vowel 
integration (Fowler et al., 2016). Under this listening condition, 
some listeners may experience spectral interference rather than 
spectral integration. For example, Fowler et  al. (2016) 
demonstrated that bimodal patients who had better residual 
hearing (< 60 dB HL at 250 and 500 Hz) in the hearing aid ear 
received improved speech perception in quiet when low-to-mid 
(approximately 440–982 Hz) frequencies in cochlear implant ear 
were removed. Removing mid-frequency information processed 
by cochlear implant ear may reduce bimodal interference and/or 
enhance bimodal integration. It is also possible that the AI-Gram 
signal processing would result in ear-dominance listening when 
the target and conflicting regions are processed by one ear with a 
better performing ear (e.g., cochlear implant ear in bimodal 
hearing). An ear dominance listening results in information 
presented to one ear being primarily processed and perceived, 
while information presented to the opposite ear is less utilized and 
perceived (Reiss et  al., 2016). Under ear-dominance listening, 
dichotic spectral integration will be less affected with the poorer 
ear (i.e., hearing aid ear in bimodal hearing). So, the findings of Li 
et al. studies (Li et al., 2010, 2012) led to the working hypothesis 
that the DSIR will be significantly reduced if target regions are 
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intensified while the conflicting regions are removed. It is also 
hypothesized that DSIRs will be  narrowed with increasing 
low-frequency information in the opposite ear.

In summary, previous studies demonstrate that spectral 
integration within and between ears is important for speech 
perception using two broad frequency bands (Ronan et  al., 
2004; Hall et al., 2008; Räsänen and Laine, 2013; Grose et al., 
2016). However, spectral integration may occur at specific 
narrower frequency bands, and additional spectral integration 
on other bands may not be critical for speech perception. It is 
also possible that the spectral integration range is listener 
specific for speech recognition. For example, individuals with 
different degrees of hearing loss in one ear may need different 
ranges of spectral information in the opposite ear for good 
speech recognition. Another challenging aspect of the previous 
studies is the use of sentences (Hall et al., 2008; Grose et al., 
2016). Sentences are more realistic stimuli compared to tones 
or nonsense syllables. However, the minimum spectral ranges 
required for sentence perception would be similar regardless of 
the use of different sentences. Measuring DSIRs for phonemes 
(i.e., basic units of sentences) will provide us discrete 
information which can be effectively used in training machine-
learning algorithms. In the present study, DSIRs were 
determined for individual consonant recognition in the right 
ear when different amounts of low-frequency information were 
presented to the left ear in NH listeners. The DSIR measurement 
was administered under the three signal processing conditions: 
unprocessed, with target frequency and time regions intensified 
by +6 dB gain (i.e., target condition), and both the target regions 
intensified, and conflicting regions removed (i.e., target minus 
conflicting or target-conflicting condition). The results of the 
present study will help determine the minimum spectral range 
needed in one ear for individual consonant recognition if 
limited low spectral information is available in the opposite ear. 
The results can also serve as control data for future studies with 
hearing-impaired listeners and bimodal users.

Materials and methods

Subjects

Fourteen NH adults participated (11 females and three males; 
average age: 24 ± 6.7). A reason for this imbalance of subject 
gender was that the subjects were mainly recruited from Robbins 
College of Health and Human Sciences at Baylor University, where 
female students outnumber male students. All subjects were native 
speakers of American English. All participants had thresholds 
better than 20 dB HL (hearing level) for both ears at audiometric 
frequencies ranging from 250 to 8,000 Hz. Interaural threshold 
differences were less than 10 dB HL. All procedures were approved 
by the Baylor University Institutional Review Board (#1253711). 
The Board has determined that the research agrees with the 
declaration of Helsinki.

Stimuli

Stimuli included 14 frequently used American English 
consonants with the common vowel /ɑ/ (/pa/, /ba/, /ta/, /da/, /ka/, 
/ga/, /ma/, /na/, /fa/, /va/, /sa/, /za/, /ʃa/, and /ʃa/; Hayden, 1950). 
Each consonant was produced with a sampling frequency of 
44,100 Hz by a single female talker whose average fundamental 
frequency was 228 Hz. Completely silent parts from both onsets 
and offsets of consonant syllables were identified on time 
waveforms and spectrograms and manually removed. The average 
duration and standard deviation (SD) of consonants was 
406.57 ± 102.61 ms. The duration of each consonant is provided in 
Table 1. To limit the spectral range of consonants to 0–8,000 Hz, 
each consonant was low-pass filtered with a cutoff frequency of 
8,000 Hz (IIR second-order Butterworth with 12 dB/oct roll-off 
and a zero-phase shift). All stimuli were then normalized to have 
the same long-term root-mean-square energy (65 dBA sound 
pressure level or SPL). The stimuli was delivered to both ears via 
circumaural headphones (Sennheiser HDA-200) at the subject’s 
most comfortable level (ranges: 50–70 dB SPL), which was 
established by the subjects’ responses to the 14 unprocessed 
consonants from the stimuli listed above in quiet according to the 
Cox loudness rating scale (Cox, 2005).

Articulation index-gram processing on 
the target and conflicting frequency and 
time regions

The same target frequency and time regions of consonants 
used in our previous study in NH listeners (Yoon, 2021) was 

TABLE 1 The target and conflicting frequency and time regions used 
for the AI-Gram processing (Yoon, 2021).

Consonants Duration 
[ms]

Target 
frequency 

[kHz]

Conflicting 
frequency 

[kHz]

Target 
time 
[ms]

/pa/ 240 0.3–7.4 1.4–2.0 32–62

/ba/ 331 0.3–4.5 0.6–2.2 7–22

/ta/ 338 3.0–7.4 1.6–2.8 42–62

/da/ 240 4.0–7.8 1.4–2.8 38–48

/ka/ 447 1.4–2.0 5.0–7.8 30–50

/ga/ 348 1.4–2.0 3.9–5.0 10–30

/ma/ 350 0.5–1.3 1.2–1.9 25–55

/na/ 400 1.5–2.2 0.4–0.9 77–127

/fa/ 548 0.6–2.2 3.0–7.8 141–166

/va/ 349 0.6–1.4 1.4–4.4 16–46

/sa/ 501 3.9–7.8 5.4–7.8 80–115

/za/ 501 3.6–7.8 3.5–5.4 90–120

/ʃa/ 549 2.0–3.7 4.0–7.8 40–160

/ʒa/ 550 1.9–3.7 5.4–7.8 15–115

Duration of each consonant is also given. The entire range of frequency that was used for 
the identification of the target frequency regions was 0–8 kHz.
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employed in this study. Figure 1 shows timewave forms and power 
spectrum for the unprocessed, target, and target-conflicting 
processed /ka/. Arrows indicate the target portion of timewave 
forms. Dotted rectangles and solid ovals on the power spectrums 
indicate the target and conflicting regions, respectively. The 
AI-Gram was originally developed by Li et al. (2010, 2012). The 
AI-Gram was implemented on the MATLAB platform (The 
MathWorks, 2017) for our conditions (Yoon, 2021). The AI-Gram 
construction procedures are explained in detail in Yoon (2021). A 
full discussion of how consistent the target and conflicting 
frequency regions are with respect to earlier studies (Li et al., 2010, 
2012) can also be found in Yoon (2021).

In brief, using a low-pass and high-pass filtering scheme (IIR 
second-order Butterworth with −12 dB/oct roll-off and a zero-
phase shift for both filters), the target frequency regions were 
identified. These target regions for each consonant are the 
frequency regions responsible for significant changes in consonant 
recognition. For example, /ka/ was presented and its perception 
scores were considerably improved (from 40 to 90%) when the 
low-pass filter (LPF) cutoff was moved from 1.4 to 1.5 kHz. So, the 
lower edge of the target frequency would be 1.4 kHz. When the 
high-pass filter (HPF) cutoff was moved from 2.0 to 2.1 kHz, the 
recognition of /ka/ considerably dropped (from 90 to 40%). So, 

the upper edge of the target frequency would be  2.0 kHz. 
Therefore, the final target frequency region would be 1.4–2.0 kHz 
for /ka/. This target frequency region included the spectral region 
(i.e., 1.4 kHz) that leads to improved consonant perception when 
LPF cutoff frequency raised from 1.4 kHz to 1.5 kHz but excluded 
the spectral region (i.e., 2.1 kHz) that leads to a potential 
deteriorated consonant perception when HPF cutoff frequencies 
raised from 2.0 to 2.1 kHz. The conflicting frequency regions are 
the frequency regions that yielded the peak errors of the most 
confused consonants and 20% less than the peak error from both 
filtering schemes. For example, when /ʃa/ was presented, the 
recognition of the confused consonant /sa/ reached 24% when the 
LPF cutoff was 4.0 kHz and a maximum of 30% when the cutoff 
was moved from 4.0 to 4.1 kHz (i.e., 24% is 20% below the peak 
30% error). Therefore, the lower edge of the conflicting frequency 
would be  4.0 kHz. When the HPF cutoff was 7.8 kHz, the 
recognition of the confused consonant /sa/ reached a score of 24% 
and a maximum of 30% when the cutoff was moved from 7.8 to 
7.7 kHz. So, the upper edge of the conflicting frequency would 
be  7.8 kHz. Thus, the final conflicting frequency range would 
be  4.0–7.8 kHz for recognition of the consonant /ʃa/. Full 
descriptions of selection criteria for target and conflicting regions 
can be found in Yoon (2021).

FIGURE 1

Stimulus wave forms (top panels) and power spectra (bottom panels) for the unprocessed (left column), target (middle column), and target-
conflicting (right column) conditions forn/ka/. Arrows indicate the target portion of stimulus wave forms. Dotted rectangles and solid oval on the 
power spectra indicate the target and conflicting regions, respectively.
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Analogously, using a truncation approach, the target time 
regions for each consonant was identified by finding the time 
segment of the consonant responsible for significant change in 
consonant recognition. The initial duration of each consonant was 
3% of the total duration from the onset (i.e., the remaining 97% of 
the consonant was truncated out) so that minimal consonant 
information was presented. The duration of the consonant was 
increased by 1 ms when a participant’s response was incorrect. If 
perception scores for /ka/ dropped significantly (i.e., from 90 to 
40%) when the time-truncation point increased from 30 to 50 ms 
the onset of the consonant, it suggests that important temporal 
cues resided within the 30–50 ms time window. Again, these target 
frequency and time regions used for the current study were 
obtained from NH listeners in the binaural hearing condition and 
in quiet (Yoon, 2021). After identifying the target frequency and 
time regions for each of the 14 consonants using the AI-Gram, a 
6-dB gain was applied to those target frequency and time regions 
for each consonant (i.e., other frequency and time regions for each 
consonant were intact). The conflicting frequency and time 
regions were also removed. For the three consonants (/pa/, /ba/, 
and /za/) with overlapping target and conflicting frequency ranges 
(Figure  2  in Yoon, 2021), the target frequency ranges were 
intensified, while the overlapped conflicting frequency ranges 
were not removed. It should be noted that AI-Gram does not have 
the ability to apply a 6 dB gain and removal on the exact target and 
conflicting regions. So, some variations should be expected on the 
power spectrums for the target and target-conflicting processing 
conditions, as shown in Figure  1. The completed AI-Gram 
processing was then verified by five adult NH listeners. The 
verification procedures can also be found in Yoon (2021). Table 1 
lists the resultant target and conflicting frequency and time 
regions. Note that the target time region in Table 1 indicates a 
temporal duration of consonants from the onset of the consonant.

Procedure

The DSIR was binaurally measured in quiet under three signal 
processing conditions: (1) unprocessed, (2) target: intensified 
target frequency and time regions responsible for consonant 
recognition, and (3) target-conflicting: combined intensified 
target frequency and time regions and removed conflicting 
frequency and time regions responsible for consonant confusions. 
Subjects were seated in a single-walled sound-treated booth 
(Industrial Acoustics Company). Before formal testing, a 30-min 
familiarization on all 14 consonants was binaurally provided for 
the target and target-conflicting signal processing conditions in a 
quiet environment (15-min each). Each consonant was low-pass 
filtered (IIR fifth-order Butterworth with 30 dB/oct roll-off) in the 
left ear, with one of the four fixed cutoff frequencies: 250, 500, 750, 
and 1,000 Hz. Group delay created by filtering was removed by 
applying zero-phase filtering technique. These cutoff frequencies 
were purposefully chosen because they are the typical frequencies 
of residual hearing in individuals who utilize bimodal hearing 

(Smith-Olinde et al., 2004; Jürgens et al., 2011; Bianchi et al., 2016; 
Patel and McKinnon, 2018; Varnet et al., 2019; Yoho and Bosen, 
2019). Results from these chosen cutoff frequencies can be used 
for future comparison with data that will be  measured in 
individuals with hearing aids and cochlear implants. In the right 
ear, the same consonant was presented with an initial HPF cutoff 
frequency of 7,000 Hz (IIR fifth-order Butterworth with 30 dB/oct 
roll-off). Zero group delay was achieved by applying a zero-phase 
filtering on filtered signals. An incorrect response lowered the 
cutoff frequency in 100-Hz decrements (i.e., the cutoff frequency 
was reduced from 7,000 to 6,900 Hz). So, low-frequency 
information was presented to the left ear which was designated as 
the “low-frequency or LF ear,” and the high-frequency information 
was presented to the right ear which was designated as the “high-
frequency or HF ear.” Under these LF and HF ear settings, the 
stimulus was dichotically and simultaneously delivered via an 
audiometer (GSI AudioStar Pro) to Sennheiser HDA-200 
circumaural headphones. In fixed block trials, DSIR was 
determined, using the 15-alternative forced-choice paradigm, 
along with the additional option of “none of these.” With each of 
the four fixed low-pass filter cutoff frequencies used in the LF ear, 
each consonant was presented five times for each signal 
processing, and the order of consonant presentation was fully 
randomized. The DSIR was determined when the consonant 
presented was correctly selected three times in a row. These 
procedures were repeated for the unprocessed, target, and target-
conflicting signal processing conditions. No trial-by-trial feedback 
was provided during the test. The complete test protocol (3 signal 
processing conditions × 4 LPF cutoff frequencies × 14 
consonants × 5 repetitions), including five-minute breaks (at least 
two breaks per hour and instructed to take breaks as needed) and 
the consenting process, took approximately 11 h per listener, 
requiring four separate visits.

Data analysis

Parametric statistics were used with Sigma Plot (SYSTAT, 
2021). Before performing statistical analyses, the normality 
(Shapiro–Wilk) test and equal variance (Brown-Forsythe) test 
were performed, and all passed. To determine the main effect of 
the AI-Gram signal processing and LPF cutoff frequencies on 
mean DSIRs (Figure 2), a two-way repeated measures analysis of 
variance (ANOVA) was performed with two within-subject 
factors: the AI-Gram (Unprocessed, Target, and Target-
Conflicting) and LPF cutoff frequency (250, 500, 750, and 
1,000 Hz). A two-way repeated ANOVA was also performed with 
two within-subject factors (i.e., the AI-Gram and each consonant) 
to determine how DSIR for individual consonants was affected by 
the AI-Gram signal processing (Figure 3). A two-way repeated 
ANOVA was performed with two within factors (LPF cutoff 
frequency and each consonant) to determine how the DSIR of 
each consonant was affected by the LPF cutoff frequency used in 
the LF ear (Figure 4). Pearson correlation analyses were conducted 
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to determine any systematic relationship in the DSIRs with 
different LPF cutoff frequencies (Figure  5). The results of all 
statistical analyses were assessed against an alpha level of 0.05 with 
a two-tailed test. Planned multiple comparisons were performed 
using an overall alpha level of 0.05 with the Bonferroni correction.

Results

Mean DSIR

Figure 2 shows mean DSIR with the standard error for each 
LPF cutoff frequency used for the LF ear. All DSIRs should 
be interpreted as lower bound frequencies required for consonant 
recognition from the 0–8,000 Hz band. For example, DSIR of 
3,198 Hz (for 250 Hz cutoff frequency and the unprocessed 
conditions) means that a frequency range of 3,198–8,000 Hz was 
required for consonant recognition in the HF ear when 
low-frequency information below 250 Hz was presented to the LF 
ear. The numbers in parentheses are the percentages of DSIRs 
needed for consonant recognition from the 0–8,000 Hz band. For 

instance, 60% (for 250 Hz cutoff frequency and the unprocessed 
conditions) means that the DSIR of the 3,198–8,000 Hz covers 
60% of the upper portion of the 0–8,000 Hz band. The results show 
that consonant recognition was achieved with large amounts of 
spectral information missing. DSIRs narrowed (i.e., required less 
spectral information) with increasing the LPF cutoff frequency. A 
two-way repeated measure analysis of variance (ANOVA) showed 
a significant effect of AI-Gram processing effect, F(2,78) = 4.28, 
p = 0.02 and of the LPF cutoff frequency on DSIRs, F(3,36) = 46.55, 
p < 0.001. However, no significant interactions were observed 
between the signal processing and the LPF cutoff frequency, 
F(6,78) = 1.29, p = 0.32. All pairwise multiple comparisons across 
signal processing conditions, with Bonferroni correction for the 
AI-Gram processing, showed that only two pairs were significant 
within the cutoff frequency of 250 Hz: unprocessed vs. target 
(p = 0.005) and unprocessed vs. target-conflicting (p = 0.01), 
indicated by asterisks in Figure 2. Across the LPF cutoff frequency, 
differences between all pairs are significant except for pair 750 Hz 
vs. 1,000 Hz within all three signal-processing conditions and pair 
250 vs. 500 Hz within the target condition. Details are given in 
Table 2.

FIGURE 2

Mean dichotic spectral integration range (DSIR) needed for consonant recognition in the HF ear for each LPF cutoff frequency in the LF ear. Dark- 
and light-filled bars indicate the unprocessed and target conditions, while the open bars indicate the target-conflicting condition. Numbers in the 
parentheses are the percentages of DSIR out of 0–8,000 Hz band required for consonant recognition in the HF ear (e.g., 60% for the unprocessed 
condition at 250 Hz was obtained from 8,000–3,198 Hz = 4,802 Hz, which is 60% of the 0–8,000 band). Error bars indicate standard errors. **p < 0.01 
and *p < 0.05.
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Dichotic spectral integration range  
for individual consonant

To determine what frequency range is needed for the 
recognition of each consonant, DSIR per consonant was plotted 
as a function of the signal processing condition for each LPF cutoff 
frequency in Figure 3. Two overall findings are that DSIRs are 
highly consonant-specific, and the patterns of DSIRs are similar 
between 250 and 500 Hz LPF cutoff frequencies, as well as between 
750 and 1,000 Hz LPF cutoff frequencies.

For the LPF cutoff frequency of 250 Hz, a two-way repeated 
measure ANOVA showed that DSIRs were significantly different 
across consonants, F(13,338) = 10.70, p < 0.001 but not across the 
AI-Gram signal processing, F(2,338) = 1.91, p = 0.17. Significant 
interactions were observed, F(26, 338) = 1.82, p = 0.009. Based on 
the shapes of the DSIRs, there were two subgroups: five consonants 
(/ka/, /ga/, /ma/, /fa/, and /va/), requiring wide DSIRs, and the 
remaining nine consonants requiring relatively narrow DSIRs. 
This subgrouping was supported by the results of pairwise 
multiple comparisons with Bonferroni correction (Table 3). These 
five consonants required significantly wider DSIRs compared to 
the other nine consonants. For the LPF cutoff frequency of 500 Hz, 
significant difference in DSIRs were observed across consonants, 
F(13,338) = 14.36, p < 0.001, but no significant effect of the 
AI-Gram signal processing, F(2,338) = 0.94, p = 0.40. Significant 

interactions were observed, F(26, 338) = 2.52, p < 0.001. Observed 
with the 250 Hz, the same five consonants (/ka/, /ga/, /ma/, /fa/, 
and /va/) required wider DSIRs in the HF ear than DSIRs for other 
nine consonants. It should also be noted that DSIRs for the two 
consonants (/ka/ and /ma/) slightly narrowed, compared to those 
with the 250 Hz. Table  4 shows the results of pairwise 
multiple comparisons.

With the LPF cutoff frequency of 750 Hz, each consonant 
required significantly different DSIRs, F(13,338) = 6.28, p < 0.001, 
but AI-Gram signal processing did not affect DSIRs significantly, 
F(2,338) = 1.80, p = 0.19. There were significant interactions 
between the variables, F(26, 338) = 2.64, p < 0.001. With the LPF 
cutoff frequency of 1,000 Hz, a significant main effect of the 
consonant was observed, F(13,338) = 5.60, p < 0.001, but no 
significant main effect of the AI-Gram signal processing was 
observed, F(2,338) = 1.35, p = 0.28. Significant interactions 
occurred between the type of consonant and AI-Gram signal 
processing, F(26, 338) = 2.95, p < 0.001. The patterns of DSIRs are 
similar between the 750 Hz and 1,000 Hz cutoff frequencies, as 
observed in the 250 and 500 Hz LPF cutoff frequency conditions, 
four consonants (/ka/, /ga/, /fa/, and /va/) still required relatively 
wider DSIRs in the two higher cutoff frequencies. The two 
consonants, (/fa/ and /va/) in particular, required wider DSIRs 
than the other two consonants (/ka/ and /ga/). However, /ma/ then 
had very narrow DSIRs for LFP of 750 and 1,000 Hz for all signal 

FIGURE 3

Dichotic spectral integration range (DSIR) out of 0–8,000 Hz band in the HF ear with the standard errors for individual consonant as a function of 
signal processing for each LPF cutoff frequency in the LF ear.
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processing conditions. The pairwise multiple comparisons 
supported these findings. Tables 5, 6 present all pairwise multiple 
comparisons for the 750 Hz and 1,000 Hz cutoff frequencies, 
respectively.

Effect of low-frequency information on 
DSIRs

Figure 3 presents the actual frequency values of DSIRs per 
consonant for each low-frequency information available in the 
LF ear. However, it is hard to remember these frequency values 
and to see the effect of the different low-frequency information 
on the DSIR metrics. To generate easier metrics, the DSIRs 
were converted into percentages of the frequency ranges from 

the 0–8,000 Hz band. As discussed above in the Mean DSIR 
part of the Results section, these percentages of the DSIRs 
indicate the upper portion of the 0–8,000 Hz band required for 
consonant recognition. For example, 70% means 70% of the 
upper portion of the 0–8,000 Hz band, that is, the 2,400–
8,000 Hz range. Figure 4 shows the mean percentages of the 
DSIRs in the HF ear as a function of the LPF cutoff frequency 
used in the LF ear.

For the unprocessed condition, four consonants (/ta/, /da/, 
/sa/, and /za/) required less than 50% of the 0–8,000 Hz band, 
while two consonants (/fa/ and /va/) needed more than 50% 
regardless of the LPF cutoff frequency. For the remaining nine 
consonants, the percentage of the DSIRs varied (more than 
20% differences), depending on LPF cutoff frequencies. A 
two-way repeated measure of ANOVA showed significant 
effects of the LPF cutoff frequency, F(3,507) = 29.64, p < 0.001 
and of the consonant, F(13,507) = 12.85, p < 0.001. Significant 
interactions were also observed, F(39,507) = 4.97, p < 0.001. 
Pairwise multiple comparisons with a Bonferroni correction 
were also performed. However, to demonstrate the different 
overall effects of the LPF cutoff frequency, the mean differences 
among the LPF cutoff frequencies were reported rather than to 
present all pairwise multiple comparisons. The analyses showed 
significant mean differences between any pairs of the LPF 
cutoff frequencies (p < 0.001) except for the pair 750 vs. 
1,000 Hz (p = 1.00).

Compared to the unprocessed condition, smaller percentages 
of DSIRs were needed with the target condition. Seven consonants 
including the three observed in the unprocessed condition (/ba/, 
/ta/, /da/, /sa/, /za/, /ʃa/, and /ʒa/) needed less than 50% of the 
0–8,000 Hz band regardless of the LPF cutoff frequency, while only 
/va/ needed more than 50%. The remaining six consonants, 
including the six observed in the unprocessed condition, exhibited 
more than 20% differences across the LPF cutoff frequencies. 
There was a significant difference in the percentage of DSIRs 
across consonants, F(13,507) = 18.52, p < 0.001 and the LPF cutoff 
frequency, F(3,507) = 27.41, p < 0.001. Significant interactions were 
also observed, F(39,507) = 3.37, p < 0.001. Significant mean 
differences were evident in multiple comparisons between any 
pairs of the low frequencies (p < 0.001), except for the pair 250 vs. 
500 Hz (p = 0.12) and the pair 750 vs. 1,000 Hz (p = 1.00).

For the target-conflicting condition, six consonants (/ba/, /ta/, 
/da/, /sa/, /za/, and /ʃa/) required less than 50%; however, 
consonant /fa/ needed more than 50% regardless of the LPF cutoff 
frequency. The remaining seven consonants, including the five 
observed in the unprocessed and target conditions, exhibited 
more than 20% differences across the LPF cutoff frequencies. 
There was a significant difference in the percentage of DSIRs 
across consonants, F(13,507) = 15.00, p < 0.001 and across the LPF 
cutoff frequency, F(3,507) = 18.66, p < 0.001. Significant 
interactions were also observed, F(39,507) = 3.82, p < 0.001. 
Multiple comparisons showed significant differences between any 
pairs of the LPF cutoff frequencies (p < 0.001), except for pair 250 
vs. 500 Hz (p = 0.12) and pair 750 vs. 1,000 Hz (p = 1.00).

FIGURE 4

Percentage of DSIR out of 0–8,000 Hz band in the HF ear for 
individual consonant recognition as a function of LPF cutoff 
frequency in the LF ear for each signal processing condition.
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Interrelationship among percentages of 
DSIRs

To quantify the relationship between the changes of DSIRs 
and different LPF cutoff frequencies, Pearson’s correlation analyses 
were conducted. Figure 5 shows scatter plots with r values and 
regression lines. As a reference, the DSIRs assessed with the LPF 
cutoff frequency of 250 Hz were on the x-axis and DSIRs assessed 
with the other three cutoff frequencies were on the y-axis. Since 
the DSIR data assessed with the 250 Hz cutoff frequency was used 
three times for the analyses, a Bonferroni corrected p value (i.e., 
0.05/3 = 0.017) was used. The overall trends of the analyses show 
that consonants requiring wide DSIRs in the 250 Hz condition 
also required wide DSIRs in the 500 Hz condition (and vice versa), 
but less so in the 750 Hz and 1 kHz conditions. This is consistent 
across the different AI-gram signal processing. For the 
unprocessed condition, DSIRs assessed with 250 Hz and 500 Hz 
(open circles) were significantly correlated, r(14) = 0.83, p = 0.0002. 
However, correlation was not significant between 250 Hz and 
750 Hz (filled triangles), r(14) = 0.61, p = 0.021 and between 250 Hz 
and 1,000 Hz (open diamonds), r(14) = 0.49, p = 0.08. For the 
target condition, all three correlations were significant, and r 
values were higher than the corresponding r values for the 
unprocessed condition. The DSIRs between 250 and 500 Hz were 
strongly correlated, r(14) = 0.85, p = 0.0001. Correlations were also 

significant between 250 and 750 Hz, r(14) = 0.72, p = 0.003 and 
between 250 and 1,000 Hz, r(14) = 0.69, p = 0.005. For the target-
conflicting condition, all three r values were lower than those in 
the target condition but higher than those in the unprocessed 
condition. Significant correlations were observed between 250 and 
500 Hz, r(14) = 0.84, p = 0.0001 and between 250 and 750 Hz, 
r(14) = 0.69, p = 0.006. However, no significant correlation was 
observed between 250 and 1,000 Hz, r(14) = 0.53, p = 0.05.

Discussion

In this study, frequency ranges needed for consonant 
recognition in the HF ear were measured when different 
low-frequency information was simultaneously presented to the 
LF ear under three signal processing conditions: unprocessed, 
target, and target-conflicting. The results showed that spectral 
integration and consonant recognition is possible without 
midfrequency consonant information. DSIRs were not 
significantly affected by the two signal processing conditions, 
except for at the LPF cutoff frequency of 250 Hz in the LF ear. 
DSIR narrowed significantly with increasing LPF cutoff frequency. 
Individual consonant analyses showed that four consonants (/ta/, 
/da/, /sa/, and /za/) required the least amount of spectral 
information. On the other hand, the four consonants (/ka/, /ga/, /

FIGURE 5

Scatter plots among percentages of DSIRs. Each data point represents the average DSIR percentage of each syllable across subjects. The X-axis 
indicates DSIRs for 250 Hz LPF cutoff frequency, while the y-axis indicates DSIRs for LPF cutoff frequencies of 500, 750, and 1,000 Hz. The open 
circle is a scatter plot of DSIRs of 250 and 500 Hz LPF cutoff frequencies, while the filled triangle is a scatter plot of DSIRs of 250 and 750 Hz LPF 
cutoff frequencies. The open diamond is a scatter plot of DSIRs of 250 and 1,000 Hz cutoff frequencies. ***p < 0.001 and **p < 0.01.

TABLE 2 Pairwise multiple comparisons for LPF cutoff frequencies in the LF ear.

250 vs. 500 Hz 250 vs. 750 Hz 250 vs. 1,000 Hz 500 vs. 750 Hz 500 vs. 1,000 Hz 750 vs. 1,000 Hz

Within unprocessed ** *** *** *** *** ns

Within target ns *** *** *** *** ns

Within target-

conflicting

* *** *** *** *** ns

***p < 0.001; **p < 0.01; *p < 0.05.
ns stands for not significant.
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fa/ and /va/) required the widest amount of spectral information. 
The trends for these nine consonants were consistent, regardless 
of signal processing and the amount of low-frequency information 
available in the LF ear. The recognition of the remaining six 
consonants (/pa/, /ba/, /ma/, /na/, /ʃa/, and /ʒa/) was highly 
affected by the low-frequency information available in the LF ear 
regardless of the signal processing condition.

Our finding that consonant recognition is possible without the 
full range of spectral information is consistent with existing 
literature. Lippmann (1996) measured consonant-vowel-
consonant syllable recognition in quiet with NH listeners when 
low-frequency information below 800 Hz was combined with 
high-frequency information above 4,000 Hz in the same ear. The 
results showed no significant change in consonant recognition 
when removing midfrequency consonant information 
(800–4,000 Hz).

It is not surprising that DSIRs were highly consonant specific, 
regardless of which signal processing condition was used. Four 
consonants (/ka/, /ga/, /fa/, and /va/), required the widest amount 
of spectral information regardless of signal processing and the 
low-frequency information available in the LF ear. It is known that 
perception of /fa/ and /va/ requires multiple target frequency 
regions over wide range of spectrum (Allen, 2005). For a pair /ka/ 
and /ga/, considerable confusions occurred due to same manner 
and place of articulation (Miller and Nicely, 1955; Allen, 2005), 
which results in integration with little salient spectral information 
(Stevens and Klatt, 1974; Stevens and Blumstein, 1978; Stevens 
et al., 1992). In contrast, four consonants (/ta/, /da/, /sa/, and /za/) 
required the least amount of spectral information. Perception of 
these consonants was easier because major spectral cues for their 
perception were available at 7,000 Hz and beyond (Li et al., 2010, 
2012; Li and Allen, 2011; Yoon, 2021). In this study, Sennheiser 
HAD-200 circumaural headphones were used, which are 
optimally calibrated with tones but less optimal with speech 
stimuli. They show a frequency drop-off of about 10 dB for high 
frequencies compared to low frequencies and hence need to 
be (free-field or diffuse-field) equalized (ISO389-8, 2004), which 
was not done in this study. If done appropriately, SDIRs for these 
four consonants may be further narrowed because their target 
frequency regions are extended to around 8 kHz.

Our results are similar to the results reported in Lippmann 
(1996). In that study, six consonants (/p/, /b/, /t/, /k/, /s/, and /z/) 
were well perceived when combined frequency information lower 

TABLE 3 Pairwise multiple comparisons among consonants for the 
LPF cutoff frequency of 250 Hz.

ka ga ma fa va

pa *

ba *** *** ***

ta * *** *** *** ***

da *** *** ***

na *

sa * * *** *** ***

za * ** *** *** ***

ʃa *** *** ***

ʒa **

***p < 0.001; **p < 0.01; *p < 0.05.  
Consonant pairs with significant difference are only listed.

TABLE 4 Pairwise multiple comparisons among consonants for LPF 
cutoff frequency of 500 Hz. 

ka ga ma fa va

pa *** *** ***

ba *** *** ***

ta * *** *** ***

da *** *** ***

ma *** ***

na *** *** ***

sa ** *** *** ***

za ** *** *** ***

ʃa *** *** ***

ʒa ** *** ***

***indicates p < 0.001; **p < 0.01; *p < 0.05. 
Consonant pairs with significant difference are only listed.

TABLE 5 Pairwise multiple comparisons among consonants for LPF 
cutoff frequency of 750 Hz.

ka ga ma fa va

pa * *** ***

ba * ** **

ta * ** ** **

da ** *** ***

ma ** **

sa ** *** ***

za ** *** ***

ʒa * *

***p < 0.001; **p < 0.01; *p < 0.05.  
Consonant pairs with significant difference are only listed.

TABLE 6 Pairwise multiple comparisons among consonants for LPF 
cutoff frequency of 1,000 Hz.

ka ga ma fa va

pa ***

ba ***

ta ***

da * ***

ka ***

ga **

ma *** *

sa * ***

za *** *

ʃa **

ʒa ***

***p < 0.001; **p < 0.01; *p < 0.05.  
Consonant pairs with significant difference are only listed.
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than 800 Hz and higher than 6,300 Hz was presented 
simultaneously to one ear (Lippmann, 1996). In contrast, four 
consonants (/d/, /g/, /f/, and /v/) required combined frequency 
information lower than 800 Hz and higher than 3,150 Hz. 
Comparing to our results, recognition of /ka/ required less spectral 
information. Recognition of /da/ required more spectral 
information. These differences may stem from different testing 
paradigms: monotic in the Lippmann study vs. dichotic spectral 
integration in the current study. Ronan et al. (2004) showed that 
consonant recognition performance was significantly higher in 
monotic spectral integration than in dichotic spectral integration 
in listeners with normal hearing. Spehar et al. (2008) also showed 
that word recognition was approximately 10 percentage points 
higher (statistically significant) in monotic spectral integration 
than dichotic spectral integration for young and elderly listeners 
with normal hearing. Another reason for different DSIRs, for /da/ 
and /ka/, between two studies would be  the use of different 
contexts of stimuli: consonant-vowel-consonant vs. consonant-
vowel syllables. It is well documented that frequency-time regions 
that support the robust perception that a consonant is changed if 
different vowels with different positions of consonants (initial, 
medial, or final) are used as stimuli (Baum and Blumstein, 1987; 
Hazan and Rosen, 1991; Reidy et al., 2017).

It should be noted that DSIRs for /fa/ and /va/ were negatively 
affected by the two signal processing conditions. For /fa/, the 
widest DSIR was required in the target-conflicting condition and 
then in the unprocessed and target conditions. Our subject 
response pattern analysis showed that /ma/ was mostly selected in 
the target-conflicting condition. This result indicates that 
removing a conflicting frequency range (3–7.8 kHz) for /fa/ causes 
confusion with /ma/, requiring the widest DSIR. For /va/, the 
widest DSIR was required in the target condition and then in the 
unprocessed and target-conflicting conditions. The subject 
response patterns showed that /fa/ was mostly selected in the 
target condition. This result indicates that intensifying a target 
frequency range (0.6–1.4 kHz) for /va/ causes more confusion 
with /fa/, requiring the widest DSIR even though target time 
ranges differ.

Another major finding from the current study was that there 
was no significant effect of both the AI-Gram processed target and 
target-conflicting regions on DSIR measures except for the case of 
the 250 Hz cutoff frequency. However, these processed conditions 
made spectral cues more prominent and DSIRs were numerically 
narrower (again not statistically significant) for consonant 
recognition compared to the unprocessed condition. For example, 
our analyses (Figure 3) revealed that five consonants (/ta/, /da/, /
ka/, /va/, and /za/) for the 250 Hz and another five consonants (/
pa/, /ta/, /ka/, /na/, and /va/) for the 500 Hz had narrower DSIRs 
with two signal-processing conditions than those with the 
unprocessed condition. This trend was also observed for /pa/, /
da/, /fa/, /va/, /za/, and /ʒa/ with the 750 Hz and /pa/, /fa/, and /va/ 
for the 1,000 Hz.

Our correlation analyses (Figure 5) showed that the DSIRs 
between 250 Hz and 500 Hz were significantly correlated in all 

three signal-processing conditions. The correlation was 
strengthened with the two AI-Gram processed conditions except 
for the target-conflicting condition between 250 and 1,000 Hz. 
Similar studies for nonsense phoneme perception were not 
available, but Hall and colleagues compared sentence perception 
in NH listeners and reported indirect evidence of this relationship 
(Hall et al., 2008). They first determined the necessary bandwidth 
for approximately 15–25% correct scores on sentence perception 
per listener in both quiet and noise listening environments (called 
criterion speech bandwidths) by adaptively varying the bandwidth 
of filtered sentences centered either on 500 Hz or 2,500 Hz. This 
criterion speech bandwidth measure was conducted monaurally. 
They found no obvious relation between the criterion bandwidths 
at each center frequency in both quiet and noise: listeners 
requiring a relatively wide criterion bandwidth at 500 Hz did not 
necessarily require a wide bandwidth at 2,500 Hz. This result is not 
surprising as speech information is widely spread out over a wide 
range of spectral bands, and the importance of each of these 
spectral bands for speech perception varies. As Hall et al.’s study 
(Hall et al., 2008) testing settings were different from ours (e.g., 
monotic and dichotic), any direct comparisons cannot be made. 
Our results confirm that the normal auditory system integrates 
lower spectral information, processed by one ear, with different 
spectral information processed by the opposite ear.

Clinical implication

The dichotic test setting of the present study with different 
low-frequency information in the LF ear could be translated 
into the four different degrees of high-frequency hearing loss in 
one ear. The approach may be applied to bimodal users who 
have residual hearing in low-frequency regions (typically below 
1,000 Hz) in the hearing aid ear and can have access to wider 
frequency information through a cochlear implant in the 
opposite ear (Gifford et al., 2007; Yoon et al., 2012). So, dichotic 
spectral integration may play an important role. It is expected 
that some bimodal listeners with limited access to low-frequency 
information via the hearing aid ear require a broader range of 
spectral information in the cochlear implant ear. The opposite 
can occur as well. As shown in Figures  3, 4, DSIRs for six 
consonants (/pa/, /ba/, /ma/, /na/, /ʃa/, and /ʒa/) were highly 
sensitive to low-frequency information available in the opposite 
ear. However, perception of four consonants (/ta/, /da/, /sa/, and 
/za/) required the narrowest DSIRs, while another four 
consonants (/ka/, /ga/, /fa/, and /va/) were needed the widest 
DSIRs, regardless of the signal processing. These results suggest 
that low-frequency sensitive consonants are most affected by 
interactions of acoustic and electric stimulations. In bimodal 
hearing, determining the minimum spectral information 
needed in a cochlear implant ear for consonant-by-consonant 
perception on an individual, subject-by-subject basis is critical 
because interactions across ears are highly listener specific 
(Cullington and Zeng, 2010; Gifford and Dorman, 2019; Shpak 
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et al., 2020). Fowler et al. (2016) measured speech perception 
with bimodal listeners as a function of high-pass cutoff 
frequency for the cochlear implant ear. Speech perception with 
the cochlear implant ear alone deteriorated as the high-pass 
cutoff frequency was raised. In contrast, bimodal performance 
in quiet was improved as the high-pass cutoff frequency was 
raised for listeners with better residual hearing in a hearing aid 
ear (< 60 dB HL at 250 and 500 Hz). This result suggests that 
determining minimum spectral information needed in a 
cochlear implant ear can reduce spectral interference in bimodal 
hearing (Fowler et al., 2016). Consonant-specific and listener-
specific datasets are also necessary to train a neural network-
based deep machine learning algorithm which is currently in 
progress in our laboratory. Training the deep machine learning 
algorithm will be effective with our consonant-by-consonant 
datasets for maximizing algorithm accuracy and minimizing 
errors (Vaerenberg et  al., 2011; Wang, 2017; Wathour et  al., 
2020). Hence, the present study findings will aid in designing 
custom bimodal frequency maps for greater consonant 
intelligibility based on residual hearing available in the hearing 
aid ear. One caution of direct application into bimodal hearing 
is that simulating a hearing aid ear requires careful incorporating 
gains with specific input levels for each band on a patient-by-
patient basis using clinical prescription procedures (Zhang 
et al., 2010; Sheffield et al., 2016), which were not done in the 
current study.

Currently, our laboratory has conducted a series of bimodal 
simulation studies to derive the frequency importance function of 
cochlear implant ear and combined cochlear implant and hearing 
aid ears. In addition, a spectral integration and interference study 
is ongoing for vowel and consonant recognition with manipulation 
of first and second formant frequencies. The present datasets will 
serve as a control for some ongoing studies. Our long-term goal 
of the AI-Gram based speech recognition studies is to develop 
efficient bimodal fitting schemes based on deep machine learning. 
It is expected that the target and conflicting frequency and time 
regions, reported in Yoon (2021), in conjunction with the expected 
results of the bimodal study, the minimum spectral information 
required for consonant recognition in cochlear implant ears would 
be effective in training algorithms.

Limitations

The present study has several limitations. First, using a single 
female talker creates a clear limitation of talker variability in real 
listening situations. The target and conflicting regions might differ 
depending on different talkers (Mullennix et al., 1989; Goldinger 
et al., 1991; Magnuson and Nusbaum, 2007). Thus, DSIR may also 
vary widely across talkers, particularly for listeners with hearing 
loss and hearing devices. However, based on comparable data in 
the target and conflicting regions between the current study and 
Li et al. (2010, 2012), different talkers may affect these regions less 
substantially. Second, the baseline performance for each ear alone 

was not measured. Our data was likely a result of the dichotic 
spectral integration. However, it is possible that consonant 
recognition could be  achieved with higher frequency spectral 
information only, particularly for some consonants such as /sa/ 
and /ʃa/. Third, the single phonetic environment (consonant+/a/ 
vowel) was used. Critical spectral-temporal regions that facilitate 
or limit our ability to integrate auditory information might change 
if different consonant-vowel combinations are used at different 
positions (initial, medial, or final) as stimuli (Hayden, 1950; 
Harris, 1958; Soli, 1981; Viswanathan et al., 2010). Finally, one 
technical concern is the possibility that optimal spectral 
integration may occur with different suppression levels to 
completely remove conflicting frequency and time regions used in 
the current study. In our pilot study with five NH listeners, a wide 
range of suppression from −2 to −20 dB in every 2 dB decrement 
were tested. No additional consonant enhancement was seen with 
higher than −6 dB for fricative consonants and less than 2% 
consonant enhancement for stop consonants. With the complete 
removal of the conflicting regions, speech perception was 
significantly enhanced for all consonants except /sa/ and /ʃa/, 
whose perception suffered by 15% compared to the unprocessed 
condition. Hence, though not studied in the present study, the 
removal of conflicting frequency and time regions alone as a 
condition may be studied vastly in future works.
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Stimuli consisting of an interaurally phase-shifted tone in diotic noise—often

referred to as N0Sψ—are commonly used to study binaural hearing. As

a consequence of mixing diotic noise with a dichotic tone, this type of

stimulus contains random fluctuations in both interaural phase- and level-

di�erence. We report the joint probability density functions of the two

interaural di�erences as a function of amplitude and interaural phase of the

tone. Furthermore, a second joint probability density function for interaural

phase di�erences and the instantaneous cross-power is derived. The closed-

form expression can be used in future studies of binaural unmasking first

to obtain the interaural statistics and then study more directly the relation

between those statistics and binaural tone detection.

KEYWORDS

sound localization, probability density function, interaural level di�erence, interaural

phase di�erence, tone in noise detection, binaural unmasking

1. Introduction

Tone in noise detection thresholds improve when the interaural configuration of

tone and noise differ compared to the diotic case. A rich literature reports on the

influence of virtually every parameter of acoustic stimuli on this binaural unmasking (see,

e.g., Culling and Lavandier, 2021, for a review). Amongst these parameters, the phase

difference ψ introduced between the target tones of the two ear signals is fundamental

and was explored already in the first study of dichotic tone in noise detection by Hirsh

(1948). Such a signal is commonly referred to as N0Sψ where the subscripts indicate the

interaural phase difference (IPD) of the noise (N) or signal (S). The difference between

the detection threshold for the purely diotic N0S0 and the N0Sψ signal is referred to as

the binaural masking level difference (BMLD) and is largest for the case where ψ = π

(Hirsh, 1948).

Adding a dichotic Sψ tone to diotic N0 noise reduces the correlation between the

left and right signals but also introduces random fluctuations of the interaural phase

and level differences (IPD, ILD) (visualized in Figure 1A). The interaural correlation

decreases with the tone level, so binaural unmasking and incoherence detection are often

treated synonymously (Durlach et al., 1986). However, especially for narrowband noise,
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the value of interaural correlation itself was found to be an

insufficient predictor for decorrelation detection performance.

Instead, detection performance correlated with the amount of

IPD and ILD fluctuations as measured by the standard deviation

(Goupell and Hartmann, 2006). Similarly, other studies reported

the performance in detecting the tone within an N0Sψ stimulus

to vary considerably depending on the individual noise token.

This token to token variability was best accounted for by models

that did consider the amount of instantaneous fluctuations in

IPD and ILD (Davidson et al., 2009).

Therefore, accounting for binaural tone-in-noise sensitivity

can be subdivided into two components: First, the signal-based

analysis of how stimulus design parameters such as ψ or the

SNR influence the interaural cue statistics. In the second step,

binaural sensitivity can then be studied more directly by relating

it to the interaural cues. Only relatively few studies, however,

have previously treated these statistics. The probability density

function (PDF) underlying the statistical distribution of IPDs

in (partly) decorrelated noise has been derived in the frame of

optical interferometry (Just and Bamler, 1994). Henning (1973)

derived the PDF for IPDs in the special case of N0Sπ and using a

very similar approach for the same stimulus condition, Zurek

(1991) additionally derived marginal PDFs for ILDs. Other

studies also seemed to have worked on stimuli where the tone

IPD did not equal π , but this work seemed to have remained

unpublished (Levitt and Lundry, 1966). The present study closes

this gap by deriving a closed form expression for the joint PDF

of IPDs and ILDs in the general case of a N0Sψ stimulus. From

this distribution, the marginal PDFs can also be calculated using

numerical integration. These PDFs are especially useful when

FIGURE 1

(A) Visualization of the random fluctuations in IPD 18(t) and ILD 1L(t) and P′(t) due to mixing an antiphasic 500 Hz tone with a 500Hz wide band

of diotic noise (SNR = −10dB). (B) Signal model used to derive the PDFs for an N0Sψ stimulus. The graphic shows the Complex-plane

representation of the basebands of the left and right ear signal: ZL(t) = AL(t)e
i8L (t) (blue), and ZR(t) = AR(t)e

i8R (t) (red). The left-ear-baseband is

constructed by adding a “tone”-vector with length C and angle +ψ/2 to the noise baseband X(t)+ iY(t). The right-ear-signal is constructed by

adding a “tone”-vector with an angle of −ψ/2 to the same baseband. The instantaneous IPD 18(t) of the N0Sψ signal equal the di�erence

between 8R and 8L. (C) Complex-plane representation of the interaural-baseband Z1(t) = 4(t)+ iϒ (t) which is gained by dividing the

left-ears-baseband by the right-ears-baseband. The absolute value of the baseband equals the interaural amplitude ratio R while the phase

equals the interaural phase di�erence 18.

considering narrowband noises that remain relatively unaffected

by the bandpass properties of the auditory periphery. Statistics

at the stimulus level should thus well describe statistics of the

binaural parameters at the level of binaural integration.

Suppose fluctuations of the IPD are indeed a cue used

to detect the tone in an N0Sψ stimulus. In that case, the

stimulus energy at which these fluctuations occurred might also

affect performance. A larger IPD occurring during low-energy

stimulus sections can be expected to have less impact than the

same IPD occurring at high stimulus energy. Information about

the stimulus energy in both ears is captured by the product

of the left and right ear stimulus envelope, also called the

instantaneous cross-power P′(t). Furthermore, the cross-power

plays an essential role in defining the interaural coherence of

a stimulus (Encke and Dietz, 2022). Consequently, this study

derives the joint PDF for p′(t) and IPD.

2. Deriving the probability density
functions

The following section will derive the two joint PDF. A

computational-notebook that can be used to reproduce these

derivations in the computer algebra system sympy (Meurer et al.,

2017) can be found as Supplementary material.

IfN(t) is a Gaussian noise process with a mean value of zero,

the process can be represented using its in-phase and quadrature

components X(t) and Y(t):

N(t) = X(t) cos(ω0t)− Y(t)sin(ω0t), (1)
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where X(t) and Y(t) are orthogonal noise processes with the

same variance and mean as N(t). The reference frequency ω0

is not of relevance for the derivation and can thus be chosen

freely. For computational convenience, ω0 is set to equal the

frequency of the tone S(t) which is added with the amplitude

C and phase ψ :

S(t) = C sin (ω0t + ψ) (2)

The resulting signalW(t) = N(t)+ S(t) then equals:

W(t) =
[

X(t)+ C cos(ψ)
]

cos(ω0t)

− [Y(t)+ C sin(ψ)] sin(ω0t). (3)

When dealing with instantaneous phase and amplitude

values, it is beneficial to instead work with the analytic

representationWa(t) of the signal:

Wa(t) =
{[

X(t)+ C cos(ψ)
]

+ i
[

Y(t)+ C sin(ψ)
]}

eiω0t , (4)

where i =
√
−1 is the imaginary unit. The first term of this

expression (enclosed in curly brackets) can be interpreted as

an amplitude and phase modulator of the harmonic oscillation

eiω0t . This combined modulator will be referred to as the signals

complex baseband Z(t)

Z(t) =
[

X(t)+ C cos(ψ)
]

+ i
[

Y(t)+ C sin(ψ)
]

= A(t)ei8(t),

(5)

where A(t), 8(t) are the instantaneous amplitude and phase of

the baseband. In the case of theN0Sψ stimulus, a tone with phase
ψ/2 is added to the noise in the left-ear signal while the phase

of the tone in the right-ear signal is − ψ/2 resulting in the two

basebands:

ZL(t) =
[

X(t)+ C cos ψ/2
]

+ i
[

Y(t)+ C sin ψ/2
]

= AL(t)e
i8L(t)

(6)

ZR(t) =
[

X(t)+ C cos − ψ/2
]

+ i
[

Y(t)+ C sin − ψ/2
]

=AR(t)e
i8R(t). (7)

A vector model of the basebands ZR and ZL is shown in

Figure 1B where the individual components are visualized as

vectors in the complex plane.

Based on these two basebands, PDFs for the interaural

parameters will be derived using two separate approaches. In

the first approach, the baseband of the left-ear signal ZL(t) is

divided by the baseband of the right-ear signal ZR(t) resulting

in the interaural baseband Z1(t):

Z1(t) =
ZR(t)

ZL(t)
= AR(t)

AL(t)
ei[8R(t)−8L(t)]

= R(t)ei18(t), (8)

where 18(t) and R(t) are the instantaneous IPDs and the

interaural amplitudes ratios (IARs), respectively. Instantaneous

ILDs can then be calculated as: 1L(t) = 20 log10 R(t). In

the second approach, the PDF for IPDs and the product of

the left and right-ear envelope (cross power) p′ are derived

by multiplying ZL(t) with the complex conjugate of ZR(t)

resulting in

Z2(t) = ZR(t)Z
∗
L(t) = AR(t)AL(t)e

i[8R(t)−8L(t)]

= P′(t)ei18(t). (9)

The process of deriving the PDFs from Equation (8) and

Equation (9) follows the exact same rationale so that the process

will only be detailed for Equation (8). Results for the second

approach will then be stated without further detail.

For the interaural baseband, ZL and ZR as resulting from

Equations (6) and (7) are inserted into Equation (8) resulting in:

Z1(t) =
[X(t)+ C cos (ψ/2)]+ i [C sin (ψ/2)+ Y(t)]

[X(t)+ C cos (− ψ/2)]+ i [C sin (− ψ/2)+ Y(t)]

= 4(t)+ iϒ(t) (10)

where 4(t) and ϒ(t) are the in-phase and quadrature

components of the baseband Z1(t). They can be derived from

Equation (10) as:

4(t) = Y2(t)+ [C cos (ψ/2)+ X(t)]2 − C2 sin2 (ψ/2)

[C sin (ψ/2)− Y(t)]2 + [C cos (ψ/2)+ X(t)]2
(11)

ϒ(t) = 2C [C cos (ψ/2)+ X(t)] sin (ψ/2)

[C sin (ψ/2)− Y(t)]2 + [C cos (ψ/2)+ X(t)]2
. (12)

Figure 1B visualizes the resulting baseband in the complex plane.

From this visualization, it can be seen that the instantaneous

IPDs and IARs can be calculated as the argument: 18(t) =
arg

{

Z1(t)
}

= arctan2
(

ϒ(t), 4(t)
)

and modulus R(t) =
∣

∣Z1(t)
∣

∣ =
√

ϒ(t)2 +4(t)2 of the baseband. Here, arctan2 is the

two-argument arctangent that returns the angle in the Euclidean

plane.

Both Random Processes R(t) and 18(t) are functions of

X(t) and Y(t) which are uncorrelated Gaussian noise processes

with the variance σ 2. The joint PDF fX,Y (x, y) of X(t) and Y(t)

is thus that of a bivariate Gaussian distribution:

fX,Y (x, y) =
1

2πσ 2
e
− 1

2σ2

(

x2+y2
)

, (13)

where

∞
∫∫

−∞
fX,Y (x, y) dxdy = 1. (14)

Here and in all future equations, lower-case variables will be

used to refer to the individual instances generated by a given

noise process. x and y are thus two instances generated by the

noise processes X(t) and Y(t) and ξ , υ are generated by4(t) and

ϒ(t).
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Probability density functions for 4(t) and ϒ(t) can

be gained by applying a coordinate transformation to

Equation (13). For this, Equations (11) and (12) are rearranged

to calculate x and y given the values of ξ and υ:

x(ξ , υ) = C

[

2υ sin (ψ/2)

υ2 + (ξ − 1)2
− cos (ψ/2)

]

,

y(ξ , υ) =
C

(

υ2 + ξ2 − 1
)

sin (ψ/2)

υ2 + ξ2 − 2ξ + 1
. (15)

These expressions allow us to derive the Jacobian

determinant
∣

∣J(x, y)
∣

∣. The Jacobian is then used to apply a

coordinate transformation from dx and dy to dξ and dυ:

dx dy =
∣

∣J(x, y)
∣

∣ dξ dυ = 4C2 sin2 (ψ/2)
[

υ2 + (ξ − 1)2
]2
dξ dυ. (16)

Applying the transformations in Equations (15) and (16) to

change the variables of Equation (13) results in:

f4,ϒ (ξ , υ)

= 2C2 sin2 (ψ/2)

πσ 2
[

υ2 + (ξ − 1)2
]2
e
−

C2
[

υ2−2υ sin (ψ)+ξ2−2ξ cos (ψ)+1
]

2σ2[υ2+(ξ−1)2] .

(17)

Which is the joint PDF for the two random processes 4(t)

and ϒ(t). To gain the joint PDF fR,18(r,1ϕ), Equation (17)

is transformed from rectangular to polar coordinates (see

Figure 1C). This is achieved by using the transforms: ξ =
r cos1ϕ, υ = r sin1ϕ, dξ dυ = r dr d1ϕ resulting in:

fR,18(r,1ϕ) =
C22r sin2 (ψ/2)

σ 2πh(0)2
e
− C2h(ψ)

σ22h(0) , (18)

where h(ψ) = r2 − 2r cos(1ϕ − ψ) + 1 and r ∈ [0,∞], 1ϕ ∈
[−π ,π].

This equation can be interpreted as the distribution of all

possible values of the interaural baseband z1 = rei1ϕ and thus

the distribution of all possible combinations of IPDs 1ϕ and

IARs r. It is also apparent from Equation (18) that equal ratios

of C2/σ 2 result in the same PDF so that PDFs will be referenced

using the signal to noise ratio SNR = C2/2σ 2 instead of σ 2 and

C. Some examples of these functions are shown in Figures 2A–

D. Deriving the joint PDF of 1ϕ and ILD 1l instead of IAR

r is easily done by using transforms r = 10
1l/20 and dr =

r/20 ln(10)d1l.

f1L,18(1l,1ϕ) = C210
1l/20 ln(10) sin2 (ψ/2)

σ 2πh(0)2
e
− C2h(ψ)

σ22h(0) . (19)

To derive the joint PDF of 18(t) and P′(t), the process

detailed above is repeated based on the interaural basebandZ2(t)

as defined in Equation (9) resulting in the PDF:

fP′,18(p
′,1ϕ) = e

− C2

2σ2
− p′[cos(1ϕ)−cos(1ϕ−ψ)]

2σ2[cos(ψ)−1] p′

2πσ 2
√
g

(20)

where g is given by:

g = 2C2 sin2 (ψ/2)
[

2p′ cos (1ϕ)− C2 (cos (ψ)− 1)
]

− p′2 sin2 (1ϕ). (21)

and the range of values is defined by:

p′ ∈ [0, p̂′(1ϕ)], 1ϕ ∈ [−1̂ϕ(p′),+1̂ϕ(p′)], (22)

where

p̂′(1ϕ) = C2
cos(ψ)− 1

cos (1ϕ)− 1
. (23)

The function 1̂ϕ(p′) can be gained by solving Equation (23)

for1ϕ.

Similar to Equation (19) which defined the distribution of

all possible values of 1ϕ and r, this function can be interpreted

as the distribution of all possible combinations of 1ϕ and

p′. However, the range of these combinations is limited by

Equation (23) so that large areas of the exemplary PDFs shown

Figures 2E–H are undefined. This limitation will be treated

further in the discussion.

The marginal PDFs of the IAR R, the IPD18 and the cross-

power P′ can be calculated from the two joint PDFs defined in

Equations (19) and (20) by integrating over the other variable.

f18(1ϕ) =
∫ ∞

0
fR,18(r,1ϕ)dr

=
∫ p̂′(1ϕ)

0
fP′,18(p

′,1ϕ)dp′ (24)

fR(r) =
∫ π

−π
fR,18(r,1ϕ)d1ϕ (25)

fP′ (p
′) =

∫ 1̂ϕ(p′)

−1̂ϕ(p′)
fP′,18(p

′,1ϕ)d1ϕ (26)

f1L(1l) =
∫ π

−π
f1L,18(1L,1ϕ)d1ϕ. (27)

As previously discussed, the PDFs of 1ϕ and 1l (and thus

r) only depend on the SNR and not on the absolute stimulus

power. The cross-power P′, however, is the product of the left

and right stimulus envelope and must thus also depend on

stimulus power. For this reason, PDFs for P′ will always be

shown normalized by C2 so that PDFs only depend on the SNR

and are independent of overall stimulus power.

No closed-form solution for Equations (24)–(27) could be

found so that numeric integration was used to evaluate them

(QUADPACK algorithms QAGS/QAGI; Piessens et al., 1983).

Figures 2I–K show some examples of the PDF of18,1L, P′ and
verifies the results by comparing Equations (24)–(25) to PDFs

that were numerically estimated from signal waveforms.
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FIGURE 2

(A–D) Some examples of the joint PDF of IAR and IPD given in Equation (18). All plots show results for a tone-IPD of π with the SNR increasing

from left to right. Angles in the polar plot are the IPDs, while the radial variable is the IAR. Colors indicate the probability density. A

logarithmically-scaled colormap was used due to the large dynamic range of the PDF. White areas located at an IAR = 1 and IPD = 0 for 0 and

10dB indicate a probability density of 0. (E–H) Joint PDF for cross-power and IPDs given in Equations (20). Results are shown for the same

parameters as in (A–D). As in the first row of plots, angles indicate the IPD and color the probability density. The radial variable, however, is the

cross-power. These PDFs were calculated for a noise variance of σ 2 = 1. A logarithmically-scaled colormap was used due to the large dynamic

range of the PDF. White areas indicate undefined combinations of cross-power and IPD as defined by Equation (23). (I–K) Evaluation of the

analytical results by comparing the derived marginal PDFs with numerically estimated PDFs. In all cases, black, dashed lines indicate analytical

results gained from Equations (24)–(27). Colored lines indicate results that were instead numerically estimated from waveforms. Panel (I) shows

marginal PDFS for IPDs 18, (J) for ILDs 1L and k) for the cross-power P′.

3. Discussion

Figures 2A–D show joint PDFs for IAR and IPD calculated

at a tone-IPD of ψ = π and different SNRs. Without any

tone, this distribution would equal a delta distribution with

infinite probability density at an IPD of zero and an IAR

of 1. At low SNRs (Figures 2A,B), the antiphasic tone has

only a small influence on the noise resulting in probability

densities that are still tightly clustered around the IPD of 0

and an IAR of 1. With increasing amplitude of the tone and

thus increasing SNR, this clustering becomes less pronounced

(Figures 2B,C). When the tone starts to dominate the stimulus,

the probability density becomes highest around the tone-IPD

of π (Figures 2C,D). At large SNRs, the PDF would converge

toward a delta distribution at the tone-IPD of π and an IAR

of 1. Figures 2E–H shows joint PDFs for cross-power and IPD

at the same conditions as used in Figures 2A–D. Without the

antiphasic tone, the stimulus density would be concentrated on

a single line at zero IPD. Also, the signal is diotic so that the

cross-power equals the stimulus power so that the cross-power

distribution would equal that of the squared envelope. At low

SNRs (Figures 2E,F), the addition of the tone starts to introduce

IPD fluctuations thus widening the joint PDF. A large area of

these joint PDFs are, however, undefined. These undefined areas

are determined by Equation (23) and become intuitive when

studying the signal model shown in Figure 1B. At low tone

amplitudes C, it is only possible to gain large IPDs at moments

where the envelope of the noise and thus x + iy are small.

This also result in a small cross-power p′ = aL × aR. With

increasing C, large IPDs can then also appear at increasingly
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FIGURE 3

Exemplary marginal PDFs for IPDs (first column), ILDs (second column), and the cross-power (third column). For better visualization, the

cross-power values were normalized with the squared tone amplitude so that the x-axis shows 10 log10

(

p′/C2
)

. (A–F) PDFs calculated for two

fixed signal phases ψ = π (top-row) and ψ = π/2 (bottom row). Di�erent colors indicate results at di�erent SNRs. (G–L) PDFs calculated for two

fixed SNRS: −10dB (top-row) and 0dB (bottom row). Di�erent colors indicate results at di�erent signal phases ψ .

large values of p′. This is seen in Figure 2G and especially

Figure 2H.

While joint PDFs are the main contribution of this study,

they are hard to visualize and, consequently, difficult to discuss

in detail. Instead, the following section discusses marginal PDFs

for IPDs, cross-power, and ILDs as a function of different

stimulus properties. These PDFs lack information about the

interaction between the individual metrics, such as IPD and

cross-power or ILD. However, they do convey the impact of

different metrics more intuitively. Figures 3A,D show examples

of the marginal IPD PDFs for ψ = π and ψ = π/2 while

varying the SNR. The instantaneous IPD 1ϕ can be interpreted

as a result of the mixture of zero IPD due to the diotic noise

and the IPD ψ of the tone. The weighting of the two IPDs is

determined by the noise’s instantaneous power relative to the

tone’s power. Thus, at large negative SNRs where the stimulus

is dominated by noise, IPD PDFs show a mean value close to

zero and only little variance. With increasing SNR, the IPDs are

increasingly influenced by the tone-IPD so that the distributions

mean moves toward ψ and variance increases. At larger positive

SNRs, where the noise power is small compared to the tone,

the IPDs are dominated by the tone-IPD ψ so that the variance

decreases again. In the two extreme cases where the SNR would

either be −∞ or +∞, the signal consists of only the noise or

the tone so that neither IPD nor ILD fluctuates—both PDFs

are then δ-distributions. For the IPD, this distribution is either

be located at zero (SNR=−∞) or at ψ (SNR=+∞) while the

ILD distribution is always centered at 0 dB. Figures 3B,E show

ILD PDFs for the same parameters as used for the IPD PDFs

in Figures 3A,D. Instantaneous ILDs 1l, are a direct result of

the relative energy of the instantaneous noise and the tone.

As a result, ILD PDFs exhibit the same change of variance as

discussed for the IPDs, low variance at both high or low SNRs

where the stimulus is either dominated by the tone or noise and

an increase of variance at intermediate SNRs. Figures 3C,F show

distributions for the remaining parameter P′ plotted in decibels

relative to the squared amplitude of the tone. For large SNRs, the

signal is dominated by the tone, p′/C2 is thus narrowly distributed

around 0 dB. With decreasing SNR, the noise power increases

relative to C2 so that the peak of the distribution shifts toward

larger values of p′/C2 with the overall shape of the distribution

remaining largely unchanged.
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FIGURE 4

Joint probability functions of the cross-power P′ and IPD as

defined in Equation (20). For better comparison, the y-axis was

normalized with the squared tone amplitude so that the y-axis

shows 10 log10

(

p′/C2
)

. The top row shows PDFs at an SNR of

−10dB, while the bottom row shows PDFs at an SNR of 10dB.

Columns show Each panel shows a PDF at di�erent SNRs and

Tone-IPDs ψ . The horizontal dashed black lines indicate the

location where p′ = C2 so that the normalized cross-power is

0 dB. The vertical black lines indicate where the IPD matches the

tone-phase 1ϕ = ψ . Note that the color map is

logarithmically-scaled and that changes in the scale were

limited to values between 1 and 10−3.

Figures 3G–L additionally show IPD, ILD, and P′ PDFs for
cases where the SNR was fixed while varying ψ . From the

vector summation shown in Figure 1B, it is intuitive that, at

the same tone amplitude C, a smaller value of ψ also results

in smaller IPDs. As a direct consequence, IPD and ILD PDFs

also show less variance for smaller values of ψ . The PDFs for

P′, however, are largely uninfluenced by ψ—with the notable

exception of a sharp peak located at p′/C2 = sin2(ψ/2). This peak

is a consequence of Equation (23), which limits the possible

combinations of IPDs and P′. To better understand the origin

of this peak, Figure 4 shows joint PDFs of IPD and P′. Notably,
the probabilities are heavily clustered close to the limit defined

by Equation (23). The low slope of the limiting p̂′ function

toward±π in combination with the accumulation of probability

density along this limit results in the observed peak in the cross-

power PDFs. From Equation (23) follows that p̂′(1ϕ = ±π) =
C2 sin2(ψ/2) which is the location of the peaks in Figures 3I,L.

All PDFs derived above show discontinuities for 1ϕ ∈
{0,±π} for which the probability densities approach zero. Or, in
other words, a N0Sψ stimulus will never contain IPDs that are

exactly zero or π . Both discontinuities can be understood when

keeping in mind that the IPD is defined by1ϕ = arctan2 (υ, ξ).

Which can only result in a value of 0 or ±π if υ = 0. This is

only the case when x = −C cos (ψ/2). As the probability of x to

take this exact value approaches zero, the joint PDFs will also

approach zero. For further discussion of the PDFs, however, this

discontinuity was not shown explicitly in the plots above as its

implication in practice is limited.

Furthermore, the PDFs derived in this study are

independent of noise spectrum and bandwidth. They are

thus valid for any Gaussian noise with zero mean. Further,

the tone frequency does not need to be located within the

noise spectrum. However, with auditory processing, especially

peripheral filtering, the spectrum will influence the effective

SNR at the level of binaural interaction and, thus, the PDFs

of the encoded binaural cues. In these cases, PDFs will be

determined by the effective SNR of the stimulus as processed,

meaning after considering the bandpass properties of the

auditory periphery. While all PDFs were derived for the diotic

noise case N0Sψ , they can easily be generalized to cases where

an additional phase delay ψ2 is applied to the whole stimulus.

Such a signal could then be referred to as (N0Sψ )ψ2 and

would result in identical IPD distributions as in the N0Sψ case

but shifted by ψ2 with ILD and P′ distributions remaining

unchanged.

3.1. Quantifying IPD and ILD variability

Multiple studies have used models making use of the

variability of IPDs, ILDs, or a combination of the two, as a

detection cue for tone in noise experiments (e.g., Davidson et al.,

2009; Dietz et al., 2021; Encke and Dietz, 2022; Eurich et al.,

2022) or for decorrelation detection (Goupell and Hartmann,

2007). Based on the derived PDFs, the following section will

thus discuss different measures for the amount of IPD and ILD

fluctuation for the special case of N0Sπ .
The amount of ILD fluctuations can be quantified by

calculating the variance V of the underlying distribution
defined as:

V =< 1L(t)2 >=
π

∫

−π

∫ ∞

−∞
1l2f1L,18 d1l d1ϕ, (28)

where the angular brackets symbolize the ensemble average. The

resulting variance as a function of SNR is shown in Figure 5A.

As expected from the plots in Figure 3, ILD variance first

increases with SNR until reaching its maximum around an SNR

of−0.73 dB from where the variance decreases as the tone starts

to dominate the stimulus.
Most previous studies relied on the regular variance (or

standard deviation
√
V) as defined in Equation (28) when

quantifying IPD variance (Goupell and Hartmann, 2007;
Davidson et al., 2009). This approach makes sense at low SNRs
where IPDs are narrowly distributed around 0. At higher SNRs,
however, the distribution starts to move toward a mean value of
π , and calculating the regular variance is of little significance.
An alternative and better-suited metric for quantifying the
IPD variability is the circular variance Vcirc (Fisher, 1993)
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FIGURE 5

(A) Variance of ILDs in an N0Sπ signal calculated at di�erent SNRs. The dashed line marks the maximum of the function (B) Circular IPD variance

in an N0Sπ signal calculated at di�erent SNRs (blue line) and the matching interaural coherence (gray line). Dotted lines indicate the location of

the maximum in variance and minimum in coherence. (C) Circular IPD variance as a function of stimulus coherence for an N0Sπ stimulus (gray

line and symbols) as well as (partly) decorrelated noise (dashed black line) (Just and Bamler, 1994). Symbols and labels indicate SNRs resulting in

a given combination of coherence and variance.

defined as:

Vcirc = 1−
∣

∣

∣

〈

ei18(t)
〉∣

∣

∣
= 1−

∣

∣

∣

∣

∣

∣

π
∫

−π

∫ p̂′(1ϕ)

0
ei1ϕ fP′ ,18 dp′ d1ϕ

∣

∣

∣

∣

∣

∣

,

(29)

where the angular brackets symbolize the ensemble average,

Vcirc can take values between 0 and 1 with a value of 0 indicating

no IPD fluctuations. In contrast, a value of 1 indicates a wide

distribution of IPDs (but not necessarily a uniform distribution).

The gray line shows the circular variance as a function of SNR in

Figure 5B. Like the ILD variance, IPD variance increases with

increasing SNR until reaching its maximum around an SNR of

−1.93 dB from where the variance starts to decrease.
A second and alternative metric for quantifying the amount

of IPD fluctuations has recently been shown to directly account
for the detection performance in a variety of tone in noise
tasks: The interaural coherence1 |γ | (Encke and Dietz, 2022;
Eurich et al., 2022). The interaural coherence is defined as the
modulus of the complex-valued correlation coefficient and can

1 Note that there are several di�erent definitions of coherence. Our use

of coherence as |γ | is a typical time-domain definition (Saleh, 2007). In

general signal processing, the coherence function is instead often defined

in the frequency domain and calculated as the normalized absolute

value of the cross-spectral power density (CSPD) (Shin, 2008). The two

definitions are closely related, as the time-domain coherence can also

be defined by using a Fourier transform of the CSPD. In binaural research,

a third definition exists, where interaural coherence is sometimes used

to refer to the maximum of the real-valued cross-correlation function

(Blauert, 1983).

be calculated as:

|γ | =
|
〈

Ra(t)L
∗
a(t)

〉

|
<

√

|Ra(t)|2 >< |La(t)|2 >
=

∣

∣

∣

〈

P′(t)ei18(t)
〉∣

∣

∣

<
√

|Ra(t)|2 >< |La(t)|2 >
,

(30)

= 1

2σ + C2

∣

∣

∣

∣

∣

∣

π
∫

−π

∫ p̂′(1ϕ)

0
p′ei1ϕ fP′ ,18dp

′d1ϕ

∣

∣

∣

∣

∣

∣

, (31)

where Ra, La are the analytical representation of the left and

right ear signals, the asterisk symbolizes the complex conjugate,

and σ 2 and C are the variance of the noise and the amplitude of

the tone, respectively. Comparing this equation to the definition

ofVcirc in Equation (29), shows that the twomeasures are closely

related, with the main difference being that |γ | weights the IPDs
by p′ before averaging. This weighting requires a normalization

achieved by the term before the integrals. In addition to this,

the two metrics show inverse behavior. A stimulus with no IPD

fluctuations will result in an interaural coherence of |γ | = 1

while the circular variance would be V = 0.

An interesting property of |γ | is that any stimulus with a

real-valued cross power density spectrum such as N0Sπ also

results in a real-valued γ which then equals the interaural

(Pearson) correlation. Figure 5B shows the interaural coherence

(and thus correlation) as a function of SNR (blue line). As

expected from the previous discussions, the coherence decreases

with increasing SNR until reaching a coherence of zero at an

SNR of 0 dB from where it starts to increase. Surprisingly,

however, the minimum in coherence does not match the

maximum in IPD or ILD variability. Figure 5C thus shows the

same data as in panel b but plotting IPD variance as a function

of coherence. The same plot also shows the IPD variance of

two partly correlated noise tokens as a function of coherence.

From this figure, one can appreciate that, depending on the

stimulus, the same coherence can result in different amounts of

IPD variance. These differences are caused by the p′ weighting
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of IPDs that is included when calculating |γ | (see Equation 31).

two stimuli that share the same IPD PDF but differing P′ PDFs
would thus show also differ in their coherence.

4. Summary

This study aimed to derive the joint PDF for ILDs (IARs)

and IPDs as well as IPDs and P′. The two functions are given

by the Equations (19) and (20). The two equations are a key

component for understanding how the SNR and ψ influence

the magnitude of binaural unmasking when considering IPD

and ILD variance as the underlying cue. The approach applied

to derive PDFs can further be used as a template for other

types of binaural signals. In the future, it will hopefully help to

get a better understanding of how different stimulus statistics

influence binaural unmasking.
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Voice-gender differences and spatial separation are important cues for

auditory object segregation. The goal of this study was to investigate the

relationship of voice-gender difference benefit to the breadth of binaural

pitch fusion, the perceptual integration of dichotic stimuli that evoke different

pitches across ears, and the relationship of spatial separation benefit to

localization acuity, the ability to identify the direction of a sound source.

Twelve bilateral hearing aid (HA) users (age from 30 to 75 years) and eleven

normal hearing (NH) listeners (age from 36 to 67 years) were tested in the

following three experiments. First, speech-on-speech masking performance

was measured as the threshold target-to-masker ratio (TMR) needed to

understand a target talker in the presence of either same- or different-gender

masker talkers. These target-masker gender combinations were tested with

two spatial configurations (maskers co-located or 60◦ symmetrically spatially

separated from the target) in both monaural and binaural listening conditions.

Second, binaural pitch fusion range measurements were conducted using

harmonic tone complexes around a 200-Hz fundamental frequency. Third,

absolute localization acuity was measured using broadband (125–8000 Hz)

noise and one-third octave noise bands centered at 500 and 3000 Hz. Voice-

gender differences between target and maskers improved TMR thresholds

for both listener groups in the binaural condition as well as both monaural

(left ear and right ear) conditions, with greater benefit in co-located than

spatially separated conditions. Voice-gender difference benefit was correlated

Frontiers in Neuroscience 01 frontiersin.org

53

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2022.1059639
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2022.1059639&domain=pdf&date_stamp=2022-11-23
mailto:yonghee.oh@louisville.edu
https://doi.org/10.3389/fnins.2022.1059639
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fnins.2022.1059639/full
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1059639 November 17, 2022 Time: 16:12 # 2

Oh et al. 10.3389/fnins.2022.1059639

with the breadth of binaural pitch fusion in the binaural condition, but

not the monaural conditions, ruling out a role of monaural abilities in the

relationship between binaural fusion and voice-gender difference benefits.

Spatial separation benefit was not significantly correlated with absolute

localization acuity. In addition, greater spatial separation benefit was observed

in NH listeners than in bilateral HA users, indicating a decreased ability of

HA users to benefit from spatial release from masking (SRM). These findings

suggest that sharp binaural pitch fusion may be important for maximal speech

perception in multi-talker environments for both NH listeners and bilateral

HA users.

KEYWORDS

voice-gender release from masking, spatial release from masking, binaural pitch
fusion, localization acuity, hearing loss, hearing aid (HA)

Introduction

Multi-talker listening environments occur when multiple
talkers with various voice characteristics and spatial locations
interact with each other. Those multi-talker listening situations
present a challenging auditory environment which can make the
task of target speech perception remarkably difficult for listeners
due to masking effects created by the abundance of interfering
background talkers (maskers). This situation is often referred to
as the “cocktail party” phenomenon (Cherry, 1953).

Many previous studies have reported that there are two
major acoustic cues that can improve speech segregation
performance of a target message in listening environments
like the “cocktail party” (Brungart, 2001; Albogast et al., 2002;
Darwin et al., 2003; Ericson et al., 2004; Allen et al., 2008;
Brungart et al., 2009; Best et al., 2011; Litovsky, 2012; Gallun
et al., 2013; Srinivasan et al., 2016; Gaudrain and Başkent, 2018;
Oh et al., 2021). One of these acoustic cues is vocal-characteristic
differences between target and maskers that are a result
of differences in talker gender (e.g., fundamental frequency
differences, vocal-tract length differences, etc.) and the other is
spatial separation between target and maskers (e.g., co-located
vs. spatially separated talkers). Here, the improvement they can
provide for speech segregation is referred to as “release from
masking.” Specifically, the release from masking by the cues
from vocal-characteristic differences is termed “voice-gender
release from masking” (VGRM), and the masking release by
spatial separation cues is termed “spatial release from masking”
(SRM). It should be noted that the term VGRM was originally
proposed in the study by Oh and Reiss, 2017a,b and used in their
other studies (Oh et al., 2021, 2022). Here, “gender” denotes the
classical categorization of a talker’s voice with their assigned sex
at birth. Different terms have been used in previous speech-on-
speech masking studies (e.g., “sex-mismatch benefits” Richter
et al., 2021).

Previous studies have explored VGRM in isolation and have
found that differences in voice characteristics between talkers
of different genders lead to greater masking release than the
differences in voice characteristics between talkers of the same
gender for normal hearing (NH) listeners (Brungart, 2001;
Ericson et al., 2004; Brungart et al., 2009). Studies have also
explored SRM in isolation and have established that NH listeners
benefit significantly from spatial separation cues between the
target and competing maskers, beginning at separations as small
as 2◦, and that SRM benefit generally improves with increasing
degrees of separation (Allen et al., 2008; Best et al., 2011;
Litovsky, 2012; Gallun et al., 2013; Srinivasan et al., 2016; Yost,
2017).

While these findings are important, few studies have
explored the interaction between these two cues together and
their influences on SRM and VGRM. One recent study by Oh
et al. (2021) found that there is an unequal perceptual weighting
between the VGRM and SRM that NH listeners achieve across
a spatial field. That is, at smaller spatial separations (up to 15–
30◦) between target and maskers, VGRM is more dominant than
SRM, and at larger separations, (greater than 30 up to 60◦) the
perceptual weighting is reversed and SRM is more dominant
than VGRM. Additionally, there was a clear point of intersection
between this reversal of VGRM and SRM dominance where the
magnitude of masking release for SRM and VGRM was equal.

In hearing-impaired (HI) listeners, bilateral device use
including hearing aid (HA) and/or cochlear implant (CI)
can be a major factor for binaural listening advantages
in both voice-gender difference and spatial separation cues
(Litovsky et al., 2006; Marrone et al., 2008; Visram et al.,
2012; Bernstein et al., 2016). However, benefits from bilateral
devices are highly variable, and often provide little speech
perception benefit or even interfere with speech perception,
compared to monaural device use (Litovsky et al., 2006;
Ching et al., 2007; Reiss et al., 2016; Reiss and Molis, 2021).
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Reduced benefits of voice-gender differences in HI listeners
could be attributed to poorer monaural frequency resolution
for representation of pitch or even vocal tract length cues for
voice pitch discrimination. Alternatively, recent findings suggest
that reduced benefits from voice-gender difference could be
explained by an increased likelihood to integrate dichotic stimuli
that evoke different pitches between two ears into a single fused
sound, which is termed binaural pitch fusion (Reiss and Molis,
2021; Oh et al., 2022). Generally, binaural pitch fusion is narrow
in NH listeners because the two ears provide essentially matched
spectral information for a given signal. In contrast, HI listeners
can exhibit abnormally broad binaural pitch fusion, i.e., can
fuse stimuli with pitches differing by up to 3–4 octaves across
ears into a single percept (Reiss et al., 2014, 2017, 2018a,b;
Oh and Reiss, 2017b, 2020). Thus, broad binaural pitch fusion
appears to be detrimental, and could negatively impact the
ability to segregate out multiple voices of different pitches in
complex environments. In the current study, as the first goal,
we investigated whether variability in binaural pitch fusion
may explain some of the variability in voice-gender difference
benefits in a common speech-on-speech masking task similar to
those used in the previous studies.

Similarly, reduced benefits of spatial separation have
previously been attributed to aging, hearing loss, poor sound
source localization abilities, and a combination of those factors
(Gallun et al., 2005, 2013; Best et al., 2011; Gifford et al., 2014;
Füllgrabe et al., 2015; Srinivasan et al., 2016, 2021; Swaminathan
et al., 2016; Ellinger et al., 2017; Baltzell et al., 2020). Their
studies found aging and hearing loss could contribute to the
reduction in SRM interdependently or independently (Gallun
et al., 2013; Srinivasan et al., 2016). In addition, reduced
temporal and spectral processing caused by either aging or
hearing loss could reduce the ability to use spatial cues to
segregate different auditory streams (Best et al., 2011; Füllgrabe
et al., 2015; Srinivasan et al., 2016). There has also been
some evidence showing that absolute sound localization ability
from the processing of interaural time differences (ITDs) and
interaural level differences (ILDs) could contribute to SRM
(Gallun et al., 2005; Gifford et al., 2014; Srinivasan et al., 2016;
Swaminathan et al., 2016; Ellinger et al., 2017; Baltzell et al.,
2020). Most of their studies argued that the limited access to
those localization cues could be explained by the interaction
between aging and hearing loss. In the current study, as the
second goal, we investigated whether variability in listener’s
absolute sound localization ability may explain some of the
variability in SRM in speech-on-speech masking.

The overall goal of this study was to measure two different
types of masking releases due to (1) the voice-gender differences
between talkers (i.e., VGRM); and (2) the spatial separation
between talkers (i.e., SRM), and investigate how these differ
in bilateral HA users from age-matched NH listeners. Further,
measurements of binaural pitch fusion and absolute localization
acuity were conducted on the same subject groups that

participated in the speech-on-speech masking experiment. We
explored whether variability in pitch fusion and localization
acuity could explain the variability in VGRM and SRM,
respectively. In order to check that these correlations are
truly due to binaural processing, speech-on-speech masking
experiments were repeated in two monaural (left ear and right
ear) listening conditions, and their results were compared
with those in the bilateral listening conditions. Our primary
hypothesis was that broad binaural pitch fusion would be
associated with reduced benefit from the voice-gender difference
cue, and conversely that narrow binaural pitch fusion would
be associated with a greater advantage in the use of this cue.
In other words, the benefit from the voice gender difference
cue (VGRM) would be negatively correlated with the binaural
pitch fusion ranges. We also hypothesized a negative correlation
between sound localization acuity and masking release by
spatial separation (SRM). That is, poor localization acuity would
be associated with reduced SRM, and conversely that acute
localization acuity would be associated with a greater advantage
in SRM. Finally, we expected that no correlations would be
observed with the monaural listening conditions.

Materials and methods

Participants

All measurements were conducted according to the
guidelines for the protection of human subjects as set forth
by the Institutional Review Boards (IRBs) of both Oregon
Health and Sciences University and the Portland VA Medical
Center, and the methods employed were approved by these
IRBs. Twenty-three adult subjects, consisting of eleven NH
listeners ranging in age from 36 to 67 years (mean and standard
deviation (std) = 50.0 ± 9.9 years; 7 females), twelve bilateral
HA users ranging in age from 30 to 75 years (mean and
std = 53.8 ± 16.7 years; 10 females; Table 1), participated in
this study. A Kruskal–Wallis H-test showed that there were no
significant age differences between these two listener groups
[H(1) = 1.817, p = 0.611]. All subjects were native English
speakers and screened for normal cognitive function using
the 10-min Mini Mental Status Examination (MMSE) with a
minimum score of 27 out of 30 required to qualify (Folstein
et al., 1975; Souza et al., 2007), ruling out cognitive impairment
that would potentially influence performance.

Normal hearing was defined as air conduction thresholds
≤25 dB hearing level (HL) from 125 to 4000 Hz. Mean pure-
tone averages at octave interval frequencies between 125 and
4000 Hz for NH subjects were 12.6 ± 2.2 dB HL for the left
ear and 11.5 ± 1.4 dB HL for the right ear. Bilateral HA users
had moderate to severe hearing losses in both ears and relatively
symmetric losses between ears, with the exception of subject H1.
Mean pure-tone averages were 56.5 ± 10.8 and 57.7 ± 10.5 dB
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TABLE 1 Demographic information for hearing-aid (HA) users: age,
sex, etiology of hearing loss, and reference ear.

Subject
ID

Age
(years)

Sex Etiology of
hearing loss

Reference
ear

H1 75 Male Unknown Right

H2 30 Female Genetic Right

H3 39 Female Genetic Right

H4 67 Female Genetic Right

H5 34 Female Unknown Right

H6 39 Male Genetic Right

H7 71 Female Unknown Left

H8 47 Female Noise Left

H9 67 Female Unknown Right

H10 73 Female Unknown Left

H11 43 Female Genetic Left

H12 60 Female Unknown Left

M 53.8

SD 16.7

FIGURE 1

Unaided audiograms for the NH and bilateral HA subjects in this
study. Solid thin lines show individual thresholds for bilateral HA
users. Solid thick lines and shaded areas represent averaged
thresholds and standard deviations for NH subjects.

HL for left and right ears, respectively. Figure 1 shows group-
averaged audiograms for NH subjects (thick solid lines) and
individual audiograms for bilateral HA subjects (lines with open
symbols) for left and right ears.

All bilateral HA users were required to have at least
1 year of experience with bilateral HA use and have monaural
word intelligibility scores of 65% or higher on the Consonant
Nucleus Consonant (CNC) word test with both devices. For
the speech-on-speech masking experiment and the sound

localization acuity experiment, all HA users used lab loaner
HA devices (Phonak Ambra). All extra processing features for
hearing devices were disabled, including adaptive/automatic
gain control, frequency lowering, directional microphones, and
noise reduction. HAs were verified to meet NAL-NL2 (National
Acoustics Laboratories-Non-Linear2, Australia) targets (speech
stimuli at 50, 65, and 75 dB SPL) using real-ear measurements
in order to provide suitable amplification for a subject’s hearing
loss, and all subjects met the target criteria. In both subject
groups, tympanometry was also conducted to verify normal
middle ear function. Additional details of etiology of hearing
loss of the HA users are shown in Table 1. All subjects were
paid an hourly wage and completed all experiments in between
four to seven sessions of 2–3 h each. No prior experience
with psychophysical research was required for participation;
however, practice tutorials (20–30 min) were provided to all
subjects in order to assure familiarity with the procedures.

Stimuli and procedures

Three main experiments were conducted in this study:
speech recognition threshold measurement in competing
speech, binaural pitch fusion range measurement, and
localization acuity measurement. The measurements of both
speech recognition threshold and localization acuity were
conducted in the anechoic chamber located at the National
Center for Rehabilitative Auditory Research (NCRAR). The
measurement of binaural pitch fusion range was conducted
in a double–walled, sound attenuated booth at the Oregon
Hearing Research Center (OHRC). All statistical analyses were
conducted in SPSS (version 25, IBM).

Speech-on-speech masking measurement
All speech stimuli were digitally processed in MATLAB

to have a sampling rate of 44.1 kHz. Stimuli were
presented through a bank of three eight-channel amplifiers
(Ashlys/ne4250) and 24 frequency-equalized loudspeakers
calibrated by a Brüel and Kjaer sound level meter. The
loudspeakers were arranged in a circle in the horizontal plane
with 15◦ increments surrounding the listener and equidistant at
2 m from the listener’s head.

All speech stimuli were drawn from the Coordinate
Response Measure (CRM; Bolia et al., 2000) speech corpus,
which consists of sentences in the form “Ready [call sign] go
to [color] [number] now.” In this study, speech stimuli were
presented with a 20% slower speaking rate than the original
CRM corpus stimuli because some HA users had difficulties
in understanding target-only stimuli at the original speaking
rate. A custom MATLAB implementation of a modified pitch
synchronous overlap add (PSOLA) technique (Moulines and
Laroche, 1995) was used to time-stretch CRM sentences by
20%. There are eight possible call signs (Arrow, Baron, Charlie,
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Eagle, Hopper, Laker, Ringo, and Tiger), and 12 keywords: four
colors (red, green, white, and blue) and the numbers (1–8). All
possible combinations of the call signs, colors, and numbers
were spoken by four male (F0 = 100 ± 7 Hz) and four female
talkers (F0 = 204 ± 12 Hz). Note that fundamental frequency
(F0), which represents the voice pitch, was estimated using the
cepstrum algorithm in MATLAB where the output is the Fourier
transform of the log of the magnitude spectrum of the input
waveform (Flanagan, 1965). F0 for each talker was averaged
across all of that talker’s CRM speech stimuli.

Each subject was presented with three simultaneous
sentences from the CRM corpus (1 target and 2 simultaneous
maskers). Subjects identified keywords associated with one
target sentence while attempting to ignore two masker
sentences. Target speech stimuli were presented from directly
in front of the listener with a fixed sound presentation level of
60 dB SPL. Masker speech stimuli were presented in one of two
spatial configurations: co-located (target at 0◦, maskers at 0◦)
or 60◦ symmetrical separations (target at 0◦, maskers at ± 60◦).
Only symmetrical target-masker separation conditions were
considered in order to minimize availability of the better ear
cue (monaural head shadow effect; Shaw, 1974; Kidd et al., 1998)
and maximize reliance on spatial cues or voice-gender cues for
source segregation.

These two spatial conditions were tested with four different
gender combinations of target and maskers: MM (male target,
male maskers), MF (male target, female maskers), FF (female
target, female maskers), and FM (female target, male maskers),
for a total of 2 × 4 = 8 conditions. In each trial, the subject
was instructed to face the front speaker and attend to the target
sentence, always identified here by the call sign “Charlie,” and
indicate the target color and number keywords from the 32
possible color/number combinations. The masker sentences had
exactly the same form as the target but a different call sign, color,
and number, randomly selected on each trial. The one target
and two masker sentences were randomized from eight talkers
(four males and four females) for each target-masker gender
combination at each trial, and they were temporally aligned at
the beginning and were roughly the same total duration.

Responses were obtained using a touch screen monitor
located on a stand within arm’s reach of the listener seated in
the middle of the anechoic chamber. The monitor was directly
in front of the listener but below the plane of the loudspeakers.
Subjects were asked to look straight ahead and to hold their
heads stead during a stimulus presentation. Feedback was given
after each presentation in the form of “Correct” or “Incorrect.”
Approximately one second of silence followed the response
being registered, prior to the next stimulus presentation.

The masker sound presentation level was adaptively varied
at each trial to find the target-to-masker ratio (TMR), or the
masker level yielding 50% correct recognition of both target
color and number (i.e., 1/32 chance), using a one-up/one-
down procedure (Levitt, 1971). The initial level for the masker

sentence was set at 30 dB SPL and increased in level by 5 dB
for each correct response until an incorrect response occurred,
then decreased in level for each incorrect response until a correct
response, and so on. This was repeated until three reversals
in direction were obtained, at which point the step size was
changed to 1 dB and six more reversals were measured. The
TMR was estimated as the average of the last six reversals. Note
that TMR indicates the difference in level between the target
and each masker in the symmetrical target-masker separation
conditions, while signal-to-noise ratio (SNR) refers to difference
between the target and the combined masker level. For example,
if the target level is 60 dB SPL and each masker is also 60 dB
SPL, the TMR would be 0 dB, and the overall SNR would
be approximately −3 dB. All subjects were tested in binaural
listening conditions and in both monaural listening conditions
with the non-test ear plugged and muffed. Thresholds were
averaged over three separate runs for each condition.

Binaural pitch fusion measurement
All stimuli were digitally generated at a sampling rate

of 44.1 kHz with MATLAB, delivered using an ESI Juli
sound card, TDT PA5 digital attenuator and HB7 headphone
buffer, and presented over Sennheiser HD-25 headphones.
Headphone frequency responses were equalized using
calibration measurements obtained with a Brüel and Kjaer
sound level meter with a 1-inch microphone in an artificial ear.

Prior to the binaural fusion range measurements, loudness
balancing was conducted sequentially across frequencies and
across ears using a method of adjustment. For both listener
groups, 300-ms tones at 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875,
1, 1.25, 1.5, 2, 3, and 4 kHz in the reference ear were initialized
to “medium loud and comfortable” levels corresponding to a
6 or “most comfortable” on a visual loudness scale from 0
(no sound) to 10 (too loud). Loudness for the comparison
ear was then adjusted for each frequency to be equally loud
to a tone in the reference ear during sequential presentation
across the ears, based on subject feedback. Here, all loudness
balancing adjustments were repeated with a fine attenuation
resolution (0.1 dB steps for bilateral HA and 0.5 dB steps for NH
listeners) until equal loudness was achieved with all comparison
sequences within and across ears, with a reference to a 500-
Hz tone in the reference ear. The averaged comfortable sound
levels were 65 ± 4/65 ± 4.1 dB sound pressure level, SPL
(left/right ear) for NH listeners and 90 ± 1.4/91 ± 1.7 dB SPL
(left/right ear) for bilateral HA users. The frequencies and order
of presentation were randomized to minimize the effect of biases
such as time-order error and underestimation or overestimation
of the loudness (Florentine et al., 2011). This loudness balancing
procedure was performed to minimize use of level-difference
cues and maximize focus on pitch differences as the decision
criteria. Using the same program, each ear was then checked for
poor within-ear pitch ranking ability by asking subjects to rank
which tone was higher in pitch for all frequency combinations.
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Binaural pitch fusion range measurements were then
performed to measure the fusion ranges over which dichotic
pitches were fused with dichotic 1500-ms harmonic tone
complexes. The method of constant stimuli procedure was
used: the reference stimulus was fixed in the designated
“reference ear,” and the contralateral, comparison stimulus was
varied across trials. For NH listeners, the reference ear was
randomized. For bilateral HA users, if one ear had poor within-
ear frequency discrimination as assessed during the loudness
balancing procedure, that ear was assigned to be the reference
ear so that the resolution of comparison stimulus testing would
be maximized using the contralateral better ear, instead of
limited by the worse ear. The reference fundamental frequency
(F0ref ) was fixed at 200 Hz, and the comparison stimuli consisted
of other harmonic complexes with fundamental frequencies
(F0comp) sampled around the reference with 1/64 to 1/16 octave
steps and varied pseudo-randomly across trials. The number of
harmonic components was fixed at four.

At each trial, subjects were asked to indicate whether they
heard a single fused sound or two different sounds through
a touch screen monitor. If a single sound was heard, subjects
were instructed to indicate whether they heard that sound as a
single fused sound (“Same”). If two different sounds were heard,
subjects were instructed to indicate which ear had the higher
pitch (“Left higher” or “Right higher”) as a check of whether two
sounds were really heard. A “Repeat” button was also provided
to allow subjects to listen to the stimuli again. No feedback was
given during the run. Binaural pitch fusion ranges were averaged
over three separate runs.

Localization acuity measurement
Three Gaussian noise-band stimuli with 500-ms duration

were generated with sixth-order Butterworth filter and
processed in MATLAB to have a sampling rate of 44.1 kHz.
The broadband stimulus was band-pass noise filtered between
125 and 8000 Hz, and two narrowband stimuli were band-pass
noises centered at 500 and 3000 Hz with 1/3-octave-wide bands.
All stimuli were presented through the same 24-loudspeaker
array system and equipment configuration as used in the
speech-on-speech masking experiment.

Prior to the localization acuity measurements, threshold
estimates of “quiet detection threshold” were performed to
ensure the audibility of each noise stimulus. A one-up/two-
down adaptive procedure tracking the 70.7% correct point
(Levitt, 1971) was used with a four-interval (two-cue, two-
alternative). On each trial, the target sound was assigned to
the second or third interval with equal probability, and no
signal was presented in the first and the fourth intervals. The
initial level was set at 50 dB SPL and decreased in level for
two consecutive correct responses until an incorrect response
occurred, then increased in level for each incorrect response
until a correct response, and so on. This was repeated until
three reversals in direction were obtained, at which point the

step size was decreased by half for each reversal. The average
of the last six reversals with a 1-dB step size was used to
estimate thresholds. The averaged quiet threshold levels were
21 ± 3.2/24 ± 5.1/25 ± 5.3 dB SPL (broadband/500-Hz band-
pass noise/3000-Hz band-pass noise) for NH listeners and
32 ± 9.4/40 ± 8.7/43 ± 7.2 dB SPL (broadband/500-Hz band-
pass noise/3000-Hz band-pass noise) for bilateral HA users.

Localization acuity measurements were then performed
with the method of constant stimuli procedure for each stimulus
condition: three presentations of the 24 speakers in random
order (i.e., 72 trials for each stimulus condition). The stimulus
level was fixed at 30 dB sensational level (SL). Subjects were
asked to look straight ahead and to hold their heads steady
during a stimulus presentation and asked to identify the location
of the sound through the touchscreen (a circle with a radius
of 5 cm without a visual representation of all speakers) after
stimulus presentation. No feedback was given during the run.
Localization acuity was averaged over three separate runs for
each stimulus condition.

Results

Effects of voice-gender differences
and spatial separation on speech
recognition thresholds in noise

Figures 2, 3 show the results of the speech-on-speech
masking experiment for NH and HA user groups, respectively.
Note that the TMR thresholds of the two same-gender
conditions (MM and FF) were similar at each spatial
configuration in both groups, as were those of the two different-
gender conditions (MF and FM), and these TMR threshold
similarities between talker-masker gender combinations were
also reported in the previous studies (Gallun et al., 2013; Oh
et al., 2021) that used the same experimental setup as the current
study. Thus, the TMR thresholds averaged in the same-gender
vs. the different-gender conditions were used for all plots and
statistical analyses in this study.

The top row of Figure 2 shows individual and mean TMR
thresholds as a function of target-maskers spatial separation
(0 and ± 60◦) for three listening conditions (binaural, left
only, and right only) in NH listeners. Generally, smaller or
more negative TMR thresholds indicate better (or improved)
speech recognition ability in noise. In the binaural listening
condition, the results show that the same-gender condition
(3.16 ± 0.56 dB) exhibits larger (poorer) TMR thresholds than
the different-gender condition (−5.18 ± 2.19 dB) in the co-
located target-maskers spatial configuration. A similar trend was
observed in the spatially (± 60◦) separated configuration (the
same-gender condition: −8.31 ± 3.14 dB; the different-gender
condition: −11.09 ± 2.65 dB). In both spatial configurations, the
lower TMR values for the different-gender conditions relative

Frontiers in Neuroscience 06 frontiersin.org

58

https://doi.org/10.3389/fnins.2022.1059639
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1059639 November 17, 2022 Time: 16:12 # 7

Oh et al. 10.3389/fnins.2022.1059639

FIGURE 2

Individual and average target-to-masker ratio (TMR) thresholds and voice gender release from masking (VGRM) and spatial release from
masking (SRM) for NH listeners. The left, middle, and right columns refer to the binaural, left only, and right only listening conditions,
respectively. The upper panels show the TMR thresholds (A–C) as a function of target-masker spatial separation (0 and ± 60◦). Dark-shaded
and light-shaded symbols indicate TMR thresholds for the same-gender masker and the different-gender masker conditions, respectively. The
middle panels show VGRMs (D–F) as a function of target-masker spatial separation (0 and ± 60◦). The lower panels show SRMs (G–I) as a
function of target-masker gender combination (same-gender and different-gender). Error bars represent standard deviation around the mean.
Horizontal dotted lines represent reference zero values.

to the same-gender conditions are indicative of the amount of
VGRM, which shows how much speech recognition thresholds
in noise are improved by differences in gender between the
target and maskers. The amount of VGRM (Figure 2D) was
calculated by the difference in TMR thresholds between same-
gender (dark-gray symbols) and different-gender (light-gray
symbols) conditions at each spatial configuration. The VGRM
for NH listeners (Figure 2D) ranged between −0.11 and
12.52 dB, and the mean VGRM was greater in the co-located
spatial configuration (8.34 ± 2.07 dB) than in the spatially
separated configuration (2.79 ± 1.10 dB).

Another interesting finding in NH listeners is that spatial
separation of the maskers to ± 60◦ relative to the target at 0◦ led
to smaller (better) TMR thresholds for all target-masker gender
combinations. This reduction is indicative of the amount of
SRM, which shows how much speech recognition thresholds are
improved by spatial separation of the talker from the maskers.
The amount of SRM (Figure 2G) is defined as the spatial
separation benefits at each target-masker gender combination
[i.e., differences between dark-gray (or light gray) symbols at 0◦

and at ± 60◦ in Figure 2A]. The SRM for NH listeners ranged
between 3.42 and 17.29 dB, and the mean SRM was greater in
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FIGURE 3

Individual and average target-to-masker ratio (TMR) thresholds and voice gender release from masking (VGRM) and spatial release from
masking (SRM) for bilateral HA users. Plotted as in Figure 2, with different scales on the y-axis.

the same-gender target-maskers combination (11.47 ± 3.12 dB)
than in the different-gender combination (5.91 ± 2.61 dB).

Compared to the binaural listening condition, the
two monaural listening conditions elicited TMR threshold
changes, especially in the spatially separated target-maskers
configuration, and thus different results in VGRM and SRM.
First, the TMR thresholds in the left-only (Figure 2B) and
right-only (Figure 2C) listening conditions were similar to
those in the binaural listening condition (Figure 2A) at the co-
located target-maskers configuration (left only: 3.11 ± 0.78 dB
same-gender/−4.38 ± 2.92 dB different-gender; right only:
3.02 ± 0.82 dB same-gender/−4.72 ± 2.64 dB different-gender).
However, the monaural TMR thresholds were essentially
unchanged compared to the co-located condition when
the target and maskers were spatially separated (left only:
1.81 ± 2.99 dB same-gender/−5.48 ± 3.60 dB different-gender;
right only: 2.06 ± 2.32 dB same-gender/−5.40 ± 2.99 dB

different-gender). The masking release results in the two
monaural listening conditions show that the VGRM remained
steady at around 8 dB regardless of spatial separation between
target and maskers (Figures 2E,F), while SRM was decreased
to near zero regardless of target-maskers gender differences
(Figures 2H,I).

The results in the top row of Figure 3 show that bilateral HA
users exhibited overall poorer speech recognition performance
(i.e., more positive TMR thresholds with a range between −4.38
and 15.09 dB) throughout all listening conditions compared to
NH listeners (TMR thresholds with a range between −14.85
and 4.43 dB). Interestingly, spatial separation between target
and maskers didn’t improve TMR thresholds for HA users
even in the binaural listening condition (differences between
0 and ± 60◦ in the same-colored symbols). The mean SRMs
for bilateral HA users (Figure 3G) were 1.70 ± 1.84 dB and
0.41 ± 1.24 dB for the same-gender and different-gender
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talker combinations, respectively. In contrast, benefits from
voice-gender differences existed in both spatial separation
configurations, thus positive mean VGRMs (Figure 3D) were
observed (4.11 ± 1.89 dB for the 0◦ and 2.83 ± 1.42 dB for ± 60◦

spatial separations). In the two monaural listening conditions,
the SRM performance was more degraded (−2 dB shown
in Figures 3H,I) than in the binaural listening conditions;
however, the VGRM performance was remained steady at
around 4 dB (Figures 3E,F).

Since the primary goal of this study was to investigate
masking release by voice-gender differences (VGRM) and
spatial separations (SRM), only the masking release data were
analyzed in each masking release type using linear mixed
model (LMM) analyses with the amount of masking release
(VGRM or SRM) as a dependent variable, the subject group
(NH vs. bilateral HA), the listening conditions (binaural vs.
left only vs. right only), and the target-maskers conditions
(spatial separation for VGRM: 0◦ vs. ± 60◦; gender difference
for SRM: same-gender vs. different gender) as fixed effects,
and the subject as a random effect. The results for both
VGRM and SRM showed significant main effects of all fixed
factors (p < 0.006 for all cases) and significant interactions
between any two combinations of the fixed factors (p < 0.006
for all cases). Post-hoc pairwise comparisons using Bonferroni
correction were computed to better understand the interaction
between those fixed factors. The results demonstrated that the
VGRM at the ± 60◦ in the binaural listening condition was
significantly lower than all other VGRMs in the NH listeners
(p < 0.001 for all cases), but no VGRMs were significantly
different in bilateral HA users (p = 1.000 for all cases). In
addition, the results demonstrated that the SRM in NH listeners
was significantly higher in the binaural listening condition than
in two monaural listening conditions (p < 0.001 for all cases),
and the same-gender target-maskers combination elicited a
significantly higher masking release than the different-gender
combination in the binaural listening condition (p < 0.001).
A similar binaural listening benefit in SRM was also observed
in the bilateral HA user group (p < 0.05 for all cases), but
the SRMs were not significantly different between the two
target-maskers gender combinations in the binaural listening
condition (p = 1.000). Please see the Supplementary material
for the detailed LMM specifications and results.

Binaural pitch fusion and its
relationship with voice gender release
from masking

Figure 4 shows individual harmonic tone fusion range
results for NH listeners (Figure 4A) and bilateral HA users
(Figure 4B). As shown in the example fusion functions in
the insets of Figure 4, fusion functions were computed as
the averages of the subject responses to the multiple (six to

FIGURE 4

Individual harmonic tone fusion range results in an octave scale
for NH listeners (A) and bilateral HA users (B). A sample fusion
function inset within each panel illustrates the fusion ranges of
the 50% points (vertical dotted lines) on the fusion function.

seven) presentations of each reference and comparison stimulus
pair, expressed as a function of comparison tone fundamental
frequency. Values near 0 indicate comparison stimuli that did
not often fuse with the reference stimulus (were heard as two
sounds), while values near 1 indicate comparison stimuli that
were often fused with the reference stimulus (were heard as one
sound). Vertical dotted lines indicate 50% points on the fusion
function, and the fusion range was defined as the range between
these two lines (horizontal arrows), i.e., frequencies were fused
more than 50% of the time. Fusion range is thus a measure of
the breadth of fusion. The NH subjects (Figure 4A) exhibited
narrow harmonic tone fusion ranges (0.14 ± 0.12 octaves), while
bilateral HA users (Figure 4B) showed significantly broader
harmonic tone fusion ranges [0.53 ± 0.57 octaves; t(21) = −2.25,
p = 0.036].

The next step was to determine whether VGRM, the release
from masking due to voice-gender differences between target
and maskers, is related to the width of binaural pitch fusion.
Multiple regression analyses were conducted to measure a linear
relationship between two variables. Figure 5 shows individual
VGRMs plotted as a function of fusion ranges in the co-located
target-maskers configuration for NH listeners (left column) and
bilateral HA users (right column). In the binaural listening
condition, VGRM was significantly correlated with the fusion
range in both subject groups (NH listeners: r = −0.710, p = 0.014
in Figure 5A; bilateral HA users: r = −0.850, p < 0.001 in
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FIGURE 5

Correlations between voice gender release from masking (VGRM) and binaural pitch fusion range for the co-located target-maskers
configuration. The left and right columns show the correlation results for NH and bilateral HA user groups, respectively. The panels (A–F) show
the correlation results for the binaural, left, and right listening conditions, respectively. Table 2 shows the correlation results for the spatially
separated target-maskers configuration.

Figure 5B). In other words, listeners with narrow binaural pitch
fusion ranges had larger VGRM (larger differences in TMR
thresholds between same-gender and different-gender maskers)
than did listeners with broad fusion. However, this negative
correlation between VGRM and fusion range was eliminated in
the two monaural listening conditions in both listener groups
(see Figures 5C–F: p > 0.073 for all cases). Note also that
some listeners with broad fusion had greater VGRM in one or
both monaural conditions compared to the binaural condition
(e.g., N10 and H9, indicated by star and diamond symbols
in Figures 5A–E, respectively). As provided in Table 2, no

significant correlation was observed in the spatially separated
target-maskers configuration as well (p > 0.163 for all cases).

Localization acuity and its relationship
with spatial release from masking

Figure 6 shows individual minimum audible angle results
for NH listeners (Figure 6A) and bilateral HA users (Figure 6B).
Example localization scatter plots were shown in the insets
of Figure 6. The subject’s response angles were plotted as a
function of the source angles, and ideal performance would be
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TABLE 2 Regression coefficients between voice gender release from
masking (VGRM) and binaural pitch fusion range widths for NH and
bilateral HA user groups in each spatial separation and
listening condition.

Target-maskers
spatial separation

Listening
condition

Correlation r-values
(significance)

NH Bilateral HA

0 degree Binaural −0.710 (0.014)* −0.850 (<0.001)***

Left only −0.164 (0.631) −0.535 (0.073)

Right only −0.138 (0.685) −0.085 (0.794)

± 60 degree Binaural −0.428 (0.195) −0.586 (0.063)

Left only −0.338 (0.310) −0.260 (0.414)

Right only −0.350 (0.291) −0.249 (0.435)

Correlation values in bold face indicate significant results (***p < 0.001; *p < 0.05).

represented by all points lying on the diagonal lines. The root-
mean-square (RMS) angular errors were calculated to quantify
a subject’s accuracy in localizing sound sources (Lorenzi et al.,
1999). It should be noted that the circle and plus symbols
in the insets of Figure 6 indicate the subject’s responses to
any given source locations in the front and rear source fields,
respectively, and that front-back confusions were excluded for

estimating the absolute localization ability in this study. The
NH subjects (Figure 6A) exhibited fine localization acuity with
all stimuli tested in this study (broadband: 5.75 to 13.75◦; 500-
Hz band-pass noise: 6.2 to 12.35◦; 3000-Hz band-pass noise:
7.25 to 11.65), while bilateral HA users (Figure 6B) showed
significantly poorer localization acuity [broadband: 10 to 26.4◦;
500-Hz band-pass noise: 9.4 to 28.2◦; 3000-Hz band-pass noise:
11.2 to 26.35 degree; t(48.5) < −4.61, p < 0.001 for all stimulus
cases]. The localization acuity was not significantly different
across the stimulus types for each subject group [NH: t(42) >

−0.760, p = 1; bilateral HA: t(42) > −0.619, p = 1].
The next step was to determine whether SRM, the release

from masking due to spatial separation between target and
maskers, is related to the absolute localization ability quantified
as the RMS angular error. Multiple regression analyses were
conducted to measure a linear relationship between two
variables. Figure 7 shows individual SRMs plotted as a function
of RMS angular errors in the same-gender target-maskers
combination for NH listeners (left column) and bilateral HA
users (right column). Results show that the SRM was correlated,
but the correlation was not statistically significant, with the RMS
angular errors for all stimuli tested in this study (p > 0.077).
In other words, there was a tendency for listeners with sharp

FIGURE 6

Individual localization acuity results with three different stimuli (BB: broadband, 500 Hz: band-passed noises centered at 500 Hz, 3000 Hz:
band-passed noises centered at 3000 Hz) for NH listeners (A) and bilateral HA users (B). A sample subject response inset within each panel
illustrates the mean root mean square (RMS) angular error calculated by the difference between the perfect localization (diagonal line) and the
listener’s response (symbols) angles. The circle and plus symbols indicate the subject’s responses to any given source locations in the front and
rear source fields, respectively.
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FIGURE 7

Correlations between spatial release from masking (SRM) and localization acuity for the same-gender target-maskers condition. The left and
right columns show the correlation results for NH and bilateral HA user groups, respectively. The panels (A–F) show the correlation results for
the broadband, 500 and 3000 Hz stimulus conditions, respectively. Table 3 shows the correlation results for the different-gender
target-maskers condition.

localization acuity to have larger SRM (larger differences in TMR
thresholds between co-located and spatially separated maskers)
compared to listeners with poor localization acuity. In addition,
this correlation was reduced in the different-gender target-
maskers combination (not shown). The model summary of the
regression analysis is provided in Table 3.

Discussion

The ability to segregate a target talker from competing
masker talkers is important for speech perception in multi-
talker listening environments. The current study measured
speech-on-speech masking performance by varying voice-
gender differences and spatial separation cues between target
and maskers in both NH listeners and bilateral HA users, and
examined how this performance relates to binaural pitch fusion
range and localization acuity.

The results from NH listeners showed that VGRM, the
average masking release via voice-gender differences, was
maximized at 8.34 dB in the co-located spatial configuration

TABLE 3 Regression coefficients between spatial release from
masking (SRM) and localization acuity for NH and bilateral HA user
groups in each stimulus and gender-combination conditions.

Target-maskers
gender combination

Stimulus
type

Correlation r-values
(significance)

NH Bilateral HA

Same-gender Broadband −0.503 (0.115) −0.470 (0.123)

500 Hz −0.483 (0.133) −0.492 (0.104)

3000 Hz −0.555 (0.077) −0.452 (0.141)

Different-gender Broadband −0.210 (0.491) −0.128 (0.692)

500 Hz −0.379 (0.536) −0.228 (0.477)

3000 Hz −0.236 (0.456) −0.263 (0.408)

and reduced to 2.79 dB in the separated spatial configuration.
Similarly, SRM, the average masking release via talker spatial
separation, was maximized at 11.47 dB when the target was
presented with the same-gender maskers and reduced to 5.91 dB
when the different-gender target-maskers were presented.
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TABLE 4 Regression coefficients for masking release by voice-gender differences (VGRM) and spatial separation (SRM), binaural pitch fusion range,
and absolute localization acuity predicted by age and pure tone average (PTA).

Measurement Condition Predictor variable Correlation r-values (significance)

VGRM Co-located Age −0.262 (0.227)

target-maskers PTA −0.713 (<0.001)***

Spatially separated Age −0.254 (0.243)

target-maskers PTA −0.537 (0.008)**

SRM Same-gender Age −0.126 (0.565)

target-maskers PTA −0.636 (0.001)**

Different-gender Age −0.092 (0.677)

target-maskers PTA −0.423 (0.045)*

Binaural pitch – Age 0.200 (0.371)

fusion range PTA 0.534 (0.009)**

Absolute Broadband Age 0.227 (0.297)

localization PTA 0.627 (0.001)**

acuity 500 Hz Age 0.087 (0.692)

PTA 0.588 (0.003)**

3000 Hz Age 0.088 (0.690)

PTA 0.763 (<0.001)***

Correlation values in bold face indicate significant results (***p < 0.001; **p < 0.01; *p < 0.05).

Consistent with previous studies, these findings demonstrate
a trading relationship between the perceptual weights applied
to voice-gender difference and those to spatial separation cues.
This trading relationship of masking release was also partially
discussed in previous literature (Misurelli and Litovsky, 2012,
2015; Gallun and Diedesch, 2013; Gallun et al., 2013; Oh et al.,
2021). The current study results also indicate that this trading
relationship is eliminated in monaural listening conditions.
SRM was minimized at around 1 dB regardless of the talkers’
gender difference cue, while VGRM was maintained at around
8 dB regardless of the talkers’ spatial separation cue. Hence, the
trading relationship between SRM and VGRM appears to be
related to the presence of binaural cues.

The results from bilateral HA users showed that average
VGRM was 4.11 and 2.83 dB for co-located and spatially
separated conditions, while average SRM was 1.7 and 0.41 dB
for the same-gender and different-gender maskers. As in NH
listeners, a trading relationship was observed between the two
masking release types, though not as pronounced. In addition,
both voice gender difference and spatial separation benefits were
reduced in HA users compared to NH listeners.

Previous studies have reported that reduced masking release
performance observed in bilateral HA users could be attributed
to reduced ability to access monaural spectro-temporal cues
and/or binaural cues caused by either aging or hearing loss
(Best et al., 2011, 2012; Gallun et al., 2013; Füllgrabe et al.,
2015; Srinivasan et al., 2021). In this study, we also conducted
multiple regression analyses to find a linear relationship between
two different types of masking releases (VGRM and SRM;
combined both NH and HA subjects’ data) and subject factors
(e.g., age and degree of hearing loss). The results showed that

the pure-tone average (PTA from 125 and 4000 Hz) accounted
for more than 18% (R2 predictor, p < 0.045) of the variance in
both VGRM and SRM; however, age couldn’t explain VGRM
and SRM variances (p > 0.227). The model summary of the
regression analysis is provided in Table 4. However, as will
be discussed, broad binaural pitch fusion and poor sound
localization abilities might be other factors reducing overall
SRM and VGRM.

One likely reason for the reduced SRM, though, for bilateral
HA users is that they have limited access to binaural cues
on the horizontal plane such as ITD and ILD cues. Previous
studies have shown that ITD sensitivity is particularly important
for localization performance and speech perception in noise
(Gallun et al., 2005; Gallun and Diedesch, 2013; Gifford et al.,
2013, 2014; Swaminathan et al., 2016; Ellinger et al., 2017).
Phase-locking and ITD sensitivity can both be impaired with
hearing loss (Henry and Heinz, 2013; Dai et al., 2018). In
addition, bilateral HA users have reduced access to ongoing ITD
cues, because the hearing devices are not designed to coordinate
their timing of stimulation of the auditory nerves across the
ears (Brown et al., 2016). Thus, they do not communicate
their processing schemes (such as compression ratio) across
the devices, especially for old hearing devices, which could
alter ILDs (Byrne and Noble, 1998; Wiggins and Seeber,
2013). To minimize any potential interaural cue distortion, the
current study used symmetrical target-masker configurations
(co-location and ± 60◦ separation) so that the image of both
target and masker signals can appear in front, as opposed to the
left or right due to reduced ILD, and all additional processing
features for hearing devices were disabled to avoid altered ILD
cues. Note that in this study, effects of head shadow were also
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minimized due to the symmetrical target-masker configuration.
In addition, all HA users used lab loaner HA devices (Phonak
Ambra) with all extra processing features disabled. Due to lack
of acclimation, overall performance may be reduced with the
loaner devices compared with the subjects’ own hearing devices.
However, for evaluation of VGRM and SRM in this study, it is
important to disable these extra processing features, which often
include noise reduction and directional microphones.

There was also significant variation in listeners’ masking
release performance for both NH and HI listeners. The findings
of this study show that, as hypothesized, binaural pitch fusion
range is a strong predictor for variation in VGRM. In contrast,
localization ability does not seem to predict variation in SRM,
though a non-significant trend was observed.

Regarding the relationship of binaural fusion to VGRM,
a strong negative correlation was observed. Previous studies
have found that differences in age or hearing loss (alone
or in combination) can explain some of the variance across
subjects (Glyde et al., 2013; Besser et al., 2015). The proportion
of variance accounted for by either factor was between 24
and 39% (R2 predictor, p < 0.01). In this study, stronger
negative correlations were observed between binaural fusion
range and VGRM for both NH listeners and bilateral HA
users, especially in the co-located target-masker configuration.
As reported in Table 2, the proportion of variance accounted
for by binaural pitch fusion for VGRM was 50% (R2 predictor,
p = 0.014) for NH listeners, and 72% (R2 predictor, p < 0.001)
for bilateral HA users, which are higher than the amount of
variance explained by age (R2 = 0.07, p = 0.23 in the current
study; R2 = 0.02, p < 0.52 in Glyde et al., 2013) or hearing
loss (R2 = 0.51, p < 0.01 in the current study; R2 = 0.39,
p < 0.001 in Glyde et al., 2013) alone. Hence, broad binaural
fusion could be a stronger predictor for reduced VGRM than
age or hearing loss. It should be noted that the significance
of this proportion of variance was observed only in the co-
located target-maskers spatial configuration. We also confirmed
that significance of the correlation was eliminated when
binaural cues were not provided (i.e., at two monaural listening
conditions; see Table 2), indicating that the correlation is not
explained by poorer frequency discrimination or other factors
that might also lead to broad binaural fusion. In particular,
some subjects with broad fusion had larger VGRM under
monaural listening compared to binaural listening, consistent
with an interpretation of binaural interference arising from
broad binaural fusion.

Regarding the relationship of sound localization acuity
to SRM, a negative correlation was observed, but was not
statistically significant. As reported in Table 3, the proportion
of variance accounted for by localization acuity for SRM was
low at 25% (R2 predictor, p = 0.115) for NH listeners and
22% (R2 predictor, p = 0.123) for bilateral HA users. A similar
finding was also reported in the study by Srinivasan et al. (2021)
with 22% of variance (R2 predictor, p = 0.033) accounted for

NH listeners. The lack of statistical significance in this study
is likely due to the small sample size for each listener group,
along with the small effect size. There is likely to be an effect
of localization acuity, but this effect seems to be small. One
reason for the small effect size is that localization acuity with
multiple sounds from multiple sound sources may differ from
that for a single sound, especially when there is broad binaural
fusion. In such cases, fusion of multiple sounds from different
spatial locations may occur, leading to an illusion of a single
sound source with a diffuse spatial percept, and thus poor
localization acuity. Thus, a better predictor of ability to benefit
from SRM may be localization ability of more than one sound
source presented simultaneously. It should also be noted that the
current study estimated the absolute localization acuity without
considering front-back confusion in the subject’s responses. In
this study, three NH and four HA subjects showed some degree
of front-back confusion rates in their absolute localization
acuity measurements, especially for the two narrowband signal
conditions. The application of a more rigorous angular analysis,
perhaps one in which front-back errors are considered, should
be explored in future studies.

Interestingly, the multiple regression analysis results
(Table 4) showed that the pure-tone average was a strong
predictor for the variations of all outcomes measured in
this study: (1) the masking release (>18% as R2 predictor,
p < 0.045); (2) the binaural pitch fusion range (29% as R2

predictor, p = 0.009); and (3) the absolute localization acuity
at three different stimuli (>35% as R2 predictor, p < 0.003).
However, age couldn’t predict those variations (p > 0.227).
These results indicate that the degree of hearing loss itself could
be a common factor to explain degraded binaural sensitivity
involved in speech-on-speech masking performance and
related to pitch and spatial perception. In addition, although
the correlation between age and degree of hearing loss was
not found in the current study (r = 0.078, p = 0.724), it is
well known that the age of the listeners is often allowed to
covary with hearing loss. Furthermore, as mentioned in the
introduction, the reduce binaural sensitivity could be caused by
a reduction in higher-order processing such as cognitive and
linguistic abilities (Besser et al., 2015). Therefore, future work
will need to involve listeners who vary widely in age regardless
of hearing status to separately examine the effects of age and
hearing loss as factors.

In conclusion, this is the first study to demonstrate an
important role of abnormally broad binaural pitch fusion in
reduced binaural benefits for speech perception in multi-talker
listening environments for both NH and HI listeners. The
findings demonstrate that masking release from both voice
gender and spatial cues is much smaller for HA users than NH
listeners, and that the reduced benefit from voice gender cues
is explained by abnormally broad binaural pitch fusion. Thus,
for HI listeners, it will be critically important to help restore
sharply tuned pitch fusion across ears for optimal binaural
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benefit in noise environments, especially when benefit from
spatial cues is limited. Increased understanding of factors that
affect binaural benefits for speech perception for HI listeners is
clinically essential for the future design of training- and device-
based rehabilitative strategies to improve speech perception in
quiet and noise.
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Binaural detection thresholds 
and audio quality of speech and 
music signals in complex 
acoustic environments
Thomas Biberger * and Stephan D. Ewert 

Department of Medical Physics and Acoustics and Cluster of Excellence Hearing4all, University of 
Oldenburg, Oldenburg, Germany

Every-day acoustical environments are often complex, typically comprising 

one attended target sound in the presence of interfering sounds (e.g., 

disturbing conversations) and reverberation. Here we  assessed binaural 

detection thresholds and (supra-threshold) binaural audio quality ratings of 

four distortions types: spectral ripples, non-linear saturation, intensity and 

spatial modifications applied to speech, guitar, and noise targets in such 

complex acoustic environments (CAEs). The target and (up to) two masker 

sounds were either co-located as if contained in a common audio stream, 

or were spatially separated as if originating from different sound sources. The 

amount of reverberation was systematically varied. Masker and reverberation 

had a significant effect on the distortion-detection thresholds of speech 

signals. Quality ratings were affected by reverberation, whereas the effect 

of maskers depended on the distortion. The results suggest that detection 

thresholds and quality ratings for distorted speech in anechoic conditions 

are also valid for rooms with mild reverberation, but not for moderate 

reverberation. Furthermore, for spectral ripples, a significant relationship 

between the listeners’ individual detection thresholds and quality ratings was 

found. The current results provide baseline data for detection thresholds 

and audio quality ratings of different distortions of a target sound in CAEs, 

supporting the future development of binaural auditory models.

KEYWORDS

audio quality, detection thresholds, complex acoustic environments, auditory 
modeling, reverberation

Introduction

In daily life, a sound attended to (target) is often interfered with other (masking) sounds 
as well as by sound reflections and reverberation in enclosed spaces (referred to as a complex 
acoustic environment, CAE). However, in psychoacoustics, masking is typically assessed 
under optimal (anechoic) conditions, using abstracted and simplified stimuli (see, e.g., 
Ewert, 2020), such as pure tones and stationary noise. Such stimuli are suited for 
investigating basic sensory abilities and limitations of the auditory system, while minimizing 
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cognitive aspects. Here, additional energetic masking (EM), caused 
by spectral and temporal overlap of the target and the masker in 
the auditory periphery, plays an important role, degrading the 
internal representation of the target. In reverberation, additional 
self-masking and overlap-masking elicited by early and late room 
reflections (e.g., Bolt and MacDonald, 1949) occur.

Psychoacoustic (e.g., Kopčo and Shinn-Cunningham, 2003) 
and speech intelligibility (e.g., Cherry, 1953; Best et  al., 2015; 
Ewert et  al., 2017) studies showed that in comparison to a 
co-located condition, listeners benefit from spatially separated 
target and maskers, referred to as spatial release from masking 
(SRM). SRM was reduced in echoic environments (e.g., Plomp, 
1976; Lavandier and Culling, 2010; Biberger and Ewert, 2019). 
Reverberation degrades binaural cues (e.g., Rakerd and Hartmann, 
1985; Rakerd and Hartmann, 1986) such as interaural level and 
time differences (ILDs and ITDs). Moreover, amplitude 
modulations are reduced in the presence of reverberation, 
lowering the chance listening into the dips of fluctuating masker 
signals (Houtgast et al., 1980), where EM of the target is lowest.

In many situations, target sounds are transmitted by 
electroacoustic systems, e.g., a TV set, conference system or 
earphones, typically involving audio-signal processing. In this 
case, linear and non-linear distortions introduced by the signal 
processing and the transmission chain might be  perceptible, 
affecting the perceived audio quality. Accordingly, detectability, 
as well as the supra-threshold salience of such distortions, are of 
interest. Comparable to fundamental psychoacoustic research, 
the consequences of different distortions on audio quality have 
often been examined under optimal conditions, without maskers 
and reverberation, including for the development and evaluation 
of instrumental quality measures (e.g., van Buuren et al., 1999; 
Moore and Tan, 2003; Tan et al., 2003; Fleßner et al., 2017, 2019). 
Only a few studies (e.g., Toole and Olive, 1988; Schobben and 
van de Par, 2004; Schepker et al., 2019) examined the influence 
of reverberation on the detectability of signal distortions. Toole 
and Olive (1988) observed a better detectability of signal 
resonances in reverberant rooms compared to anechoic 
conditions. Schobben and van de Par (2004) examined the effect 
of reverberation and loudspeaker cross-talk on the subjective 
quality of low-bitrate audio coding. They found reduced 
audibility of coding artifacts in reverberation. Schepker et al. 
(2019) evaluated the audio quality of a hearing device prototype, 
aiming at acoustical transparency (i.e., without any perceptible 
distortion) in rooms with different reverberation times. No large 
effect of reverberation time was found, suggesting that the use of 
only a single or few reverberation times might be sufficient for 
the audio quality assessment of such devices. Only a few 
approaches, e.g., Cauchi et al. (2019), and Biberger et al. (2021) 
considered aspects of reverberation affecting quality predictions. 
Biberger et al. (2021) found monaural spectral cues, capturing 
spectral coloration distortions of hearing devices aiming at 
acoustically transparency, to be  more reliable for quality 
predictions in reverberation than cues based on the temporal 
fine structure or cepstrum correlation.

One other important aspect in CAEs is the number of spatially 
distributed sound sources (e.g., Weisser et al., 2019; Fichna et al., 
2021) interfering with a target sound. However, neither the effect 
of interfering sounds on the perceived audio quality of a target 
sound, nor the applicability of existing instrumental audio quality 
measures to CAEs have yet been systematically examined. 
Instrumental quality measures have mainly been applied under 
anechoic conditions without maskers (Beerends et  al., 2002; 
Moore and Tan, 2004; Huber and Kollmeier, 2006; Kates and 
Arehart, 2010; Harlander et al., 2014). Some auditory perception 
models have been applied to isolated aspects of CAEs. One 
example is the (monaural) Generalized Power Spectrum Model 
(GPSM), which has been applied to psychoacoustic masking with 
simplified psychoacoustic stimuli (Biberger and Ewert, 2016, 
2017) as well as to audio quality for various distortions in anechoic 
and echoic conditions without maskers (Biberger et  al., 
2018, 2021).

Overall, relatively little is known about the detectability of 
distortions and (supra-threshold) audio quality perception in 
CAEs. It is unclear whether the results of “classical” quality 
measurements in anechoic conditions can be  transferred to 
acoustic environments of different complexity, and whether 
existing audio quality models can be straightforwardly applied.

This study investigates the detectability and supra-threshold 
perception of a variety of prototypical audio signal distortions 
in CAEs of different complexity: The effect of room 
reverberation was assessed by using an anechoic (reference) and 
two echoic rooms with mild and moderate reverberation times 
(T60) of 0.35 s (resembling a typical living room) and 1.5 s 
(resembling a larger auditorium, parking lot, or church). The 
effect of maskers was assessed by configurations with no 
(reference), one, and two maskers that were either spatially 
co-located with the frontal target, or spatially separated to both 
sides of the target. Four types of distortions were applied to the 
target signal: i) spectral ripples (linear distortion), ii) a 
saturating, instantaneous non-linearity (non-linear distortion), 
iii) differences in the target sound-source intensity, and iv) a 
variation of the spatial position of the target (azimuthal 
direction of 0°, 4°, and 30° relative to the listener’s viewing 
direction). The target was either speech, an acoustic guitar 
(representing a musical instrument), and a pink noise 
(representing environmental background noise). These targets 
differ in their spectro-temporal characteristics and might 
be differently affected by the distortions. While the acoustic 
guitar shows strong transients, the pink noise is stationary and 
produces a broadband excitation of auditory filters more equally 
than speech and the guitar. Speech was considered as the most 
relevant target in daily life and thus applied to all experiments 
of this study, while guitar music and noise were only applied to 
a subset of experiments. The International Speech Test Signal 
(ISTS; Holube et al., 2010) and a pop music excerpt were used 
as maskers, reflecting typical (disturbing) sounds in CAEs.

In the first experiment, detection thresholds for distorted 
signals were measured for a subset of the conditions, while in the 
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second experiment, supra-threshold audio quality ratings were 
obtained for two different degrees of distortion. Based on the 
systematic data set obtained, it was investigated (a) whether room 
reverberation and masker configuration affects detection 
thresholds and quality ratings for distorted signals; (b) whether 
distortion-detection thresholds and quality ratings are related, 
allowing adjustments of signal processing, as well as individualized 
perception models, based only on distortion-detection thresholds; 
(c) whether the individual listeners’ overall performance to detect 
or rate the target distortions is correlated across conditions having 
different amount of reverberation and maskers; (d) the extent to 
which existing auditory models are applicable to distortion 
detection and audio quality ratings in such CAEs.

Materials and methods

Listeners

Sixteen self-reported normal-hearing listeners (7 female, 9 
male) with a mean age of 28.7 years (all native German speakers) 
participated in the experiments. Ten of the sixteen participants 
received an hourly compensation. The other participants were 
employed by the Department of Medical Physics and Acoustics at 
the University of Oldenburg. All listeners had prior experience in 
psychoacoustic measurements.

Stimuli

Target and masker signals
German speech (spoken language), acoustic guitar, and pink-

noise stimuli from the study of Fleßner et  al. (2019), having 
different spectro-temporal properties, were used as target. The 
speech stimulus “ein Haus, keine Brücke” (“a house, no bridge”) 
was spoken by a female speaker. The speech stimulus shows slow 
amplitude modulations (5-Hz range) and a relatively narrowband 
spectrum. The excerpt of a guitar piece comprised many transients 
and a wider bandwidth. The pink noise was a stationary stimulus 
with a broadband spectrum, covering the entire audible frequency 
range. All target signals had a duration of 2 s.

A male-transformed version of the ISTS speech signal 
(Holube et al., 2010) as applied in Schubotz et al. (2016) and Ewert 
et al. (2017) and a pop-music excerpt taken from Fleßner et al. 
(2019) were used as maskers. ISTS is nonsense speech generated 
from six different speakers in different languages (American-
English, Arabic, Mandarin, French, German, and Spanish). The 
music signal includes multiple instruments and vocals, with a 
rather broadband spectrum. The maskers had a duration of 2.5 s 
and started 0.5 before the target onset. Raised-cosine ramps of 
10 ms were applied to the masker and target stimuli. All signals 
were convolved with binaural room impulse responses (BRIRs) to 
define their spatial position and to simulate room reverberation 
(see Section “Rooms and masker configurations”).

Target stimulus distortions
The target stimuli were subjected to four different types of 

distortions; spectral ripples, non-linear saturation, intensity-
based, and spatial:

Spectral ripples (linear distortions) were introduced as 
described in Fleßner et al. (2019), using sinusoidal modulation of 
the spectral envelope. Ten periods of the spectral sinusoidal 
modulation were applied between 50 Hz and 16 kHz, with 
equidistant spacing on a logarithmic frequency axis, 
corresponding to about 1.2 spectral ripples per octave. The 
spectral modulation depth (peak-to-valley ratio in dB) was 
adjusted to change the amount of distortion.

Non-linear distortions caused by a simple instantaneous 
symmetric saturating input–output (I/O) characteristic (referred 
to as non-linear saturation) simulated signal distortions caused by, 
e.g., large displacements of the loudspeaker diaphragm at high 
signal levels. The I/O characteristic was implemented as 
y t x t x t( ) = ( ) − × ( )( )α 3 , where x(t) and y(t) are input and 

output signals, respectively. The factor α weights the cubic term 
relative to x(t), and thus controls the nonlinearity of the I/O 
characteristic. Input values were limited to the range 1

3 α
±

⋅
 

where the non-linear I/O characteristic completely saturates (soft 
clipping). This saturating I/O function resulted in pronounced 
harmonic distortions at higher signal levels, typically occurring at 
signal onsets and transients. These additionally introduced 
frequency components likely provided spectral or amplitude 
modulation cues to the listeners.

Intensity-based distortions were introduced by adjusting the 
overall sound level in dB relative to the level of the reference 
signal. In contrast to spectral ripples and non-linear saturation, no 
spectral amplitude modulation cues were introduced.

Spatial (binaural) distortions were introduced by changing 
the azimuth location of the target using the appropriate BRIRs. 
The reference target was always presented in front (0° azimuth) 
of the listeners, while the spatially distorted target was shifted 
to the right side (relative to the viewing direction of 
the listener).

Anchor signals were generated by applying a 3.5 kHz low-pass 
filter, non-linear saturation and spatial distortion to the reference 
signals. The non-linear saturation (αspeech = 0.25, αmusic = 0.34, 
αnoise = 0.4) and spatial distortion (position at 40° azimuth) in the 
anchor were more pronounced than the distortions applied in the 
other stimuli of this study.

For the detection experiment, the strength of distortion was 
adjusted during the experiment according to the listener’s 
response (see Section “Apparatus, procedure, and statistical 
analysis”), while for the quality rating experiments distortions 
were applied in two different “effect strengths,” denoted as mild 
and moderate distortions, using the parameters provided in 
Table 1. For non-linear saturation, Table 1 provides values for the 
dimensionless parameter α and the maximum total harmonic 
distortion (THD) for the peak value of the reference signals 
in percent.

72

https://doi.org/10.3389/fpsyg.2022.994047
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Biberger and Ewert 10.3389/fpsyg.2022.994047

Frontiers in Psychology 04 frontiersin.org

Rooms and masker configurations
Three room conditions were realized using headphone 

auralization and BRIRs generated by the room acoustics simulator 
(RAZR; Wendt et al., 2014). RAZR calculates early reflections up 
to the third order using the image source model (Allen and 
Berkley, 1979), while later reflections were calculated by a 
feedback delay network (Jot and Chaigne, 1991). An assessment 
of various common room acoustical parameters and subjective 
ratings of perceived room acoustical attributes showed a good 
correspondence between simulated and real rooms (see Wendt 
et al., 2014; Brinkmann et al., 2019).

An anechoic room served as the reference, only providing the 
direct sound. A small room with dimensions of 5.28 × 3.5 × 2.5 m3 
(length x width x height) and a room volume of 46 m3, was realized 
with an average reverberation time of T60 of 0.35 s (0.4, 0.37, 0.35, 
0.32, and 0.29 s were observed for 0.25, 0.5, 1, 2, and 4 kHz). These 
parameters were motivated by the average values of reverberation 
time measurements in furnished living rooms (Díaz and Pedrero, 
2005). A large room with dimensions of 7.5 × 4.52 × 3 m3 (~100 m3) 
was used with an average T60 of 1.5 s (1.53, 1.53, 1.56, 1.44, and 
1.45 s at 0.25, 0.5, 1, 2, and 4 kHz). The volume of the large room is 
similar to the largest furnished living rooms measured by Díaz and 
Pedrero (2005) which had on average a room volume of about 
95 m3 and a T60 of about 0.6 s. The longer T60 of 1.5 s was chosen 
to better represent environments with pronounced reverberation.

The target and masker sources were convolved with the BRIRs 
such that they were placed on each of the positions as indicated in 
Figure 1 for the target and maskers. In each of the three rooms, the 
receiver and target had identical positions. Different masker 
configurations were only examined in the small room. Figure 1 
illustrates the condition 2Msep, with two spatially separated 
maskers at ±45° azimuth from the target position in the small 
room. In the 1Msep condition, only the left spatially separated 
masker was presented. In the co-located masker configuration, 
2Mco, the two maskers were spatially co-located with the target 
(that always remained in the same position). In the separated 
conditions, the masker to the left was always the ISTS speech 
signal, while the masker to the right was always the pop music 
excerpt. The direct-to-reverberant ratios between target and 
receiver (DRRT), between left masker and receiver (DRRML), and 

between right masker and receiver (DRRMR) are given in Table 2 
for all three rooms.

The receiver-target-masker positions were asymmetrically 
arranged in the room, with a distance of 2 m between the target/
maskers and the receiver. All sources and the receiver were 
positioned at a height of 1.7 m above the floor. Such an asymmetric 
arrangement in the room is more likely to occur in daily life than an 
unnatural, completely symmetrical arrangement. The asymmetric 
arrangement in the room results in small long-term level differences 
between the ears caused by early reflections, while no such 
differences are present for the direct sound. The fixed distance of 2 m, 
independent of the room, was chosen to represent a typical distance 
between the receiver and the sound-emitting device, e.g., a TV.

Apparatus, procedure, and statistical 
analysis

Listeners performed the experiments with dichotically 
presented stimuli via Sennheiser HD 650 headphones, while 

TABLE 1 Experimental parameters (and units) controlling the amount of distortions (columns) in the detection and discrimination experiments and 
for the quality rating experiments (mild/moderate).

Spectral ripples (peak-to-
valley ratio in dB)

Non-linear saturation 
(dimensionless parameter α)

Intensity (ΔdB re 
reference)

Spatial (Δ azimuth ° re 
reference)

Detection and discrimination experiments

Starting value 18 0.62(33.8) 6.5 18

Initial step size 5 0.2 2 4

Minimum step size 1.5 0.035 0.2 0.3

Supra-threshold quality ratings

Speech 12/18 0.11(15.3)/0.17(21.4) 1.5/4 4°/30°

Guitar 2.5/5 0.18(22.1)/0.28(27.1) 1/4 4°/30°

Noise 8/14 0.18(22.1)/0.37(29.7) 1.5/4.5 4°/30°

For a better representation of the amount of non-linear distortion (second column), the THD@peak-values given in percent are provided in parentheses in addition to the dimensionless 
parameter α.

FIGURE 1

Illustration of the target, receiver, and masker positions in the 
small room. The same target-receiver-masker positions relative 
to the lower-left corner as the room origin were used in the 
anechoic and large room. Accordingly, the distance between the 
left masker and the upper wall increased from 0.5 m to 1.5 m.
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seated in a double-walled, sound-attenuated booth. The transfer 
function of the headphones was digitally equalized to obtain a flat 
frequency response in the artificial ear (B&K Type 4153). The level 
of the reference and masker signals at 0° in the anechoic condition 
was 61 dB sound pressure level (SPL). Depending on the 
reverberation time of the simulated room and the number of 
maskers, the overall level could reach up to about 78 dB 
SPL. Subjects responded via a touchscreen. All audio files had a 
sampling rate of 44.1 kHz.

All listeners started with the detection experiment, where only 
speech signals were used. A three-alternative, forced-choice 
(3-AFC) procedure was used to determine distortion-detection 
thresholds. Three intervals were presented, and listeners had to 
identify the randomly chosen interval containing the distorted 
speech signal (target). The strength of the distortion was varied 
according to a 1-up, 2-down procedure for estimating the 70.7% 
correct point of the psychometric function (Levitt, 1971). To 
reduce the measurement time, the 2-s speech target was separated 
into two 1-s-segments that were randomly selected per trial. 
Stimuli in each trial were separated by 300-ms silent intervals. The 
initial and minimum step sizes used in the experiments are 
provided in Table 1. After the minimum step size was reached, six 
reversals were measured, from which the mean threshold was 
calculated. The final threshold was the mean of the estimates from 
two measurement runs. All measurements were performed using 
the AFC-framework (Ewert, 2013). The detection experiment was 
divided into two 45-min sessions. The order of presentation of 
distortions was Latin-Square balanced, while the order of the room 
conditions Anechoic, Small, Small,2Msep, and Large, was 
randomized. Prior to the actual measurement, a randomly selected 
room condition was used as training run for each type of distortion.

For the (supra-threshold) audio-quality ratings, distorted 
speech, guitar music, and noise were used as the target. A 
measurement procedure applied in previous studies of Fleßner 
et al. (2017, 2019) was used, similar to the Multiple Stimulus Test 
with Hidden Reference and Anchor (MUSHRA, ITU-R, 2014). 
Listeners had to rate quality differences between several distorted 
targets, also denoted as test signals, and a given (unprocessed) 
reference target, by using a numerical rating scale ranging from 0 
(“very strong difference”) to 100 (“no difference”). To ensure that 
listeners used the full range of the rating scale and to test the 
reliability of the listeners’ ratings, a hidden reference (without any 
distortions) and a strongly distorted anchor signal were included. 
The audio signals were played in a loop and the listeners could 

listen as long as they wished. Listeners could also switch between 
the different test signals at any time, in which case the audio 
restarted at the beginning. The quality rating experiment was 
divided into three sessions: In the first (test) and third (retest) 
session the Effect of room was assessed, and in the second session 
the Effect of masker configuration (test–retest) was assessed. In the 
Effect of room sessions, participants rated audio quality for 
distorted speech, guitar, and noise targets randomly presented in 
the Anechoic, Small and the Large room. In the Effect of masker 
configuration session, participants rated distorted speech targets 
for different configurations of interfering maskers in the Small 
room. Prior to the actual measurement phase in the first and 
second session a training run to familiarize the participants with 
the procedure was performed.

The results of the initial detection experiment were used as the 
criterion for participation in this study. The mean values of the 
listener’s detection and discrimination thresholds had to be below 
the values given in Table  1 for the speech target with mild 
distortions. Five listeners had intensity JNDs slightly above the 
intended limit of 1.5 dB, but were included given that they clearly 
fulfilled the entrance criterion for the other three distortions. In 
total, nine of 25 initially screened listeners did not pass the 
criterion, resulting in the 16 participants of this study.

For statistical analysis, repeated-measures analysis of variance 
(ANOVA) was applied using IBM SPSS. Greenhouse–Geisser 
correction was applied if sphericity was violated. Bonferroni 
correction was applied in the post-hoc pairwise comparisons. The 
effect size of contrasts was calculated as 
ES F df F df df= ( )  ( ) + 1 1, ,/ , where F and df refer to the 

F-ratio and the residual degrees of freedom, respectively.

Results

Detection and discrimination thresholds

In the following, the mean distortion detection thresholds and 
discrimination JNDs for the speech target based on the average 
across sixteen listeners are reported.

Figure  2 shows detection thresholds for the four types of 
distortions as black filled symbols in the different panels. The 
abscissa represents the four room configurations: Anechoic, Small 
(mild reverberation), Small,2Msep (mild reverberation plus two 
spatially separated maskers), and Large (moderate reverberation). 

TABLE 2 Room acoustical properties of the three different rooms.

Room Volume (m3) T60 (s) DRRT,0° (dB) DRRT,4° (dB) DRRT,30° in (dB) DRRML in (dB) DRRMR in (dB)

Anechoic – 0 ∞ ∞ ∞ ∞ ∞

Small 46 0.35 −4.7/−4.3 −5.8/−3.5 −11/−1.8 −2.5/−12.8 −13.9/−1.6

Large 100 1.5 −6.7/−6.3 −7.8/−5.5 −13.5/−3.7 −3.1/−15.6 −16.6/−2.8

In each room the receiver-target/masker-source distance was 2 m. The third column is the reverberation time T60 in s. All DRRs are provided for the left/right ear. DRRT,0° refers to the 
target and the co-located maskers placed at 0° azimuth, while DRRT,4° and DRRT,30° refer to the target source positions at 4° and 30° azimuth (spatial distortions). DRRML and DRRMR refer 
to the spatially separated masker on the left (ISTS) and right (pop music), respectively. The values of DRRT,0°, DRRT,4°, and DRRT,30° were calculated from the receiver-target-source BRIRs. 
DRRML and DRRMR were calculated from the receiver-left-masker and receiver-right-masker BRIRs.
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TABLE 3 Individual test–retest PCC for each of the 16 listeners.

Listener “Rooms” “Maskers” Overall

#1 0.92 0.99 0.95

#2 0.94 0.93 0.93

#3 0.88 0.97 0.91

#4 0.9 0.95 0.92

#5 0.99 0.99 0.99

#6 0.91 0.93 0.92

#7 0.88 0.93 0.9

#8 0.92 0.93 0.92

#9 0.89 0.95 0.9

#10 0.89 0.97 0.91

#11 0.9 0.93 0.91

#12 0.93 0.91 0.93

#13 0.92 0.97 0.93

#14 0.96 0.96 0.96

#15 0.89 0.93 0.9

#16 0.9 0.9 0.9

The first column refers to the listener, while the second and third columns refer to PCC 
scores based on audio quality ratings for the experiments Effect of room and Effect of 
masker configuration, respectively. The last column shows the overall PCC for both 
experiments.

Detection thresholds for spectral ripples are given as peak-to-
valley ratio in dB, for non-linear saturation as the value of the 
dimensionless non-linearity parameter α (left y-axis), and the 
THD for the peak value of the reference signal (THD@peak) in 
percent (right y-axis). Discrimination thresholds for intensity-
based distortions are reported as intensity JNDs in dB SPL, and 
spatial distortions are given as azimuth JNDs in degrees.

As shown in the upper panel of Figure  2, speech signals 
distorted by spectral ripples had significantly higher detection 
thresholds in the Anechoic (peak-to-valley ratio of 7.2 dB) than in 
the Large room (peak-to-valley ratio of 6.1 dB). Conversely, for 
non-linear saturation, listeners had significantly lower detection 
thresholds in the Anechoic than in the Large room with moderate 
reverberation. Intensity JNDs for the room configurations 
Anechoic, Small and Large ranged between 1.3 and 1.4 dB, while a 
JND of 2.6 dB was observed for Small,2Msep. Post-hoc comparisons 
showed no significant intensity JND differences between the room 
configurations Anechoic, Small, and Large. Similar azimuth JNDs 

of 1.9° and 2° were observed for the Anechoic and the Small 
room, while significant higher JNDs of about 11.7° and 8.9° were 
found for the Small,2Msep and the Large room.

A 2-way repeated-measures ANOVA [distortion (spectral 
ripples, non-linear saturation, intensity, spatial), room (Anechoic, 
Small, Small,2Msep, Large)] showed a significant main effect of the 
factors distortion, F(2, 29.8) = 87, p < 0.001, and room, F(1.4, 
20.5) = 39, p < 0.001. Moreover a significant two-way interaction 
between the factors distortion and room, F(2.4, 35.3) = 33, p < 0.001 
was found. Statistically significant differences (post-hoc test) 
based on levels of 0.05, 0.01, and 0.001 are indicated in Figure 2 
by *, **, and ***, respectively.

In summary, it can be concluded that the presence of maskers 
had a strong effect (ES = 0.86), while mild reverberation alone 
(Small room) had only a small effect (ES = 0.13), suggesting that 
results in anechoic conditions are transferable to conditions with 
mild reverberation.

Supra-threshold quality ratings

Listener’s individual scores were averaged across test and 
retest. The test–retest Pearson-Correlation-Coefficient (PCC) of 
the data was 0.91 and 0.95 for Effect of room and Effect of masker 
configuration, respectively. For more details, test–retest PCCs for 
each of the 16 listeners are provided in Table 3.

Effect of room
In Figure 3, the subjective quality scores (averaged across all 

16 listeners; error bars indicate one inter-individual standard 
deviation) for speech (upper panel), guitar (middle panel) and 
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FIGURE 2

The panels show detection thresholds (black closed symbols) for 
the four types of distortions in the speech target presented 
without reverberation (Anechoic room), with mild reverberation 
(Small room), with mild reverberation and two maskers 
(Small,2Msep), and with moderate reverberation (Large room). The 
rooms are represented by squares, circles, and diamonds, 
respectively. Here and in the following figures, statistically 
significant pair-wise comparisons based on levels of 0.05, 0.01, 
and 0.001 are reported by *, ** and ***, respectively. Red open 
symbols refer to predicted data. For non-linear saturation, in 
addition to the dimensionless parameter α, the right y-axis 
provides the THD@peak in percent.
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noise (lower panel) signals impaired by spatial, non-linear, 
spectral, and intensity distortions are shown for the Anechoic, 
Small, and Large rooms, indicated by black-filled squares, circles, 
and diamonds, respectively. The ordinate shows the quality 
scores, ranging from 0 (“very strong difference”) to 100 (“no 
difference”). The abscissa indicates the hidden reference, anchor, 
and each of the four distortions having mild and 
moderate amounts.

A clear difference of about 21 points on the MUSHRA scale 
between listeners’ ratings for mildly and moderately distorted 
signals can be observed for each of the four distortions. The hidden 
reference always received the highest rating, while the anchor 
signal always received the lowest rating, as intended by the 
experimental design. For the speech target (upper panel), only 
slight differences in the quality scores between the three rooms 
were observed. A stronger effect of reverberation was observed for 
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The upper, middle, and lower panels show supra-threshold audio quality ratings for speech, guitar music, and noise (black filled symbols). The 
ordinate represents quality scores ranging from 0 (“very strong difference”) to 100 (“no difference”). The abscissa represents the hidden reference, 
anchor, and type of distortion (mild and moderate amount). The Anechoic, Small, and Large room are represented by squares, circles, and 
diamonds, respectively. Statistically significant pairwise comparisons between rooms are indicated by the asterisks. The red and small green open 
symbols refer to GPSMq and BAM-Q predictions, while gray and small blue symbols refer to GPSMq and BAM-Q predictions for which only the 
direct sound and early reflections of the BRIRs were considered.
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Quality ratings (black filled symbols) for the speech target with spectral ripples, intensity distortion, non-linear saturation, and spatial distortions in 
the Small room as a function of the masker configuration. Ref and Anchor refers to the hidden reference and the anchor signals. 0 M indicates no 
masker. In the configuration 1Msep, the ISTS masker was presented at −45° azimuth relative to the viewing direction of the listener. In 
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predictions.

guitar music and noise (middle and lower panels). Here, 
reverberation showed a particularly strong impact on spatial and 
non-linear distortions. For non-linear saturation, quality ratings 
increased with increasing T60 and decreasing DRR. For spatial 
distortions, quality ratings were lower for noise presented in the 
Small room than in the other two rooms. Although counterintuitive, 
such a behavior was – to some extent - also observed for speech 
and guitar signals.

A 4-way, repeated-measures ANOVA [distortions (spatial, 
non-linear, spectral, intensity), room (Anechoic, Small, Large), 
stimuli (speech, guitar, noise), effect strength (mild, moderate)] 
showed a significant main effect of the factors distortion, F(1.5, 
22) = 72, p < 0.001, room, F(2, 30) = 7.5, p < 0.01, and strength, F(1, 
15) = 185, p < 0.001, while no significant effect was found for 
stimuli, F(2,30) = 2.7, p = 0.84.

Focusing on the effect of room in the data, only significant 
interactions including the factor room are reported: There 
were significant two-way interactions between the factors 
room and stimuli, F(4, 60) = 5, p < 0.01, and between the 
factors distortions and room, F(3.2, 48) = 39, p < 0.001. 
Moreover, three-way interactions between the factors stimuli, 
room, and distortion, F(4.7, 71) = 15.3, p < 0.001 and between 

the factors room, stimuli, and effect strength, F(4, 60) = 4.3, 
p < 0.01 were found.

Taken together, the room had a significant effect on quality 
ratings, depending on the type of distortion and the stimulus: For 
speech, only slight differences across the anechoic and the two 
echoic rooms were observed, in contrast to guitar music and noise. 
Thus, for the assessment of speech quality, room reverberation 
only appears to have a small effect. Regarding the type of 
distortion, quality ratings for non-linear saturation depended 
most strongly on the amount of reverberation.

Effect of masker configuration
Figure 4 shows average subjective quality scores and inter-

individual standard deviations (black filled circles) for the speech 
target with spectral ripples (upper-left panel), non-linear 
saturation (lower-left panel), intensity (upper-right panel), and 
spatial (lower-right panel) distortions in the Small room as a 
function of masker configuration.

The hidden reference without maskers (Ref) always obtained 
the highest ratings, while the hidden reference with two spatially 
separated maskers (Ref 2Msep) received about 9 point lower scores. 
The anchor always received the lowest ratings, and no substantial 
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differences between the anchors with and without maskers 
were observed.

The speech signal with mild spectral ripples was hardly 
affected by the presence of maskers, indicated by similar ratings of 
about 71 points. For moderate spectral ripples, a higher rating was 
observed for spatially co-located (2Mco) or spatially separated 
(2Msep) maskers compared to the condition without (0 M) masker 
(60 vs. 48 points, respectively). However, a pairwise comparison 
showed no significant difference.

Lower quality scores were found for non-linear saturation 
without maskers than with maskers. For both mild and moderate 
distortions, listeners provided lower scores of about 10 points for 
2Mco than for 2Msep.

For intensity distortions, higher quality scores were obtained 
without maskers than with maskers: Quality scores for mild 
intensity distortions were slightly lower (about 10 points) for 
co-located (2Mco) than for spatially separated (2Msep) maskers, 
while similar quality scores (about 71 points) were obtained for 
moderate distortions under these two masker conditions.

The presence of maskers had only a slight effect on the 
perception of spatial distortions. For both mild and moderate 
distortions, only small differences of about 5 points between the 
conditions 0 M and 2Mco, and between the conditions 0 M and 
2Msep were observed.

A 3-way, repeated-measures ANOVA (distortion, effect 
strength, masker) showed significant main effects of distortion, 
F(2.2, 32.3) = 14, p < 0.001 and effect strength, F(1, 15) = 74, 
p < 0.001, while no significant effect was found for masker.

Significant two-way interactions between the factors distortion 
and effect strength, F(1.9, 28.4) = 5, p < 0.01, and between the 
factors distortion and masker, F(2.9, 44.1) = 13.9, p < 0.001, were 
found, together with a three-way interaction between factors 
distortion, effect strength and masker, F(6, 90) = 3.5, p < 0.01. 
Pairwise comparisons (indicated by the asterisks in Figure  4) 
showed some significant effects of masker for non-linear 
saturation and intensity distortions. Thus, although no main effect 
of masker was found, quality ratings for non-linear saturation are 
more affected by maskers than the other distortions, as also 
observed for the effect of room.

Comparison of individual results across 
conditions and outcome measures

To assess the relation of listener’s individual distortion 
detection and discrimination thresholds, a one-tailed correlation 
analysis was performed. The upper right side of Table 4 shows 
significant correlations (indicated as asterisks) between the 
listeners’ thresholds in the room configurations Anechoic (A), 
Small (S), Small,2Msep (S,2Msep), and Large (L) for spectral ripples, 
non-linear saturation, and intensity distortions. Such a 
relationship was not observed for spatial distortions. Thus, for 
(monaural) spectral ripples, non-linear saturation, and intensity 
distortions, the listeners’ performance in anechoic, “classical 

psychoacoustic test” conditions might be a good indicator for their 
performance in echoic rooms with mild to moderate reverberation, 
and for acoustic environments with maskers.

Table 4 further indicates a significant correlation between 
spectral ripples and non-linear saturation. However, no 
relationship was found between spectral ripples and intensity 
distortions nor between spectral ripples and spatial  
distortions.

For the most complex scene in the detection experiment 
involving two maskers, Small,2Msep, significant correlations are 
shown in Table 4 for most of the distortions. Here, the presence of 
the maskers (and the corresponding masking of the target) likely 
dominates effects, resulting in the significant correlations.

The same correlation analysis as applied to distortion 
detection thresholds was also applied to the quality ratings, and is 
shown on the lower left side of Table 4. For clarity, only correlations 
for mildly distorted signals were reported in Table 4, which are 
comparable to those from the moderate distortions. For spectral 
ripples, non-linear saturation, and intensity distortion in different 
rooms (see Figure 3), a similar correlation pattern as observed for 
detection thresholds was found for speech and guitar music, but 
not for noise signals.

Quality ratings (see Figure  4) under conditions without 
maskers (0 M), with two co-located (2Mco) and separated maskers 
(2Msep) more often revealed significant correlations between the 
four types of distortions and distortion strength (mild, moderate) 
within a certain masker configuration, than between the different 
masker configurations (not shown). This indicates that for a 
certain masker configuration (e.g., 2Mco), listeners provided 
consistent individual ratings across the different types of 
distortions and distortion strength, but not across different masker 
configurations. This observation agrees with the significant 
correlation found between individual detection and discrimination 
thresholds for each of the four distortions in the condition 
Small,2Msep, and suggests that the perception of distorted signals 
in CAEs may depend on the individual ability to separate the 
distorted speech target from the maskers.

A one-tailed correlation analysis was used to examine a 
potential relationship between the listeners’ performance in the 
detection/discrimination thresholds and the supra-threshold 
quality ratings. A significant correlation was only found for 
spectral ripples, as indicated in Figure 5 that shows the individual 
quality scores as a function of the detection thresholds for the 
Anechoic (upper panel) and the Small room (lower panel). Quality 
scores increased with increasing detection thresholds, indicating 
that (sensitive) listeners provided lower quality scores than 
listeners with higher detection thresholds.

Applicability of auditory models to 
CAEs

The application of (reference-based) auditory models is a 
common way to assess the contribution of energetic and 
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TABLE 4 Statistically significant correlations for the detection and discrimination thresholds are represented as black asterisks in the upper right 
segment.

Distortions Room Spectral ripples Non-linear Intensity Spatial

A S S,2Msep L A S S,2Msep L A S S,2Msep L A S S,2Msep L

Spectral ripples A – ** ** ** ** * ** **

S **

*

– ** ** ** * ** ** * *

S,2Msep – ** ** ** ** * *

L **

*

– ** * ** ** *

Non-linear A **

**

*

*

– ** * * *

S *

**

*

*

*

**

**

*

– * ** * ** **

S,2Msep – ** * *

L *

**

** *

*

**

**

**

**

– ** *

Intensity A – ** ** ** **

S * *

*

*

**

– * **

S,2Msep – ** ** **

L * *

**

*

**

**

**

– *

Spatial A **

**

* * –

S *

*

* * –

S,2Msep – **

L *

**

**

**

*

**

** * *

*

** ** –

Significant correlations for the quality ratings for mildly distorted speech, guitar, and noise signals are shown as red, blue, and green asterisks in the lower left segment. Significance levels 
of 0.05, and 0.01 are reported by *, and **, respectively. Distortions and room configurations are given in the headers of the rows and columns. The abbreviations A, S, and L refer to the 
Anechoic, Small, and Large room, while S,2Msep refers to the Small room with two spatially separated maskers.

amplitude modulation masking. Here, the GPSM (Biberger and 
Ewert, 2017), which has been shown to account for several 
psychoacoustic detection and masking experiments with less 
complex stimuli (e.g., pure tones and noise), was used as 
monaural auditory model for predicting data from the detection 
and discrimination experiments. The monaural audio quality 
model GPSMq (Biberger et  al., 2018), which previously 
successfully predicted subjective quality ratings for different types 
of distortions and stimuli (see also, Fleßner et al., 2019; Biberger 
et al., 2021), was applied to the quality ratings. Both models are 
based on short-term power and envelope power SNRs. 
Additionally, the binaural auditory model for audio quality 
(BAM-Q; Fleßner et  al., 2017), based on the binaural 
psychoacoustic model front end of Dietz et al. (2011), was applied 
for the spatial distortion. BAM-Q predictions are based on the 
combination of the sub-measures ILDs, ITDs, and interaural 
vector strength. The same AFC-framework (Ewert, 2013) and the 

stimuli as used for the detection and discrimination 
measurements were also used for GPSM simulations. For audio 
quality predictions, the same sound files presented to the listeners 
during the audio quality rating experiments were provided to the 
quality models, whereas the left and right ear channels were 
concatenated to a one-dimensional vector when the monaural 
GPSMq was applied. For quality predictions with maskers, an 
additional preprocessing step was introduced that removed signal 
parts with a signal-to-noise ratio (SNR) below −10 dB. The 
preprocessing had perfect a-priori knowledge about the target 
and the masker signals, similar to the assumption in models, to 
form an ideal binary mask (IBM; e.g., Wang, 2005; Brungart et al., 
2006) to examine the consequences of energetic masking on 
speech intelligibility. A linear transformation was applied, to map 
the predicted quality scores onto the same scale, ranging from 0 
(“very strong difference”) to 100 (“no difference”), as used for 
listener ratings. In Figures 2–4, predictions of GPSM and GPSMq 
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are shown as red open symbols, whereas BAM-Q predictions are 
shown as small green open symbols.

Detection and discrimination thresholds

The GPSM captures only monaural cues, and therefore no 
predictions are shown for the spatial distortions. For spectral 
ripples, lower thresholds were predicted for the Small and the 
Large room than for the Anechoic room, similar to measured 
thresholds. For non-linear saturation, higher thresholds were 
predicted for the Large room than for the Anechoic and Small 
room, also in agreement with the measured data. Predicted 
intensity JNDs showed no systematic differences between the 
Anechoic, Small and Large rooms. With the exception of the 
predicted threshold for speech with spectral ripples in small,2Msep, 
model predictions consistently showed lower thresholds and 
smaller JNDs than measured data. Despite this, generally the 
higher sensitivity, GPSM-based predictions captured most of the 
room- and masker related consequences on thresholds and JNDs 
for those distortions. Accordingly, it is expected that the GPSM is 
generally applicable for the prediction of distorted speech signals 
in CAEs, while the higher sensitivity hints in the direction of 

(higher-level) cognitive effects not covered by the modeled 
energetic- and amplitude-modulation masking.

Supra-threshold quality ratings

Regarding the effect of room, GPSMq scores for speech, guitar 
and noise signals with mild distortions were always higher than 
with moderate distortions (see Figure 3). Monaural GPSMq quality 
predictions for binaural distortions in the speech and guitar 
signals largely agree with listener’s quality ratings in the anechoic 
condition, but not with those in the echoic Small and Large rooms. 
In these monaural predictions only spectral differences were taken 
into account: The change of the target source position of 4° 
azimuth relative to the reference position (0° azimuth) resulted in 
large spectral differences for the echoic conditions in GPSMq, 
related to differences in the sound-reflection patterns and late 
reverberation for the two target source positions. The similarity of 
the listeners’ quality scores under those conditions suggests that 
only differences in the (unaltered) direct sound were considered 
by the listeners, ignoring the effects of reverberation. This was 
tested by considering only the direct sound (and early reflections) 
of the BRIRs in the model, which is conceptually similar to the 
approaches used by, e.g., Rennies et al. (2014) and Leclere et al. 
(2015) to simulate the effect of reverberation on (binaural) speech 
intelligibility by separating the early (useful) from the late 
(detrimental) room reflections. Gray open symbols in Figure 3 
represent GPSMq predictions using a 5-ms window, starting with 
the direct sound. This modification clearly improved prediction 
accuracy for the mild spatial distortions and did not degrade 
prediction accuracy for moderate spatial distortions. For moderate 
spatial distortions, it can be  expected that monaural spectral 
differences would have had only a minor effect on listeners’ quality 
ratings. Binaural predictions were also improved when using the 
same 5-ms window (small blue symbols), less, however, than for 
the monaural predictions.

For non-linear distortion, there are more pronounced 
differences in the listeners’ quality ratings between room 
conditions than observed in predicted scores, particularly for 
guitar and noise signals. GPSMq mainly predicts higher scores for 
speech in the Large room than in the other two rooms. Measured 
and predicted quality scores of speech, guitar and noise signals 
with spectral ripples showed no substantial effect of room 
reverberation. Similarly, no room dependence was observed in the 
measured and predicted quality scores for intensity distortions in 
speech and guitar signals. A room effect was only observed for 
noise signals with moderate intensity distortions, where listeners 
provided significantly higher ratings for the Anechoic and Small 
rooms, than for the Large room. Such differences were not 
observed by GPSMq prediction. Given that the intensity distortions 
cause loudness differences between the reference and the distorted 
signal, loudness models (e.g., Chalupper and Fastl, 2002; Pieper 
et al., 2018) may account for the observed differences. However, 
loudness predictions (not shown) of the dynamic loudness model 
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Relationship between listeners’ quality scores (ordinate) and 
detection thresholds (abscissa) for linear distortions in the speech 
target in the Anechoic and Small rooms (upper and lower panel). 
Mild and moderate distortions are represented by black and gray 
symbols, respectively. Linear regression models fitted to data are 
shown as solid lines. Statistically significant effects based on 
levels of 0.05, and 0.01 are indicated as * and **.

80

https://doi.org/10.3389/fpsyg.2022.994047
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Biberger and Ewert 10.3389/fpsyg.2022.994047

Frontiers in Psychology 12 frontiersin.org

(DLM; Chalupper and Fastl, 2002) provided a similar loudness 
ratio between reference and test signal of about 1.3 in the three 
rooms used, suggesting similar perceived loudness differences. 
Thus, neither the GPSMq nor the DLM predicted the observed 
effect of room for moderate intensity distortions with noise. 
Despite such deviations, GPSMq achieved an overall good 
prediction performance for audio quality of distorted signals in 
rooms with different reverberation times, indicated by a Pearson 
correlation coefficient of 0.8 and a Spearman rank correlation 
coefficient of 0.75.

For the different masker configurations (speech target), 
predicted quality scores of GPSMq are shown in Figure 4. The 
preprocessing only kept unmasked and thus reliable time 
segments of the target. The predicted quality scores for anchor 
signals and spectral ripples, non-linear saturation, and spatial 
distortion agree well with the data. The preprocessing assumes 
that masked segments of the distorted target do not affect the 
listeners’ quality ratings of the entire distorted signal. Given the 
accurate predictions, this assumption appears to be  valid for 
anchor signals and spectral ripples, non-linear saturation, and 
spatial distortion, suggesting a certain degree of invariance of the 
perceptual quality attributes of the target auditory object in the 
presence of maskers. For intensity distortions, lower quality scores 
were obtained with maskers than without maskers by the listeners, 
whereas similar scores were predicted with and without maskers. 
For intensity distortion, listeners’ quality ratings are likely based 
on a comparison between the target loudness of the reference and 
the test signal. Hypothetically, the reduced number of spectro-
temporal segments (or observations) of the target available to the 
auditory system in the presence of the masker decreases the 
perceived target loudness. A comparable effect of maskers on the 
target loudness was also observed by Fichna et al. (2021), where 
the loudness of the target speaker decreased with an increasing 
number of maskers. Consequently, target loudness (as the 
presumably underlying quality attribute for the intensity 
distortions) is invariant in the presence of other interfering 
auditory objects and masking effects have to be taken into account 
(see upper right panel of Figure 4). Overall, GPSMq predictions 
agreed well with subjective quality ratings for distorted signals in 
the presence of maskers, indicated by a Pearson correlation 
coefficient of 0.87 and a Spearman rank correlation of 0.89. 
Binaural BAM-Q predictions for the spatially distortions show a 
similar pattern as observed in the measurements. Surprisingly, 
BAM-Q predicted higher quality scores for the anchor signal 
(target position at 40°) than for the speech target with moderate 
spatial distortions (target position at 30°). While BAM-Q observed 
larger ITD differences for the 40° target position than for 30°, 
lower ILD differences were observed, with no substantial 
differences for IVS. The final quality measure provided by BAM-Q 
was obtained by combining ILD, ITD, and IVS differences, with 
ILDs receiving the strongest weighting (see Section “Applicability 
of auditory models to CAEs” in Fleßner et  al., 2017), thus 
explaining the surprisingly high quality ratings for the 
anchor signal.

Discussion

Detection and discrimination thresholds

No statistically significant differences between the Anechoic 
and the Small room occurred for the detection thresholds of the 
four distortions, suggesting that anechoic thresholds are also 
representative for rooms with mild reverberation (T60: 0.35 s), as 
typically encountered in home environments. Conversely, with the 
exception of intensity distortion, significant threshold differences 
were found between the Large room with moderate reverberation 
(T60: 1.5 s) and the other two rooms. The absence of any effect of 
intensity distortion can be expected, given that neither spectral, 
nor amplitude modulation, nor spatial changes were introduced. 
All room acoustic features, such as the pattern of early reflections 
and the DRR, were invariant to the level changes introduced in the 
intensity distortion.

For spectral ripples, one reason for lower thresholds in the 
Large room might be an improved audibility of spectral ripples 
in certain frequency regions because of the room’s modal 
structure. Similarly, Toole and Olive (1988) observed a better 
detectability of signal resonances in echoic than in anechoic 
rooms, which was presumably a result of an improved audibility 
of such resonances. According to the representation of power-
based SNRs in the auditory model GPSM, the most dominant 
spectral differences between the Anechoic and the Large room 
occurred below 800 Hz.

Non-linear saturation resulted in additional frequency 
components at higher signal levels, which likely provided spectral 
or amplitude modulation cues to the listeners. A comparison of 
the power- and envelope-power SNR representation (across 
auditory and modulation filters) showed increased energy 
between 2 kHz and 3.15 kHz for non-linear saturation under 
anechoic conditions. Particularly large differences were observed 
in high modulation filters (above 64 Hz) at signal onsets. Such 
differences were substantially reduced with moderate 
reverberation in the Large room.

Substantially increased position JNDs for the target in the 
Large room suggest a degradation of binaural cues in the signal 
onsets. For sound localization, e.g., Wallach et al. (1949), Blauert 
(1971) have shown that the direction of the sound that arrives at 
the ears first dominates perception compared to later-arriving 
reflections from other directions. Accordingly, signal onsets are 
important for sound localization in real rooms (e.g., Stecker and 
Moore, 2018), as the onsets may be  less impaired by overlap 
masking. To interpret the current results, a binaural auditory 
model (Dietz et al., 2011) was also applied here (not shown). Only 
the direct sound and early reflections up to 50 ms after the direct 
sound were analyzed, reflecting a simplistic simulation of the 
precedence effect motivated by, e.g., Haas (1972) and Lochner and 
Burger (1964). Consistently pointing ILDs (> 1,500 Hz) and ITDs 
(< 1,500 Hz) were found for the Anechoic and Small rooms, but 
more strongly fluctuating ITDs were found for the Large room. 
Only slight differences in ILDs (> 1,500 Hz) were observed 
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between the Small and the Large rooms, suggesting that ITDs 
served as a main cue under the current room conditions.

Maskers (here the interfering ISTS speech signal and pop 
music) caused a substantial increase of detection and 
discrimination thresholds for all four distortions. As supported by 
the model simulations, this is a direct consequence of the reduced 
amount of distorted spectro-temporal speech segments available 
to the listeners, hampering the detection of distortion effects in 
the target. Thus, particularly for CAEs with mild reverberation, 
the effect of masking caused by interfering sounds is most relevant.

The correlation analysis for listener’s individual thresholds 
(see Section “Comparison of individual results across conditions 
and outcome measures”) indicated that well-performing listeners, 
who obtained low detection thresholds for linear, non-linear 
saturation and intensity distortions in the Anechoic room, mostly 
remained good performers in the echoic rooms with and without 
maskers. Conversely, this was not observed for spatially distorted 
speech. Overall, findings of the correlation analysis suggest that 
for spectral ripples, non-linear saturation, and intensity distortion, 
the individual listener’s performance under anechoic conditions 
might be a good indicator for their performance in CAEs with 
mild- to moderate reverberation and maskers, but not for 
spatial distortion.

Supra-threshold quality ratings – Effect 
of room

Overall, the supra-threshold perception of distortions was 
affected by reverberation, as supported by the significant main 
effect of room on quality ratings. However, the effect depended on 
the stimulus and the type of distortion, as indicated by the 
significant interactions reported in Section “Effect of room”:

Quality ratings for spectral ripples were hardly affected by 
reverberation. Although no significant effects were found, the 
trend that for all three stimuli, spectral ripples were rated higher 
in the Anechoic room than in the Small and Large rooms, agrees 
with the effects found in the detection experiment.

For signals distorted by non-linear saturation, higher quality 
ratings were obtained in reverberation than in the Anechoic room. 
Here, as observed for detection thresholds, reverberation is 
expected to mask distorted parts of the signals. As shown in 
Figure 3 and indicated by the interaction between factors stimuli 
and room, non-linear saturation in guitar music and noise was 
more effectively masked by reverberation than in the speech 
signal. This is presumably based on differences in the signal 
properties of the fluctuating speech, and guitar signals and the 
stationary noise signal: Non-linear saturation mainly affects signal 
peaks in fluctuating targets, which provide high SNRs in 
reverberation, while harmonic distortions in noise mainly result 
in perceivable spectral coloration changes.

For intensity distortion, room reverberation had no effect on 
the listeners’ quality ratings, except for moderate intensity 
distortion in noise. Here, the lower quality ratings in the Large room 

compared to the Anechoic and Small rooms, imply larger perceived 
differences. The dominating supra-threshold cue associated with 
intensity is loudness. Accordingly, a loudness model (Chalupper 
and Fastl, 2002) was applied in Section “Applicability of auditory 
models to CAEs,” but did not explain the lower quality ratings in 
the Large room for that specific condition (see lower panel in 
Figure 3), but agreed with the other quality ratings for intensity 
distortions. Overall, for intensity distortions it can be summarized 
that reverberation had no, or only a minor, effect on quality ratings 
as already observed for intensity JNDs (see Figure 2).

For spatially distorted noise signals, lower quality ratings were 
obtained in the Small room than in the Anechoic and Large 
rooms. This appears counterintuitive, given that a smaller effect of 
reverberation would be assumed for the Small than for the Large 
room. Here, listeners may have rated spectral differences instead 
of spatial differences: A comparison of the (third-octave-
smoothed) frequency spectra of the noise target at 0° and 4° in the 
Small room shows level differences between frequencies of 850 Hz 
to 1,440 Hz of up to 3 dB, while only slight level differences were 
observed in the Large room. Therefore, spectral as well as binaural 
cues appear relevant for the perception of spatial distortions, 
depending on the specific echoic environment.

A central question of this study was if listeners who showed 
lower detection thresholds than other listeners were also more 
sensitive in the quality ratings than the others. Such relationship 
would allow making individual adjustments in, e.g., hearing 
devices, purely based on distortion detection thresholds. The 
correlation analysis revealed a significant correlation between 
detection thresholds and quality ratings for speech signals with 
spectral ripples. Therefore, information about the listener’s 
threshold for spectral ripples might be  sufficient for an 
individualized adjustment of hearing devices concerning spectral 
ripples when focusing on speech quality.

Supra-threshold quality ratings – Effect 
of masker configuration

Based on the models applied in this study and the concept of 
energetic masking, it is expected that listeners base their quality 
judgements on reliable (unmasked) spectro-temporal segments of 
the distorted target in the presence of fluctuating maskers. For 
equally distributed distortions over time, it thus appears plausible 
to expect only slight differences between quality ratings with and 
without maskers, given that the effect of distortion is observable 
in the unmasked spectro-temporal segments. For non-equally 
distributed distortions, differences can be expected when, e.g., 
more-strongly distorted segments are masked, while mildly 
distorted segments are not masked. Such a behavior was observed 
for (moderate) spectral ripples and non-linear saturation where 
listeners rated quality higher for the masked than for the 
unmasked distorted target (speech) as shown in Figure 4. Here, 
saturation distortions considered in this study were unequally 
distributed over time, as they only occurred at higher signal levels. 
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Although the spectral ripples applied in this study are in principle 
equally distributed over time, the spectral composition of the 
target changed over time, and thus provided spectro-temporal 
segments where the distortions were easier to detect than in other 
segments. This interpretation agrees well with the quality 
predictions shown in Figure 4, where audio quality was estimated 
using only reliable and unmasked segments of the distorted target 
(with an SNR > = −10 dB).

For intensity or spatial distortions, the presence of maskers 
lowered the perceived quality. Intensity distortions were 
introduced by decreasing the overall level of the target. Therefore, 
in the quality ratings for intensity distortions, listeners likely rated 
loudness in comparison to the reference. Accordingly, the 
observed lower scores in the presence of maskers might reflect a 
lower perceived loudness of the target, as parts were masked and 
not accessible to the listeners. A similar observation was made in 
Fichna et al. (2021), where the loudness of a target speaker was 
decreased as the number of the maskers was increased. A masker-
induced loudness reduction was also observed in the data of a 
“classical” loudness experiment presented in Figures 8–10 in Fastl 
and Zwicker (2006) where the loudness of a 1-kHz tone was 
reduced as a stationary pink-noise masker was added to the tone.

As for intensity distortions, a slight tendency for lower quality 
ratings in the presence of maskers was also observed for spatial 
distortions. Surprisingly, no difference between quality ratings was 
observed for co-located and spatially separated maskers. Here, it 
might be  expected that the target at 4° azimuth (mild spatial 
distortion) was more efficiently masked by co-located maskers (at 
0°) than by separated maskers (at ±45°), while the moderate 
spatial distortion at 30° azimuth was more efficiently masked by 
the separated maskers than by co-located maskers. However, the 
diversity of the ISTS and pop-music maskers and the speech target 
may have facilitated segregation and direction estimation of these 
perceptually very different sound sources.

Another interesting effect was observed for the quality ratings 
assigned to the reference with and without maskers. On average, 
listeners rated the reference with maskers (2Msep) 9 points lower 
than without maskers. Here, the maskers likely introduced an 
uncertainty about the reference and affected the overall rating. 
Only one listener ignored the maskers and provided a rating of 
100 points. This uncertainty effect is an important finding for 
reference-based audio quality predictions, as quality differences 
between the reference with and without maskers cannot simply 
be predicted by only taking unmasked spectro-temporal segments 
of the reference signal into account (which would not predict any 
quality difference). Accordingly, for audio quality models, an 
uncertainty has to be considered, which may depend on the spatial 
position of the masker, the number and the type of maskers.

Implications for auditory models

Detection and discrimination thresholds were more accurately 
predicted than quality ratings, showing that basic sensory cues are 

reasonably well represented in the model’s auditory preprocessing. 
As shown in Figure  2, GPSM consistently predicted lower 
thresholds and JNDs than observed in the data. Such higher 
sensitivity of the model compared to the listeners could be reduced 
by introducing additional internal noise as suggested in earlier 
studies (Dau et al., 1997; Wallaert et al., 2017; Ewert et al., 2020) 
to represent further cognitive effects, which might be related to 
segregation of the target from the scene.

While GPSMq captured most of the effects of reverberation on 
quality ratings, it strongly overestimated the spectral differences 
related to differences in the sound reflection patterns between 
target positions of 0° and 4°. GPSMq predictions can be improved 
when only the direct sound and very early reflections of up to 5 ms 
are analyzed, both considered as “useful,” whereas late room 
reflections are considered as masker (“detrimental”). The same 
5-ms temporal window also improved binaural quality predictions 
of BAM-Q for spatially distorted speech signals in echoic rooms. 
The underlying cognitive effects of separating and segregating 
direct sound and (typically correlated) early sound reflections, 
from typically uncorrelated late reverberation, representing a 
background “masker,” have to be considered for future modeling.

For quality predictions in the presence of maskers, a 
preprocessing was applied to the waveform of the signals, removing 
“unreliable” temporal segments with an SNR below −10 dB. In 
contrast to the data, without such a preprocessing, GPSMq would 
predict higher quality scores for conditions with maskers, because 
the model would observe reduced differences between the test and 
reference signal for temporal segments dominated by the masker. As 
shown in Figure 4, quality predictions of GPSMq with preprocessing 
for spectral ripples, non-linear saturation, and spatial distortion 
agreed well with data; they did not, however, capture the effect of 
maskers for intensity distortions. Here, instrumental measures 
would have to predict an apparent lower overall target loudness for 
acoustic environments with maskers than without maskers.

Summary and conclusion

Detection thresholds and supra-threshold audio quality ratings 
of spectral ripples, non-linear saturation, intensity, and spatial 
distortions of a target in complex acoustic environments was 
investigated. The complexity of the environments was changed by 
varying the number of maskers and the amount of reverberation. 
Speech served as the main target in all conditions, while the effect 
of reverberation was additionally examined for a guitar and pink-
noise target. The following conclusions can be drawn:

 • Detection thresholds for distorted speech targets in 
anechoic and mild reverberation showed no significant 
differences, suggesting that findings in anechoic conditions 
are transferable to conditions with mild reverberation. 
Conversely, a significant effect of moderate reverberation on 
detection thresholds for spectral ripples, non-linear 
saturation, and spatial distortion was found, indicating the 
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relevance of additional measurements with moderate 
reverberation when assessing performance in CAEs.

 • Reverberation showed only a small effect on quality 
ratings for distorted speech, but had a stronger effect on 
guitar and noise signals. This effect is presumably based on 
differences in the signal properties of the fluctuating speech, 
guitar music and the stationary noise, that changes the sound 
character of the distortions.

 • Increased detection thresholds for distorted speech in 
the presence of two maskers were measured compared to the 
situations without masker. The effect of maskers on quality 
depended on the type of distortions. In connection with the 
model analysis, it appears that quality ratings were based on 
unmasked temporal speech segments.

 • A significant correlation between listeners’ individual 
detection thresholds and their quality ratings for spectral 
ripples in speech targets was found. Sensitive listeners with 
low detection thresholds also provided lower quality scores 
than listeners with higher detection thresholds.

 • The GPSM (Biberger and Ewert, 2017) and the GPSMq 
(Biberger et al., 2018), captured the main effects of CAEs on 
detection thresholds and quality ratings in different room- and 
masker configurations, indicated by Pearson linear-correlation 
coefficient values of 0.8 and 0.87, respectively. For accurate 
quality predictions in the presence of maskers, a preprocessing 
that only provided “reliable” speech segments to GPSMq 
was required.
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Human listeners are more sensitive to tones embedded in diotic noise when

the tones are out-of-phase at the two ears (N0Sπ) than when they are

in-phase (N0S0). The difference between the tone-detection thresholds for

these two conditions is referred to as the binaural masking level difference

(BMLD) and reflects a benefit of binaural processing. Detection in the N0Sπ

condition has been explained in modeling studies by changes in interaural

correlation (IAC), but this model has only been directly tested physiologically

for low frequencies. Here, the IAC-based hypothesis for binaural detection

was examined across a wide range of frequencies and masker levels using

recordings in the awake rabbit inferior colliculus (IC). IAC-based cues were

strongly correlated with neural responses to N0Sπ stimuli. Additionally,

average rate-based thresholds were calculated for both N0S0 and N0Sπ

conditions. The rate-based neural BMLD at 500 Hz matched rabbit behavioral

data, but the trend of neural BMLDs across frequency differed from that

of humans.

KEYWORDS

binaural masking level difference, binaural cues, binaural detection, interaural
correlation, midbrain

Introduction

Human listeners benefit from binaural hearing in detection tasks. For example, in
the tone-in-noise (TIN) detection task, the threshold for detection of out-of-phase tone
in identical noise at the two ears (N0Sπ) is lower (i.e., better) than that for detection of an
in-phase tone (N0S0) (e.g., Hirsh, 1948; Hawley et al., 2004). The difference in detection
thresholds between the N0S0 and N0Sπ conditions is referred to as the binaural masking
level difference (BMLD).

In N0Sπ stimuli, the difference between the tone-plus-noise waveforms at the two
ears results in differences in interaural time or phase and level differences (ITDs, IPDs, or
ILDs), as well as changes in the interaural correlation (IAC) (e.g., Domnitz and Colburn,
1976; Bernstein and Trahiotis, 1996). The statistics of the interaural phase and level cues,
and their distributions for different signal-to-noise ratios (SNRs) for stimuli used in
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binaural detection experiments are described in Zurek (1991).
Experiments designed to distinguish the relative importance
of dynamic ITD vs. IAC cues have suggested that ITD is
most important for 500-Hz binaural detection (van der Heijden
and Joris, 2010). Furthermore, a psychophysical study that
manipulated ITD and IAC cues over a wide range of frequencies
showed that predictions for tone detection differ for ITD and
IAC cues (Culling, 2011), and as expected, the role of the ITD
cue is diminished at higher target frequencies. The challenge
of discriminating between models based on these cues, which
co-vary in stimuli used for binaural detection, was described
by Domnitz and Colburn (1976), who stressed the importance
of testing these models over a range of frequencies or other
stimulus parameters in order to distinguish the models. Several
subsequent models for binaural detection have focused on
detection of a decrease in IAC upon addition of a tone in the
N0Sπ condition and have tested this class of model across a wide
range of stimulus conditions (e.g., Colburn, 1977; Bernstein and
Trahiotis, 1997, 2017).

Human listeners can have substantial BMLDs (>3 dB)
up to at least 8 kHz (van de Par and Kohlrausch, 1999;
Goupell, 2012), yet physiological studies have mainly focused
on low frequencies, for which the BMLD is typically larger
(up to 20 dB, depending on bandwidth) (e.g., van de Par and
Kohlrausch, 1999). Early physiological studies of detection of
tones in N0Sπ stimuli focused on sensitivity of low-frequency
neurons in the auditory midbrain (inferior colliculus, IC) to
ITDs (e.g., Caird et al., 1991; McAlpine et al., 1996; Jiang et al.,
1997a,b). Later physiological studies analyzed low-frequency
IC responses in terms of the IAC cue (Palmer et al., 1999;
Lane and Delgutte, 2005), and the effect of decorrelation was
estimated over a wider frequency range in the owl (Asadollahi
et al., 2010). The current study extends this work by applying
an analysis of IAC cues to responses in the IC of awake rabbit
across a wide range of frequencies. If interaural decorrelation
explains neural responses to N0Sπ stimuli, then the difference
in average rate between IC responses to diotic noise and
binaurally uncorrelated noise should be correlated to the rate
difference between responses to the noise-alone condition and
the noise-plus-dichotic-tone condition. This correlation was
directly tested in this study.

Additionally, human psychophysical studies have shown
that BMLDs are robust across a range of noise levels (Buss et al.,
2003) and in a roving-level paradigm, in which stimulus level
was randomly varied from interval to interval (Henning et al.,
2005). Therefore, in the current study neural responses were
recorded over a wide range of noise levels to explore trends
across sound level.

The IC is a nearly obligatory synapse along the ascending
auditory pathway, thus all information available for perception
must be encoded at this level. This fact makes the IC an
interesting place to examine the relationship between neural
and behavioral response properties in tasks such as masked

detection. The IC receives afferent inputs from nearly all of the
auditory brainstem nuclei (Cant and Oliver, 2018). IC neurons
are sensitive to several features of stimuli, including ITDs and
ILDs (Reviewed in Yin et al., 2019) and envelope frequency and
depth (e.g., Langner and Schreiner, 1988; Krishna and Semple,
2000; Nelson and Carney, 2007; Zheng and Escabi, 2013).
Addition of a dichotic tone to a diotic noise masker influences
all of these cues. However, individual IC responses are complex
in that each neuron responds to different cues with different
sizes and directions of rate changes. In the current study,
the sensitivities of individual neurons were evaluated using
standard physiological characterizations, such as modulation
transfer functions and responses to noise with ITDs and ILDs.
Responses were then tested for their correlation to the IAC
cue. Consistent with previous physiological and psychophysical
studies, our results support the importance of the IAC in shaping
IC responses to stimuli used to estimate BMLDs, and extend
these results by illustrating that this correlation extends across
a wide range of noise levels and frequencies.

The current study also computed rate-based IC neural
thresholds for comparison with published detection thresholds
for human listeners (van de Par and Kohlrausch, 1999; Buss
et al., 2003; Goupell, 2012) and rabbits (Zheng et al., 2002).

Materials and methods

All neurophysiological procedures were approved by the
University of Rochester Committee on Animal Resources.
Recordings were from four awake, female Dutch-belted rabbits
with normal hearing. Distortion product otoacoustic emissions
(Whitehead et al., 1992) were used to monitor hearing over the
timecourse of the study. Two of the rabbits were studied from 17
to 55 months of age, and two rabbits from age 13 to 23 months.

Procedures

Surgical and recording procedures are described in detail
in Fan et al. (2021). Briefly, rabbits were anesthetized with an
intramuscular injection of ketamine (66 mg/kg) and xylazine
(2 mg/kg) for both headbar placement and microdrive (five-
drive, Neuralynx, Inc., Bozeman, MT, USA) implantation
surgeries. The headbar was custom-designed, 3D-printed hard
plastic, with a chamber that held the microdrive. The headbar
was permanently mounted on the rabbit skull with stainless-
steel screws and dental acrylic. After the rabbit recovered
from the headbar surgery, a craniotomy was made to allow
insertion of guidetubes from the microdrive through the dura.
One microdrive held four guidetubes and tetrodes and allowed
for independently advancing and retracting each tetrode. Each
tetrode consisted of four twisted 18-µm platinum iridium wires,
coated in epoxy (California Fine Wire Co., Grover Beach, CA,
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USA). The microdrive was replaced as needed, with guidetube
positions varied across placements, to search for new neurons.

During recording sessions, the rabbit was placed in a double-
walled, sound-proof chamber (Acoustic Systems, Austin, TX,
USA), with head fixed using the headbar. Sound was delivered
using Beyerdynamic DT990 (Beyerdynamic GmbH & Co.,
Heilbronn, Germany) or Etymotic ER2 earphones (Etymotic
Research, Inc., Elk Grove Village, IL, USA) with custom ear
molds for each rabbit. Ear molds were positioned deep in the
concha and included an Etymotic probe tube for calibration.
The stimulus system included an audio interface (16A, MOTU,
Cambridge, MA, USA), a digital-to-analog converter (DAC3
HGC, Benchmark Media Systems, Inc., Syracuse, NY, USA),
and earphones (Beyerdynamic DT990, Beyerdynamic GmbH
and Co., Heilbronn, Germany or ER2, Etymotic Research).
Wideband noise bursts were presented to search for auditory
responses. Recordings were made with a multi-channel system
(RHD, Intan Technologies, LLC., Los Angeles, CA, USA). When
the characteristic frequencies (CFs) increased with tetrode
depth, the tetrodes were determined to be in the central
nucleus of the IC (ICC). Action potentials were identified offline
using spike-sorting techniques applied to the tetrode recordings
(Schwarz et al., 2012; Fan et al., 2021). After the termination of
recording sessions in each animal, post-mortem histology was
applied to verify tetrode locations in the IC.

Stimuli

Speakers were calibrated with ER-7C or ER-10B+
microphones (Etymotic Research) at the beginning of each
recording session. The neurons were characterized in several
ways before presenting TIN stimuli. Binaural sensitivity was
determined by responses to contralateral, ipsilateral, and
binaural wideband noise (0.1–19 kHz) at several sound levels.
Responses to contralateral pure tones between 0.25 and 20 kHz
from 10 to 70 dB SPL were used to identify CF, the frequency
at which the neuron responded at the lowest sound level. Noise
delay functions (NDFs) described rate responses to noise stimuli
as a function of ITD; NDFs were recorded with wideband noise
(0.1–19 kHz), 1-sec duration, 30-dB SPL spectrum level, and
ITDs from –2,000 to 2,000 µs with a 200-µs stepsize. Responses
to ILDs were recorded with the same noise bandwidth and
duration as for the NDF. ILDs ranged from –15 to 15 dB with a
5-dB stepsize; the stimulus on the contralateral side had a fixed
spectrum level of 30 dB re 20 µPa. Responses to contralateral
sinusoidally-amplitude-modulated (SAM) wideband noise
(0.1–19 kHz), with 1-sec duration, were collected to identify the
shape of the modulation transfer function (MTF). SAM noises
were described by:

s =
[
1+ sin

(
2πfmt

)]
n(t)

where n(t) is the wideband noise with a spectrum level of
30 dB SPL, and fm is the modulation frequency. Modulation
frequencies were logarithmically spaced between 2 and 350 Hz,
with three steps/octave. Responses to contralateral unmodulated
noise were also recorded. For all of the above characterizations,
three repetitions of each stimulus condition were presented, in
random sequence.

For TIN stimuli, the tone frequency and the center
frequency of 1/3-oct gaussian noise maskers were chosen to be
approximately equal to CF. Noise maskers were simultaneously
gated with tone signals and generated by filtering wideband
noise with a 5,000th-order FIR band-pass filter. TIN stimuli
had 0.3-sec duration with 10-msec cos2 on/off ramps. Overall
noise levels ranged from 35 to 75 dB SPL, with a10-dB stepsize.
Signal-to-noise ratio (SNR) ranged from –12 to 8 dB, with a
4-dB stepsize; a noise-alone condition was also included. Tone
levels and noise levels were presented in random order, and the
order was shuffled for each of the 30 repetitions of the stimulus
set. Responses were collected for sets of random noise, or
reproducible noise (for the temporal analyses in Fan et al., 2021),
or both. If more than one dataset was recorded, the dataset
with responses to random noise waveforms was used for the
analyses presented here. Among all neurons reported here, there
were 55 neurons studied with random noise and 81 neurons
studied with reproducible noise. No qualitative differences were
observed between these two types of datasets, although the use
of random noise would be expected to reduce the potential effect
of external noise on neural responses.

To test the influence of IAC on IC neurons, responses
to diotic (N0) and binaurally uncorrelated (Nu) noise were
recorded. For both N0 and Nu conditions, the stimuli were 1/3-
octave random gaussian noise, with 2-sec duration, at 65 dB SPL.
Five repetitions of five N0 and ten Nu noise were presented, in
random sequence.

Noise delay function shape
classification

The shape of the NDF, the best ITD (dBITD), and the
frequency of ITD tuning (fITD) were determined by fitting
the NDF with a Gabor function (Lane and Delgutte, 2005), a
sinusoid modulated by a gaussian function:

G1 =

∣∣∣∣∣ Ae−
(dITD−dBITD)2

2σ2 cos
[
2πfITD

(
dITD − dBITD

)]
+ B

∣∣∣∣∣ ,
where dITD is the interaural delay, A, B, and σ are parameters for
the amplitude, DC offset, and standard deviation of the gaussian
function, respectively, and |•| refers to half-wave rectification. If
a neuron’s CF was more than twice fITD (i.e., a high-frequency
neuron), indicating that the neuron did not have fine-structure-
based ITD sensitivity, then fITD was set to zero, and the NDF was
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refitted with the following gaussian function:

G2 =

∣∣∣∣∣Ae−
(dITD−dBITD)2

2σ2 + B

∣∣∣∣∣ .
The function was fit to an NDF using a least-square
fit, obtained with a trust-region-reflective algorithm
(lsqcurvefit in MATLAB).

Each NDF was classified as peak-like, trough-like, or ITD-
insensitive. In the following cases, the neuron was considered
sensitive to ITDs: (1) for NDFs fitted with G1, if the absolute
value of the amplitude (A) was more than 5 spikes/sec; (2) for
NDFs fitted with G2, if the absolute value of the prominence
(A/B) was more than 0.25; (3) for NDFs fitted with G2, for
a fit with σ between 60 and 1,000 µs. If the amplitude (A)
was positive, the neuron was classified as having a peak-like
NDF; otherwise, the neuron was classified as having a trough-
like NDF. Other neurons were classified as ITD-insensitive. The
classification of each NDF generally agreed with a qualitative
assessment (Figure 1).

Modulation transfer function shape
classification

The MTF shape was classified with rules designed to
be simple and to agree with qualitative descriptions of the
functions. Enhancement or suppression was identified with
the Mann-Whitney test as significantly higher or lower rates
at two or more neighboring modulation frequencies than
the rates in response to unmodulated noise. The presence
or absence of enhancement or suppression was used to
classify the MTF into the following four types: all-pass (AP,
no enhancement or suppression), band-enhanced (BE, only
enhancement), band-suppressed (BS, only suppression), and
hybrid (both enhancement and suppression, over different
ranges of modulation frequency).

Rate analysis

Average rates, excluding 20-ms onset responses, were
calculated for responses to all stimuli. For TIN stimuli, at
each noise and tone level (i.e., SNR), a rate-based receiver-
operating-characteristic (ROC, Egan, 1975) was calculated using
average rate responses for all 30 noise-alone and tone-plus-noise
presentations. The percent-correct performance was estimated
from the area under the ROC curve. Note that rates in response
to tone-plus-noise stimuli could be either higher or lower
than rates in response to noise-alone stimuli, so the minimum
percent correct was limited to 50%, regardless of the direction of
change in rate. The neural threshold was estimated using linear
interpolation to find the lowest SNR with 70.7% correct, which

corresponds to a threshold estimated with a two-down, one-up
tracking procedure (Levitt, 1971).

Results

Responses to both N0S0 and N0Sπ stimuli were recorded
from 136 isolated single units; responses to N0S0 of 111 of
these units were presented in Fan et al. (2021). Responses to Nu
were recorded for 68 units. The distribution of CFs is shown in
Figure 2. All units were tested using a tone frequency within
1/3-octave of the neuron’s CF. Based on the MTF categorization
criteria described above, there were 40 BE units (29.4%), 62 BS
units (45.6%), 12 hybrid units (8.8%) and 22 AP units (16.2%).
Distribution of MTF types across CFs is shown in Figure 2.

Examples of single-neuron responses

Responses of several example units illustrate the complexity
of response properties of the IC responses that were analyzed
to test the IAC hypothesis. IC neurons have rates that vary with
both ITD and ILD, and the interaction of these cues in the N0S0

and N0Sπ stimuli are complex (Zurek, 1991). Additionally, IC
neurons are sensitive to periodicity in the stimulus as conveyed
in their neural inputs. Adding a tone to narrowband gaussian
noise flattens the stimulus envelope (Richards, 1992) and also
reduces the amplitudes of neural fluctuations in peripheral
responses (Carney, 2018). Therefore, the MTFs of IC neurons
are interesting to consider, as well as sensitivity to the classical
interaural cues. Neurons with BE MTFs (Figure 3A) are excited
by fluctuations and therefore expected to have decreasing rate
with increasing SNR for TIN stimuli. On the contrary, neurons
with BS MTFs (Figure 3E) are suppressed by fluctuations and
therefore expected to have increasing rate with increasing SNR.
As expected, Neuron 1, with a BE MTF, had decreasing rate
versus SNR at all noise levels (Figures 3C,D), and Neuron 2,
with a BS MTF, had increasing rate versus SNR at all noise levels
(Figures 3G,H). Both of these examples responded as predicted
by their MTF types. Note that for both neurons in Figure 3,
the average rate changed at lower SNRs for the N0Sπ condition
than for the N0S0 condition, for all noise levels tested, indicating
lower neural thresholds, consistent with psychophysical results
(e.g., van de Par and Kohlrausch, 1999).

Neural responses to N0S0 stimuli have previously been
described as having increasing rate as a function of tone level
(Jiang et al., 1997a; Ramachandran et al., 2000), possibly based
on the assumption that neurons respond more strongly to
increasing stimulus energy (i.e., upon addition of a tone). Note
that Neuron 1 in Figure 3 is an example of a neuron that had
decreasing rate as tone level increased at each masker level,
whereas it had increasing rate versus masker level for the noise-
alone stimuli (SNR = –inf); these responses cannot be explained
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FIGURE 1

Example neural ITD responses (black solid curve) and fitted Gabor function (blue dashed curve) for peak-like (left) and trough-like (right) NDFs.
Vertical dotted line indicates the best ITD. The neuron’s CF, Best or Worst ITD (dBITD), and for cyclic ITD curves, the ITD tuning frequency (fITD)
are described in the text.
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FIGURE 2

Distribution of MTFs across CF (in one-octave bins) for the units presented in this study. Gray shades from light to dark indicate units with
band-enhanced (BE), band-suppressed (BS), hybrid and all-pass (AP) MTF shapes. Two neurons with CF of 12.1k were included in the last bin for
simplicity. Most MTF types were represented across the range of CFs, although hybrid MTFs were not observed at the lower CFs.

based on stimulus energy. The shape of NDF has been used
to explain changes in neural responses for the N0Sπ condition
(Jiang et al., 1997a,b): a diotic noise masker has zero ITD;
adding a dichotic tone introduces non-zero ITDs. Neurons with
peak-like NDFs respond most strongly to near-zero ITDs, and
thus would be expected to have decreasing rate with increasing
SNR based on the ITD hypothesis. In contrast, neurons with
trough-like NDFs would be expected to have increasing rate

with increasing SNR. Responses to N0Sπ stimuli of Neurons 1
and 2 can also be explained by their NDF shapes: Neuron 1 had
a peak-like NDF shape (Figure 3B) and decreasing rate versus
SNR for the N0Sπ condition; Neuron 2 had a trough-like NDF
(Figure 3F) and increasing rate versus SNR.

Single-unit responses to N0S0 and N0Sπ stimuli were
analyzed based on MTF properties and responses to ITDs and
ILDs. In general, the directions and sizes of rate differences to
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FIGURE 3

Responses of two example neurons (top and bottom row respectively). (A,E) MTF, response rates to amplitude-modulated noise; stars indicate
modulation frequencies that had rates significantly different from the unmodulated condition. (B,F) ITD sensitivity, response rates vs. time delay
in contralateral side (negative indicates ipsilateral side has delay). (C,D,G,H) Responses to N0S0 and N0Sπ stimuli at different noise levels
(different symbols) vs. SNR (from left to right); filled symbols indicate supra-thresholds. Errorbars indicate standard deviation. MTF shape and
tone frequency for TIN stimuli (close to CF) are shown on the left. The example BE neuron had decreasing rate upon addition of a tone for both
N0S0 and N0Sπ, while the example BS neuron had increasing rate for both conditions.

N0S0 stimuli can be predicted based on MTF properties (Fan
et al., 2021), but in response to N0Sπ stimuli, predictions of
changes in rate based on MTF properties were only significant at
the highest noise level tested (Fan, 2020). Rate differences were
also weakly but significantly correlated to rate differences in the
NDF, but the correlations decreased as stimulus level increased
(Fan, 2020).

In general, IC responses to dichotic TIN stimuli are not
easily explained by characterizations based on MTFs, ITDs, or
ILDs (see below), likely because of the interaction of these cues
in N0S0 and N0Sπ stimuli and because of the different types of
sensitivity of IC neurons to these cues (Figure 4). For example,
Neurons 3 and 4 both had BE MTFs and decreasing rate versus
SNR for the N0S0 condition at most noise levels, as expected.
However, for the N0Sπ condition, Neuron 3 had decreasing rate
versus SNR that could be explained by its MTF shape, but not its
trough-like NDF. In contrast, Neuron 4 had an increasing rate
versus SNR that could be explained by its NDF shape, but not
by its MTF shape. Neurons 5, 6, and 7 all had BS MTFs, and
thus were expected to have increasing rates versus SNR, but the
responses of these neurons differ. Neuron 5 had increasing rate
versus SNR for both N0S0 and N0Sπ conditions, which could
be explained by its BS MTF, but not by its peak-like NDF. The
MTF of Neuron 6 did not explain responses to either N0S0 or
N0Sπ stimuli, but responses to N0Sπ stimuli (decreasing rate)
could be explained by its peak-like NDF. Neuron 7 also had
decreasing rate versus SNR, which could not be explained by
either MTF or NDF shape. Neuron 8 had an all-pass MTF,

and responses to N0Sπ stimuli that could be explained by its
peak-like NDF.

Rate differences in response to N0Sπ

stimuli and binaural cues

The rate differences in response to ITDs or ILDs were
quantified by the difference between the maximum and
minimum response rates over the range of stimuli tested. The
maximum change in rate in response to N0Sπ stimuli, for
both directions of rate change as a function of SNR, was
significantly correlated to the maximum rate differences in both
ITD and ILD responses (Figures 5A,B), explaining a small
but significant proportion of the variance (i.e., r2). There was
not an obvious difference between results shown in Figure 5
for lower-CF neurons (< 1.5 kHz, filled triangles) vs. higher-
CF neurons (open circles). The significant correlation between
the maximum rate differences for N0Sπ responses and rate
differences for both ITD and ILD responses could be because
(1) adding a dichotic tone not only introduces ITDs, but also
ILDs; and/or (2) the dynamic ranges of ITD and ILD responses
were significantly correlated (Figure 5C). Changes in neural
responses to N0Sπ are likely due to a combination of ITD
and ILD sensitivities and to the co-variation of these cues.
The standard deviations of interaural phase and interaural level
cues as a function of SNR have been previously described [see
Figures 9 and 10 in Zurek (1991)].
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FIGURE 4

Responses of six example neurons (A–F). The left two columns show the neuron’s MTF and ITD sensitivity, respectively. The right three columns
show the neuron’s response to N0S0 (blue circles) and N0Sπ (red squares) TIN stimuli at noise levels of 35, 55, and 75 dB SPL, respectively; filled
symbols indicate supra-threshold responses. MTF shape and tone frequency of TIN stimuli (close to CF) are shown on the left.

Inferior colliculus responses to
interaural correlation

Adding a dichotic tone to diotic noise introduces both ITD
and ILD cues, as well as interaural decorrelation, but the changes
in these cues differ for different tokens of noise waveform as well
as for different SNRs. For example, the ITD of a N0Sπ stimulus
is dominated by the ITD of the added tone with increasing tone
level, but the effective ITD of a N0Sπ stimulus with a low-SNR
tone (e.g., at threshold) is hard to estimate, and varies with the
noise token due to the phase interaction between the noise and
tone. Additionally, unlike a pure tone, the instantaneous ITD
of N0Sπ stimuli varies throughout the duration of the stimulus
waveform. Therefore, prediction of the rate-change direction
upon addition of a tone at threshold based on sensitivity to
static ITDs and ILDs is not simple. On the other hand, the

effect of interaural decorrelation can be studied with a more
straightforward method. To examine the effect of decorrelation,
average rates were recorded in response to 1/3-octave diotic
(N0) and binaurally uncorrelated (Nu) gaussian noise for 68
neurons. The Nu noises presented at the two ears were simply
independent narrowband noise tokens. The correlation between
the difference in average rate in response to the N0Sπ condition
(the difference between average rates in response to noise-alone
and to N0Sπ at 0-dB SNR) and the difference in average rates in
response to the N0 and Nu conditions was significant at all noise
levels (Figure 6), supporting the hypothesis that IC rates are
influenced by IAC. The correlation was strongest for TIN stimuli
with a masker level of 65 dB SPL, the level at which the N0 and
Nu noise were presented. At 65 dB SPL, additional analyses of
the rate differences in responses to N0Sπ stimuli at SNRs of –8
to 8 dB relative to the noise-alone condition were all significantly
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FIGURE 5

Correlation between dynamic ranges of responses to N0Sπ and ITD (A), N0Sπ and ILD (B), and ILD and ITD (C) at 65 dB SPL (as indicated in
titles). Correlation coefficients and p-values are shown at the top right of each panel; a star indicates that the correlation coefficient was
significant after Bonferroni correction (p < 0.017). Neurons with CF below 1.5 kHz (low–CF) are shown with filled triangles, whereas neurons
with CF above 1.5 kHz (high–CF) are shown with open circles. Solid gray lines indicate linear regressions.

correlated to the rate difference between the responses to Nu and
N0 noise, with correlation coefficients ranging from 0.71 to 0.84,
and p values all less than 0.0001 (significant after Bonferroni
correction, not shown). The significant correlation coefficients
at all SNRs and noise levels indicated that, in general, the
direction and size of the changes in rate in response to N0Sπ

stimuli were explained by the change in the stimulus from N0

toward Nu. Note that there were only a few low-CF (<1.5 kHz,
filled triangles) in this dataset, so it is clear that the correlations
illustrated in Figure 6 applied to the much larger group of
high-CF neurons (open circles).

Rate-based neural thresholds

Rate-based thresholds of all units for the N0S0 and N0Sπ

conditions at five noise levels were computed and compared
with behavioral data from previous studies (Figure 7). There
was no clear trend in the numbers of units with increasing or
decreasing rate-change direction across frequency, for either
the N0S0 or N0Sπ condition, except a weak trend of more
units with increasing rate at the lowest noise level tested
(bottom row). The lowest rate thresholds across frequency were
lower for the N0Sπ condition than for the N0S0 condition, as
expected.

The lowest rate thresholds at 500 Hz matched the mean
rabbit behavioral detection threshold at the same frequency
(Zheng et al., 2002). Compared with human thresholds, the
lowest rate thresholds for the N0S0 condition were close
to human thresholds across frequencies, but the lowest rate
thresholds for the N0Sπ condition only matched human
thresholds at high frequencies (note that the lower limit of
SNRs tested limited this comparison, see below). Human

thresholds from Goupell (2012) are slightly lower than van
de Par and Kohlrausch (1999) at some frequencies, possibly
due to differences in paradigm and stimulus bandwidths. Note
that stimuli used in previous studies have slightly different
parameters from this study: stimuli in Zheng et al. (2002) had
200-Hz bandwidth (vs. 116 Hz in this study) and an overall level
of 63 dB SPL; stimuli in van de Par and Kohlrausch (1999) had
bandwidths of 100, 250, 500 Hz and 1 kHz (vs. 116 Hz, 232,
463, and 926 Hz in this study) for center frequencies of 500 Hz,
1, 2, and 4 kHz, and with overall level of 70 dB SPL; stimuli
in Buss et al. (2003) had 50-Hz bandwidth and overall noise
levels of 42, 57, and 72 dB SPL; stimuli in Goupell (2012) had
bandwidths of 78, 240, 456, and 888 Hz (vs. 116, 463, 926, and
1,852 Hz in this study) for center frequencies of 500 Hz, 2, 4,
and 8 kHz. However, despite the discrepancies among stimuli, in
general, the lowest rate-based thresholds could explain human
thresholds for the N0S0 condition across all frequencies tested
and for the N0Sπ condition at high frequencies. Note that the
thresholds of most sensitive neurons across frequencies did not
vary qualitatively across noise levels, consistent with human
thresholds tested at multiple noise levels (Buss et al., 2003) and
with a roving-level paradigm (Henning et al., 2005).

Rate-based neural binaural masking
level differences

Neural BMLDs were evaluated in two ways: using the
BMLDs of individual neurons, and using the BMLDs calculated
from the N0S0 and N0Sπ thresholds of the neural population.
For BMLDs of single neurons (Figure 8), only neurons with
measurable thresholds for both N0S0 and N0Sπ conditions
are plotted, together with human BMLDs (van de Par and
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FIGURE 6

Correlation between the rate difference elicited by addition of a
dichotic tone (N0Sπ) at 0 dB SNR and the rate difference
between responses to N0 and Nu conditions. Correlation
coefficients and p-values are shown; a star indicates that the
correlation coefficient was significant after Bonferroni
correction (p < 0.0014). Neurons with CF below 1.5 kHz
(low–CF) are shown in filled triangles, whereas neurons with CF
above 1.5 kHz (high–CF) are shown in open circles. Solid lines
show linear regressions.

Kohlrausch, 1999; Buss et al., 2003; Goupell, 2012). BMLDs were
typically positive, indicating greater TIN sensitivity for N0Sπ

compared to N0S0. There was no clear association observed
between small or negative.

BMLDs and rate-change direction for either N0S0 or N0Sπ

conditions, in contrast to a previous report (Jiang et al., 1997a).
There was also no clear pattern of same (open symbols)
or opposite (filled symbols) rate-change directions for N0S0

and N0Sπ conditions across frequency (i.e., thresholds were
similar for upward and downward triangles). Overall, there were
more neurons with the same rate-change directions than with
opposite rate-change directions (more open symbols than filled
symbols) between N0S0 and N0Sπ conditions. Among neurons
with opposite rate-change directions across conditions, more
neurons had decreasing rate at threshold for the N0S0 condition
(more filled downward than upward triangles). At 500 Hz,
single-neuron BMLDs were close to human BMLDs at noise
levels of 45 and 65 dB SPL, but not at other noise levels. At
1 kHz and above, the maximum single-neuron BMLDs were
larger than human BMLDs. The maximum BMLDs were similar
across noise levels, as well as across frequencies, unlike human
BMLDs that decrease substantially with increasing frequency
(van de Par and Kohlrausch, 1999; Goupell, 2012).

To calculate BMLDs of the neural population, neural
thresholds for the most sensitive subset of neurons were
calculated for 0.5, 1, 2, 4, and 8 kHz for the N0S0 or N0Sπ

conditions. The decision to focus on the most sensitive units
for this analysis, as proposed by the lower-envelope principle
(Barlow et al., 1971), was based on the fact that many of
the neural thresholds were significantly higher than behavioral
thresholds (Figure 7). Due to the limited SNR range that was
tested, many sensitive neurons were suprathreshold (greater
than 70.7% correct) at the lowest tested SNR, especially for
the N0Sπ condition. To reduce the number of neurons for
which the BMLD estimate was limited in this way, individual
thresholds were recalculated using a criterion of 79.1% correct
for the population-threshold results shown in Figure 9 (squares
and diamonds). Individual symbols in Figure 9 represent all
neurons that had thresholds above the lowest SNR tested. For
each frequency, the population threshold was based on the
neurons with thresholds in the lowest 10th percentile within a
one-octave range centered at that frequency. Thresholds at 55–
75 dB SPL had similar patterns and were plotted together in
Figure 9, which shows that neural population thresholds for
both N0S0 (blue solid line) and N0Sπ conditions (red dashed
line) did not vary across frequency. Human thresholds were
moved up by 4 dB to align the means of the human and
N0S0 thresholds of the population, to better compare the trend
across frequency (Figure 9). Human N0Sπ thresholds increase
as a function of frequency, whereas thresholds of the neural
population did not. Therefore, human and neural BMLDs
had different trends across frequency: human BMLDs decrease
with increasing frequency, whereas neural BMLDs did not.
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FIGURE 7

Rate-based threshold for N0S0 (A) and N0Sπ (B) conditions. Thresholds of most sensitive neurons across frequencies matched human
behavioral data for the N0S0 condition, but had a trend different from human for the N0Sπ condition. Neural thresholds at 500 Hz matched
rabbit behavioral data for both conditions.

The BMLDs based on the neural population thresholds were
smaller than the maximum single-neuron BMLDs, as expected
due to averaging across the subsets of sensitive neurons for
calculation of the population thresholds. However, the BMLDs
based on either neural-population or single-neuron thresholds
had similar trends across frequency.

Discussion

In the current study, single-neuron responses to TIN stimuli
were recorded in the IC for both N0S0 and N0Sπ conditions over
a wide range of target frequencies, as well as noise and tone
levels. For the population of neurons, changes in rate due to
interaural decorrelation were strongly correlated with changes
in rate upon addition of an out-of-phase tone to identical noise
at all noise levels.

Comparison with previous
physiological studies

There have been a limited number of physiological studies of
neural responses to both N0S0 stimuli and N0Sπ stimuli in the
IC (Jiang et al., 1997a,b; Lane and Delgutte, 2005). The results
here were most comparable to those of Jiang et al. (1997a,b),
who used a tone target, as opposed to the chirp target used in
Lane and Delgutte (2005). There were a few differences between
the stimuli used in the current study and in Jiang et al. (1997a)
that may explain differences in the results between the two
studies. First, responses were only recorded for a tone frequency
of 500 Hz in Jiang et al. (1997a), for neurons with a range of
CFs, up to 1.5 kHz. Large differences between the tone frequency
and CF would be expected to affect response properties. For
example, the response of a model auditory-nerve (AN) fiber
(Zilany et al., 2014) is saturated in response to a CF tone at 65 dB
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FIGURE 8

Binaural masking level differences (BMLDs) calculated based on single-neuron thresholds for both N0S0 and N0Sπ conditions. Open triangles
indicate that the direction of change in rate vs. SNR at threshold for the N0Sπ condition was the same as for the N0S0 condition, whereas filled
triangles indicate opposite direction of change in rate at threshold for the N0S0 and N0Sπ conditions. Only neurons that had measurable
thresholds in both N0S0 and N0Sπ conditions are shown here.

SPL, but not in response to a 65-dB-SPL tone one octave below
CF. Therefore, when the tone frequency is far from CF, AN
rates would vary with stimulus sound level, possibly a stronger
cue than the relatively small change in neural fluctuations that
would result from an off-CF tone. Thus, the difference between
CF and target-tone frequency could explain the finding that
the majority of neurons in Jiang et al. (1997a) had increasing
rate with increasing SNR for the N0S0 condition, whereas many
neurons in the current study had decreasing rate versus SNR.

Second, many neurons in the current study did not have
measurable thresholds due to the limited range of SNRs tested,
but finer steps and a wider range of SNRs were used in Jiang
et al. (1997a), so thresholds were measurable for almost all
neurons. However, it is worth noting that a 20-dB range of SNRs
were tested in this study; thus, neurons without a measurable

threshold over this SNR range were largely insensitive to
addition of a tone. Thresholds for more neurons might have
been measured if the SNR had been increased further, but
such thresholds would likely reflect changes in response to tone
levels high above behavioral thresholds, and would thus not be
relevant to tone-in-noise detection.

Third, the masker in Jiang et al. (1997a) had a bandwidth
from 50 Hz to 5 kHz and a level of 65 dB SPL, whereas
the current study used 1/3-octave noise centered at the tone
frequency, presented over a wide range of noise levels, including
65 dB SPL. The difference in masker bandwidth between studies
represents a large difference in noise spectrum level: e.g., 28 dB
SPL for Jiang et al. (1997a) 65 dB SPL overall level noise,
versus a spectrum level of 44 dB SPL for the 500-Hz target
tone tested at the overall noise level of 65 dB SPL in the
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N0S0 (solid blue line) and N0Sπ thresholds (dashed red line) of the neural population across frequency. Individual neural thresholds at 79.1%
correct for N0S0 (blue square) and N0Sπ (red diamond) conditions, for noise levels of 55–75 dB SPL are shown for all neurons with measurable
thresholds above the lowest SNR tested. Symbols with a black star indicate that the threshold was lower than the lowest measured SNR. Human
detection thresholds are from van de Par and Kohlrausch (1999) and shifted up by 4 dB for comparison with neural thresholds, which were
computed using a higher criterion. Neural binaural masking level differences (BMLDs) had a different trend across frequency compare to human
BMLDs.

current study. This difference in spectrum level would have
elicited different responses in the periphery, especially at low
stimulus frequencies. Even though peripheral neurons respond
to a wide frequency range at high sound levels (Ruggero, 1992),
the tuning is usually asymmetric and spreads more toward lower
frequencies (Schmiedt, 1989). Therefore, for low-CF neurons
(e.g., 1 kHz), possibly only the low frequency components of
the noise masker used in Jiang et al. (1997a) effectively masked
the tone. Additionally, due to non-linear cochlear compression
(Robles and Ruggero, 2001), neural responses would differ for
maskers having different spectral levels, though the overall level
may be matched.

The role of interaural correlation in
N0Sπ responses and relationship to
other binaural cues

Adding an out-of-phase tone reduces the IAC (e.g.,
Bernstein and Trahiotis, 2017). The change in rate elicited by
an out-of-phase tone was significantly correlated with the rate
difference between responses to N0 and Nu noise (Figure 6); the
large proportion of variance explained (37–69%) suggested an
important role of the IAC in physiological N0Sπ responses.

Results showed that both ITD-, and IAC-based cues
explained a proportion of neural responses to N0Sπ stimuli
(maximum 34 and 69%, respectively) (Fan, 2020). The
ITD-based hypothesis explained responses at low-to-medium
noise levels, whereas the IAC-based hypothesis explained
TIN responses at all noise levels. The IAC-based hypothesis

explained a larger proportion of variance in rate responses at
65 dB SPL, at which N0 and Nu noise responses were collected.
However, these cues are not independent. For example, the
decreasing trend in the proportion of results explained by the
ITD-based hypothesis as noise level increased could be due to
the fact that envelope ITDs dominated responses of the high-
CF neurons, which were the majority of the neurons in the
population studied here. However, the fluctuation amplitudes
in AN responses saturate (i.e., flatten) at higher sound levels,
and thus binaural differences in the neural representations of the
stimulus envelope would also decrease with increasing sound
level, which would explain a weaker effect of envelope ITDs at
high sound levels. Also, at high frequencies, IAC-cues have been
proposed to be envelope-based (Durlach, 1964; Bernstein and
Trahiotis, 1996).

Some effort has been made to separate the role of IAC
and ITD in binaural detection (van der Heijden and Joris,
2010; Culling, 2011). Based on results from these studies, both
ITD and ILD cues are proposed to contribute to interaural
decorrelation. Adding an out-of-phase tone not only introduces
ITDs, but also ILDs; additionally, the added binaural cues are
time-varying. The dynamic range of neural responses to ILD
was correlated not only to that of N0Sπ responses, but also to
the dynamic range of ITD responses (Figure 5). Fluctuations of
ITD in an N0Sπ stimulus increase with increasing tone level,
whereas fluctuations of ILD first increase and then decrease
as tone level increases (Zurek, 1991). Therefore, interaural
decorrelation involves a nonlinear combination of ITD and
ILDs cues: both ITD and ILD cues affect IAC at low tone levels,
whereas at high tone levels (e.g., above 4 dB SNR), ITD cues
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dominate IAC. This proposed idea is consistent with a previous
modeling study (Mao and Carney, 2014) in which ITD cues
are shown to dominate in stimuli with low modulation depths
(e.g., tone-plus-noise), and the combination of ITD and ILD
cues dominate in stimuli with high modulation depths (e.g.,
noise). In that study, the nonlinear combination of ITD and
ILD cues is described by the slope of the interaural envelope
difference (SIED), whereas detection in the N0Sπ condition at
high frequencies has been proposed to be explained by the
envelope-based IAC (Durlach, 1964; Bernstein and Trahiotis,
1996). Thus, the SIED cue is hypothesized to be a specific
implementation of an envelope-based IAC in explaining N0Sπ

responses.

Neural binaural masking level
differences vs. human binaural
masking level differences

Rate-based thresholds were estimated for both N0S0 and
N0Sπ conditions in order to estimate neural BMLDs over a
range of frequencies and noise levels. For the N0S0 condition,
the lowest rate-based thresholds across frequency could explain
human detection thresholds. For the N0Sπ condition, the lowest
rate-based thresholds across frequency had a different trend
from human detection thresholds: neural thresholds were higher
(i.e., worse) than human thresholds at low frequencies, and
lower (i.e., better) than human thresholds at high frequencies.
Many neurons had BMLDs as large as 20 dB. BMLDs estimated
based on the most sensitive units in the neural population and
estimates of maximum BMLDs for single neurons only varied
slightly across frequency, whereas human BMLDs decrease
substantially with increasing frequency. BMLDs estimated for
the neural population were shown to be slightly lower than
maximum single-neuron BMLDs across all frequencies, because
individual neurons with the lowest thresholds in either the N0S0

or N0Sπ condition did not always have the lowest thresholds in
the other condition.

Rate-based neural thresholds were similar across noise
levels, consistent with human psychophysical studies (Buss
et al., 2003). Human BMLDs have been shown to be minimally
affected by the roving-level paradigm, in which stimulus levels
randomly vary from interval to interval (Henning et al., 2005).
Similar patterns of rate-based neural BMLDs across noise levels
could explain the level-resistance of human listeners.
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Introduction: Bilateral cochlear implants (BiCIs) can facilitate improved

speech intelligibility in noise and sound localization abilities compared to

a unilateral implant in individuals with bilateral severe to profound hearing

loss. Still, many individuals with BiCIs do not benefit from binaural hearing

to the same extent that normal hearing (NH) listeners do. For example,

binaural redundancy, a speech intelligibility benefit derived from having

access to duplicate copies of a signal, is highly variable among BiCI users.

Additionally, patients with hearing loss commonly report elevated listening

effort compared to NH listeners. There is some evidence to suggest that BiCIs

may reduce listening effort compared to a unilateral CI, but the limited existing

literature has not shown this consistently. Critically, no studies to date have

investigated this question using pupillometry to quantify listening effort, where

large pupil sizes indicate high effort and small pupil sizes indicate low effort.

Thus, the present study aimed to build on existing literature by investigating

the potential benefits of BiCIs for both speech intelligibility and listening effort.

Methods: Twelve BiCI adults were tested in three listening conditions: Better

Ear, Poorer Ear, and Bilateral. Stimuli were IEEE sentences presented from a

loudspeaker at 0◦ azimuth in quiet. Participants were asked to repeat back the

sentences, and responses were scored by an experimenter while changes in

pupil dilation were measured.

Results: On average, participants demonstrated similar speech intelligibility

in the Better Ear and Bilateral conditions, and significantly worse speech

intelligibility in the Poorer Ear condition. Despite similar speech intelligibility

in the Better Ear and Bilateral conditions, pupil dilation was significantly larger

in the Bilateral condition.

Discussion: These results suggest that the BiCI users tested in this study did

not demonstrate binaural redundancy in quiet. The large interaural speech

asymmetries demonstrated by participants may have precluded them from
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obtaining binaural redundancy, as shown by the inverse relationship between

the two variables. Further, participants did not obtain a release from effort

when listening with two ears versus their better ear only. Instead, results

indicate that bilateral listening elicited increased effort compared to better ear

listening, which may be due to poor integration of asymmetric inputs.

KEYWORDS

listening effort, binaural hearing, pupillometry, speech intelligibility, bilateral
cochlear implants, binaural redundancy, interaural asymmetry

Introduction

Patients with cochlear implants (CIs) commonly report
that listening is exhausting. This is because listening requires
effort, defined as the intentional focus of cognitive resources
to perform listening tasks (Pichora-Fuller et al., 2016). The
amount of mental resources allocated can be influenced by
many different variables, including the environment (e.g., quiet
versus noisy) and individual factors such as linguistic skills,
working memory capacity, and audibility (Wendt et al., 2016;
Winn et al., 2018). Additionally, the amount of effort a listener
expends is thought to be influenced by their motivation to
perform the task (Pichora-Fuller et al., 2016; Hughes et al.,
2018). Thus, two individuals listening to the same conversation
may exert different amounts of effort depending on how
motivated they are to pay attention and understand what is
being said (Winn et al., 2018). Listening effort is an important
aspect of communication to investigate because elevated effort
is associated with fatigue and stress, especially for individuals
who must overcome additional listening obstacles like hearing
loss. Compared to individuals with normal hearing (NH),
studies have found that individuals with hearing loss report
higher levels of effort and fatigue, are more likely to require
recovery after work, and are more inclined to take sick-leave
due to stress-related factors (Kramer et al., 2006; Kramer, 2008;
Nachtegaal et al., 2009; Alhanbali et al., 2017). Additionally,
the subjective feeling that one needs to exert elevated effort in
complex listening situations has been associated with feelings
of social isolation and anxiety in individuals with hearing loss
(Hughes et al., 2018).

Patients with severe-to-profound hearing loss who struggle
to understand speech with a hearing aid can receive a
cochlear implant (CI). An increasing number of patients
with hearing loss in both ears are now being bilaterally
implanted to maximize speech perception and improve spatial
hearing abilities. Compared to hearing aids or a unilateral
CI, most individuals with bilateral CIs (BiCIs) demonstrate
improvements in sound localization (Gantz et al., 2002; van
Hoesel and Tyler, 2003; Laszig et al., 2004; Litovsky et al., 2004,
2009; Nopp et al., 2004; Grantham et al., 2007; Tyler et al., 2007)
and speech understanding in noise (Gantz et al., 2002; van

Hoesel et al., 2002; van Hoesel and Tyler, 2003; Litovsky et al.,
2004, 2009; Nopp et al., 2004; Schleich et al., 2004; Tyler et al.,
2007; Loizou et al., 2009). Further, advantages of BiCIs have also
been documented using subjective questionnaires. Tyler et al.
(2009) administered the Spatial Hearing Questionnaire (SHQ)
to bilateral and unilateral cochlear implantees and found that
BiCIs users rated their localization, speech understanding in
quiet, and music perception abilities significantly higher than
unilateral CI users. Similarly, using the SHQ, Perreau et al.
(2014) found that BiCI users reported better subjective hearing
performance on individual spatial hearing items as well as sound
localization, music, and speech understanding in quiet subscales
compared to unilateral CI or bimodal CI users. Together,
these findings suggest that bilateral implantation provides both
objective and subjective benefit on a variety of listening tasks
compared to unilateral implantation.

Binaural redundancy is another benefit that can be derived
from having access to sound in both ears. This phenomenon
arises from access to duplicate copies of a signal that can be
combined centrally, resulting in improved speech intelligibility
and an increase in perceptual loudness (Litovsky et al., 2006;
Avan et al., 2015). Mosnier et al. (2009) found a binaural
redundancy benefit of 10% in quiet for BiCI listeners using
disyllabic word stimuli. Similarly, BiCI users in Laszig et al.
(2004) demonstrated a binaural redundancy benefit of 4%
using open-set sentence stimuli. In contrast, the same group
of listeners in Laszig et al. (2004) did not show a significant
binaural benefit using a different open-set sentence corpus, and
BiCI users in Goupell et al. (2018) also did not demonstrate a
binaural redundancy benefit using the IEEE sentence corpus.
At least some of the variability in binaural redundancy benefit
appears to be related to interaural asymmetry (either in speech
intelligibility or hearing history). When Mosnier et al. (2009)
split listeners into symmetric and asymmetric groups based on
the difference in speech scores across ears, symmetric listeners
(< 20% difference in percent correct across ears) demonstrated
a significant binaural redundancy benefit, whereas asymmetric
listeners did not. Yoon et al. (2011) used this same asymmetry
criterion and measured binaural redundancy in quiet using
sentences, consonants, and vowels. When averaging binaural
redundancy for all three stimuli together, they observed
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significant benefit in quiet in symmetric BiCI users, but not
asymmetric BiCI users. Likewise, listeners in Goupell et al.
(2018) were recruited based on their asymmetric hearing history
or early onset of deafness and late implantation. Together these
results suggest that interaural asymmetry may preclude binaural
redundancy benefits in quiet. However, due to methodological
differences between studies (i.e., definition of “asymmetry,”
stimuli used) this relationship warrants further investigation.
We aim to examine this in the present study.

Historically, the primary measures of success regarding
bilateral implantation have been bilateral speech intelligibility
scores and spatial hearing abilities. There has been significantly
less attention given to the potential impact of bilateral
implantation on listening effort. Litovsky et al. (2006)
administered a subjective questionnaire known as the
Abbreviated Profile of Hearing Aid Benefit (APHAB) to
BiCI users during a “bilateral deprivation” period in which
participants only wore the CI of their better performing ear, and
again several months later after participants had access to both
of their CIs (Cox and Alexander, 1995; Litovsky et al., 2006). The
APHAB contains 24 statements about everyday communication
abilities or sound perception and asks participants to rate how
often each statement is true. Statements are split into four
subscales: Ease of Communication, Reverberation, Background
Noise, and Aversiveness (Cox and Alexander, 1995). They
found that participants perceived bilateral listening to be
beneficial in background noise and reverberant environments
and experienced increased ease of communication for bilateral
compared to unilateral listening (Litovsky et al., 2006). Another
study employed the Speech, Spatial, and Qualities of Hearing
Scale, and found that individuals with two CIs expressed
higher ability ratings on the spatial hearing domain, as well as
segregation, naturalness, and listening effort aspects, compared
to individuals with one CI (Noble et al., 2008). Together, these
studies demonstrate that many patients subjectively experience
reduced listening effort from BiCIs compared to a unilateral CI.

Another common method for quantifying listening effort
is the behavioral dual-task paradigm. Hughes and Galvin
(2013) used this method to assess listening effort during a
speech-in-noise task in eight young BiCI users (aged 10–
22 years) in unilateral and bilateral listening conditions. These
listeners all had an early onset of deafness (before 1 year
of age) and long inter-implant delays (mean = 7.8 years).
They found that, on average, BiCI users demonstrated a
significant reduction in listening effort when using two implants
compared to one, however, on an individual level, this
effect was only significant for three of the eight listeners
(Hughes and Galvin, 2013). Another study asked 16 adult CI
participants to repeat monosyllabic words in noise and found
no difference in the dual-task or subjective measure of listening
effort between unilateral CI and bimodal/bilateral CI listening
(Sladen et al., 2018). Similarly, Perreau et al. (2017) found no
difference in dual-task or subjective measures of listening effort

between 10 unilateral CI users, 12 BiCI users, and 12 unilateral
hybrid CI users. Due to the dearth of literature combined
with the inconsistent results using either dual-task or subjective
measures, we aimed to investigate listening effort with each CI
alone and with BiCIs by measuring changes in pupil dilation.
We chose this approach because pupillometry is considered to
be an objective physiological measure of listening effort (Kramer
et al., 1997; Zekveld et al., 2010; McGarrigle et al., 2014). To our
knowledge, this is the first study to date that has examined this
question using pupillometry.

Pupil dilation is modulated by cognitive load, increasing
for difficult tasks that require more processing demand,
and decreasing for tasks that are less challenging (Beatty,
1982). Mechanisms underlying the task-evoked pupil response
include the activity of noradrenergic neurons in the locus
coeruleus (Aston-Jones and Cohen, 2005). When the task
becomes so difficult that listeners may feel that additional
effort would not benefit performance, motivation declines,
and pupil dilation decreases (Pichora-Fuller et al., 2016;
Ohlenforst et al., 2017; Wendt et al., 2018). This effect
has been shown for listening tasks that measure speech
intelligibility. Pupil dilation increases as performance decreases
to ∼30% correct, after which pupil dilation then decreases,
presumably due to a decline in motivation and engagement
(Ohlenforst et al., 2017; Wendt et al., 2018). Pupillometry
is an ideal technique for studying listening effort in the
hard of hearing population because it has the advantage of
being compatible with assistive devices like hearing aids and
CIs (Gilley et al., 2006; Friesen and Picton, 2010; Wagner
et al., 2019). Additionally, unlike a dual-task paradigm,
which is subject to behavioral bias and relies on a single
metric such as response time (McGarrigle et al., 2014; Gagné
et al., 2017), pupil dilation is completely objective and
can be measured throughout the duration of a behavioral
listening task to capture mental effort as it unfolds over time
(Winn et al., 2018).

In short, the purpose of this study was to investigate the
potential benefits of bilateral listening in performance and
effort domains, both of which are important for successful
communication. To do this, we measured speech intelligibility
and listening effort in adults with BiCIs in three conditions:
with their poorer ear only, better ear only, and bilaterally.
Based on previous work that has shown binaural redundancy
benefit in quiet (Laszig et al., 2004; Mosnier et al., 2009) and a
reduction in listening effort for bilateral compared to unilateral
CI listening (Litovsky et al., 2006; Noble et al., 2008; Hughes
and Galvin, 2013), we predicted that speech intelligibility would
be better (binaural redundancy) and pupil dilation would be
smaller (release from effort) for BiCI users listening with both
implants compared to their better ear only. Further, due to
the accumulating evidence indicating an association between
asymmetry and binaural benefits, we predicted that interaural
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speech asymmetry would be negatively related to binaural
redundancy.

Materials and methods

Participants

Twelve native English-speaking adults with BiCIs were
recruited to participate in this experiment (age range 25–
78 years). Table 1 provides demographic information for these
participants; 11 were implanted with Cochlear Ltd., devices,
and one (IDI) was implanted with Advanced Bionics devices.
Participants traveled to Madison, Wisconsin to participate in
multiple studies over the course of several days. Testing for the
present study took place over the course of one 2-h session. This
study was approved by the University of Wisconsin-Madison
Health Sciences Institutional Review Board.

Experimental setup

Testing took place in a standard sound booth (IAC
Acoustics, IL, USA). Participants were seated at a table with
their chin and forehead supported in a headrest to keep their
head stable during testing; the table and chair position and
height were adjusted for each participant. A computer monitor
was attached to the table and positioned approximately 65 cm
away from the headrest. The eyetracker camera was secured
to the table using a desktop mount 8 cm in front of the
monitor. Illumination of the test room was controlled for all
participants (93 lux). Stimuli were played to a loudspeaker
(Tannoy, Coatbridge, Scotland) positioned at 0◦ azimuth. Pupil
size was measured in pixels using the “Area” setting on an
eyetracker (Eyelink 1000 Plus; SR Research, Ontario, Canada)
and a sampling rate of 1,000 Hz.

Stimuli

Stimuli were drawn from the Institute of Electrical and
Electronics Engineers sentence corpus (IEEE, 1969) and were
recorded by a female talker. All stimuli were scaled to 65 dB
SPL-A and played to the loudspeaker through a USB high-
speed audio interface (RME Fireface, Haimhausen, Germany).
Duration of sentences ranged from 4,000 to 6,000 ms. Custom
software written in MATLAB (The MathWorks, Natick, MA,
USA) with PsychToolbox 3 was used to deliver stimuli and
collect data (Brainard, 1997; Kleiner et al., 2007).

Procedure

Participants were tested in three listening conditions:
better ear CI only (“Better Ear”), poorer ear CI only
(“Poorer Ear”), and both CIs (“Bilateral”). Prior to testing,
the better ear was classified as the ear with the higher
word recognition score measured in the audiology clinic. If
there was no difference in word recognition score between
the two ears, the participant’s preferred ear according to
subjective reporting was labeled the “better” ear. Participants
were tested using their clinical programs with noise reduction
and beamforming settings disabled. Before beginning the
experiment, an informal interaural loudness balance check
was completed with participants wearing both CI processors
together to verify that they were equal in loudness. An
experimenter stood directly in front of participants at the
same distance as the loudspeaker and asked participants
whether the ears were equally loud and sound was centered
between the two ears. If participants perceived one CI to
be noticeably louder than the other, the volume settings
were adjusted so that the ears were balanced. Participants
completed a familiarization procedure in which they listened
to and repeated 10 sentences in each condition. Stimuli for

TABLE 1 Participant demographics.

Subject ID Sex Age (years) First implant Better Ear Inter-implant delay (years) Bilateral CI experience (years)

ICW F 25 Right Right 18.6 4.9

IBZ F 51 Right Right 1.3 11.0

IDI F 52 Right Right 0.6 4.6

IBY F 55 Left Right 4.2 7.3

ICP M 56 Left Left 3 7.3

ICD F 61 Right Left 6.0 10.0

ICB F 67 Right Left 2.8 12.9

ICJ F 69 N/A Right 0.0 8.8

IDG F 70 Left Right 2.0 7.7

IBL F 72 Left Right 4.8 12.8

ICK M 75 Right Left 1.0 7.2

IBK M 78 Left Left 6.0 9.8
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practice trials were randomly selected and then excluded from
the test corpus.

During testing, participants were asked to fixate their
gaze on a small gray cross in the center of the computer
screen and attend to open-set target sentences presented by a
loudspeaker positioned directly in front of them (0◦ azimuth).
Participants were instructed to repeat the sentence that was
heard. Prior to the start of each trial, the gray cross turned
white to indicate that the trial was about to commence. This
was followed by a 2,000 ms pre-trial interval and then the
trial began with a 1,000 ms baseline pupil measurement in
silence before the stimulus (IEEE sentence) was presented.
Following stimulus offset, participants were given a 2,000 ms
silent period before the cross turned green and two beeps were
presented, prompting participants to repeat what they heard.
Each sentence contained five key words that were scored by
an experimenter. The experimenter waited 10–15 s between
trials to allow the pupil to return to baseline before beginning
the next trial. Participants completed 30 trials per listening
condition (30 sentences × 3 conditions = 90 sentences total).
Trials were blocked into two runs per listening condition (15
sentences/run) and condition order was randomized for each
participant. Target sentences were randomly selected from the
corpus without replacement. Participants were given regular
breaks during testing to avoid fatigue.

Data analysis

Prior to data analysis, pupil data were pre-processed to
reduce artifacts and discard noisy trials. First, pupil tracks with
greater than 45% blinks were discarded from analysis (Burg
et al., 2021). This blink criterion was chosen because it is
more inclusive compared to other commonly used criteria (e.g.,
15%, 30%). Previous work has shown a positive association
between task difficulty and blink percentage; therefore, an
overly conservative blink criterion like 15% could result in a
higher number of difficult trials being excluded from analysis,
potentially confounding results (Burg et al., 2021). When
calculating the percentage of blinks in a track, samples from
the response period were not considered since this part of the
pupil track is influenced by the motor response (Privitera et al.,
2010; Winn et al., 2015). Blinks were detected by tagging samples
that fell below three standard deviations (SDs) from the mean
(Zekveld et al., 2010). Consistent with best-practices described
by Winn et al. (2018) tracks with irregular baselines, extreme
distortions, or atypically large growth that is not consistent with
task-evoked changes in pupil dilation were also discarded. In
total, 1.4, 1.9, and 2.5% of trials were discarded due to these
kinds of contamination for the Better Ear, Bilateral, and Poorer
Ear condition, respectively.

The second step in pre-processing was an interpolation
process, whereby individual tracks were “de-blinked” by linearly

interpolating 80 ms before a blink and 160 ms following a
blink to account for eyelid disturbances, and low-pass filtered
using the “smooth” function in MATLAB (Zekveld et al., 2010).
Next, raw pupil dilation was transformed to proportional change
from baseline by subtracting the baseline value (average of
first 1,000 ms of each trial) and then dividing by the baseline
value. Baseline pupil dilation was compared across conditions
to ensure that there were no systematic differences that would
influence results. Divisive baseline correction was chosen over
subtractive baseline correction because the former accounts for
differences in pupil reactivity across participants and across
trials for individuals (Winn et al., 2018). Finally, remaining
tracks were time-aligned to stimulus offset and averaged
together by listening condition for each participant. From the
averaged trials, maximum pupil dilation and percentage of
correctly repeated words were calculated and extracted for each
condition. Maximum pupil dilation was extracted from the
“silent period” (i.e., 2,000 ms period after stimulus offset and
prior to response prompt), because this processing window has
consistently been shown to elicit the largest pupil size during
the trial for sentence recognition tasks (Zekveld et al., 2010;
Winn et al., 2015, 2018).

Statistical analysis

Speech intelligibility scores were transformed from percent
correct to rationalized arcsine units (RAU) to alleviate ceiling
effects and normalize variance (Studebaker, 1985). The effect of
listening condition on speech intelligibility and listening effort
were each evaluated separately using one-way repeated measure
analysis of variance (ANOVA) tests with listening condition
(three levels: Better Ear, Poorer Ear, Bilateral) as the independent
variable. For these ANOVAs, dependent variables were either
speech intelligibility (RAU) or maximum proportional change
in pupil dilation (peak pupil size during the silent period).
Post hoc pairwise comparisons were completed using paired
t-tests. Benjamini-Hochberg corrections were employed to
control false discovery rate (Benjamini and Hochberg, 1995).
Correlational analyses were conducted to examine potential
relationships between interaural speech asymmetry, change
in speech intelligibility (RAU) from Better Ear to Bilateral
conditions, and change in listening effort (pupil dilation) from
Better Ear to Bilateral conditions. Assumptions for omnibus,
post hoc tests, and correlations were statistically evaluated
using Mauchly’s Test of Sphericity and Shapiro–Wilk normality
tests. Due to our directional hypothesis that interaural speech
asymmetry would be inversely related to change in speech
intelligibility from the Better Ear to Bilateral condition (i.e.,
binaural redundancy), a one-sided test was used to evaluate
this relationship. The relationship between interaural speech
asymmetry and change in listening effort from Better Ear to
Bilateral conditions was evaluated with a two-sided test. An
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alpha of 0.05 was used to determine whether results were
statistically significant.

Results

Speech intelligibility

Mean speech intelligibility (RAU) for each listening
condition is shown in Figure 1. Speech intelligibility was
higher for the Better Ear and Bilateral conditions than the
Poorer Ear condition (Better Ear mean ± SD = 83.2 ± 24.4;
Bilateral = 84.8 ± 26.9; Poorer Ear = 62.2 ± 35.2). Notably,
there was substantial inter-subject variability in performance,
as demonstrated by the wide range of performance (Better
Ear = 21–105 RAUs; Bilateral = 19–114 RAUs; Poorer Ear = –5–
104 RAUs) and large standard deviation for all conditions. There
was also considerable variability in the amount of interaural
asymmetry demonstrated by participants, which ranged from 2
to 65 RAUs (Table 2). A one-way repeated measures ANOVA
using a Greenhouse–Geisser correction revealed a significant
main effect of listening condition on speech intelligibility
[F(2,22) = 13.4, p < 0.01]. Post hoc pairwise comparisons
revealed that speech intelligibility did not significantly differ
between Better Ear and Bilateral conditions (p = 0.55),
indicating that, on average, participants did not demonstrate a
binaural redundancy benefit. Further, speech intelligibility was
significantly worse for the Poorer Ear condition compared to the
Better Ear (p< 0.01) and Bilateral conditions (p< 0.01). Finally,
Figure 2 plots binaural redundancy as a function of interaural
speech asymmetry, with a higher positive value indicating
greater binaural redundancy. Consistent with previous work
reporting an association between asymmetry and binaural
redundancy benefit (Litovsky et al., 2006; Mosnier et al.,
2009; Yoon et al., 2011), a Pearson correlation revealed a
significant negative relationship between the two variables,
indicating that less speech asymmetry was associated with
greater binaural redundancy benefit (r = –0.61, p < 0.05, one-
tailed).

Listening effort

Grand average pupil tracks for each condition (with 95%
confidence intervals) are shown in Figure 3. In general, average

FIGURE 1

Mean speech intelligibility (RAU; n = 12) for each listening
condition. Error bars represent ± 1.96 SE (95% confidence
interval). Asterisks indicate the significance level of pairwise
comparison results (* for p < 0.05, ** for p < 0.01, and *** for
p < 0.001).

pupil dilation during the silent period was largest for the
Poorer Ear condition, followed by the Bilateral condition,
and finally the Better Ear condition. Maximum pupil dilation
was extracted from this period and is plotted in Figure 4.
Maximum pupil dilation was smallest for the Better Ear
condition and similar for Poorer Ear and Bilateral conditions
(Better Ear = 0.23 ± 0.15; Poorer Ear = 0.27 ± 0.12;
Bilateral = 0.28 ± 0.15). A one-way repeated measures
ANOVA revealed that the main effect of listening condition
was not significant [F(2,22) = 2.4, p = 0.1]. However,
F-tests have the potential to lead to either false positives
or false negatives; thus, the pairwise comparisons can be
informative regardless of the omnibus result (Chen et al.,
2018). Indeed, post hoc testing revealed that pupil dilation
was significantly larger for the Bilateral condition compared
to the Better Ear condition (p < 0.05). Contrary to our
prediction, this indicates that participants exerted greater
effort or engagement when listening bilaterally than with their
better ear only. There were no significant differences between
the Poorer Ear and Better Ear conditions (p = 0.24), or
between the Poorer Ear and Bilateral conditions (p = 0.74).

TABLE 2 Interaural speech asymmetry for each participant, defined as the difference in RAU scores between the Better Ear and Poorer Ear
conditions.

Subject ID

ICW ICJ IBL ICP ICK ICB IDG IBK IDI ICD IBY IBZ

Interaural speech asymmetry 64.5 51.4 43.4 26.3 22.7 15.7 10.7 9.1 7.0 5.2 2.0 –5.4
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FIGURE 2

Relationship between interaural speech asymmetry (RAU) and
binaural redundancy, defined as the difference in speech
intelligibility (RAU) between Bilateral and Better Ear conditions.

FIGURE 3

Grand average pupil tracks (n = 12) for each listening condition.
Maximum proportional change in pupil dilation was extracted
from the silent period, indicated by the vertical dashed lines
(0–2,000 ms). Shaded regions represent ± 1.96 SE (95%
confidence interval).

Finally, we examined whether interaural speech asymmetry
was related to release from effort (Figure 5). Release from
effort was calculated as the difference in maximum pupil
dilation between the Better Ear and Bilateral conditions, with
a higher positive value indicating a greater reduction in pupil
dilation (and effort) when listening bilaterally. A Pearson
correlation indicated that interaural speech asymmetry was
not related to release from effort (r = –0.16, p = 0.63, two-
tailed).

Discussion

This study measured speech intelligibility and listening
effort in adults with BiCIs to examine whether bilateral

FIGURE 4

Mean maximum proportional change in pupil dilation (n = 12)
for each listening condition. Error bars represent ± 1.96 SE (95%
confidence interval). Asterisks indicate the significance level of
pairwise comparison results (* for p < 0.05, ** for p < 0.01, and
*** for p < 0.001).

FIGURE 5

Relationship between interaural speech asymmetry (RAU) and
release from listening effort, defined as the difference in
maximum pupil dilation between Better Ear and Bilateral
conditions.

listening provides a benefit above the better ear alone.
Speech intelligibility was significantly worse in the Poorer
Ear condition compared to the Better Ear and Bilateral
conditions, and there was no significant difference between
performance in the Better Ear and Bilateral conditions. This
indicates that, on average, the BiCI users in the present
study had significant asymmetry in speech intelligibility
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across ears, but this asymmetry did not negatively affect
performance in the Bilateral condition since performance was
similar to the Better Ear condition. This is not surprising
considering that listeners were tested in quiet and could rely
on their better ear for speech intelligibility in the Bilateral
condition. Further, pupil dilation was significantly larger in
the Bilateral compared to Better Ear condition, and there
was no significant difference between either of these and the
Poorer Ear condition. This suggests that, on average, the
BiCI users tested in this study did not obtain a performance
benefit from binaural redundancy, nor did they obtain a
release from effort when listening with two CIs versus their
better ear alone.

Interaural speech asymmetry predicts
binaural redundancy benefit

The lack of measurable binaural redundancy benefit in the
present study contrasts with results from Laszig et al. (2004)
and Mosnier et al. (2009), which both reported significant
binaural redundancy benefit for their BiCI listeners. However,
there are noteworthy demographic differences between their
participants and participants in the present study. Mosnier
et al. (2009) required that their BiCI participants had less
than a 5-year difference in duration of deafness between the
two ears and were simultaneously implanted. Listeners in the
present study, on the other hand, had variable differences
in duration of deafness across ears, and inter-implant delays
ranging from 0 to 18 years. Thus, our group of BiCI listeners
was more heterogeneous and included listeners with asymmetric
hearing histories. Similarly, participants in Laszig et al. (2004)
did not demonstrate significant interaural speech asymmetry,
whereas our BiCI participants exhibited large interaural speech
asymmetries, with an average of 21.0 ± 22 RAU difference across
ears. These observations indicate that interaural asymmetry
may be key to understanding why our BiCI users, on average,
did not demonstrate binaural redundancy. Consistent with
this theory, Mosnier et al. (2009) and Yoon et al. (2011)
split their participants into symmetric and asymmetric groups
based on the difference in speech intelligibility across ears
and found that only the symmetric groups demonstrated
significant binaural redundancy benefit. Additionally, Goupell
et al. (2018) failed to find a significant binaural redundancy
benefit in BiCI listeners with asymmetric hearing histories or
early onset of deafness and late implantation. These findings
suggest that interaural asymmetries in hearing history and
speech intelligibility may limit listeners’ ability to benefit from
binaural redundancy. Indeed, we found that interaural speech
asymmetry was inversely related to binaural redundancy in the
present study (Figure 2), suggesting that the relatively large
speech asymmetries demonstrated by our BiCI listeners (as
compared to listeners in Laszig et al., 2004) may have limited

their ability to successfully combine input from both ears and
benefit from binaural redundancy.

While binaural redundancy was not observed at the
group level, the majority of listeners demonstrated improved
performance in the Bilateral condition compared to the Better
Ear condition. The largest binaural redundancy benefits were
demonstrated by ICD (16 RAUs), IBY (10 RAUs), and IDI (9
RAUs; Figure 6). These listeners all demonstrated relatively
small interaural asymmetries of 7 RAUs or less (Table 2). ICD
had the second longest inter-implant delay of 6 years but also
had 10 years of bilateral experience prior to testing, while
IDI had the second shortest inter-implant delay of 0.6 years
but only 5 years of bilateral experience prior to testing. In
contrast, four listeners (ICW, ICJ, ICP, ICB) demonstrated
worse performance in the Bilateral condition compared to the
Better Ear condition. Three of these listeners demonstrated
interaural asymmetries greater than 20 RAUs (Table 2), which
was the percent correct criterion used by Mosnier et al. (2009)
to categorize listeners into symmetric and asymmetric groups.
The greatest decrement in performance from the Better Ear to
Bilateral condition (18 RAUs) was shown by ICJ (Figure 6B).
This participant had the second largest interaural asymmetry
(51 RAUs). Interestingly, ICJ was simultaneously implanted,
and had almost 9 years of bilateral CI experience prior to
testing. In contrast, the participant with the largest interaural
speech asymmetry (ICW: 65 RAUs; Figure 6A) and the longest
inter-implant delay (18.6 years) only demonstrated a 4 RAU
decrease in performance from the Better Ear to Bilateral
condition. These are prime examples of the extreme variability
that exists among BiCI users, and how difficult it can be
to predict outcomes due to the vast number of variables
that contribute to performance in each ear and across ears
(Gantz et al., 2002; Litovsky et al., 2006; Mosnier et al., 2009).

Bilateral listening is more effortful than
better ear listening

Unlike previous studies that have shown that BiCIs may
facilitate reduced listening effort compared to a unilateral CI
(e.g., Litovsky et al., 2006; Noble et al., 2008; Hughes and Galvin,
2013), results from the present study indicate that, on average,
bilateral listening elicited increased listening effort compared to
better ear listening. In fact, out of the 12 BiCI participants tested,
only two demonstrated a reduction in pupil dilation from the
Better Ear to Bilateral condition (ICB and ICD, Figure 6, panels
F and J). This is the first study to date that has shown this effect.
Further, our results indicate that this increase in listening effort
cannot be explained by a change in speech intelligibility, since
there was no significant difference in performance between the
Better Ear and Bilateral conditions. This is further supported
by our correlation analysis that found no relationship between
binaural redundancy and release from effort (r = 0.15, p = 0.65,
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FIGURE 6

Speech intelligibility (RAU; open circles) and maximum proportional change in pupil dilation (closed circles) for each participant. Participants
(A–L) are ordered from largest to smallest interaural speech asymmetry.

two-tailed). Indeed, previous studies have shown differences in
listening effort across conditions when speech intelligibility is
held constant (e.g., Koelewijn et al., 2012). This underscores the
value of measuring listening effort in studies examining speech
intelligibility, as it can reveal additional information that is not
apparent from performance alone.

To obtain a binaural redundancy benefit, listeners
must be able to centrally combine information across ears
(Litovsky et al., 2006). Results of the present study indicate
that this ability was largely inaccessible to our group of BiCI
users due to the large degree of interaural speech asymmetry
observed. One reason that asymmetries may preclude binaural
redundancy is that it is difficult to combine disparate signals
into one coherent sound, which may in turn result in increased
listening effort. In other words, increased effort in the Bilateral
condition may be explained by a lack of binaural fusion. Steel
et al. (2015) examined binaural fusion and listening effort in
children with BiCIs. They found that poorer binaural fusion
was associated with greater pupil dilation and longer reaction
times. Further, larger brainstem asymmetries, classified by
mismatched electrically evoked auditory brainstem latencies,
were associated with worse binaural fusion abilities (Steel
et al., 2015). Indeed, we also found a relationship between
our measures of asymmetry (interaural difference in speech
intelligibility) and binaural integration (binaural redundancy)
(Figure 2). This suggests that increased listening effort in the
Bilateral condition may be related to poor binaural fusion due to
the relatively large interaural speech asymmetries demonstrated

by our BiCI listeners. Pragmatically, it makes sense that
attempting to integrate two disparate signals, or ignore an
impoverished signal from the poorer ear, would require more
effort than simply attending to the better ear alone. This
theory is supported by previous work that has demonstrated
impaired binaural fusion in BiCIs users (Fitzgerald et al.,
2015) that is exacerbated by asymmetries, such as interaural
place-of-stimulation mismatch (Kan et al., 2013). While degree
of speech asymmetry was not significantly correlated with
release from effort, this does not disqualify the possibility that
the two are related in some way since the relationship was
assessed using a simple linear correlation, and pupil dilation
does not always scale linearly with task difficulty (Koelewijn
et al., 2012; Ohlenforst et al., 2017; Wendt et al., 2018). Further,
there is also evidence that BiCI users have abnormally broad
pitch fusion ranges and that bimodal CI users with a hearing aid
in the contralateral ear can experience interference, a decrease
in performance when listening with two ears versus one. This
may arise from involuntary fusion of disparate inputs (Reiss
et al., 2016, 2018). Thus, it is also possible that BiCI users in
the present study experienced unfavorable fusion, making it
more difficult to understand the target speech. This effect might
not have been reflected by speech intelligibility scores because
listeners may have been able to compensate by using context
clues to repair missing or ambiguous information, ultimately
requiring more effort (Winn, 2016).

Alternatively, it is also possible that increased pupil dilation
in the Bilateral condition represents increased engagement
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in the speech intelligibility task. Previous work has shown
that pupil dilation increases with increasing task performance
until the task becomes so difficult that increased effort is
unlikely to improve performance (Ohlenforst et al., 2017; Wendt
et al., 2018). In other words, listeners will continue to be
engaged in a task so long as they perceive a potential benefit.
Additionally, stimulus or task value to the participant can
modulate engagement and pupil dilation even when speech
is equally intelligible (Eckert et al., 2016; Winn et al., 2018).
Because participants are accustomed to listening with both
CIs in daily life, they may have expected to perform best in
the Bilateral condition, resulting in increased pupil dilation
due to greater engagement or motivation. Since we did not
explicitly measure task engagement, we cannot disentangle
engagement or motivation from effort in the present study.
Another possibility is that increased loudness due to binaural
summation contributed to greater pupil dilation in the Bilateral
condition compared to either monaural condition. Indeed,
Legris et al. (2022) demonstrated increasing maximum pupil
diameter with increasing tone burst level (40 dBA, 60 dBA,
80 dBA) in both NH participants and hearing aid users. For
NH participants, pupil dilation was significantly larger for all
increases in level, but for hearing aid users, pupil dilation
was only significantly different when comparing the 40 dBA
condition to 80 dBA condition, regardless of whether or not
participants were using their hearing aids. The 20 dB step size
used by Legris et al. (2022) corresponds to a fourfold increase
in loudness, whereas an increase of about 3 dB, as is typical for
binaural summation, only corresponds to a 1.2-fold increase in
loudness (Epstein and Florentine, 2012). Thus, the need to use
large step sizes, especially in the hearing aid user group, indicates
that the potential 3 dB of binaural summation experienced
by BiCI users in the present study is very unlikely to have
caused any significant change in pupil dilation. This is further
supported by Nunnally et al. (1967) who only saw a significant
effect of intensity on pupil dilation for very loud levels above
90 dB.

As mentioned previously, this is the first study to find
bilateral listening to be more effortful than unilateral listening
in BiCI users. One reason for the discrepancy between the
present results and previous work may be the method used
to gauge listening effort, as this was also the first study to
investigate this question using pupillometry. In general, studies
that have employed both subjective rating and pupillometry to
measure effort have found that the two measures are typically
uncorrelated (e.g., Zekveld et al., 2011; Zekveld and Kramer,
2014; Wendt et al., 2016). Lack of correspondence between
these measures is likely related to participants’ subjective
interpretation of what is “effortful” (Colby and McMurray,
2021). For example, some participants may base their effort
rating on their performance accuracy rather than mental
effort, resulting in a linear relationship between accuracy and
subjective effort, whereas the relationship between accuracy and

objective effort measured by pupil dilation has been shown to be
non-monotonic (Koelewijn et al., 2012; Ohlenforst et al., 2017;
Wendt et al., 2018; Winn and Teece, 2021). Finally, another
important factor to consider is the unilateral comparison
condition (i.e., Better versus Poorer Ear). The comparison
between participants’ best possible unilateral listening condition
(i.e., the Better Ear condition) and the Bilateral condition reveals
changes explicitly due to bilateral listening. In contrast, if one
were to compare the Poorer Ear condition to the Bilateral
condition, it would be unclear whether changes in effort are
simply due to the addition of the better ear or are explicitly
related to bilateral listening. Litovsky et al. (2006) and Sladen
et al. (2018) compared better ear listening to bilateral listening,
but Hughes and Galvin (2013) did not report which ear their
unilateral condition represented. If the unilateral condition
represented the poorer performing ear or a mixture of poorer
and better performing ears, a comparison of their results to the
present study would be invalid.

Limitations

The present study tested participants in quiet, which
resulted in near-ceiling level performance for some listeners.
While previous work has measured significant binaural
redundancy benefit in BiCI users in quiet conditions (e.g.,
Laszig et al., 2004; Mosnier et al., 2009; Yoon et al., 2011)
this benefit can be larger in noise conditions (e.g., Yoon
et al., 2011). Measuring differences in speech intelligibility and
pupil dilation from better ear to bilateral listening in both
quiet and noise would elicit a wider range of performance
and ultimately help elucidate whether bilateral CI listening is
more effortful or more engaging than unilateral CI listening.
Further, while subjective reports of listening effort do not
always correlate with pupillometry results (e.g., Zekveld et al.,
2011; Zekveld and Kramer, 2014; Wendt et al., 2016), it could
nonetheless be interesting to compare the two metrics in
future studies. Finally, a subjective measure that attempts to
disentangle engagement/motivation from effort could be very
useful for virtually any future study using pupillometry to gauge
listening effort.

Summary and conclusion

The present study measured speech intelligibility and pupil
dilation to quantify differences in performance and listening
effort in adults with BiCIs when listening with their poorer ear
only, better ear only, or bilaterally in quiet. Previous studies
have shown that some BiCI users demonstrate an increase in
performance from better ear to bilateral listening. This was
not observed in the present study, as BiCI users performed
similarly when listening with their better ear only and bilaterally.
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The large interaural speech asymmetries demonstrated by
our BiCI users may have precluded them from obtaining
binaural redundancy benefit, as shown by the significant
negative relationship between the two factors. Additionally,
listeners exhibited an increase in pupil dilation for bilateral
compared to better ear listening, indicating that bilateral
listening was more effortful. Due to the substantial interaural
asymmetries demonstrated by our participants (in speech
intelligibility and hearing history) we propose that increased
listening effort may be due to difficulty combining two disparate
signals. In conclusion, these results indicate that interaural
speech asymmetries can impede BiCI patients’ ability to access
binaural redundancy and may provoke increased listening
effort for bilateral compared to better ear listening. Therefore,
investigating methods for reducing interaural asymmetries
seems to be a promising direction for future research seeking
to improve binaural hearing outcomes in BiCI patients.
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Individual variations in effort: assessing pupillometry for the hearing impaired.
Trends Hear. 23:2331216519845596. doi: 10.1177/2331216519845596

Wendt, D., Dau, T., and Hjortkjær, J. (2016). Impact of background noise and
sentence complexity on processing demands during sentence comprehension.
Front. Psychol. 7:345. doi: 10.3389/fpsyg.2016.00345
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Effects of acute ischemic stroke
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Stroke-induced lesions at different locations in the brain can affect various

aspects of binaural hearing, including spatial perception. Previous studies

found impairments in binaural hearing, especially in patients with temporal

lobe tumors or lesions, but also resulting from lesions all along the auditory

pathway from brainstem nuclei up to the auditory cortex. Currently, structural

magnetic resonance imaging (MRI) is used in the clinical treatment routine

of stroke patients. In combination with structural imaging, an analysis of

binaural hearing enables a better understanding of hearing-related signaling

pathways and of clinical disorders of binaural processing after a stroke.

However, little data are currently available on binaural hearing in stroke

patients, particularly for the acute phase of stroke. Here, we sought to

address this gap in an exploratory study of patients in the acute phase of

ischemic stroke. We conducted psychoacoustic measurements using two

tasks of binaural hearing: binaural tone-in-noise detection, and lateralization

of stimuli with interaural time- or level differences. The location of the stroke

lesion was established by previously acquired MRI data. An additional general

assessment included three-frequency audiometry, cognitive assessments, and

depression screening. Fifty-five patients participated in the experiments, on

average 5 days after their stroke onset. Patients whose lesions were in

different locations were tested, including lesions in brainstem areas, basal

ganglia, thalamus, temporal lobe, and other cortical and subcortical areas.

Lateralization impairments were found in most patients with lesions within

the auditory pathway. Lesioned areas at brainstem levels led to distortions of

lateralization in both hemifields, thalamus lesions were correlated with a shift

of the whole auditory space, whereas some cortical lesions predominantly

affected the lateralization of stimuli contralateral to the lesion and resulted

in more variable responses. Lateralization performance was also found to be

affected by lesions of the right, but not the left, basal ganglia, as well as by

lesions in non-auditory cortical areas. In general, altered lateralization was
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common in the stroke group. In contrast, deficits in tone-in-noise detection

were relatively scarce in our sample of lesion patients, although a significant

number of patients with multiple lesion sites were not able to complete

the task.

KEYWORDS

binaural hearing, psychoacoustics, brain lesions, lateralization, binaural masking level
difference, magnetic resonance imaging, stroke

1. Introduction

The interaural level differences (ILD) and interaural time
differences (ITD) provide the basis for localizing sound sources
in the horizontal plane. This ability informs the listener about
the spatial location of an approaching vehicle, for instance,
but is also crucial for segregating different auditory streams
in more complex listening environments, such as multiple
talkers in a crowded restaurant. Especially the latter ability is
clearly compromised in listeners with sensorineural hearing
loss (e.g., Gatehouse, 2004; Shinn-Cunningham and Best, 2008).
However, spatial hearing can also be impaired by damage to the
central nervous system. The consequences of such damage for
spatial hearing and binaural perception are arguably less well
understood (Gallun, 2021).

One relatively prevalent type of central nervous system
damage is stroke. For instance, the GEDA 2014/2015-EHIS
study found that, in Germany, 1.6% of adults suffered a stroke
or chronic consequences of a stroke during the past 12 months
(Robert Koch-Institut, 2017). Central stroke lesions do not
usually affect hearing thresholds, but they can affect binaural
hearing (Häusler and Levine, 2000). This is also reflected in
patient-reported difficulties in sound localization in the chronic
phase after stroke, as shown in Bamiou et al. (2012). Given the
relatively high prevalence of stroke in the general population, an
improved understanding of its effects on spatial hearing would
be desirable.

Previous studies have revealed deficits in binaural hearing
in patients with different stroke lesion locations. Furst et al.
(2000) investigated the binaural performance of patients
with brainstem lesions using a test of interaural difference
discrimination and with a lateralization task. Binaural
performance was affected whenever the lesion overlapped
the auditory pathway. Lesions of the caudal pons led to center-
oriented lateralization, whereas lesions rostral to the superior
olivary complex led to side-oriented lateralization results.
Just-noticeable differences in ILD and ITD were affected in
some patients with pontine lesions.

Comparable methods were used by Spierer et al. (2009),
who studied the effects of cortical lesions on ITD- and ILD-
based lateralization. The findings suggested a dominance of
the right hemisphere in auditory spatial representation. More

frequent and more severe deficits were observed after right-
sided, compared to left-sided, damage. Lesions of the right
hemisphere influenced contralesional as well as ipsilesional
lateralization, whereas the effect of left-sided damage was
restricted mainly to the contralesional hemifield.

Along the same lines, the effect of auditory neglect (impaired
perception of auditory stimuli in one hemispace) is also more
frequently observed for right-hemispheric lesions, especially
when the temporal lobe is damaged (Gokhale et al., 2013).
The term neglect is used for various impairments and different
modalities (Heilman et al., 2000). As reviewed in Gokhale
et al. (2013), language-related stimuli are mainly associated
with the left temporal cortex, whereas non-language stimuli are
predominantly processed in the right hemisphere. As a result,
processing of non-language stimuli is often impaired, and in
some cases, neglected after damage to the right hemisphere.

Two separate processing streams are suspected to be
responsible for the ‘where’ and ‘what’ of auditory perception.
This hypothesis is supported by the fact that binaural hearing
performance of the centrally impaired auditory system depends
not only on the location of the damaged area, but also on the
task to be performed (Bellmann et al., 2001). For instance, a case
report of a patient with lesions in the right hemisphere showed
a difference between using binaural cues implicitly or explicitly
(Thiran and Clarke, 2003). The patient was able to implicitly use
binaural cues for stream segregation in a spatial-release-from-
masking task, but had no explicit lateralized perception at all
when presented with stimuli with ITDs. The implicit and explicit
use of binaural cues was also investigated by Tissieres et al.
(2019), with a larger number of participants. They concluded
that the implicit use of auditory spatial cues relies on a distinct,
left-dominated network.

In general, previous studies on the effect of lesions of the
central nervous system on binaural perception were mainly
investigated in the chronic phase of stroke in subgroups of
stroke populations. Based on the results of, e.g., Trapeau
and Schönwiesner (2015), who showed that relearning of
localization with altered ITDs is possible within a few days, we
assume that stroke-induced lateralization impairments will be
strongest in the acute phase and at least partially recovered in the
chronic phase of stroke. The existing studies revealed a plethora
of deficits that vary significantly across lesion location, stimulus
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material and patients. The great variability and individual nature
of the findings indicate that further large-scale research is
needed to move closer to a complete understanding of the
effects of stroke on binaural hearing performance. By studying
the disturbed system shortly after stroke onset, the patients’
responses may give novel insights into the role of the affected
areas in spatial hearing, including its relevance for the healthy
system.

In addition to studies with stroke patients, neuroscientific
experiments with healthy adults revealed different mechanisms
of ITD processing along the auditory pathway. Thompson
et al. (2006) presented large ITDs (±1500 µs), well outside
the range of ITDs of ±700 µs, that are usually experienced
under natural listening conditions. Using functional magnetic
resonance imaging (MRI) neural activity was measured by
means of the blood oxygenation level dependent response.
For these large ITDs, they found higher neural activity in the
ipsilateral, compared to the contralateral, side of the mid-brain,
which is the opposite of findings for smaller ITDs. A related
study by von Kriegstein et al. (2008) revealed that at the level of
the cortex, both hemispheres were activated for these large ITDs.
For the small ITDs, predominantly the primary auditory cortex
in the contralateral hemisphere was active. These data show that
coding of ITD in the cortex is fundamentally different from the
mid-brain representation of ITD, but it remains unclear how
such large ITDs are perceived if lesions impair the encoding or
decoding at different stages of the auditory pathway.

Studying clinical populations has shaped our understanding
of binaural processing, and is still useful to supplement studies
in different animal models (Gallun, 2021). Currently, structural
MRI is used in standard clinical routine for stroke patients. The
combination of the information on the precise lesion location,
and the patients’ performance in behavioral tasks, could lead
to insights into individual problems in binaural processing and
possible ways to individualize therapies.

The detrimental effects of stroke lesions on binaural hearing
tasks vary not only for different lesion locations and lesion sizes,
but can also be shaped by factors such as age, conductive or
sensorineural hearing loss, cognitive abilities, and other non-
auditory characteristics. Therefore, in addition to group analyses
that are compared to age-matched control subjects, focusing on
individual patients with all their confounding influences case by
case remains unavoidable.

The objective of the current exploratory study was to
investigate the binaural perception of individuals in the acute
phase of stroke, compared to an age-matched control group
in a quantitative, yet individual manner. Since binaural deficits
have been observed for lesions across multiple brain areas
that are not directly related to audition, we did not limit
our study to predefined regions of interest. This choice was
further motivated by our aim to conduct a relatively large-
scale study with potential to reveal patterns that would
remain unnoticed or ambiguous with smaller patient cohorts.

We conducted two binaural experiments using headphone
stimulation. Performance in both experiments relied on using
interaural differences. In the first experiment, a binaural tone-
in-noise detection task, the implicit use of interaural cues was
sufficient to detect differences to the reference stimulus. In
the second experiment, a lateralization task, listeners had to
explicitly use interaural cues to judge the perceived intracranial
position of the stimulus. These experiments, and an additional
general assessment, were completed by patients that had rather
small lesions in different brain areas. The location of the lesion
was established based on previously acquired MRI data.

2. Materials and methods

2.1 Participants

In total, 50 stroke patients (mean age of 63 years, SD:
14 years, 20 female, 30 male) and 12 control subjects (mean age
of 61 years, SD: 14 years, 9 female, 3 male) participated after
passing audiometric and cognitive assessments (see Sections
“2.2 General assessment” and “2.4.1 Audiometry” for details)
and providing written informed consent. Participants that had a
stroke will be referred to as patients, whereas those participating
in the control group will be referred to as control subjects.
The study was approved by the Medical Research Ethics
Board of the University of Oldenburg, Germany. The stroke
patients were recruited in the stroke unit of the Evangelisches
Krankenhaus, Oldenburg, Germany and tested in a quiet room.
Only those patients participated who could understand and
produce speech, who were mobile and in a general stable
condition, and able to complete the different tasks despite their
recent stroke. Exclusion criteria were additional neurological
diseases or a pure-tone average of 40 dB HL or more (see Section
“2.4.1 Audiometry”). The stroke patients participated in the
experiments on average 5 days (range: 1—9 days, 16 days for
one patient, SD: 2 days) after stroke onset. The symptoms of
stroke, as measured by the National Institute of Health stroke
scale (see Section “2.2 General assessment”), ranged from 0 to
6 points, except for one patient with a score of 20 points. The
median of the scores was one point, thus representing a stroke
cohort suffering from minor stroke. The control group was
age-matched and followed the same exclusion criteria.

2.2 General assessment

Preceding the psychoacoustic experiments, the Montreal
Cognitive Assessment (MoCA, Nasreddine et al., 2005) was
used to screen for mild cognitive impairment or dementia.
The test contains 30 tasks targeting different cognitive abilities,
and is scored with a maximum of 30 points. Scores below 26
points suggest mild cognitive impairment. Three patients with
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a performance score of 17 or lower were excluded from the
subsequent experiments.

The National Institute of Health stroke score (National
Institute of Neurological Disorders and Stroke [NIHSS], 2019)
was obtained as part of the clinical routine 24 h after the patients
came to the hospital. It consists of several measures judging the
severity of the symptoms of stroke, with a maximum score of
42 points. Scores below 5 are classified as minor stroke, below
15 as moderate stroke, and above this as moderate to severe and
severe stroke. The score includes several items related to motor
functions, but no item explicitly targeting auditory impairments.

To quantitatively assess the intensity of possible depression,
we used the short version of the Beck’s Depression Inventory
(BDI, Beck et al., 2013). It contains 7 sets of statements from
which are chosen those that best describe the patient’s current
state. To be compatible with the full version, the results are
scaled to fall within the ranges of the full test. Scores below
9 indicate no or minimal depression, those between 9 and 13
indicate mild depression. Moderate depression is indicated by
scores between 20 and 28, and severe depression by scores in the
range between 29 and 63.

The multiple-choice vocabulary intelligence test, the
German MWT-B (Lehrl, 2005), was used as an estimator for the
premorbid intelligence (unaffected by the stroke). It consists
of 37 items, each containing five words. Only one of the five
words is an established word that must be recognized, whereas
the others are neologisms. The higher the number of correctly
detected words, the higher the estimated crystallized intelligence
(part of a person’s intelligence that consists of knowledge that
comes from prior learning and past experiences).

2.3 Magnetic resonance imaging

Magnetic Resonance Imaging (MRI) was obtained as part
of the clinical routine for all patients. Two different systems
were used: a Siemens Magnetom Symphony (1.5 T) and a
Magnetom Sola (1.5 T). Lesion location and lesion volume
were extracted from these images based on the combined
information of diffusion weighted imaging (DWI), apparent
diffusion coefficient (ADC) mapping, and the fluid-attenuated
inversion recovery (FLAIR) sequence. All areas that were
hyperintense in DWI (and had a low signal in the ADC map,
thus representing restricted diffusion) were outlined on the
FLAIR images using the visualization tool MRIcroGL (Rorden
and Brett, 2000), and the volume of the lesions were calculated.
The analyses of the images was done using FSL (Jenkinson et al.,
2012), a library of analysis tools for FMRI, MRI and DTI brain
imaging data. Brain extraction was carried out using FSL BET
(Smith, 2002) based on the FLAIR images, since they allowed
better extraction than the available T1-weighted images. The
fractional intensity threshold for BET was chosen case by case,
to obtain the best extraction. The MR images were obtained in

the standard clinical routine. Thus, for a majority of patients,
only 2D MR images were available. Only in some cases 3D T1
and/or 3D FLAIR data were acquired. Linear registration of the
brain-extracted FLAIR images to MNI 152 space, a structural
template, provided by the Montreal Neurological Institute, was
carried out using FSL FLIRT (Jenkinson et al., 2002). The quality
of the resulting images was visually controlled for every subject.
The same transformations were applied to the lesion masks. The
lesion location was then estimated based on the AICHA atlas
(Joliot et al., 2015).

Overlap of the MNI-registered stroke lesions with brain
areas that belong to the auditory pathway were estimated as
follows: The main nuclei of the primary auditory pathway were
defined by the mask provided by Sitek et al. (2019) for the
subcortical areas. The auditory cortex was defined by the term-
based meta-analyses for the term ‘auditory cortex’ on the website
neurosynth.org (Yarkoni et al., 2011), which created a mask
using data from 279 MRI studies.

2.4 Psychoacoustic measurements

For all of the psychoacoustic experiments, closed
headphones with high passive sound attenuation (HDA300,
Sennheiser electronic GmbH, Wedemark, Germany) and
driven by an external soundcard (UR22mkII, Steinberg Media
Technologies GmbH, Hamburg, Germany) were used. The
stimuli were generated and reproduced by custom-made
MATLAB scripts using the psychophysical measurement
package AFC (Ewert, 2013). The sampling rate was 48 kHz.

2.4.1 Audiometry
Pure-tone audiometric testing for a restricted set of

frequencies (500, 1000, and 3000 Hz) was conducted preceding
the psychoacoustic experiments using a one-interval two-
alternative forced-choice procedure controlled by the
experimenter. The testing followed a one-up, one-down
adaptive procedure. The tracks ended after eight reversals
(initial step size was 20 dB, after the second reversal 10 dB, after
the fourth reversal 5 dB) and the thresholds were computed
from the mean of the last four reversals. The pure-tone average
over the three measured frequencies was calculated for the left
and right ear individually (PTA3 L and PTA3 R, respectively),
and averaged over the two ears (PTA3). In addition, the absolute
difference between the left and right PTA3 (PTA3 asymmetry)
was calculated. Two patients with a PTA3 L and/or a PTA3 R
of more than 40 dB HL were excluded, leading to a total of 50
patients for further study.

2.4.2 Tone-in-noise detection
In the tone-in-noise detection experiments, the participants

were presented with three intervals containing 500-ms bursts of
octave-wide white noise centered around 500 Hz (333–666 Hz).
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The stimuli were gated with 20-ms raised cosine onset and offset
ramps. The intervals were separated by 300-ms silent gaps. In
one of the three intervals, an additional 500-Hz pure-tone of
420 ms duration was added and temporally centered in the
noise. The tone had the same ramp parameters as the noise,
but its onset was 40 ms later than the noise. Similarly, the tone
offset was 40 ms before the noise offset. The participants’ task
was to detect the deviating interval (the one containing the tone)
and to press key number ‘1,’ ‘2,’ or ‘3’ on a computer keyboard,
indicating whether the first, second, or third interval was the
odd one. The tone was either interaurally in phase with the
noise (condition N0S0), or had an interaural phase difference
of π (condition N0Sπ). The experiment started without any
training and with two runs of the N0Sπ condition. This was
followed by one run of the N0S0 condition. The noise was
presented with 60 dB sound-pressure level (SPL). The level of
the tone was initially 65 dB SPL in the N0S0 condition and
50 dB SPL in the N0Sπ condition. The level varied according
to a one-up, three-down procedure, with a step size of 4 dB
up to the second reversal, and a step size of 2 dB for the
remaining 8 reversals, converging to 79.4% correct thresholds.
Thresholds are calculated as the average of the last 8 reversals.
If the staircase track hit the maximum tone level of 80 dB SPL
during a measurement, re-instructions on how to perform the
task were provided. If this did not lead to improvements in task
performance, the run was stopped and marked as invalid. No
feedback was given during the runs. The binaural masking level
difference (BMLD) was calculated from the threshold difference
between N0S0 and the better of the two N0Sπ runs.

2.4.3 Lateralization
For the lateralization task, again a one-octave wide white

noise, centered around 500 Hz with an interaural difference in
either level or time was presented. The stimuli were generated
by copying the same noise sample to both channels and then
applying the interaural difference in time or level. The task
was to indicate where the sound was perceived inside the head.
Responses were given by pressing one of the horizontally aligned
numbers ‘1’ to ‘9’ on a computer keyboard, above the letter
keys. The participants were instructed to press ‘1’ when the
sound was heard on the very left side of their head, ‘5’ for
sounds perceived in the center of the head and ‘9’ for the very
right side. For possible intracranial positions between the center
and the two extremes, the participants were asked to press the
respective number ‘2,’ ‘3,’ ‘4,’ ‘6,’ ‘7,’ or ‘8’ on the keyboard. For
visual guidance, a template with a schematic drawing of a head
indicated the positions of the ears and the center relative to
the response buttons. The template covered all of the keyboard
except for the numbers ‘1’ to ‘9.’ The duration of the stimuli was
1 s, gated with cosine ramps of 10 ms duration and presented
at 70 dB SPL. ITDs ranging from −600 to 600 µs in steps of
200 µs, and two ITDs outside the physiological range (−1500
and 1500 µs), were presented. The ILDs ranged from −12

to 12 dB in steps of 4 dB. The level of the left- and right-
ear signals was changed without changing the overall energy
by applying the formula presented in Dietz et al. (2013). In
addition, monaural stimulation of the left ear and right ear
was tested. Each stimulus was presented six times in random
order. The diotic stimulus (zero ITD/ILD) was presented eight
times. To ensure one common reference system for both types
of interaural differences, ILD and ITD stimuli were presented
interleaved. In contrast to the investigations by Furst et al.
(2000), no training and no center reference were provided in
our study. The response to the first trial of each stimulus was
not used in further analyses.

Several variables for quantitative description of the
lateralization pattern were calculated:

A linear fit to the three left-favoring and right-favoring
stimuli, individually for ILD stimuli (−12, −8, −4 dB and 4,
8, and 12 dB) and ITD stimuli (−600, −400, and −200 µs;
200, 400, and 600 µs) was used to describe the steepness of
the participants’ lateralization percept (ILD L slope, ILD R slope,
ITD L slope, and ITD R slope). The logarithmic ratio of the left
and right slope [ILD slope ratio, ITD slope ratio, e.g., ILD slope
ratio = log(ITD slope L/ILD slope R)] indicates an asymmetric
steepness of the two sides.

Variables that inform about side biases in the responses were
calculated: The mean of the responses to all ITD or all ILD
stimuli (ITD mean and ILD mean) and the mean of the fit to
left-favoring and right-favoring stimuli (ITD L fit, ITD R fit, ILD
L fit, and ILD R fit) were calculated. Furthermore, the mean
of those stimuli that were perceived as being in the center of
the head (when key ‘5’ was pressed), was calculated for ILD
and for ITD stimuli (ITD center and ILD center). The so-called
diotic percept was the mean of the responses given for the zero
ILD/ITD stimuli.

Another feature of the lateralization data is its variability.
For this, the standard deviation for zero ILD/ITD was calculated
(diotic std.), as well as the mean of the standard deviations of
the responses to each ILD stimulus (excluding the monaural
stimulation, ILD std.), each ITD stimulus (ITD std.) and the
mean standard deviation of the left-favoring and right-favoring
stimuli independently (ITD L std., ITD R std., ILD L std., and
ILD R std.). Their logarithmic ratios (ITD std. ratio and ILD std.
ratio) can indicate differences in the variability of left-favoring
and right-favoring stimuli.

The maximal range of lateralization was calculated by the
difference of the maximally lateralized responses given for ITDs
within the physiological range (ITD range), and for all ILDs
excluding monaural stimulation (ILD range). The logarithmic
ratio of the ranges obtained with ILD and ITD stimuli (range
ratio) informs about differences in the ranges perceived using
the two types of stimuli.

The perception of the monaural left and right (mon left
and mon right), and the ITDs of ±1500 µs (neg 1500 and
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pos 1500) was only evaluated in terms of the mean response
to these stimuli.

For all the variables, values within the interval of 1.5 times
the standard deviation around the control group mean were
considered to be normal. As we did not want to overemphasize
possible asymmetries of the left and right side of individual
control subjects, we also added the mirrored control data
before calculating the mean and standard deviation. With this,
the mean was not biased by individual asymmetries and the
standard deviation remained unaffected. We verified that adding
the mirrored data did not change the results substantially
from those obtained without adding the mirrored responses to
the data set. Whenever values of the calculated variables are
reported, they are in the unit of response keys (a difference of
one response button corresponds to 1/8 of the distance between
the two ears), except for the variables describing the goodness of
fit and the ratios.

3. Results

Analyses will be presented grouped by the presence of
stroke (control vs. stroke group) and grouped by the anatomical
location of the lesion (lesion groups). In addition, a selected
set of individual stroke patients will be shown throughout
the results section. These patients are chosen to highlight
the individual character of each stroke patient’s performance.
The color-coding of the eight selected patients is consistent
across Figures, allowing for comparison of their measurement
results across experiments. In the last subsection, deviations
from the control group are shown for individual cases and
for lesion groups.

3.1 General assessment

Mean values and standard deviations of the non-auditory
testing of the stroke and the control group are shown in
Table 1. According to statistical tests (two-sample t-tests),
the two groups did not differ in age, not in their pure-tone
average over the three tested frequencies, and also not in the
absolute asymmetry of their left and right PTA3. The scores
for the multiple-choice vocabulary intelligence test (MWT-B)
and the short form of Beck Depression Inventory (BDI) also
did not differ significantly between the groups. In the cognitive
screening test (MoCA) however, significantly lower scores were
obtained for the stroke group compared to the control group.

3.2 Audiometry

The pure-tone audiometry thresholds for 500, 1000, and
3000 Hz revealed that 35% of the participants had a PTA3

(hearing thresholds averaged over the three frequencies and the
two ears) of 20 dB HL or higher, indicating a slight hearing
loss (Figure 1). Increased hearing thresholds were especially
prevalent at the highest tested frequency of 3000 Hz. Similar
PTA3 thresholds were found for the control subjects and for
the stroke patients (Table 1), indicating that the pure tone
hearing thresholds were not stroke-specific. The selected set of
eight stroke patients, indicated by the colored dots, and the two
selected control subjects, indicated by the filled gray boxes, span
the range of hearing thresholds.

3.3 Correlation analyses

We computed correlations between age and PTA3 and the
scores obtained from the general assessment (MoCA, BDI,
NIHSS, and MWTB). All correlations were computed for the
stroke group and the control group together, because the mean
values for the two groups did not differ significantly, except
for the MoCA scores (see Table 1). The correlation between
age and PTA3 was statistically significant (ρ = 0.59, p < 0.01).
With this, one cannot clearly distinguish between age effects
and effects of hearing loss on the other outcome measures.
Age and the MoCA score (ρ = −0.36, p < 0.01) and PTA3
and the MoCA score (ρ = −0.35, p = 0.01) were negatively
correlated. The negative correlation between age and the BDI
score (ρ = −0.28, p = 0.03) was statistically significant, as well.
None of the other correlations were statistically significant with
the alpha level set to 0.05 (see Table 2 and Supplementary
Figure 1).

3.4 Tone-in-noise detection

The majority of participants (44 of the 50 stroke patients,
and 11 of the 12 control subjects) produced converging tracks

TABLE 1 General assessment results.

Stroke
N = 50

Control
N = 12

Test
statistics

Age [years] 63 (14) 61 (14) t(61) = −0.46,
p = 0.647

PTA3 [dB HL] 18 (8) 14 (9) t(61) = −1.54,
p = 0.129

PTA3 asymm.
[dB]

4 (4) 5 (4) t(61) = 0.65,
p = 0.518

MoCA score 23.90 (4.68) 28.36 (1.63) t(60) = 3.10,
p = 0.003

MWT-B score 29.72 (4.07) 31.37 (4.15) t(59) = 1.21,
p = 0.231

BDI short score 7.60 (5.04) 6.30 (3.15) t(61) = −0.86,
p = 0.394

Mean, standard deviation, and t-test results for stroke and control groups. Values are
given in the form ‘mean (standard deviation)’.
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FIGURE 1

Pure-tone audiometric thresholds of the control group (squares) and the stroke group (circles) measured at the right ear (A) and left ear (B).
Selected participants are highlighted by the color coding used throughout the figures.

TABLE 2 Correlations between age and PTA3 thresholds and the
results of the non-auditory measurements (MoCA, BDI, NIHSS, and
MWT-B) for stroke and control group together.

Age [years] PTA3 [dB HL]

Age [years] − ρ = 0.59, p < 0.001

PTA3 [dB HL] ρ = 0.59, p < 0.001 −

MoCA score ρ = −0.36, p < 0.001 ρ = −0.35, p = 0.01

BDI score ρ = −0.28, p = 0.03 ρ = 0, p = 0.97

NIHSS score ρ = 0.11, p = 0.44 ρ = 0.20, p = 0.17

MWT-B score ρ = 0.14, p = 0.29 ρ = −0.18, p = 0.17

in both conditions of the tone-in-noise detection task. The
BMLD was calculated from the difference between N0Sπ

and N0S0 thresholds (see Supplementary Figure 2). Four
patients (S6, S18, S20, and S24) and one control subject
(C3) produced a convergent track only in the N0S0-condition,
preventing the estimation of the BMLD. S2 and S44 did
not produce any converging tracks. It is not known why
these participants were not able to perform the task. Due
to restricted measurement time, the tasks were not repeated.
The normal values of BMLD, as defined by the mean
±1.5 times the standard deviation of the control group
results, ranged from 7.5 to 20.1 dB. Of those participants
that produced convergent tracks, 93% of the stroke group
(41 of 44 patients) showed a BMLD of 7.5 dB or more.
This result is comparable to the result from the control
group, with 91% of the subjects demonstrating a BMLD
of 7.5 dB or more. As shown in Figure 2 there was
a significant negative correlation of the BMLD with age
(ρ = −0.36, p = 0.02), but not with PTA3 (ρ = −0.22,
p = 0.11).

3.5 Lateralization

In general, all participants were able to complete the
lateralization task and almost all reported that the monaural
stimuli were perceptually different from the binaural stimuli,
and that they were the easiest stimuli to lateralize. For many
patients, visual inspection of the data did not reveal any
impairments in lateralization. Selected group analyses (averages
over lesion groups) are presented in Table 3. In the following
paragraphs, the observed lateralization patterns of the control
group and the lesion groups will be discussed in terms of group
averages and examples of individual patients.

In particular, data from eight patients with different lesion
locations and volumes (see Figure 3) were selected for individual
presentation. The results of the lateralization task (perceived
intracranial position for the presented ILDs and ITDs) are
shown in Figure 4 for two example control subjects (panel A
and B) and the eight selected stroke patients (panels C-J). These
patients are not fully representative of the average patient for
their respective lesion group, but rather display distinct response
patterns. The lateralization results of all other participants can
be found in the Supplementary Figures 3–8.

3.5.1 Control group
Physically left-favoring, to consecutively more

right-favoring stimuli, were perceived from the left to the
right inside the participants’ heads for the ILD and ITD stimuli
for all control subjects, with only slight deviations. Apparently,
the chosen ILDs, ranging from −12 to 12 dB did not lead
to strongly lateralized auditory images (responses close to
response keys 1 = left and 9 = right). Previous studies already
demonstrated that the extent of perceived lateralization for ILDs
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FIGURE 2

Binaural masking level difference (BMLD) resulting from the
binaural tone-in-noise detection experiment. BMLD over PTA3
in panel (A) and BMLD over age in panel (B) for control subjects
(squares) and stroke patients (circles). The line represents a
linear fit and the inset represents the correlation coefficient and
the respective p-value. Selected participants are highlighted by
the color coding used throughout the figures.

of this magnitude varies across subjects (Baumgärtel and Dietz,
2018). It also depends on frequency, with stronger lateralization
perceived for the same ILD magnitude and higher-frequency
signals (Bernstein and Trahiotis, 2011). Auditory space was
distributed roughly symmetrically around zero ITD/ILD, being
reflected in the average perceived position over all ILD and
ITD stimuli (mean) of 5.2 in the control group. Even in the
control group, the perceived intracranial positions were not
perfectly distributed around the center (5.0). Monaural left or
right stimulation was perceived close to the most lateralized
intracranial positions (mon left: 1.5 and mon right: 8.6) with
almost no intra-individual variability. For all ILDs and all
absolute ITDs = 600 µs, a small variability in single trials can

be seen. The standard deviation of given responses was for
all stimuli approximately in the range of one response key
for the control subjects (e.g., 1.1 for diotic std., the standard
deviation of zero ILD/ITD). Only one person of the control
group produced much more variable data. The variability of
ITDs of ±1500 µs was larger than for smaller ITDs in most
control subjects. This unnaturally large ITD was perceived less
lateralized compared to smaller absolute ITDs. Based only on
the center frequency (500 Hz), one cannot distinguish between
a time shift of −500 or +1500 µs, as the period at this frequency
is 2000 µs. However, since the stimulus is a white noise of
333 Hz bandwidth centered around 500 Hz, the auditory system
can partially resolve this ambiguity, by exploiting either the
interaural correlation at other frequencies or the envelope ITD.
The range of lateralization was larger for ITDs (5.5) compared to
ILDs (3.7) and for both interaural differences was much smaller
than the maximal possible range of 8.

In the Figures 4A, B, examples of data from two
typical control subjects (C2 and C11) show the main trends
described above. The colored symbols represent the responses to
individual trials of the same stimulus, except for the discarded
first trial. The black crosses indicate the means of the given
responses. The red and blue lines represent linear fits to right-
favoring and left-favoring stimuli, respectively. If no asymmetry
was present in a participant’s responses, they should have the
same slope on both sides. Completely symmetrical responses
to left-favoring and right-favoring stimuli were obtained only
by a small number of control subjects. Obviously, for some
individual trials the participants’ responses differed from the
expected pattern, as for example in one trial with subject C2,
the response to monaural-right stimulation was the left-most
response key. This intra-individual variability can occur for
various reasons. For example, it may be due to perceptual
variability per se, but could also depend on the state of attention,
or lack of concentration when reporting the percept. In
Figures 4C–J, the general trends observed in the control group
are visualized with the gray line and shaded area indicating the
mean and the 1.5 times standard deviation interval around the
mean response of the control subjects.

Despite the reduced range of lateralization in most
participants, different lesion groups were found to be associated
with altered lateralization percepts.

3.5.2 Brainstem lesions
In only one of the seven patients with a brainstem lesion

(S42) did the lateralization results visually resemble the control
group. All the others showed obvious deviations from the
control group. In four of the seven patients of the brainstem
lesion group (S7, S10, S12, S22, and S32), a reduced set of
response keys was used. The responses were given in the
categories left–center–right or only left–right. This is partially
reflected in the diotic std. of 1.8 for this lesion group. Lesions
in the brainstem (medulla, pons, or midbrain) did not alter
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TABLE 3 Quantification of the lateralization results for the lesion
groups.

Mean diotic
std.

ITD
range

ILD
range

mon
left

mon
right

Control (12) 5.2 1.0 5.5 3.7 1.5 8.6

bs l (3) 5.9 1.2 5.3 5.0 1.5 8.7

bs r (4) 4.8 1.4 4.8 4.0 1.3 8.9

thal l (4) 4.7 1.4 4.3 3.4 2.1 8.3

bg l (7) 4.9 1.3 4.8 3.2 1.9 8.7

bg r (4) 5.6 1.6 4.2 2.8 3.1 7.8

multi l (7) 5.3 1.8 5.5 4.4 1.5 7.9

multi r (9) 5.5 1.3 4.8 3.5 2.3 8.5

occi l (3) 5.1 0.8 4.3 4.0 1.1 8.9

cereb l (2) 5.1 1.4 5.1 3.4 1.3 8.5

cereb r (2) 5.7 1.0 3.8 3.2 1.4 8.7

multi b (5) 5.1 2.3 6 4.4 2.0 8.3

Bs, brainstem; thal, thalamus; bg, basal ganglia; multi, multiple lesion sites; occi, occipital
lobe; cereb, cerebellum; l, left; r, right. All values are in the unit of response keys (1 = left,
5 = center, and 9 = right).

the perception of monaural stimuli (average of the left-sided
and right-sided lesions for the monaural left stimulus: 1.4 and
8.8 for monaural right stimulation), except in patient S7. Two
examples of this group (S10 and S32) are presented in Figure 4
and discussed below.

Patient S10 (73 years) had a lesion in the caudal medulla
to rostral pons on the left side. All stimuli, except for the
monaural left stimulus, were perceived in the right hemifield
(see Figure 4C). This patient gave no responses between center
(key 5) and right (key 9). Especially in the case of ITD,
right-favoring stimuli were mainly perceived on the right side,

whereas left-favoring stimuli were perceived in the center or
at the right ear. For the monaural-left stimulus, however, the
patient consistently reported the left-most position. The patient
had the maximal possible score in the MoCa, but, with a PTA3
of 31 dB, a mild hearing loss and also a PTA3 asymmetry
of 11 dB, with a higher threshold in the left ear. The patient
was not using a hearing aid. In the tone-in-noise detection
task, the track of the binaural condition (N0Sπ) was initially
approximately 10 dB below the monaural condition (N0S0).
The track finally converged to the monaural threshold, as the
interaural information was no longer exploited, leading to a
BMLD below the normal range.

A lesion comparable to the case described above, but on the
right side, was found in the patient S32 (75 years), and is shown
in Figure 4D. The patient never reported a centralized percept
(answer keys 4, 5, and 6 were never used) and all stimuli were
perceived very close to either ear. The ILD/ITD = 0 stimulus
was more often perceived on the left side. Also, both of the
supranatural 1.5 ms ITD stimuli were perceived on the left side.
This patient had a BMLD of 12.5 dB (within the normal range)
and a MoCA score of 22.

Patient S26 (77 years) who was not in the pure-brainstem
lesion group, but had multiple lesion sites in both hemispheres,
including the left brainstem, also only responded in two
categories, but never reported a stimulus to be in the center.

3.5.3 Thalamus lesions
We observed a shift of the auditory space in all patients with

a thalamic lesion. However, one left-sided stroke patient showed
a shift toward the right side, the other three to the left side.
Therefore, the mean responses in this lesion group were only

FIGURE 3

Lesion locations overlaid on axial slices of the MNI152 template. The lesion group and the lesion volume is given in the legend. Selected patients
are highlighted by the color coding used throughout the figures.
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FIGURE 4

Results of the lateralization task for two example control subjects in panels (A,B) and eight selected stroke patients in panels (C–J). The colored
symbols represent the responses given to the individual trials of the same stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent linear fits to right-favoring and left-favoring stimuli, respectively. The gray
line and shaded area in panels (C–J) indicate the mean and the 1.5 times standard deviation interval around the mean response of the control
subjects.
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slightly shifted toward the left side (mean of 4.7). This also led
to a smaller ITD range (4.3) and ILD range (3.4) than in the
control group. In this group, on average, the monaural stimuli
were not perceived as much lateralized as in the control group
(monaural left: 2.1, monaural right: 8.3). However, this group
finding resulted mainly from one patient (S36) that had a high
rate of left-right confusions, this was not observed in any other
patient of the group.

The patient S38 (59 years) chosen as an example
for this group and shown in Figure 4E had a very
small lesion in the left lateral thalamus (calculated lesion
volume = 278 mm3). This damage seems to have led to
a shift in the auditory space toward the left side and
a reduced range of lateralization. All left-favoring ILD
stimuli and the diotic stimulus were perceived at the
same position on the right side, indicating that they were
indistinguishable by this patient (see Figure 4E). Unlike
the other patients with a thalamic stroke, this patient had
almost no benefit from binaural listening in the tone-in-noise
detection task (BMLD of 3 dB, below the normal range),
even though small changes in ITD led to more lateralized
percepts. It is unclear, however, if this patient would have
improved with more training, as the second run of the N0Sπ

condition converged to a lower threshold compared to the
first run.

3.5.4 Basal ganglia lesions
Due to the small number of patients in the previously

presented groups, comparisons between left-sided and right-
sided lesions were not feasible. The basal ganglia lesion
group, however, consisted of a larger number of patients
(11) with 7 left-sided and 4 right-sided lesions. Comparison
of the results between the left- and right-sided lesion cases
revealed clear differences in lateralization results. Left-
sided basal ganglia lesions resulted in lateralization patterns
comparable to the control group. Also, the BMLD for
these patients was 10 dB to 19 dB and was thus within the
normal range. Patients with right-sided lesions however,
showed a higher trial-to-trial variability, compared to
the left-sided lesion group. On average, the auditory
space of the right-sided stroke group was shifted toward
the right side (mean of 5.6). Two patients in the right-
sided basal ganglia lesion group (S19 and S25) perceived
the monaural stimuli more centralized than the control
group. One patient (S2) of the right-sided lesion group
was not able to carry out the tone-in-noise experiment,
while the other three had BMLDs of 11 to 16 dB, within
the normal range.

The lateralization results of one of the patients with right-
sided basal ganglia damage (patient S25, 58 years) is shown in
Figure 4F. In this selected patient, the patterns described above
(high variability and shift) are also present. The patient had a
BMLD within the normal range (16 dB).

3.5.5 Cerebellar lesions
Four patients had lesions in the cerebellum. By visual

inspection, in two of them (S4 and S37) the lateralization
performance differed from the control group. In patient S4,
with a right-sided lesion, almost no change in lateralization for
different ITDs could be observed, but a smooth, though flat,
transition for ILD-based lateralization. Patient S37 showed no
impairments in ITD-based lateralization, but the variability of
left-favoring ILD stimuli was larger than for right-favoring ILD
stimuli. All BMLDs of this group were within the normal range.

3.5.6 Multiple lesions in one hemisphere
In many cases, stroke lesions were distributed over several

cortical and subcortical areas (see, e.g., patient S6 in Figure 3).
Therefore, this group is especially heterogeneous. Almost all
patterns described in the previous groups can be found in
some of the patients in this group. In more than half of the
cases, large differences to the control group can be observed
by visual inspection. The trial-to-trial variability of the given
responses was increased in a large number of patients with
multiple cortical lesions, even if the auditory cortex was not
directly affected (e.g., S23 and S48). Especially contralesional
difficulties, as shown by highly variable lateralization responses
or a less steep slope in the contralesional hemifield, can be
found (e.g., S13 and S20). Interestingly, only in two patients
(S6 and S48) was a neglect reported with the NIHSS tests.
Both had increased variability on the left (contralesional) side
and reported some of the left-favoring stimuli on the right
side. For some patients (e.g., S6, S20, and S41) with right-
sided cortical and subcortical lesions, the left-favoring and the
right-favoring stimuli with an ITD of ±1500 µs were both
perceived on the right (the ipsilesional) side. With multiple
lesion sites in the left hemisphere, only one patient (S13)
had this ipsilesional shift, whereas two others (S29 and S45)
also had a shift toward the right—in this case contralesional
side.

Two of three patients with damage to the occipital lobe
showed almost normal patterns of lateralization, and BMLDs of
11 dB and 18 dB (within the normal range). The third member
of this lesion group (patient S3, 72 years, lateralization results
shown in Figure 4G) showed almost no sensitivity to ITD-
based stimuli, whereas ILDs led to lateralization within the
normal range, very similar to the cerebellar stroke patient S4
described above. Compared to the other group members, patient
S3 had a slightly reduced BMLD of 8 dB, just within the normal
range.

In patient S13 (76 years, presented in Figure 4H) damage
mainly to the superior frontal lobe on the left side led to an
almost normal lateralization performance in the ipsilesional
hemifield, but increased variability for the zero ILD/ITD
stimulus and right-favoring stimuli. The monaural left and
right stimuli and the BMLD were unremarkable and within the
normal range.
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Patient S6 (62 years) had widespread lesions in the right
hemisphere, including temporal and frontal cortex areas, the
insula and basal ganglia. This patient showed high variability
for the left monaural stimulus, whereas responses to the right
monaural stimulus did not vary much from trial to trial
(Figure 4I). In this patient, the difference between the left and
the right hemifield was even stronger than in S13. The responses
to right-favoring interaural differences varied very little, whereas
the left-sided (contralesional) stimuli varied a lot and were even
sometimes reported on the other side. This person also showed
signs of neglect that were captured with the NIHSS. Again, the
BMLD was not affected.

3.5.7 Multiple lesions in both hemispheres
Compared to the other lesion groups, data interpretation

for the patients with multiple lesions distributed in both
hemispheres was very difficult. None of these patients showed
results similar to the control group.

Patient S21 (66 years), presented in Figure 4J, had
small lesions in the left precuneus cortex and the right
occipital cortex, but a large lesion in the right cerebellum,
probably also including small portions of the left medulla.
This patient had a NIHSS score of 20 points, but the item
on neglect was rated with zero points. Patient S21 showed
considerable differences in lateralizing ILD- or ITD-based
stimuli. ITD-based lateralization appeared mostly unaffected,
whereas the ILD-based lateralization results were shifted
toward the left with high trial-to-trial variability. However,
this could also be related to the PTA3 difference of 9 dB
between the two ears (right ear more sensitive). Nevertheless,
responses to stimuli without any interaural difference varied
strongly, but adding an ITD of 200 µs or −200 µs already
led to strong and reliable right-lateralized or left-lateralized
percepts. The BMLD of 13 dB was within the normal
range.

3.5.8 Lesions on the primary auditory pathway
This lesion group contains patients for which the MNI-

registered lesion outline overlaps to some extent with areas
of the primary auditory pathway (subcortically or cortically).
These patients are already included in the previous lesion
groups. Many patients of this group show distinct lateralization
patterns. Three of the selected subjects shown in Figure 4 had
lesions of the auditory pathway. S10 (Figure 4C) had a lesion
of the left superior olivary complex (SOC), S32 (Figure 4D) a
lesion of the right SOC, and S6 (Figure 4I) a lesion of the right
auditory cortex. Altered lateralization patterns were also found
for S7 (lesion close to the left cochlear nucleus and SOC) and
S31 (lesion between SOC and inferior colliculus). This indicates
that direct involvement of the auditory pathway does affect
the lateralization in almost all cases. However, in S14 (multiple
lesions close to the left SOC and dorsal of the right AC) and S16
(partial overlap with left AC) parts of the auditory pathway seem

to be affected without leading to obvious influences on these
patients’ lateralization performance.

3.6 Differences to the control group

Verbal description of the performance in the two
experiments as given above fails to reveal some of the general
patterns within specific lesion groups. An attempt to quantify
the results of both experiments relative to the control group is
shown in Figure 5, showing divergences from the control group
for all individual patients for different variables calculated from
the results of the tone-in-noise detection experiment and the
lateralization experiment. For each variable, the upward and
downward triangles indicate higher or lower values compared
to the normal range (mean ± 1.5 standard deviation) of the
control group. The patients are grouped according to the lesion
locations. The variables are clustered in group A to group G,
describing different response characteristics. The gray shadings
indicate the percentage of deviations from the control results
within each specific subgroup (lesion group and variable
cluster). For the lesion group ‘brainstem left’ for example, the
percentage of divergences in cluster A is approximately 11
percent (one out of nine).

The variables in cluster A are the thresholds of the tone-in-
noise experiment. For these variables, the strongest divergences
were found in the ‘thalamus left’ lesion group. Cluster B consists
of variables describing a shift of auditory space. Again, the
‘thalamus left’ lesion group showed the most divergences for
these variables, followed by the groups ‘brainstem left,’ ‘multiple
lesions left,’ and ‘basal ganglia right.’ The highest percentage of
divergences in cluster C (variability of the data) can be observed
for the ‘basal ganglia right’ group, followed by the groups
‘brainstem left,’ ‘multiple lesions bilateral,’ and ‘multiple lesions
left.’ The highest percentage of divergences from the control
group in variables of cluster D are found in the ‘brainstem left’
lesion group. Cluster D is a collection of variables that describe
the slopes of the fits. Cluster E describes the ranges of ITD- and
ILD-based stimuli, as well as the difference between the ranges.
Again, the most divergences are found for the group ‘brainstem
left.’ The perception of monaural stimuli (cluster F) differed
from the control group most for the lesion group ‘basal ganglia
right,’ whereas the large ITDs outside the physiological range
(cluster G) were perceived differently to the control group by
the groups ‘brainstem left’ and ‘brainstem right.’

From the data presented in Figure 5, it becomes apparent
that lesions in the left basal ganglia, the occipital lobe and the
cerebellum did not lead to lateralization patterns that differ
from the control group to any great extent (no more than
33 percent), whereas divergences in many variable clusters are
found for patients with damage in the brainstem, the thalamus,
and right basal ganglia, and for those individuals with multiple
lesions in one or both hemispheres. Much stronger differences,
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FIGURE 5

Divergences from the control group for different variables. Red upward triangles indicate values of individuals that are larger and yellow
downward triangles values that are smaller than the normal values (mean ± 1.5 times standard deviation) calculated from the control group.
Crosses indicate missing values. The gray shading indicates the percentage of deviations found within one lesion group for one of the variable
groups (A–G). The red font is used for those patients who had a lesion on the primary auditory pathway. Selected patients are highlighted by the
color coding used throughout the figures.
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FIGURE 6

Summary representations of the stroke-related binaural hearing
deficits across patient groups. Panel (A) shows the percentage
of patients who had BMLD-values that were worse (smaller)
than the control group mean by more than 1.5 standard
deviations or could not complete the task. Panel (B) shows the
percentage of possible divergences of all values calculated for
the lateralization patterns with error bars denoting the standard
deviation across participants for the control and lesion groups.

especially in clusters B, C, and F are present in those patients
with lesions to the right basal ganglia compared to left basal
ganglia. Furthermore, all but one of the seven patients who were
not able to complete the tone-in-noise detection experiment had
multiple lesion sites.

The data presented in Figure 5 was condensed to a simpler
representation by extracting the percentage of divergences of
the BMLD and a general measure of lateralization performance
by averaging over the number of divergences of all variables
in clusters B-G. Lesion groups were pooled over left-sided and
right-sided groups. The value for these simplified BMLD and
lateralization measures are shown in Figures 6A, B, respectively.
Note, that panel A represents the percentage of patients showing
smaller than normal or non-convergent tracks in the BMLD
task, whereas panel B represents the mean percentage of possible
deviations in a given group with the error bars denoting the
standard deviation across participants in the group.

For two of eleven patients with lesions in the brainstem
or the thalamus, the BMLD diverged from the normal values.
One patient of each lesion group had a BMLD of less than
7.5 dB. One patient with a lesion of the basal ganglia and five
of 16 patients with unilateral cortical lesions did not produce
converging tracks in the task, representing the most remarkable
divergence in this task. No divergences were observed for the
other lesion groups (see Figure 6A). Two of seven patients with

a lesion on the primary auditory pathway diverged from the
normal values. One of these two patients produced a BMLD
of 6.25 dB, the other one did not produce converging tracks in
the dichotic condition of the task. In general, deviations of the
BMLD were not frequently observed in the stroke group.

In contrast, for all lesion groups, divergences in terms of the
lateralization pattern are found (see Figure 6B). Both measures
have the highest percentage of divergences for the patients with
a lesion on the primary auditory pathway as shown with the red
bars in Figure 6.

4. Discussion

In the present exploratory study, our aim was to investigate
the binaural perception of individuals in the acute phase
of stroke. The performance of the stroke patients in two
binaural headphone experiments and the results of the general
assessment were compared to an age-matched control group.
To our knowledge, this was the first time that the same
binaural hearing tasks were conducted in acute-phase stroke
patients with various lesions, ranging from the brainstem up to
cortical areas. Interpreting these data is a challenging endeavor,
especially for the results of the lateralization task, where several
metrics are possible and necessary. Using various approaches
of comparing patients on a group level and individually with
the control group, we found impaired binaural hearing in the
majority of stroke patients as shown in Figures 5, 6.

One of the most prominent results was that some of the
brainstem-lesion patients lateralized ITD and ILD stimuli in
a categorical manner, as suggested by the fact that only a
reduced set of response keys was used. For instance, some of
these patients commonly gave responses in the categories left-
center-right or only left-right, with no responses at intermediate
positions. As the information from the left and right ear
is integrated in brainstem nuclei for the first time, strongly
altered lateralization patterns were expected for the patients
who had suffered a stroke to these structures. Accordingly,
some of the most prominent distortions in spatial perception
were found for brainstem lesion patients. For instance, the
cases without responses in the center position were almost
exclusively associated with damage of the brainstem (e.g.,
S32). For this lateralization pattern, at least two interpretations
are possible. First, it is possible that a fused image was
perceived, but it was lateralized very much toward the sides.
An alternative explanation would be that binaural fusion failed
for these subjects. As a result, they might have perceived split
auditory images (two separate sound sources rather than a
single fused image) and reported the position of the dominant
image. This ambiguity could be resolved by asking for the
number of perceived sound sources in any subsequent studies.
The described pattern of side-oriented lateralization was also
reported by Furst et al. (2000) for lesions in rostral parts of
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the brainstem. In contrast to their findings, we did not observe
center-oriented patterns (consistently no lateralized percept) in
any of the patients from the brainstem lesion group. Despite the
many differences between the brainstem patients and the control
group as seen in Figure 5, both ILD and ITD stimuli evoked
lateralized percepts in all but one patient (S31) of this lesion
group. The mean responses of this patient were close to center
for all ILD stimuli and left-sided ITD stimuli. The patient had a
reduced ITD range, but also a larger standard deviation than the
control group. This pattern of responses is suggestive of reduced
sensitivity to interaural cues rather than of a center bias.

Left-sided thalamic lesions were, in all cases, correlated
with a shift in the lateralization results for both ILD and
ITD stimuli. This becomes clear from the high prevalence
of deviations in cluster B of this group shown in Figure 5.
Three out of four patients of this lesion group showed a shift
toward the ipsilesional side. No conclusion on the effects of
left- vs. right-sided lesions can be drawn, because none of
the patients in this study had a lesion of the right thalamus.
In addition, one subject with a thalamic lesion displayed
remarkably high trial-to-trial variability in their lateralization
responses. The medial geniculate nucleus (MGN) located in the
auditory thalamus receives projections from the ipsilateral and
contralateral inferior colliculus and projects to the ipsilateral
auditory cortex (Pickles, 2013). Assuming that these projections
are damaged by the stroke, one possible explanation for the
lateralization shifts could be that corrupted inputs reach the
MGN. Higher variability could be related to altered inputs to
the cortical representation stages (outputs of the MGN). Besides
damage to auditory nuclei, shifts in auditory space could also be
related to asymmetrical hearing thresholds (Florentine, 1976).
The hearing thresholds at 500 Hz were symmetrical between
the two ears in all patients of this lesion group (except for the
one with the increased trial-to-trial variability), but the PTA3
asymmetry was in a range of 4 to 13 dB and pointed toward
the direction of the shift. This is in agreement with a significant
correlation of PTA3 asymmetry with both ILD mean (ρ = 0.34,
p = 0.017) and ITD mean (ρ = 0.34, p = 0.016) when including all
patients of the stroke group. Even though the PTA3 asymmetry
can influence the results of the lateralization task, the finding of
shifted auditory space for all thalamic-lesion patients indicates
an influence of the left thalamus on lateralization. This is in
line with previous studies that have found a connection between
thalamus lesions and visuospatial neglect (Karnath et al., 2002).

A biased auditory egocentric space in cases with inferior
parietal and frontal dysfunction was reported by Bellmann
et al. (2001). Further, they found an imbalance of attentional
load allocated to the left and right hemispaces (hemispatial
inattention) following lesions of basal ganglia and insular cortex.
Both mechanisms (biased spatial perception and unbalanced
spatial attention across hemifields) come into play for our
lateralization task, but their effects are difficult to distinguish
in our data. Shifted auditory space and altered lateralization

slopes (steepness of the lateralization function of ITD/ILD, see,
e.g., S38) indicate distortions of spatial representation. Increased
trial-to-trial variability, on the other hand (e.g., S13 and S25),
may be indicative of attentional or cognitive impairments,
or both. Also, Gutschalk and Dykstra (2015) concluded that
more work is needed to develop clinical protocols that can
clearly distinguish localization deficits from disorders of spatial
cognition. The effects of the right basal ganglia on the
lateralization patterns that we observed, could be attributed
to attentional deficits. In contrast to Bellmann et al. (2001),
our results show that the perception of both left-favoring, as
well as right-favoring stimuli was affected in some patients
(see Figure 5). Given the supra-modal nature of the neglect
syndrome, a basal ganglia lesion may affect auditory and visual
hemispatial attention. Influences of right basal ganglia lesions on
the visuospatial perception of both, ipsi- and more frequently
contralesional stimuli were already reported by Karnath et al.
(2002).

For almost all patients with multiple lesions in one or both
hemispheres, we found lateralization patterns that differed from
the control group in terms of increased variability and decreased
slopes, as shown by the high number of divergences in the
clusters C and D of Figure 5. Besides contralesional deficits as in
patient S6 with multiple lesion sites, including the right temporal
lobe, many patients also displayed ipsilesional deficits for both
left- and right-sided lesions. This is only partially in line with
previous literature (see Häusler and Levine, 2000 for a review)
that suggests a dominance of the right hemisphere in auditory
spatial representation. In our study, a comparison of left-
sided and right-sided cortical lesions might not be meaningful,
because of the unequal distribution of lesion sites. Since the
inability to understand and produce speech is mainly observed
after damage to left-hemispheric language areas, and was one of
the exclusion criteria, left-sided and right-sided groups differed
in terms of their lesion locations. For basal ganglia lesions
however, strong differences between the left and right side were
observed, with more frequent and more severe deficits after
right-sided lesions than for left-sided lesions. This result is
similar to the results presented in Karnath et al. (2002) for the
visual modality.

The perception of ±1500 µs ITDs, i.e., ones that are
larger than those usually experienced under natural listening
conditions, was only rarely affected. In the brainstem-lesion
patients S10, S22, and S32, the left-favoring and right-favoring
stimuli were both perceived on the contralesional side. The
ambiguity of this stimulus stems from the conflicting interaural
cues conveyed by the envelope (indicating the position on
the leading side) and the temporal fine structure (indicating
a stimulus on the opposite site). With damage in one side of
the brainstem, the ipsilesional cue may not be accessible to
the next processing stage or less weight might be given to it.
With multiple cortical and subcortical lesions, the outcomes are
more diverse. While some patients (e.g., S13 and S20) perceived
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both of these stimuli only on the ipsilesional side, other
patients (e.g., S29 and S45) perceived them exclusively on the
contralesional side. These findings point to the interpretation
that disturbances at different levels of ITD representation stages
can lead to stimuli with unnaturally large ITDs being perceived
at different intracranial positions. Coding of such large ITDs was
already found to differ at midbrain, compared to cortical, levels
(Thompson et al., 2006; Kriegstein et al., 2008). While the exact
combination of computational processes by which the auditory
system encodes ITDs remains elusive, stroke lesion studies such
as the present one could potentially aid in their elucidation.
However, due to the rarity of psychoacoustic data from stroke
survivors, combined with the highly individual nature of stroke
lesions, more data is needed before meaningful interpretations
are possible.

The dichotic tone-in-noise detection task is a better test for
the implicit use of interaural differences compared to the more
commonly used measurements of just-noticeable differences
in ILD and ITD cues. In many cases, the performance in
these tasks depends on the explicit perception of intracranial
positions rather than on the general ability to exploit binaural
cues for unmasking. To be able to directly compare the results
of the implicit tone-in-noise detection task with those of the
explicit lateralization task, we refrained from using speech-
related tasks such as the one used in, e.g., Tissieres et al.
(2019). The results of our lateralization task revealed that
five of the six patients with lesions in the right basal ganglia
showed remarkable impairments in ITD-based lateralization,
which requires the explicit use of interaural differences. Four of
these five patients had a BMLD in the normal range (and one
only slightly below the normal range), indicating that they had
access to implicit ITD information, despite the fact that they
could not exploit ITDs explicitly in the lateralization task. This
reveals that altered ITD-based lateralization is not necessarily
related to dysfunctional encoding at the primary stage in the
superior olivary complex. Instead, it seems that damage to
the explicit representation stages can impair lateralization even
if the primary encoding stages remain unaffected. In general,
few patients had smaller than normal BMLDs. Similarly, also
Lynn et al. (1981) reported that the speech BMLD was not
affected in patients with lesions on cerebral, thalamic, midbrain
or rostral pontine levels. In their study, only patients with
lesions at the ponto-medullary level showed a reduced BMLD.
In our study, two patients had a lesion at the ponto-medullary
junction. One of these two patients had a reduced BMLD.
Only two of the remaining 48 patients with lesions at other
areas had a reduced BMLD. Due to these low numbers, no
clear supporting or contradicting conclusions can be drawn. On
the other hand, the inability to do the tone-in-noise detection
task (missing values due to non-convergent tracks, indicated by
crosses in Figure 5) was observed in some patients in which,
among other areas, the basal ganglia were damaged and in some
patients also frontal cortical areas. Cortico-striatal loops have

been shown to be involved in auditory discrimination learning
(Znamenskiy and Zador, 2013), which is a necessary ability for
this experiment. This implies that the slightly more complex
tone-in-noise detection task needs to be learned first, and may
therefore not be an optimal measure of the accessibility of
implicit interaural information for participants with learning
difficulties. Besides the theoretical implications, the deviations
in the BMLD as shown in Figure 6, and in particular the inability
to complete the task, could be of clinical interest. The BMLD is
correlated with age, but the occurrence of stroke does appear to
constitute an additional factor affecting binaural tone-in-noise
detection performance for some stroke patients. As such, the
BMLD could potentially be used clinically to detect effects of
stroke on binaural hearing.

Due to the heterogeneous group of participants and the
highly individual nature of stroke lesions, the present study is
affected by a number of confounding factors. We sought to
capture some of these by additional auditory and non-auditory
measures such as the audiometry and the MoCA. To paraphrase
Gallun (2021), the perturbations caused by nature and not
manipulated in the laboratory are never uniform and not easily
documented.

In the present study, the selection of patients could not
control for the influence of age and hearing loss, but the control
group was age-matched and did not differ significantly in their
hearing thresholds or in the results of the general assessment.
Only the results of the MoCA differed significantly between the
stroke and control groups (see Table 1). Almost all non-stroke-
related difficulties should be rather equally present in both
groups. We therefore concluded that the observed effects on a
group level, though not on an individual level, can be attributed
to the stroke and possible comorbidities, rather than on hearing
loss. The selection of those cases presented in Figures 3, 4 was
based on the results of the lateralization task. The selected stroke
patients span the whole range for all measured variables (see
Supplementary Figure 1). For the stroke patients, of course, the
premorbid performance is not known.

The stimuli of both experiments were chosen to be centered
around 500 Hz, which is usually spared by age-related hearing
loss. The threshold for this frequency was on average 16 dB
HL and did not exceed 35 dB HL for any participant. No
more than a 10 dB difference between the left and right side
was measured at this frequency for any of the participants.
We therefore did not expect large influences of hearing loss or
asymmetrical hearing abilities on our results. Nevertheless, as
discussed above, a correlation of PTA3 asymmetry and shifted
auditory space was found.

We focused only on those lesions that had a high signal
on the DWI and a low signal in the ADC map, thus
representing restricted diffusion. In many cases, older lesions
and other damage to brain tissue were present that could
have influenced performance in the different tasks. However,
improvements from diaschisis or functional reorganization is
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known to drive neurologic recovery already in the acute phase
(Sang-Bae and Byung-Woo, 2013). In addition, in healthy
subjects, reorganization of lateralization with altered ITD cues
occurs within few days (Trapeau and Schönwiesner, 2015). This
suggests, that binaural hearing impairments are dominated by
the acute damage and less by old lesions. Complete lesions of
specific parts of the brain are used to study the system in ablation
studies in animals. In our patients however, the damage does not
necessarily include entire brain structures and may leave some
functioning neuronal processing. Furthermore, as pointed out
by Neff et al. (1975), experiments in well controlled ablation
studies in animals measure the functioning of the remaining
system and not necessarily the functioning of the damaged
part. In contrast to such ablation studies, the general state of
brain structures that were not damaged by the acute stroke
varied widely in our population. The observed variability in
performance must therefore be partially attributed to differences
in the damages as well as to differences in the remaining brain
structures, rather than solely to the acute stroke lesion.

Not only did individual characteristics of the patients affect
the data, but also external constraints such as the restricted
time for the behavioral experiments. The short time we had
with the patients did not allow for dedicated training runs
nor for repetitions of any task. One example where more
time would have been necessary was when patients were not
able to do the tone-in-noise experiment. In retrospect, from
the trend in these patients’ adaptive tracks, it appeared as if
some of these patients would have learned to do the task had
there been more runs of the same experiment. In addition,
the hospital room in which the study was conducted was
comparably quiet, but had no sound booth. Finally, the fact
that some lesion groups contained only two patients, allowed
only limited interpretations. Differentiation between the effects
of lesions of a particular anatomical structure as opposed to
differences between left-sided and right-sided lesions of that
brain area is restricted.

From the data obtained in our experiments, we do not know
if these patients also had difficulties in free-field-localization
tasks, in which spectral cues are available in addition to natural
combinations of ILDs and ITDs. However, as both cues are
often perceived with a similar bias and spectral cues are less
salient in elderly listeners, we assume that some patients will
have localization biases, at least during the acute phase. If a bias
remains in the chronic phase of stroke, individualized ILD- and
ITD-manipulating algorithms could potentially be exploited to
improve localization performance (e.g., Brown, 2018).

5. Conclusion

This exploratory study revealed some expected divergences
in binaural perception between the results of patients with
acute ischemic stroke lesions and the results of the control
group: Impaired contralesional lateralization was found after

right cortical and brainstem lesions, which is consistent with
previous reports. Other findings could be expected, based on
today’s understanding of binaural processing and decoding of
spatial cues: The perception of binaural stimuli with unnaturally
large ITDs is affected differently based on the lesion location.
Other findings were less expected, such as the shift in auditory
space in all patients with thalamic lesions or the large difference
induced by left and right basal ganglia lesions. In contrast
to previous reports, no apparent hemispheric difference from
cortical lesions regarding the variability of lateralization data
were found, and the binaural benefit in the tone-in-noise
detection task was unaffected in most patients, although many
patients with multiple lesion sites could not complete this
task. While it may be too early to suggest any revisions to
our understanding of interaural cue encoding or decoding,
the outcomes may nevertheless foster more focused future
investigations in selected groups of patients with specific lesions,
or in animal models. Investigating acute-phase stroke patients
may even be an additional avenue to deepen our understanding
of the healthy auditory system in a way that is difficult when
studying the healthy system in isolation.
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the general assessment scores and the tone-in-noise-detection
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in Figure 4 for all control subjects and all stroke patients, are
available as supplementary data.

SUPPLEMENTARY FIGURE 1

Scatter plots representing correlations between age and PTA3
thresholds and the results of the non-auditory measurements (MoCA,
NIHSS, BDI, and MWT-B) for the control group (squares) and the stroke
group (circles). In each subpanel, linear-regression lines, the Pearson
correlation coefficient ρ, and the respective p-value are shown in the
form “ρ (p-value)”. Selected participants are highlighted by the color
coding used throughout the figures.

SUPPLEMENTARY FIGURE 2

Results of the binaural tone-in-noise detection experiment.
Tone-in-noise detection thresholds for N0Sπ condition (up- and
downward triangles for stroke and control subjects, respectively) and
N0S0 condition (left- and right-pointing triangles) over PTA3 (panel A)
and over age (panel B). In each subpanel, linear-regression lines, the
Pearson correlation coefficient ρ, and the respective p-value are shown
in the form “ρ (p-value)”. Selected participants are highlighted by the
color coding used throughout the figures.

SUPPLEMENTARY FIGURE 3

Results of the lateralization task for patients S1–S10. The circles
represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively. The
gray line and shaded area indicate the mean and the 1.5 times standard
deviation interval around the mean response of the control subjects.

SUPPLEMENTARY FIGURE 4

Results of the lateralization task for patients S11–S20. The circles
represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively. The
gray line and shaded area indicate the mean and the 1.5 times standard
deviation interval around the mean response of the control subjects.

SUPPLEMENTARY FIGURE 5

Results of the lateralization task for patients S21–S30. The circles
represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively. The
gray line and shaded area indicate the mean and the 1.5 times standard
deviation interval around the mean response of the control subjects.

SUPPLEMENTARY FIGURE 6

Results of the lateralization task for patients S31–S40. The circles
represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively. The
gray line and shaded area indicate the mean and the 1.5 times standard
deviation interval around the mean response of the control subjects.

SUPPLEMENTARY FIGURE 7

Results of the lateralization task for patients S41–S50. The circles
represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively. The
gray line and shaded area indicate the mean and the 1.5 times standard
deviation interval around the mean response of the control subjects.

SUPPLEMENTARY FIGURE 8

Results of the lateralization task for control subjects C1–C12. The
squares represent the responses given to the individual trials of the same
stimulus, except for the discarded first trial. The black crosses indicate
the means of the given responses. The red and blue lines represent
linear fits to right-favoring and left-favoring stimuli, respectively.
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A corrigendum on

E�ects of acute ischemic stroke on binaural perception

by Dietze, A., Sörös, P., Bröer, M., Methner, A., Pöntynen, H., Sundermann, B., Witt, K., and Dietz, M.

(2022). Front. Neurosci. 16:1022354. doi: 10.3389/fnins.2022.1022354

In the published article, there was a typographical error. In the study by Bernstein and

Trahiotis (2011), stronger lateralization was perceived for the same ILD magnitude and higher-

frequency signals, not for lower-frequency signals as stated in the original version of the

manuscript. A correction has been made to Section 3.5.1 Control group, Paragraph 1. The

corrected paragraph is below.

“Physically left-favoring, to consecutively more right-favoring stimuli, were perceived from

the left to the right inside the participants’ heads for the ILD and ITD stimuli for all control

subjects, with only slight deviations. Apparently, the chosen ILDs, ranging from −12 to 12

dB did not lead to strongly lateralized auditory images (responses close to response keys 1

= left and 9 = right). Previous studies already demonstrated that the extent of perceived

lateralization for ILDs of this magnitude varies across subjects (Baumgärtel and Dietz, 2018).

It also depends on frequency, with stronger lateralization perceived for the same ILDmagnitude

and higher-frequency signals (Bernstein and Trahiotis, 2011). Auditory space was distributed

roughly symmetrically around zero ITD/ILD, being reflected in the average perceived position

over all ILD and ITD stimuli (mean) of 5.2 in the control group. Even in the control group,

the perceived intracranial positions were not perfectly distributed around the center (5.0).

Monaural left or right stimulation was perceived close to the most lateralized intracranial

positions (mon left: 1.5 and mon right: 8.6) with almost no intra-individual variability. For

all ILDs and all absolute ITDs ≤ 600 µs, a small variability in single trials can be seen.

The standard deviation of given responses was for all stimuli approximately in the range

of one response key for the control subjects (e.g., 1.1 for diotic std., the standard deviation

of zero ILD/ITD). Only one person of the control group produced much more variable

data. The variability of ITDs of ±1500 µs was larger than for smaller ITDs in most control

subjects. This unnaturally large ITD was perceived less lateralized compared to smaller absolute

ITDs. Based only on the center frequency (500Hz), one cannot distinguish between a time

shift of −500 or +1500 µs, as the period at this frequency is 2000 µs. However, since the

stimulus is a white noise of 333Hz bandwidth centered around 500Hz, the auditory system
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can partially resolve this ambiguity, by exploiting either the interaural

correlation at other frequencies or the envelope ITD. The range of

lateralization was larger for ITDs (5.5) compared to ILDs (3.7) and

for both interaural differences was much smaller than the maximal

possible range of 8”.

The authors apologize for this error and state that this does

not change the scientific conclusions of the article in any way. The

original article has been updated.
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The ability to localize a sound source in complex environments is essential

for communication and navigation. Spatial hearing relies predominantly

on the comparison of differences in the arrival time of sound between

the two ears, the interaural time differences (ITDs). Hearing impairments

are highly detrimental to sound localization. While cochlear implants (CIs)

have been successful in restoring many crucial hearing capabilities, sound

localization via ITD detection with bilateral CIs remains poor. The underlying

reasons are not well understood. Neuronally, ITD sensitivity is generated by

coincidence detection between excitatory and inhibitory inputs from the

two ears performed by specialized brainstem neurons. Due to the lack of

electrophysiological brainstem recordings during CI stimulation, it is unclear

to what extent the apparent deficits are caused by the binaural comparator

neurons or arise already on the input level. Here, we use a bottom-up

approach to compare response features between electric and acoustic

stimulation in an animal model of CI hearing. Conducting extracellular single

neuron recordings in gerbils, we find severe hyper-precision and moderate

hyper-entrainment of both the excitatory and inhibitory brainstem inputs to

the binaural comparator neurons during electrical pulse-train stimulation.

This finding establishes conclusively that the binaural processing stage must

cope with highly altered input statistics during CI stimulation. To estimate the

consequences of these effects on ITD sensitivity, we used a computational

model of the auditory brainstem. After tuning the model parameters to match

its response properties to our physiological data during either stimulation type,

the model predicted that ITD sensitivity to electrical pulses is maintained even

for the hyper-precise inputs. However, the model exhibits severely altered

spatial sensitivity during electrical stimulation compared to acoustic: while
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resolution of ITDs near midline was increased, more lateralized adjacent

source locations became inseparable. These results directly resemble recent

findings in rodent and human CI listeners. Notably, decreasing the phase-

locking precision of inputs during electrical stimulation recovered a wider

range of separable ITDs. Together, our findings suggest that a central problem

underlying the diminished ITD sensitivity in CI users might be the temporal

hyper-precision of inputs to the binaural comparator stage induced by

electrical stimulation.

KEYWORDS

sound localization, hearing, jitter, electrophysiology, computer modeling, electrical
hearing

Introduction

Spatial hearing is vital to navigate the busy environments
of our daily life. The location of a sound source is neuronally
determined by binaural comparison of sound parameters
between the two ears, namely interaural time and level
differences (ITDs and ILDs, respectively). However, sound
localization is impacted already by moderate hearing deficits,
resulting in difficulties– amongst others–to orient and identify
speakers. In recent years, many efforts have been made to
improve hearing based on bilateral cochlear implants (CIs).
With CIs, the amplitude envelope of sounds reaching the ears is
extracted in multiple spectral channels (Wilson et al., 1991). This
envelope information is subsequently passed onto the auditory
nerve (AN) fibers by modulating the amplitude of an electrical
pulse-train stimulation. The AN fibers then provide input to
the brainstem nuclei involved in ILD and ITD detection (see
below and Figure 1). While sensitivity to ILDs is rather well
maintained in bilateral CI users, ITD sensitivity is very coarse
(compared to normal acoustic listeners) and mostly resembles
lateralization, even under laboratory conditions (Laback et al.,
2015). Moreover, CI-based ITD sensitivity is limited to carrier
frequencies of the electrical pulse trains below 500 pulses per
second (pps), which is much lower than the typically used
pulse rates of CIs pps (Laback et al., 2015). Since ITDs are
the crucial cue for human communication and orientation
(Wightman and Kistler, 1998; Macpherson and Middlebrooks,
2002), overcoming this lack of electrical ITD sensitivity is
desirable. However, the underlying physiological reasons are not
well understood. In particular, little is known about potential
differences in the neuronal computations between acoustic and
electrical ITDs.

Acoustic ITDs are primarily detected by neurons in two
brainstem nuclei, the medial superior olive (MSO) and the
lateral superior olive (LSO). Since MSO is predominately tuned
to low frequencies (<2 kHz), it is regarded to primarily
detect fine-structure ITDs (Grothe et al., 2010), while the

LSO is mostly sensitive to ITDs in the envelope waveforms
of high-frequency carriers (Finlayson and Caspary, 1991).
Notably, electrical CI stimulation of AN fibers provides envelope
ITD information only and mostly activates higher frequency
regions of the cochlea, which predominately innervates
LSO. Correspondingly, the observed limits of electrical ITD
sensitivity match those of acoustic envelope ITD sensitivity
reported for the LSO (Bernstein and Trahiotis, 2002, 2009;
Klein-Hennig et al., 2011; Ihlefeld et al., 2014; Laback et al.,
2015). Hence, it was recently hypothesized that the LSO is the
primary site for ITD sensitivity in CI listeners (Dietz et al., 2016;
Hu et al., 2022).

The neuronal processing of ITDs is based on µs precise
temporal comparison/integration of synaptic inputs from both
ears. Specifically, LSO neurons receive excitatory synaptic
innervation from the spherical bushy cells in the ipsilateral
antero-ventral cochlear nucleus (AVCN) and inhibitory input
from the medial nucleus of the trapezoid body (MNTB) (Grothe
et al., 2010). The MNTB itself is innervated by the contralateral
AVCN. Both the AVCN and MNTB neurons exhibit faithful
locking of their action potential (AP) response times to specific
phases of the stimulus waveform (fine structure or envelope
transients) (Smith et al., 1998). This enables LSO neurons
to generate exquisite ITD sensitivity by detecting differences
in input timing. With regard to comparisons to electrical
hearing, we have recently demonstrated faithful and very precise
ITD sensitivity in high frequency LSO neurons using short
acoustic click trains (the stimulus that most resembles electrical
CI stimulation) for click-rates up to 500 pps (Beiderbeck
et al., 2018). Interestingly, the phase-locking of AN, which
directly innervates AVCN (and indirectly the MNTB via the
AVCN), is severely heightened (e.g., up to approx. a factor of
10 in synchronization index at frequencies < 3 kHz; Dynes
and Delgutte, 1992) during electrical stimulation compared to
acoustic stimulation. Hence, a priori, there is no reason that
timing-based processing should be degraded with CIs. However,
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FIGURE 1

Responses in auditory brainstem neurons differ between acoustic and electrical stimulation. (A) The egocentric location of a sound source in
the horizontal plane generates specific interaural time differences (ITDs) and interaural level differences (ILDs). (B) Extracellular single cell
recordings with glass pipettes were conducted in either the antero-ventral cochlear nucleus (AVCN), medial nucleus of the trapezoid body
(MNTB), or lateral superior olive (LSO). (C) Acoustic and electrical [i.e., cochlear implant (CI)-based] stimulation consisted of a train of six clicks
with varying inter-click intervals (ICIs) from 5 to 1 ms. (D) Exemplary dot-raster displays of single cell recordings from MNTB [action potential
(AP) waveforms shown on top] during acoustic in response to different ICIs. (E) Same as panel (D) but for electrical stimulation. Each ICI was
repeated 20 times. Responses to the individual clicks are readily identifiable, particularly at larger ICIs and overall spike probability decreased
with smaller ICIs. Note the difference in spike timing variability (jitter) for each click at all ICIs between acoustic and electrical stimulation. Data
from ICI = 1 ms for electrical stimulation was not analyzed due to a strong overlap of APs and electrical artifacts.

it is not known to what extent the hyper-precision (phase-
locking) found in AN fibers is maintained in the AVCN and
MNTB or rather leads to degraded processing, e.g., by failure
of transmission. Interestingly, in rats, whose ITD sensitivity is
predominately derived from the LSO, lateralization ability to
electrical pulse ITDs was shown to be very good (Buck et al.,
2021; Rosskothen-Kuhl et al., 2021), suggesting that the LSO

could provide behaviorally relevant information during bilateral
CI stimulation. Still, it is unclear in what way the information
carried by the inputs to LSO, or ITD sensitivity in the LSO itself,
is altered during electrical stimulation. More generally speaking,
a better understanding of the electrically evoked responses in the
brainstem is needed. However, to date an investigation of the
LSO pathway during electrical stimulation is missing.
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Here, we use a bottom-up approach and ask in what
way response features differ between electrical and acoustic
stimulation within the initial stages of the LSO circuit. We
compare responses to acoustic click and electrical pulses in
the AVCN and MNTB by conducting extracellular single
neuron recordings in the gerbil, an animal known for good
ITD sensitivity (Grothe and Pecka, 2014) both behaviorally
and on the level of the LSO. We find that neurons in both
of these monaural nuclei exhibit severe hyper-precision and
moderate hyper-entrainment during electrical stimulation. This
finding establishes conclusively that neuronal ITD detection
must cope with highly altered input statistics during CI
stimulation compared to acoustic hearing. To determine how
ITD computation in LSO might be affected by these changes,
we used a previously published model of the LSO circuit that
allows using both acoustic and electrical front-ends to compare
stimulation types (Ashida et al., 2016, Hu et al., 2022). We
carefully adapted the model parameters to match the response
characteristics to our physiological recordings in AVCN and
MNTB during either stimulation type. The model LSO closely
reproduced the ITD sensitivity and its ILD dependency as
observed in gerbil LSO. Moreover, the model predicts that
ITD sensitivity of LSO to electrical pulses is maintained even
for the hyper-precise inputs but exhibits a narrowed dynamic
range compared to acoustic stimulation. Calculations of the
separability of nearby ITDs suggests heightened resolution at
small ITDs during electric compared to acoustic stimulation,
while larger ITDs were rendered inseparable. These findings
correspond well both with recent reports of high electrical
ITD sensitivity in rats, who only experience comparably small
ITDs due to the small inter-ear distance (Buck et al., 2021;
Rosskothen-Kuhl et al., 2021) as well as with the crude
ITD sensitivity found in human CI listeners that often is
reduced to lateralization only (Laback et al., 2015). Interestingly,
reducing the hyper-precision (phase-locking) of AN fibers
during electrical stimulation to acoustically physiological levels
recovered a wider dynamic range of ITD coding in the model.
Together, our findings suggest that a better understanding of
processing of electrical stimuli along the LSO circuit could be
crucial for improving ITD sensitivity in bilateral CI users.

Results

To compare response properties of the excitatory and
inhibitory inputs to LSO, we obtained single cell recordings
in bushy cells (BCs) in AVCN and principal cells in MNTB
(see section “Materials and methods”), in two groups of
gerbils (Figures 1A–C). One group of animals was presented
with acoustic click-train stimuli (six clicks) at various inter-
click intervals (ICIs) between 5 and 1 ms (in 1 ms steps),
corresponding to click-frequencies of 200, 250, 333, 500,
and 1,000 pps. The second group of animals was implanted

unilaterally with an intra-cochlear electrode (see section
“Materials and methods”) to allow delivery of electrical
stimulation of the AN. As for the acoustic group, the electrical
stimuli consisted of a six-pulse long train with ICIs varying
between 5 and 1 ms in 1 ms steps. However, strong interferences
by the stimulation artifact during recordings prevented analysis
of the 1 ms ICI data and only data for ICIs > 1 ms can be
presented.

We obtained recordings from 22 AVCN and 18 MNTB
neurons (median characteristic frequencies; AVCN: 16.4 kHz,
MNTB: 15.0 kHz) during acoustic stimulation, and 11 AVCN
and 9 MNTB neurons with electrical stimulation (Figures 1D,
E). Stimulus intensity was adjusted for each neuron individually
to 30/20 dB above threshold for acoustic and electrical stimuli,
respectively (see section “Materials and methods”). We started
by analyzing response reliability and timing accuracy of the
excitatory and inhibitory inputs to LSO, two crucial factors for
the generation of ITD sensitivity. To quantify and compare
these parameters for the recorded BC and MNTB neurons, AP
responses were analyzed in two ways: first, we determined the
“spike probability,” i.e., the average percentage of clicks in the
train that elicited APs. For instance, an average response of six
APs corresponds to 100% spike probability, as there are six clicks
in the train. Second, we calculated the “response jitter,” i.e., the
standard deviation of the AP latency relative to the eliciting click
(see section “Materials and methods”).

In agreement with previous reports (Joris and Yin, 1998;
Smith et al., 1998), we found that spike probabilities in response
to acoustic click-trains were similar in BCs and MNTB, with
slightly improved spike probabilities found in MNTB at smaller
ICIs (Figure 2A and Table 1; p = 0.098 Kruskal–Wallis H-test).
For BCs, the response probability of all recorded neurons
dropped considerably at ICI of 2 ms for electrical pulse-
trains (Figure 2B). Interestingly, we noted that about half
of the MNTB neurons sustained high response probabilities
at this IC (Figure 2B), suggesting that at least some MNTB
neurons maintain coding capacity at 500 pps. The spike timing
jitter was also similar between the two nuclei (Figure 2A and
Table 1; p = 0.949 Kruskal–Wallis H-test). Crucially, electrical
pulse-train stimulation resulted in obvious changes in response
properties. The spike probability relative to acoustic stimulation
tended to be elevated for both BCs and MNTB (Figure 2B and
Table 1).

The largest differences to acoustic stimulation was found
in terms of temporal precision, as the jitter during electrical
stimulation (Table 1) was approx. 10-fold smaller (Figure 2B
and Table 1, all ICIs for MNTB and BCs resulted in
p < 0.001, Mann–Whitney-U-test). These data demonstrate
that electrically induced hyper-precision that has been found in
AN (Hartmann and Klinke, 1990; Dynes and Delgutte, 1992)
is conserved (if not increased) at downstream brainstem nuclei
and is likely to influence binaural spatial processing in MSO and
LSO.
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FIGURE 2

Quantification of spiking probability (upper row) and precision (lower row) in gerbil antero-ventral cochlear nucleus (AVCN) and medial nucleus
of the trapezoid body (MNTB) in response to acoustic (A) and electrical (B) click train stimulation. Plotted are average values for each recorded
neuron (thin lines) and the sample medians (bold lines). See also Table 1.

Yet how exactly could these differences in response
properties during electrical stimulation affect spatial processing?
For the detection of ITDs, the LSO (as well as the MSO)
integrates the inputs from BCs (ipsi-ear) and MNTB (contra-
ear) for each click individually. Specifically, using the same
acoustic click-train stimuli as for AVCN and MNTB in
this study, we had previously determined that LSO neurons

exhibit high sensitivity to ITDs of each click in the train,
and that the binaural integration of relative strength and
timing of inhibition compared to excitation underlies response
modulation with changes in ITD in the LSO (Beiderbeck
et al., 2018). Hence, we hypothesized that the unusually
high precision we found during electrical stimulation for
both the excitatory (BCs) and inhibitory (MNTB) input will
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TABLE 1 Summary of median values for spike probabilities and jitter in BCs/AVCN and MNTB shown in Figure 2.

ICI 5 ms ICI 4 ms ICI 3 ms ICI 2 ms ICI 1 ms

Acoustic: Figure 2A,
medians

MNTB (probability) 90.83% 85.42% 76.67% 64.95% 35.88%

BCs (probability) 84.58% 81.25% 70.00% 57.08% 27.92%

MNTB (jitter) 0.14 ms 0.15 ms 0.14 ms 0.14 ms 0.11 ms

BCs (jitter) 0.18 ms 0.14 ms 0.13 ms 0.14 ms 0.10 ms

Electrical: Figure 2B,
medians

MNTB (probability) 95.83% 95.00% 93.33% 95.83%

AVCN (probability) 100.00% 91.67% 83.33% 42.11%

MNTB (jitter) 0.021 ms 0.019 ms 0.023 ms 0.020 ms

AVCN (jitter) 0.031 ms 0.025 ms 0.020 ms 0.017 ms

ICI 5 ms: MNTB p = 0.27, BC p = 0.058; ICI 4 ms: MNTB p = 0.21, BC p = 0.089; ICI 3 ms: MNTB p = 0.14, BC p = 0.61; ICI 2 ms: MNTB p = 0.2, BC p = 0.017; Mann–Whitney U-test.

impact the temporal integration process in the LSO. More
generally, we wondered to what extent the observed changes
in neuronal responsiveness might constitute a mechanistic
explanation for the altered sound localization ability of bilateral
CI listeners.

To this end, we set out to compare ITD sensitivity in the
LSO during acoustic and electrical stimulation. We recorded
from 15 LSO neurons in response to the same acoustic click-
train stimuli used for AVCN and MNTB, presented binaurally at
various ITDs (unpublished subset of data reported in Beiderbeck
et al., 2018). Typically, response rates were strongly modulated
as a function of ITD for a wide range of tested ITDs (Figure 3A).
Across the 15 LSO neurons for which we recorded rate-ITD
functions at ILD = 0 dB, the dynamic ITD range (range of
ITDs between maximal and minimal response rate) reliably
covered or exceeded the physiological (i.e., naturally occurring)
range of ITD of gerbils (approx. 300 µs, Maki and Furukawa,
2005) for all ICIs (Figure 3B, median dynamic ITD ranges
for ICIs of 5, 4, 3, 2, and 1 ms: 400, 400, 400, 400, and
600 µs). This wide range allows for linear attributions of
response rates to ITDs, and thus provides the encoding basis for
reliable sound source localization based on “hemispheric rate-
difference coding,” that is, the encoding of individual ITDs via
the relative activity levels between the two LSO populations in
each brain hemisphere (Klug et al., 2020; for review see Pecka
and Encke, 2020). However, ITD sensitivity in the LSO can
be influenced by relative changes in the intensity on the two
ears (i.e., ILDs, Park et al., 1996; Beiderbeck et al., 2018). To
capture this dependency quantitatively in our recordings, we
applied various ILDs and determined their effect on the slope
steepness of the rate-ITD functions (change in normalized AP
rate over the dynamic ITD range, see section “Materials and
methods”). On average, the effect of changing ILD had a small to
modest effect across all ICIs [Figure 3C, gray bars, medians, and
interquartile range (norm. spikes/rep/µs/dB∗10−5): ICI 5 ms:
6.0, 2.3, 7.1; ICI 4 ms: 6.0, 3.0, 7.1; ICI 3 ms: 2.0, 1.5, 8.4;
ICI 2 ms: 4.2, 2.0, 9.4, ICI 1 ms: 3.2, 2.0, 6.6, suggesting that

ITD sensitivity in LSO can be maintained over a wide range of
binaural conditions.

How does the coding of ITDs change in LSO during
electrical stimulation? Unfortunately, recording of single LSO
neuron with bilateral electrical CI stimulation proved to be
exceedingly difficult. Therefore, to approximate physiological
data, we utilized a functional count-comparison model of the
LSO (Ashida et al., 2016) as a surrogate for LSO during electrical
stimulation. This model can replicate typical response properties
of LSO neurons and accompanying spatial perceptions to a wide
range of stimulus classes with high precision (Klug et al., 2020;
Hu et al., 2022). For example, by connecting this model with
an existing acoustically or electrically stimulated AN model,
Hu et al. (2022) were able to reproduce most characteristics
of acoustically stimulated LSO neurons (Joris and Yin, 1998)
and electrically stimulated step-type or trough-type IC neurons
(e.g., Smith and Delgutte, 2007, 2008; Chung et al., 2016).
Moreover, acoustic and electrical response properties can be
readily read-out at various stages of the LSO pathway (Hu
et al., 2022). This feature allows comparing model performance
to our physiologically recorded AVCN and MNTB data for
benchmarking. Specifically, to be able to make informative
predictions about changes in ITD sensitivity during electrical
stimulation, the model should exhibit similar responsiveness of
the excitatory and inhibitory inputs to the LSO during acoustic
stimulation. Hence, we determined to what extent the model was
able to replicate the response behavior of these LSO inputs.

Using previously published general parameter setting
(Ashida et al., 2016), we first determined a suitable acoustic
stimulus intensity by analyzing the AP responses of the model
input stage (AN, note that no explicit CN, and MNTB stage
exists in the model, see section “Materials and methods”). At
model intensities of 50/60 dB for the excitatory and inhibitory
input, the model displayed similar levels of entrainment and
jitter as our physiological data (Figure 4A, spike probability
for excit./inh.: ICI 5 ms: 84.6/96.1%, ICI 4 ms: 78.6/87.9%, ICI
3 ms: 72.6/79.7%, ICI 2 ms: 63.7/67.8%, ICI 1 ms: 51.9/52.7% and
jitter for excit./inh.: 0.23/0.24 ms at all ICIs; compare Figure 2).
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FIGURE 3

Interaural time differences (ITD) sensitivity of lateral superior olive (LSO) neurons to click trains is maintained over a large range of interaural
level differences (ILDs). (A) Example rate-ITD function from a gerbil LSO neuron. Plotted are mean rates and the standard errors. (B) Histogram
of dynamic ITD ranges at ILD = 0 dB across all 15 recorded LSO neurons. (C) Quantification of magnitude of changes in the slope steepness of
rate-ITD functions with changes in ILD for gerbil LSO (boxplots) and model (at various intensities of the excitatory input, colored dots). The
δslope/dB was calculated by first determining the slope of rate-ITD functions (difference in the normalized maximal and minimal spike rates
divided by the respective ITD range), and then subtracting these values between the most positive and negative ILD that each LSO neuron was
tested for and dividing this difference by the respective difference in ILD. (D) Model rate-ITD function during acoustic stimulation (ipsi
intensity = 50 dB; ILD = 0 dB).

We further verified that the model also exhibited changes in its
responsiveness during electrical stimulation (Figure 4B, spike
probability for excit./inh.: ICI 5 ms: 89.4/98.2%, ICI 4 ms:
86.8/97.5%, ICI 3 ms: 80.0/94.0%, ICI 2 ms: 61.6/77.8%) that
were comparable to what we had observed experimentally. In
particular, the jitter decreased by a similar factor (compare
Figure 2) using the electrical front-ends (Figure 4B, excit./inh.:
0.05/0.04 ms at all ICIs).

Based on these identified model parameters we next
evaluated the model LSO stage. At 0 dB ILD, the model
exhibited ITD tuning with monotonic rate modulation over
the range of tested ITDs, resembling the physiological LSO
examples qualitatively (Figure 3D). To further test to what
extent the model LSO circuit can quantitatively capture the
dependency of the slope of ITD tuning on ILD, we applied
various ILDs and determined their effect on the slope of the
rate-ITD functions (change in AP rate per unit ITD). The
previously obtained data set (using the same click-trains) from

the gerbil LSO allowed a direct comparison to the model.
This comparison demonstrated that the model was adequately
capturing the binaural integration process underlying the ITD
sensitivity in the LSO. Specifically, the changes in ITD sensitivity
with ILD exhibited by the model at 50 dB ipsilateral intensity
(Figure 3C, red dots; delta/dB × 10−5: ICI 5 ms: 2.3; ICI 4 ms:
4.1; ICI 3 ms: 2.9; ICI 2 ms: 3.8; ICI 1 ms: 2.2) were within
the range of observed changes in the gerbil LSO (Figure 3C,
gray bars). Hence, these comparisons demonstrate that the
response behavior of the model resembles the physiological
recordings from gerbil qualitatively and even quantitatively
with high accuracy, both for acoustic and electrical pulse-train
stimuli. Thus, the model should serve as a valuable proxy
for predicting ITD sensitivity of LSO neurons during bilateral
electrical stimulation.

To allow for precise evaluation of changes in ITD coding
between acoustic and electric stimulation and its impact on
spatial resolution, we determined the informational content
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FIGURE 4

Quantification of spiking probability (upper row) and precision (lower row) of model excitatory and inhibitory inputs to lateral superior olive
(LSO) [corresponding to antero-ventral cochlear nucleus (AVCN) and medial nucleus of the trapezoid body (MNTB), respectively] in response to
acoustic (A) and electrical (B) click train stimulation. Plotted are medians and 95% confidence intervals. Dotted lines represent model condition
with auditory nerve (AN) jitter levels during electrical stimulation that resemble physiological acoustic jitter levels.

of the models’ response toward the ability to distinguish
adjacent ITDs with 20 µs increments throughout the entire
range of ITDs that is generated by the human head (i.e.,
inter-ear-distance, approx. ±600 µs, Moore, 2013). To this
end we calculated the standard separation “D” (Sakitt, 1973),
which quantifies the separability of adjacent ITDs based on
the ratio of differences in mean rate and response variability.
Since the LSO model is highly deterministic, we used Poisson

noise as a conservative assumption (see section “Discussion”).
In accordance with the hemispheric rate-difference model of
spatial coding (Grothe et al., 2010; Pecka and Encke, 2020),
we determined D based on the rate difference between the
LSOs on either hemisphere (see insets in Figure 5; responses
in one hemisphere were assumed to be mirrored by the
LSO in the other hemisphere and subtracted from each
other at each ITD). The distribution of D for the rate-ITD
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functions in response to acoustic stimulation (Figure 5A)
spanned almost the entire physiological ITD range of humans
(±600 µs) and were either centered on midline (Figure 5B;
ICIs of 2, 3, and 4 ms) or peaked at slightly lateralized ITDs
(Figure 5B; ICIs of 1 and 5 ms). Next, we tested the model
LSO during bilateral electrical stimulation and repeated the
D measurements. Notably, ITD sensitivity was maintained
for electrical ITDs, as the model LSO displayed steep rate
modulation as function of ITD for all ICIs (Figure 5C).
However, compared to acoustic ITDs, this modulation (the
slope of the function) extended only over a narrower range
of ITDs between approx. ±100 and 0 µs ITD, while response
rates were effectively identical for more lateralized ITDs to
either hemisphere. This “hemispheric binarization” resulted
in a highly narrowed distribution of D (Figure 5D), where
separability was very high near midline (±100 µs ITD, even
higher than for acoustic stimulation) but absent at more
lateralized positions on either side. Such an effect can be
interpreted as a lateralization effect for human listeners where
left can be reliably distinguished from right even for small ITDs
around midline, but resolution is almost absent at larger ITDs
within each hemisphere. This is contrasted by the more graded
distribution of D that we observed during acoustic stimulation,
which would allow to also distinguish ITDs within a hemisphere
(Figure 5B).

What factors underlie this alteration of the dynamic ITD
range? The most drastic change that we revealed for the inputs
to LSO during electrical stimulation was the increase in response
precision (decrease in jitter). To evaluate the effect of this change
in response precision, we re-introduced jitter to the inputs of
the LSO model to approximate those of the acoustic stimulation
(excit./inh.: 0.17/0.16 ms for all ICIs, dotted lines in Figure 4B).
Remarkably, this modification resulted in a re-installment of
a wider dynamic ITD range (Figure 5E) and corresponding
widening of the range of separable ITDs (Figure 5F). Thus, the
model suggests that the increase in spiking precision in response
due to artificial electrical stimulation directly alters the ITD
coding capacity of LSO during CI-based hearing. Specifically,
jitter seems to affect the range of ITDs that alter LSO response
rates.

Discussion

This study is the first to directly assess response properties of
brainstem neurons to CI-based stimulation. Spike timing (i.e.,
jitter) of both BCs and MNTB neurons exhibit severe hyper-
precision and moderate hyper-entrainment during electrical
stimulation. Thus, the response alterations that have been
reported for the AN due to CI stimulation are passed on
to subsequent synaptic stages. Specifically, increased response
rates and entrainment during electrical stimulation compared
to acoustical stimulation had been reported previously at

stimulation rates < 800 Hz (Hartmann et al., 1984; van den
Honert and Stypulkowski, 1987; Javel and Shepherd, 2000;
Litvak et al., 2001). Our recordings in the gerbil AVCN indicate
that there seems to be no significant failure of transmission
nor compensation caused by the integration mechanisms at the
endbulb of Held synapses in BCs for rates below 500 pps. Indeed,
precision and spike probability might be further elevated by the
coincidence mechanism of the endbulbs. Similarly, the calyx
of Held synapse at the MNTB is known to be specialized
for maintaining exquisite temporal fidelity and seems to pass
on the hyper-precise spiking that is generated by electrical
stimulation. Indeed, about half of the MNTB neurons we
encountered exhibited high spike probabilities even at 500 pps
(ICI = 2 ms), suggesting slightly enhanced fidelity of MNTB
compared to BC neurons, albeit not evident in all cells. These
observations are significant as they establish conclusively that
neuronal ITD detection at the next synaptic stage—MSO and
LSO—must cope with highly altered input statistics during CI
stimulation compared to acoustic hearing. Thus, any diminished
ITD sensitivity on the perceptual level is not caused by a lack of
temporal information provided to the binaural integration stage.

This finding naturally raises the questions: which of the
two nuclei is the likely site of electrical ITD integration and
how do hyper-precise inputs affect the integration mechanism?
Perceptual and anatomical data indicate strong bias toward
LSO processing (similar cut-off frequencies of ITD sensitivity,
basal insertion of electrodes, etc.). Moreover, we had previously
established that ITD sensitivity of high-frequency LSO neurons
to acoustic click trains is exquisite (Beiderbeck et al., 2018).
Therefore, we utilized an established LSO model of acoustic and
electrical ITD sensitivity to investigate possible consequences of
electrical stimulation. Our data indicate that LSO should not
only be able to generate ITD sensitivity to electrical pulses,
but be sensitive to the heightened temporal precision, which
in turn might be contributing to perceptual alterations of CI
users compared to normal listeners. While LSO processing and
coding of ITD can be assumed to be similar in all mammals
and thus can be extrapolated from gerbils to humans (Grothe
and Pecka, 2014), these alterations might have differential
effects in large-skulled (e.g., humans) and small-skulled (e.g.,
gerbils or rats) listeners, because of the difference in the
respective available ITD range (approx. ±600 and ±150 µs,
respectively). That is, the model predicts that the reported
limited perceptual electrical ITD sensitivity in human listeners
might not be caused by a general lack of ITD tuning in the
brainstem, but rather that the hyper-precise inputs to LSO result
in unusually steep rate-ITD functions with altered dynamic
range. According to these predictions, the resolution of adjacent
source locations might even by improved for small ITDs around
midline (up to approx. ±100 µs), while it quickly decreases to
inseparability at larger ITDs. Current data on ITD thresholds
in CI listeners shows great variability ranging from a few
tens µs to >1,000 µs (Laback et al., 2015), but there are no
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FIGURE 5

Interaural time differences (ITD) sensitivity in model lateral superior olive (LSO) is maintained during electrical stimulation, but altered by jitter
level. (A) Model rate-ITD functions during acoustic stimulation. Inset shows hemispheric rate differences for all inter-click intervals (ICIs)
(assuming mirrored rate-ITD functions in the LSO on the other brain hemisphere). (B) Standard separability D of the hemispheric rate
differences for the data shown in panel (A). (C,D) Same as in panels (A,B), but for electric stimulation. (E,F) Same as in panels (A,B), but for
electric stimulation with jitter levels of the model inputs increased to resemble acoustic conditions.

indications of “super-resolution,” i.e., improvements compared
to normal hearing threshold. These data are typically collected
using a symmetrical forced-choice lateralization paradigm, yet
any “super-resolution” area as suggested by our model might
not necessarily be located symmetrically at midline, since many
factors could shift this region (e.g., electrode mismatch in
amplitude or cochlear location, asymmetric de-innervation,
subjective training and adaptation effects, etc.). Hence it is
currently unclear and would be intriguing to investigate if a
small region of improved separability can be found with bilateral
CI listeners and/or contributes to the reported variability of
thresholds.

However, it must be stressed that the effect of increased
separability as measured by D decreases considerably with
increasing levels of variability in the LSO population code. Our
LSO model is highly deterministic and since we were ignorant

about the actual in vivo LSO population rate variability, we were
required to assume a level. We chose to follow our previous
LSO modeling study (Hu et al., 2022) and used Poisson noise
as variance measure during the calculation of D. However,
this choice might underestimate the true variability in vivo,
particularly during electric stimulation (Javel and Viemeister,
2000). Importantly, the loss of spatial resolution at larger ITDs
is mostly independent of this estimate.

Another notable conclusion of the model’s prediction about
improved resolution at small ITDs is that it potentially provides
a mechanistic explanation for the recent reports of highly precise
ITD sensitivity both on the level of midbrain coding (Buck
et al., 2021) and perceptual resolution (Rosskothen-Kuhl et al.,
2021) in bilaterally implanted rats. Since these animals have
smaller inter-ear-distances compared to human subjects, the
predicted region of increased LSO ITD coding capacity would
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cover a large fraction of the available ITDs in rats, and hence
provide an advantageous effect on spatial resolution for almost
the entire frontal field. However, as explained above, the extent
of the effect is dependent on the actual magnitude of variability
in LSO. Our third key finding emphasized the role of jitter
on the shape of rate-ITD functions: by increasing the jitter
of the inputs to the electrical LSO model to the physiological
(i.e., acoustically induced) level, a wider dynamic range of rate-
ITD functions (and accompanying separability) was restored.
The model consequently suggests that physiological jitter levels
are key in establishing the temporal width of the integration
window between excitatory and inhibitory inputs. This window
width in turn defines how gradually the LSO spike rate is
modulated as a function of ITD. In line with this idea, Myoga
et al. (2014) demonstrated that jitter affected the interaction
of MNTB-derived inhibition and BC-derived excitation and
thereby shaped the overall response to specific ITDs. Even
though these results were obtained in the MSO, they emphasize
the importance of jitter level on the precision of the ITD
integration of MTNB and BC inputs and hence the ITD
computation mechanism.

Our findings directly extend on previous work on the
role of response precision on ITD perception and might
provide a complementary mechanistic explanation. Laback
and Majdak (2008) proposed that jittering the inter-pulse
intervals would lead to improvement of ITD sensitivity by
restarting the adaptation process every time the pulse is
randomized. They hypothesized that binaural adaption during
ongoing high stimulation leads to degraded ITD detection and
demonstrated that binaural jitter enhanced ITD sensitivity at
higher stimulation rates (≥800 pps). Correspondingly, midbrain
recordings showed increased ITD sensitivity by the introduction
of short inter-pulse intervals (Hancock et al., 2012; Buechel
et al., 2018). Introducing jitter increased firing, presumably
by counteracting adaptation to the prolonged stimulation with
high-rate click trains. In contrast, our click trains were much
shorter compared to earlier studies and resulted in slight
increased responsiveness compared to acoustic stimuli and thus
might not be directly comparable. Thus, our data indicates that
diminished spatial sensitivity might, at least in part, be caused
by hyper-precise input timing that results in hyper-acute ITD
sensitivity in the LSO. In the future, it would be interesting
to repeat our experiments using longer click-trains to test the
influence of rate adaptation of the monaural inputs. Moreover,
it is currently unclear to what extent the effects of jittering
depend on synchrony between the two ears, i.e., our model
could be used to test the differential effects of synchronized
and desynchronized temporally jittered inputs on electrical ITD
processing in LSO.

We used animals with fully developed hearing prior to
the experiment. Hence, any experience-dependent mechanisms
for the fine-tuning of inputs strength and timing was left in
place. Likewise, no degenerative effects had occurred prior

to implantation. However, patients that receive CIs typically
underwent prolonged periods of deafness and its degradation of
the auditory system could lead to a multitude of complications
related to this period of inactivity of the system. For example,
Hancock et al. (2010) and Tillein et al. (2010) demonstrated
reduced ITD sensitivity recorded from the IC and auditory
cortex, respectively, in congenital deaf animals. Likewise, it has
been shown that the ITD threshold of neonatally deafened
animals were similar to the thresholds of normal hearing rats
(Buck et al., 2021, Rosskothen-Kuhl et al., 2021), suggesting that
electric ITD information can be exploited by the brain. These
findings could be explained by our hypothesis that the LSO and
not the MSO is mostly responsible for CI-based ITD detection.
Excitatory and inhibitory tuning curves of the LSO and the
developmental changes of inhibitory projections to the LSO are
largely completed before hearing onset (Sanes and Rubel, 1988;
Kim and Kandler, 2003). Hence, the LSO circuits develop to
functional maturity even in the absence of auditory experience.
Any CI-based activity introduced in the system at later stages
of life could thus be readily utilized by the LSO circuits to
generate spatial sensitivity. In contrast, ITD sensitivity of MSO
requires developmental maturation and is dependent on hearing
experience in a short critical period after hearing onset (Kapfer
et al., 2002; Seidl and Grothe, 2005). Likewise, the data of
Buck et al. (2021) and Rosskothen-Kuhl et al. (2021) were
obtained in rats, an animal model with high frequency hearing
and well-developed LSO (while ITD detection in the MSO can
be neglected). In partial support of these rodent data, it has
been found that hearing experience in bilateral CI subjects with
post-lingual onset of deafness tended to exhibit sizeable ITD
sensitivity, while it was not present in subjects with pre-lingual
onset of deafness. In contrast, ILD cue sensitivity was similarly
present in both groups (Litovsky et al., 2010), supporting our
hypothesis of the LSO as the main binaural detector during
CI based stimulation. However, electrophysiological recordings
of the cellular integration mechanism of the LSO and MSO
during CI based stimulation have not been obtained yet.
Furthermore, the experimentally obtained rate-ITD functions
from the midbrain of implanted rats (Buck et al., 2021) do not
readily hint at originating from excitatory-inhibitory interaction
and cannot be reproduced by our model.

In summary, our findings suggest that LSO processing is
likely the main site of electrical CI-mediated ITD processing and
that a key problem underlying the diminished ITD sensitivity in
CI users is the temporal hyper-precision of inputs to the binaural
comparator stage.

Materials and methods

All experiments were conducted according to the German
animal welfare law (55.2-1-54-2532-53-2015). A total of 37
Mongolian Gerbils (Meriones unguiculatus) of either sex and at
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least 3 month of age were used in this study. After 3 month of
age the hearing is fully developed (McFadden et al., 1996), and
the cardiovascular system of the animal was capable of enduring
long anesthesia (Pecka et al., 2007, 2008, 2010). In animals older
than 2 years the hearing threshold and capacity declines, and
therefore, animals over 2 years of age were not used in this study
(Mills et al., 1990). The animals were kept in Tecniplast Typ
4 cages (610 mm × 435 mm × 215 mm) filled with wooden
chipping and wooden wool and a house served for withdrawal.
Up to five animals were held in one cage. Temperature and
humidity were controlled (temperature 23 ± 2◦C, 50 ± 10%
humidity) and the animals had a 12-h dark/light circle.

Anesthesia

Thirty minutes ahead of surgery the animal was
injected subcutaneously with an analgesic non-steroidal
anti-inflammatory drug (Metacam R© 1.5 mg/ml suspension,
Boehringer Ingelheim Vetmedica GmbH, Ingelheim, Germany,
0.2 mg/kg). The animal was intraperitoneally injected with
0.5–0.6 ml/100 g body weight Ringer solution mixed with
ketamine and xylazine (Ketamine 10%, 100 mg/ml, MEDISTAR
GmbH, Ascheberg, 50 mg/kg) und xylazine (Rompun R© 2%,
20 mg/ml, Bayer AG, Leverkusen, 2 mg/kg). To maintain
anesthesia the animal was injected continuously during the
whole experiment with a micropump (Univentor 801 Syringe
Pump, Univentor, France) with a flow rate of 1.7 µl/70 g
per minute. Besides general anesthesia, local anesthetics were
needed for the placing of the head pin as well as for the
cochlea implantation. After cutting the skin local anesthetics
(Xylocaine R© Pumpspray Dental, 50 ml, AstraZeneca GmbH,
Wedel, Germany) were used to sedate the muscles and the
rest of the surrounding tissue. Surgical anesthesia was reached
if the animal did have a negative lid reflex, slight rotation of
the Bulbus, positive corneal reflex and negative leg withdrawal
reflex. Anesthesia was monitored by checking the temperature
(via a rectal probe), heart rate (EKG), breathing rate, pulse, and
oxygen (Pulsoxymeter LifeSense R© VET Portable Capnography
and Pulse Oximetry Monitor, Nonin Medical, Inc., Plymouth,
MA, USA). The body temperature was constantly maintained at
37◦C.

Surgical preparation for cochlea
implantation and acute deafening

For the cochlea implantation the post-auricular area was
opened with a small incision above the bulla. The skin and the
temporalis muscle were removed until the bulla is visible and a
bullostomy was performed by drilling a small window inside the
bulla. The stapes, stapedial artery, and cochlear fenestra were
identified and a small dorsal part of the round window niche

was removed to facilitate the insertion of the CI. Afterward the
round window membrane was withdrawn in preparation of the
deafening of the animal.

For the deafening with neomycin, first the perilymph had to
be extracted with a GELoader R© (20 µl, Eppendorf SE, Hamburg,
Germany). The GELoader R© was inserted right at the beginning
of the scala tympani. To prevent any destruction of cochlea
structures the withdrawal of the perilymph was executed very
gently and slowly. Next a careful and slow flushing of the
scala tympani with neomycin sulphate (60 mg/ml in NaCl)
was conducted. In total the scala tympani was flushed 5 min.
This was repeated every 10 min for 90 min. After 90 min the
neomycin was extracted. To avoid neurotoxic effects on the
spiral ganglia cells the scala tympani was afterward flushed with
Ringer solution.

Auditory brainstem recordings

To test the effectiveness of the deafening procedure on
the hearing threshold of the animal an auditory brainstem
recordings (ABR) recording was carried out. The animal
was placed onto a heating pad powered by an ATC 1000
DC Temperature Controller (World Precision Instruments,
Sarasota, FL, USA) in a double-walled sound-attenuated
chamber (Industrial Acoustics, GmbH, Niederkrüchten,
Germany) lined with acoustic foam. It was set at 37◦C to
maintain stable body temperature. The reference electrode was
inserted subdermally at the vertex, the active electrode was
inserted over the bulla and the ground electrode was inserted
above the hindlimb. A microphone type 4938 and a preamplifier
type 2670 (Bruel and Kjaer, Nærum, Denmark) were used to
calibrate the loudspeaker (MF1 Tucker Davis Technologies,
Alachua, FL, USA). A short plastic tube was used to extend the
loudspeaker. This plastic tube was inserted into the ear. A RZ6
Multi I/O Processor (TDT) was used to generate broadband
clicks (0.1 ms duration) and tones of 28, 36, and 44 kHz (5 ms
duration, 1 ms rise/fall time) which were produced with Spike
software (Brandon Warren, University of Washington, Seattle,
WA, USA; pre-amp gain of 20) and presented at a repetition
rate of 50 Hz. A RA16 PA 16 Channel Medusa preamplifier
(TDT) and RZ6 Multi I/O Processor were used to record
ABR waveforms. The recordings were averaged over 1,000
repetitions for each frequency and intensity. If the ABR-based
hearing threshold was above 70 dB the deafening procedure was
regarded to be successful, otherwise the procedure was repeated.

Cochlea implantation

After the deafening the cochlea implant (MED-EL animal
implants for Guinea pigs and Mongolian gerbils, MED-EL,
Innsbruck, Austria) was implanted into the scala tympani of
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the cochlea. We used bipolar stimulation, where the most apical
intra-cochlear electrode was active while the adjacent basal
intra-cochlear electrode was used as reference. To ensure the
bedding of the cochlea implant throughout the whole recording
period a peripheral venous catheter was inserted from the neck
muscle to the bulla. The electrode array of the implant was
placed within the catheter and lead toward the bulla. After
the removal of the catheter, the surrounding muscles kept the
implant fixed at this position. The next step was the insertion
of the CI. The implant was inserted through the round window
and placed within the scala tympani. To ensure the correct
insertion depth, the implant was inserted until the black depth
marker of the wire. Finally, the implant was fixed with a drop of
Histoacryl R© and glued to the bulla. This ensured the placing of
the cochlea implant within the scala tympani. In all experiments
that we had performed the cochlea implant stayed in place.

Craniotomy and in vivo
electrophysiology

Recordings for AVCN, MNTB, and LSO were carried out on
the same setup using the same hardware. Further details on LSO
recordings using acoustic stimuli can be found in Beiderbeck
et al. (2018). The animal was placed at a thermostatically
controlled heating pad (Fine Science Tools GmbH, Heidelberg,
Germany) in a sound-attenuated chamber on a custom-made
stereotactic setup. The temperature was monitored using a rectal
probe and the head was fixed by a metal rod. The reference
electrode was placed in a small craniotomy between bregma and
lambda. A second craniotomy and durotomy was drilled behind
the sinus transversus lateral to the midline. The lateral position
depended on the targeted auditory nuclei. The surface of the
brain was covered with physiological NaCl solution (0.9%). To
find the correct nuclei the head of the animal was stereotactically
aligned.

A glass electrode was lowered into the brain with an angle
of 20◦ by using a motorized micromanipulator (Inchworm
controller 8200, EXFO Burleigh Products Group, ON, Canada).
APs were recorded using a glass electrode filled with 5 units/µl
horseradish peroxidase (HRP) (Sigma-Aldrich Corp., St. Louis,
MO, USA) The HRP was diluted in 10% NaCl solution. This
resulted in a tip resistance of 8–12 MOhm. The recorded
extracellular neuronal signals were pre-amplified (Electro 705,
World Precision Instruments, Sarasota, FL, USA), further
amplified (TOE 7607, Toellner Electronic, Herdecke, Germany),
and filtered (Hum Bug Noise Eliminator, Quest Scientific
Instruments Inc., New Delhi, India). A real-time processor
(RP2, Tucker Davis Technologies Inc., Alachua, FL, USA)
transferred the signal to a computer. Stimulus presentation
was controlled in Brain Ware (Jan Schnupp, Tucker Davis
Technologies Inc., Alachua, FL, USA) or AudioSpike (Hörtech
gGmbH, Oldenburg, Germany) using a sound card interface
(Fireface UFX, RME-Audio). Brain Ware and AudioSpike

were also used to monitor the recording online and for
offline spike sorting.

Stimulus generation

Two different groups of animals were used: implanted (to
record responses in AVCN and MNTB to electrical pulses)
and control (to record responses in AVCN and MNTB to
acoustic clicks). For the control group, only acoustic stimuli
were applied. For the implanted group electrically generated
stimuli were applied.

Acoustic stimuli ranging between 0.1 and 90 kHz were
generated digitally and altered to an analog signal (RX6,
Tucker Davis Technologies Inc., Alachua, FL, USA) at 200 kHz
sampling rate, attenuated (PA5; Tucker Davis Technologies
Inc., Alachua, FL, USA), and transferred to the headphones
(Etymotic ER-4 microPro, Houston, TX, USA or custom-
made electrostatic headphones). In a subset of the experiments
acoustic stimuli ranging between 0.1 and 90 kHz were
generated digitally and sent to an Audio Interface (RME
Fireface UFX II, Audio AG, Haimhausen, Germany) at
192 kHz. The audio interface transferred the acoustic stimuli
to the headphones (Etymotic ER-4 microPro, Houston, TX,
USA). For both auditory nuclei (CN and MNTB) white
noise bursts (duration 200 ms; rise/fall times of 5 ms) were
presented monaurally. The ipsilateral ear was stimulated for
the CN and the contralateral ear was stimulated for MNTB.
When a neuron was isolated, its characteristic frequency
(CF) and threshold was determined using pure tones at
various frequency and intensity combinations. Subsequently,
peristimulus time histograms (PSTH) were recorded at
CF at 20 dB above threshold. Moreover, the neurons
broadband threshold was determined audio-visually using
white noise stimuli. Afterward a train of six clicks with
a single-click-duration of 50 µs was presented at five
different ICIs (ICIs; 5, 4, 3, 2, and 1 ms) in a pseudo-
randomized order.

Electrical stimuli were generated digitally, altered to an
analog signal (RX6, Tucker Davis Technologies Inc., Alachua,
FL, USA) or transferred to an Audio Interface (RME Fireface
UFX II, Audio AG, Haimhausen, Germany) and forwarded onto
a voltage-current converter (ICS5, Thomas Wulf Elektronik,
Frankfurt, Germany) and delivered to the animal via the cochlea
implant. The voltage used for stimulation varied between 0.2
and 1.2 V. A click train with a single-click-duration of 110 µs
(Anodic phase 50 µs, Cathodic phase 50 µs, and Interphase
10 µs) was used at a ICIs of 5 ms as search stimulus. After
encountering a neuron, its electrical threshold was determined
audio-visually. Next a train of six clicks with a single-click-
duration of 110 µs (Anodic phase 50 µs, Cathodic phase
50 µs, and Interphase 10 µs) was presented in a pseudo-
randomized order at five different ICIs (5, 4, 3, 2, and 1 ms) 2 dB
above threshold.
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Models

The coincidence counting model of LSO was fully described
and suggested as a fundamental operation in both ILD-coding
and phase-coding of AM sounds in Ashida et al. (2016).
Briefly, the model compares the weighted numbers of excitatory
and inhibitory inputs within a pre-defined time window and
generates an AP when the total number reaches the threshold.
More specifically, in the current simulation, the spikes were
counted within a coincidence window size of 0.8 ms for the
ipsilateral excitatory inputs and an inhibition window size of
1.6 ms for the contralateral inhibitory inputs. If the sum of
excitatory spikes (each counting +1), and inhibitory spikes (each
counting −2) reaches the response threshold of 8, an AP was
generated. Within each refractory period of 1.6 ms, only the
first one led to a spike and the others were discarded. The
same peripheral models as Hu et al. (2022) were used. Briefly,
the periphery model of Bruce et al. (2018) was applied in the
same fashion as in Klug et al. (2020) for simulations of acoustic
hearing. The AN model parameters were kept unchanged from
Zilany et al. (2009, 2014) and Bruce et al. (2018). To simulate
electrical hearing, the acoustic auditory periphery model was
substituted by the AN model of Hamacher (2004). It includes
cell membrane, membrane noise, refractory period, and latency
and jitter. Most parameters were same as in Hamacher (2004)
and Fredelake and Hohmann (2012), except that the mean and
standard deviation of the latency and jitter were adjustable to
fit the physiologically recorded AVCN and MNTB data. At the
binaural interaction stage, the coincidence-counting LSO model
of Ashida et al. (2016) was used. It receives excitatory synaptic
inputs from ipsilateral AN fibers and inhibitory inputs from
contralateral AN fibers. Different from Klug et al. (2020) and Hu
et al. (2022), the default parameters of Ashida et al. (2016) were
used with the length of the rectangular excitatory coincidence
window and the rectangular inhibitory window (Winh) of 0.8
and 1.6 ms, respectively.

A train of six rectangular clicks with a single-click-duration
of 50 µs or six biphasic constant-amplitude pulse trains
(cathodic/anodic, 50 µs phase duration) were generated digitally
with sample rate of 100 kHz and used as the inputs to the
acoustic or electrical AN model, respectively. The results of five
ICIs (5, 4, 3, 2, and 1 ms) at different presentation levels over 200
repetitions were obtained for each condition.

Histology and data analysis

MNTB and BCs were positively identified in most
recordings by demonstrating a pre potential (PP) in the wave
form. Additionally, HRP was used to identify the recording
site of the stimulated cells. By applying 1 µA for 8 min at the
end of the experiment HRP was administered iontophoretically

through the recording electrode. After the administration of
HRP a lethal dose of Narcoren (Pentobarbital 500 mg/kg) was
injected intraperitoneally. Firstly the animal was perfused for
10 min with Ringer-solution containing NaCl (0.9%), heparin
(100 µl), and 5 mM phosphate-buffered saline (PBS) in H2O.
Afterward the animal was perfused with 4% paraformaldehyde
(PFA in PBS pH 7.4) for another 10–25 min. Finally the brain
was removed, placed into 4% PFA for 1–2 days at 4◦C, then
washed three times for 10 min in PBS (0.02 M) and put into
4% agarose. Using a vibratome the brain was sliced into coronal
brain slices of 50–80 µm thickness. A diaminobenzidine (DAB)
substrate kit (Vector Laboratories, Inc.) served to stain the brain
against HRP. The brain was incubated for 8 min with DAB,
then the slices were washed three times for 10 min with aqua
dest and PBS and placed onto glass objectives to dry overnight.
On the following morning, the slices were counterstained with
neutral red solution [1 g neutral red in 4 ml acetate buffer (0.2 M)
pH + 4.8 mixed with 100 ml distilled water] and covered with
glass objectives slides and DePeX.

Custom-made programs in Matlab (The MathWorks Inc.)
were used for data analysis. The physiological data was analyzed
for each ICI individually by calculating the median spike
probability and jitter for AVCN and MNTB, and dynamic ITD
range and delta slope per dB ILD for LSO. The spike probability
of each neuron was calculated by dividing the median spike
rate per trial by 6 (the number of pulses per trial). The jitter
was calculated by the standard deviation of the AP latency
relative to the eliciting click. The dynamic ITD range was
defined as the range between the ITDs that elicited maximal
and minimal spike rates. The effect of ILDs on ITD sensitivity
was assessed by calculating the delta slope: the difference in
the normalized maximal and minimal spike rates were divided
by the respective dynamic ITD range to yield the slope. These
values were subtracted between the most positive and negative
ILD that each LSO neuron was tested for and divided by the
respective difference in ILD. Artifact removal in recordings
during electrical stimulation was performed by zeroing the
amplitude values of the raw data traces (typically ±10 samples
centered on the artifact peak). Spike detection and spike time
determination were performed subsequently. A non-parametric
ANOVA was used to test for across-group significance. The
Mann–Whitney U-test served to test for statistical significance
of individual ICIs.

The standard separation D is calculated as previously
described (Sakitt, 1973):

Dn = |mun+1 −mun|/(sqrt(sigman+1
∗sigman)),

where mun+1 and mun are the mean values of the hemispheric
rate differences to two ITD values while sigman+1 and sigman

are their standard deviation. Dn was subsequently smoothed
using a 5-sample moving average filter. Sigma of model
responses follow a Poisson noise assumption.
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Speech information in the better ear interferes with the poorer ear in patients

with bilateral cochlear implants (BiCIs) who have large asymmetries in speech

intelligibility between ears. The goal of the present study was to assess

how each ear impacts, and whether one dominates, speech perception

using simulated CI processing in older and younger normal-hearing (ONH

and YNH) listeners. Dynamic range (DR) was manipulated symmetrically or

asymmetrically across spectral bands in a vocoder. We hypothesized that

if abnormal integration of speech information occurs with asymmetrical

speech understanding, listeners would demonstrate an atypical preference in

accuracy when reporting speech presented to the better ear and fusion of

speech between the ears (i.e., an increased number of one-word responses

when two words were presented). Results from three speech conditions

showed that: (1) When the same word was presented to both ears, speech

identification accuracy decreased if one or both ears decreased in DR, but

listeners usually reported hearing one word. (2) When two words with different

vowels were presented to both ears, speech identification accuracy and

percentage of two-word responses decreased consistently as DR decreased

in one or both ears. (3) When two rhyming words (e.g., bed and led)

previously shown to phonologically fuse between ears (e.g., bled) were

presented, listeners instead demonstrated interference as DR decreased. The

word responded in (2) and (3) came from the right (symmetric) or better

(asymmetric) ear, especially in (3) and for ONH listeners in (2). These results

suggest that the ear with poorer dynamic range is downweighted by the

auditory system, resulting in abnormal fusion and interference, especially for

older listeners.

KEYWORDS

interaural asymmetry, speech perception, binaural hearing, phonological fusion,
dichotic speech, dynamic range compression, aging
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1. Introduction

Patients with bilateral severe to profound hearing loss
can receive cochlear implants (CIs) to gain access to hearing.
Bilateral CIs (BiCIs) improve sound source localization
performance and speech understanding in noise relative to
unilateral implantation (e.g., Litovsky et al., 2006). However, the
extent of this benefit varies highly across patients (Litovsky et al.,
2006; Mosnier et al., 2009; Yoon et al., 2011; Reeder et al., 2014;
Goupell et al., 2016, 2018; Bakal et al., 2021).

Models of binaural hearing benefits based on studies
completed in listeners with normal-hearing (NH) often assume
that the ears act as ideal and independent channels that can be
used to cancel out the masking stimulus and attend to a target
of interest (e.g., Durlach, 1963). Similarly, studies presenting
unrelated maskers to the ear opposite the target have suggested
that listeners can ignore one ear without any decrement in
performance (Cherry, 1953; Brungart and Simpson, 2002).
These assumptions may not apply to patients with BiCIs, who
often show marked interaural asymmetry in various aspects
of auditory processing, such as speech understanding and
spectro-temporal resolution. These asymmetries are likely to be
produced by many different sources (Anderson, 2022). Thus,
throughout this manuscript we define interaurally asymmetric
hearing outcomes as any undesirable difference between the two
ears to which one would answer affirmatively to the question
“Does listening with your left compared to your right ear sound
different?”

1.1. Interaural asymmetry

1.1.1. Poorer ear or amount of asymmetry?
Studies of patients with BiCIs and simulations in NH

suggest that interaurally asymmetric hearing outcomes may
limit performance in binaural tasks (Mosnier et al., 2009;
Yoon et al., 2011; Ihlefeld et al., 2015; Goupell et al., 2016,
2018; Anderson et al., 2019b, 2022; Bakal et al., 2021). These
studies assessed sensitivity to binaural cues, sound source
localization, and speech understanding in background noise,
and related them to asymmetry in sensitivity to temporal cues
or monaural speech understanding. To address interaurally
asymmetric hearing more directly, some studies first indexed
or manipulated temporal fidelity in both ears, then assessed
sensitivity to binaural cues. The ear with poorer temporal fidelity
predicted the amount of sensitivity to binaural cues (Ihlefeld
et al., 2015; Anderson et al., 2019b, 2022). Simulations in NH
used asymmetric dynamic range (i.e., amplitude modulation
depth), where smaller dynamic ranges in listeners with BiCIs
have resulted in poorer sensitivity to binaural cues (Ihlefeld
et al., 2014; Todd et al., 2017). In these studies, performance
with the poorer ear was predictive of the binaural benefit,
suggesting that if one ear is poorly performing, it can act

as a bottleneck that limits encoding of information which is
used in binaural processing. Other studies evaluating speech
understanding suggest that a larger relative difference between
ears is associated with poorer benefits (Mosnier et al., 2009;
Yoon et al., 2011; Goupell et al., 2016, 2018). The discrepancy
in the interpretation of these findings may be due to difficultly
controlling for the degree of asymmetry in studies with patients
who use BiCIs, differences in the complexity of the stimuli and
task, or differences between ears and limitations of the poorer
ear may be at play.

1.1.2. Changes in fusion or attention?
Historically, the term “fusion” has referred to many different

phenomena. In the spatial hearing literature, fusion can refer
to the report of a singular auditory image when a source
and simulated echo are presented (Litovsky et al., 1999). In
the dichotic pitch literature, fusion classically refers to the
perception of a singular pitch (e.g., van den Brink et al.,
1976). These subjective approaches to measuring fusion result in
notoriously large amounts of variability. Moreover, spatial and
pitch fusion may not always occur at the same time (Scharf,
1974). Other experimental approaches have explored fusion
of speech stimuli. In the dichotic vowel literature, fusion has
referred to the perception of a new vowel not corresponding
to that presented in either ear (e.g., Darwin, 1981) or the
reporting of only one vowel (e.g., Reiss and Molis, 2021;
Eddolls et al., 2022). Similar observations can be made from
the dichotic speech literature (Cutting, 1975, 1976). However,
it is commonplace to report the number of items responded and
interpret them in a similar way to “fusion” in these studies (e.g.,
Cutting, 1975; Darwin, 1981). The present experiment defines
fusion as the reporting of one word, which may correspond to
the left, right, both, or neither ear. We define auditory selective
attention as the ability to attend to one ear (reflected in the
relative weight of the left and right ear in dichotic studies). We
define bilateral interference as decreased identification accuracy
relative to baseline when in the presence of another stimulus in
the opposite ear.

Studies have reported that, compared to a monaural
condition in which both target and masker are presented to
the same ear, adding a copy of the masker in the ear opposite
the target speech results in improved performance for listeners
with NH and BiCIs (e.g., Loizou et al., 2009; Bernstein et al.,
2016; Goupell et al., 2016). It is assumed that this occurs because
the masking stimuli are fused, resulting in a perceived central
location within the head (i.e., spatially fused). The target speech
is instead perceived on the side of the ear it is presented,
resulting in unmasking. In contrast, patients with BiCIs who
have marked asymmetry in speech understanding between the
ears demonstrate contralateral interference when target speech
is presented to their poorer ear (Bernstein et al., 2016; Goupell
et al., 2016, 2018; Bakal et al., 2021). Listeners with a CI in
one ear and NH in the other ear show the same pattern of
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performance (Bernstein et al., 2020). In simulations of BiCIs,
contralateral interference occurs when one or both ears have
poor spectro-temporal resolution (Gallun et al., 2007; Goupell
et al., 2021). Two mechanisms have been proposed to drive
contralateral interference in experiments where the target is
presented to one ear and the masker is presented to one or both
ears. The first is differences in how target and masking stimuli
are perceptually segregated from one another, suggesting that
they may instead be fused together (Gallun et al., 2007; Reiss
and Molis, 2021). This disruptive fusion could therefore occur
within the ear containing the target, across ears, or both. The
second is a failure of attention, where it is more difficult to ignore
the clearer stimulus (Goupell et al., 2021).

An attentional basis of contralateral interference is
suggested by the finding that performance remains intact if
the target is in the better ear. This has been demonstrated for
listeners with BiCIs (Goupell et al., 2016, 2018; Bakal et al.,
2021), listeners with one CI and one NH ear (Bernstein et al.,
2016, 2020), and simulations of BiCIs in listeners with NH
(Goupell et al., 2021). If contralateral interference results purely
from an inability to segregate target from masker, then it should
not matter whether the target is in the better or poorer ear.

Right-ear advantage has been well-documented in the
auditory literature and is suspected to result from an attentional
bias toward the right ear for typically developing listeners
with NH (Kinsbourne, 1970; Hiscock and Kinsbourne, 2011).
Another classical theory of ear advantage relates to a structural
difference between the connections of the left and right ear to
auditory and language processing centers (Kimura, 1967), which
could be relevant for listeners with a difference in the fidelity of
information represented in the left versus right ear. This may
be especially relevant for listeners who experience prolonged
periods of deafness, which are known to cause deterioration of
the peripheral and central auditory system (e.g., Shepherd and
Hardie, 2001). Interestingly, increasing age is associated with an
elevated right-ear advantage (Westerhausen et al., 2015). Since
most experiments concerning listeners with BiCIs tend to test
older individuals, age is an important variable to account for in
experiments concerning auditory spatial attention.

1.2. Goals and hypotheses of the
present study

It is becoming clearer in the literature that processing of
auditory inputs is not truly independent in each ear. Instead,
information is integrated by the central auditory system and
a highly efficient attentional network can be used to focus
on a source of interest (e.g., Shinn-Cunningham et al., 2017).
Because of the inherent connection between sound source
segregation and attention, it is difficult to disentangle both
processes from one another and determine how they might
affect patients. While there is a right-ear advantage noted in

the literature for listeners with NH, listeners with BiCIs can
have considerably different speech outcomes between the ears
due to many underlying factors (e.g., Litovsky et al., 2006;
Mosnier et al., 2009; Goupell et al., 2018; Bakal et al., 2021).
One of the major challenges of studies of interaural asymmetry
in listeners with BiCIs is that large sample sizes are required to
account for differences between patients. Thus, it is sometimes
more practical to simulate particular sources of asymmetry in
listeners with NH to determine the impact on perception. The
present study simulated interaurally asymmetric dynamic range
to explore the effects of degraded temporal representations on
speech perception.

Our goal was to use a task that explores both fusion
and auditory attention. To meet this goal, we adapted a
speech perception experiment exploring a phenomenon called
“phonological fusion.” In phonological fusion experiments,
listeners were presented with two rhyming words to the left
and right ear (Cutting, 1975, 1976). One word began with a
stop consonant (e.g., /b/) and the other began with a liquid
(e.g., /l/). Both words shared the same ending (e.g., /εd/), and
combining the stop and liquid into a cluster would generate
a word in English (e.g., bled). In the original experiments,
when words were generated using natural speech productions
and presented simultaneously, listeners reported hearing the
fused word on approximately 30% of trials. Using synthetic
speech, listeners reported hearing one word on approximately
70% of trials, which could correspond to the fused word, the
word in the left or right ear, or some other word unrelated
to those presented. Thus, using this paradigm, it is possible
to assess whether listeners fused the percept into one word,
whether listeners weighted the ears equally or unequally, and
the relationship between fusion and ear-weighting on speech
understanding accuracy.

In the present experiment, we assessed phonological fusion
as well as closed-set speech identification of the same word
or words with different vowels in each ear. This helped us
evaluate a broad range of performance. It is well-known that
low-frequency temporal envelope cues are essential to speech
understanding in CI processing (Drullman et al., 1994; Shannon
et al., 1995). The dynamic range of each electrode varies across
listeners (Long et al., 2014). Smaller dynamic ranges result in
poorer speech understanding (Firszt et al., 2002; Spahr et al.,
2007) and binaural processing (Ihlefeld et al., 2014; Todd et al.,
2017) for listeners with BiCIs. We simulated CI processing using
a vocoder and manipulated the dynamic range of the speech in
each ear symmetrically or asymmetrically.

The criteria used to evaluate responses (accuracy, number of
words reported, response categories, and vowels) were chosen
in an attempt to shed light on fusion and on the relative
weight given to either ear (i.e., auditory spatial attention). In
the present study, fusion was assessed primarily by the number
of words being reported, consistent with recent studies (Reiss
et al., 2016; Reiss and Molis, 2021; Eddolls et al., 2022), and
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secondarily, in Section “3.3 Phonological fusion trials,” by the
proportion of phonological fusion responses consistent with
classical studies (Cutting, 1975, 1976). Auditory spatial attention
was assessed by whether the word(s) reported corresponded
more closely to the left or right ear. Bilateral interference was
assessed by the proportion of incorrect responses, most notably
those that did not correspond to speech presented in either ear
and could therefore not be explained by the better dynamic
range of the word(s) presented. Unlike many studies concerning
ear advantage, the present study asked listeners to report the
word in both ears. Thus, if listeners responded with only one
word, it was assumed that listeners only heard one word or
they were very uncertain about what was presented to the
other ear. When listeners reported two words with only one
word correct, it was assumed that greater attention was being
allocated toward the correctly reported ear. Finally, when one
word was reported corresponding to one ear, it was assumed
that the words were fused and attention was allocated to that
ear. Critically, the present experiment relied on many repeated
presentations to assess this and several “anchoring” conditions
where both ears provided small or large dynamic range. All
analyses were completed within subjects, meaning each subject
acted as their own control. For a graphical description of the
interpretations applied to the accuracy and number of words
responded, see Supplementary Figure 1.

Three different types of trials were tested in the present
experiment aiming to address different questions, and these
are separated into different sections of the Results. All three
kinds of trials included symmetric or asymmetric dynamic
ranges. In section “3.1 Same world trials,” the same word was
presented to both ears. This condition provided data concerning
the characteristic errors associated with a decrease in dynamic
range. Additionally, this condition allowed for the assessment of
the alternative prediction: If experienced less fusion as dynamic
range decreased in one or both ears, then listeners would report
hearing one word less often. In section “3.2 Different vowel
trials,” words with different vowels were presented to both
ears. If listeners experienced fusion as dynamic range decreased
in one or both ears and were therefore unable to attend to
a single ear, then they would report hearing two words less
often in these conditions and a decrease in the accuracy of
correctly reporting at least one word. The latter result would
occur because fusion of degraded words could result in an
unintelligible word. If instead listeners were able to attend to
one ear and entirely ignore the other ear, then the proportion of
at least one word correct would be bounded by the symmetric
dynamic range results in section “3.1 Same world trials.” In
section “3.3 Phonological fusion trials,” rhyming words were
presented, a subset of which could be phonologically fused to
generate a new word as described in the preceding paragraph.
Phonological fusion was considered to be a special case of more
general fusion. If listeners experienced fusion as dynamic range
decreased in one or both ears and listeners were unable to

attend to only one ear, the word(s) responded would match
the phonologically fused word or an incorrect word. The latter
would occur because fusion of degraded words could result
in a single, unintelligible word. Alternatively, if listeners were
able to attend to one ear and entirely ignore the other ear, the
word(s) responded would match the left, right, or both ears.
Thus, sections “3.2 Different vowel trials” and “3.3 Phonological
fusion trials” shed light onto the role of fusion, attention, and
interference, while section “3.1 Same word trials” sheds light on
the effects of the vocoder simulation.

We hypothesized that when dynamic range in both ears
was decreased, listeners would experience greater fusion of
words that are different from one another, decreasing the
speech understanding. We further hypothesized that this would
occur if the dynamic range was decreased in only one ear,
listeners would also experience increased fusion and decreased
speech understanding. This would be consistent with previous
literature concerning discrimination of binaural cues in listeners
with NH and BiCIs (Ihlefeld et al., 2015; Anderson et al., 2019b,
2022). Alternatively, differences between the ears themselves
may cause problems for listeners with BiCIs (e.g., Yoon et al.,
2011). We therefore alternatively hypothesize that greater
differences in dynamic range would lead to increased fusion and
decreased speech understanding. We further hypothesized that
listeners would exhibit right-ear advantage, weighting speech
from the right ear more heavily. Thus, it was predicted that
symmetrically smaller dynamic ranges would result in decreased
accuracy and increased proportion of one-word responses when
two words were presented. It was further predicted that listeners
would correctly report more words from the right ear (i.e.,
right-ear advantage). It was predicted that word identification
accuracy would be similar between asymmetric conditions
(e.g., 100:60%) and symmetric conditions with the smaller of
the asymmetric dynamic ranges (e.g., 60:60%). Alternatively,
performance could reflect the difference in dynamic range
between ears, where word identification accuracy in asymmetric
conditions corresponds to the difference in dynamic range
between the left and right ear. It was further predicted that
asymmetric dynamic range conditions would bias listeners
toward the better ear, where their responses would reflect the
word presented to that ear (better-ear advantage).

Two groups of listeners were tested: younger NH (YNH)
listeners and older NH (ONH) listeners within a similar age
range to the typical CI study cohort, e.g., (Bernstein et al.,
2016; Goupell et al., 2016, 2018; Baumgärtel et al., 2017;
Reiss et al., 2018; Anderson et al., 2019a, 2022; Bakal et al.,
2021). Critically, aging is associated with poorer binaural
and monaural temporal processing (Gallun et al., 2014;
Baumgärtel et al., 2017; Anderson et al., 2019a), increased aural
preference exhibited via right-ear advantage (Westerhausen
et al., 2015), and decreased working memory (Roque et al.,
2019). We therefore hypothesized that ONH listeners have
poorer temporal processing, greater aural preference, and
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poorer selective attention than YNH listeners, impairing their
ability to accurately identify speech and allocate attention
to a better ear. It was predicted that ONH listeners would
exhibit lower accuracy compared to YNH listeners across
dynamic range due to poorer temporal processing. It was further
predicted that ONH listeners would exhibit a higher proportion
of one-word responses compared to YNH listeners due to
increased aural preference. Finally, it was predicted that ONH
listeners would exhibit even less accuracy in trials where two
words were presented compared to YNH listeners because of
increased cognitive demand.

2. Materials and methods

2.1. Listeners and equipment

Ten YNH (20–34 years; average 26.8 years) and ten ONH
listeners (52–72 years; average 59.4 years) participated in the
present study. Because this experiment was completed in
listeners’ homes via remote testing, experimental software was
used to estimate audiometric thresholds. Listeners’ estimated
audiometric thresholds are presented in Figure 1. While it
is conventional to report normal hearing for YNH listeners
as 20 dB HL or below, some older participants had higher
estimated thresholds at 4 and 8 kHz. Audiometric responses
were assessed for octave-spaced frequencies between 0.25 and
8.0 kHz using custom software in MATLAB. Sound levels
in decibels hearing level (dB HL) for each frequency were
determined based on the values in decibels sound pressure
level (dB SPL) reported for supra-aural TDH 49/50 headphones
(Frank, 1997). A conservative procedure was used to ensure that
output during hearing assessment reached the desired level. The
lower limit of 20 dB HL was determined based on the noise
floor of the sound level meter. Sound levels were confirmed
to be within 5 dB(A) of the values in dB HL for all levels
except the lowest in some cases. The lowest level confirmed
from the output of the sound level meter from lowest to highest
frequencies were 20, 25, 30, 25, 25, and 25 dB HL, respectively.
For YNH listeners, it was not possible to determine whether
there were asymmetric hearing losses because the equipment
could not confidently produce sound levels below 20 dB HL. For
ONH listeners, participant ONH08 had a 30-dB asymmetry at
8 kHz, where the left ear had an estimated threshold of 50 dB
HL and the right ear had an estimated threshold of ≤ 20 dB
HL. All other ONH listeners with estimated thresholds above
20 dB HL had asymmetries ≤ 10 dB. All listeners were included
in the results and analysis. All listeners spoke English as their
first language. Since individual data are available with the
present manuscript, analyses can be re-computed removing
listeners from the dataset. All procedures were approved by the
University of Wisconsin-Madison Health Sciences Institution
Review Board. Listeners completed informed consent online
before participation began.

Estimated audiometric thresholds were collected using
custom software. The task consisted of a presentation of one,
two, or three tone pips with 10-ms cosine onset- and offset-
ramps. Each pip had a duration of 300 ms separated by 200-
ms inter-stimulus intervals. The listener indicated the number
of pips presented (three-alternative forced-choice). Testing
followed standard step sizes of 10 dB-down and 5 dB-up, with
a one-up, one-down adaptive rule. Levels were initiated at 70 dB
HL for each frequency, beginning with 250 Hz in the left ear,
increasing in frequency, and then progressing to the right ear.
Threshold was estimated by a listener achieving at least two out
of three presentations at the same level correct. If responses
reached 20 dB HL, listeners were tested until criterion of two
out of three correct. Limitations of this approach are addressed
in section “4.3 Limitations.”

This experiment was conducted after the onset of the
COVID-19 pandemic. Thus, testing was completed in listeners’
homes via home delivery by the experimenter. Additional
applications of this approach, particularly for ONH listeners
who may have mobility issues, are addressed in the discussion.
Equipment consisted of noise-attenuating Sennheiser HD 280
Pro circumaural headphones, a Microsoft Surface tablet, a sound
level data logger, and power supply packaged into a small box.
All testing was completed using automated, custom software
written in MATLAB with the Microsoft Surface in kiosk mode.
Kiosk mode with limited permissions was used to ensure that
the listener could not see their data or use other software
on the device. Stimuli were presented at a sampling rate of
44.1 kHz. Listeners were given written setup instructions and
technical assistance was available from the experimenter via
remote conference on video or telephone for the duration of the
experiment. Before testing began, the sound level data logger
was turned on to record the sound level in the room in 1-min
increments during testing, with a noise floor of 40 dB(A). All
participants whose sound level data were not lost had median
sound level recordings of≤ 50 dB(A) with no more than 10 min
of sound above this level during testing.

2.2. Stimuli

Stimuli were a subset of monosyllabic words used in
previous phonological fusion experiments (Cutting, 1975, 1976).
They consisted of three sets of five words. Each set had a word
with a stop consonant at the onset only (bed, pay, and go),
two possible liquid consonants (/l/ and /r/), and both possible
stop-liquid clusters (e.g., bled and bred).

The speech corpus was produced by one male speaker
from the Midwest using standard American English. During
the recording process, a metronome was used to assist in
generating approximately 50 tokens of each word. Two of
50 tokens per word were selected such that the corpus had
roughly similar duration and pitch. The duration and pitch
were then manipulated in Praat until they were approximately
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FIGURE 1

Estimated audiometric thresholds for the left and right ear. The panels on the left and right represent responses from the left and right ear,
respectively. Average results are shown in blue or red, offset to the right, and error bars represent one standard deviation. Shapes offset to the
left represent individual audiometric thresholds. Results from YNH and ONH listeners are shown on the top and bottom rows, respectively.

equal. The resulting mean and standard deviation duration
was 558 ± 37 ms. The resulting mean and standard deviation
pitch was 101.9 ± 1.1 Hz and all stimuli fell within one
semitone. Stimuli were recorded using an M-Audio Fast Track
Pro interface and AKG C5900 microphone with pop filter.
Stimuli were root-mean-square (RMS) level normalized.

An illustration of stimulus processing is shown in Figure 2.
Stimuli were vocoded in Praat with software that is available
online.1 Briefly, stimuli were bandpass filtered into 16 frequency
bands spaced between 250 and 8,000 Hz. Bandpass filtering
was completed by multiplying stimuli in the frequency domain
by Hann bands with 12 dB/octave roll-off. Frequency bands
were evenly spaced and occupied equivalent cochlear space
according to the Greenwood function (Greenwood, 1990). The
temporal envelope was extracted using half-wave rectification
and a 600-Hz low-pass filter (i.e., a Hann band from 0 to

1 This code is available for free download at http://mattwinn.com/
praat.html#vocoder.

600 Hz with 12 dB/octave roll-off). The dynamic range of
the temporal envelope was manipulated by compressing the
extracted envelope to some percentage of its original value in
dB. For example, if the dynamic range was equal to 60% and
the stimulus normally had a dynamic range of 30 dB (from a
minimum level of 40 dB to maximum level of 70 dB), then the
new dynamic range would be 18 dB (with a minimum level
of 46 dB and a maximum of 64 dB). Therefore, the overall
level remained equal between dynamic range conditions while
the maximum and minimum levels within each band decreased
and increased, respectively. In Praat, this was completed by
performing the following procedures on the envelope: (1)
adding a small positive value to shift all values above 0 in
the envelope amplitude in voltage, (2) converting to dB, (3)
subtracting the maximum amplitude to shift the maximum to
0 dB, (4) adding 90 to shift the maximum to 90 dB, (5) filling
in the dips in the envelope proportional to one minus the
dynamic range (see Eq. 1), (6) subtracting 90 and adding the
original maximum to shift the maximum back to the original
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level in dB, (7) converting back to voltage, (8) removing the
small positive value shift in voltage, (9) setting low amplitudes
to 0 in voltage, (10) low-pass filtering the signal again, and (11)
scaling to match the original root-mean-square amplitude of the
signal. Equation 1 describes how compression was implemented
in the dB domain in step 5:

Ecompressed = Efull +
100− DR

100
(
Max− Efull

)
(1)

where Ecompressed and Efull were the time series of envelope values
for the compressed and full dynmic range in dB, respectively,
DR was the dynamic range in percent, and Max is the maximum
value of the envelope in dB. In this case, Max was forced to be
90 dB. Thus, compression was implemented by filling in dips
in the envelope, then re-scaling the amplitude to match the
original level. If dynamic range was 100%, the envelope was
unaltered. If dynamic range was 0%, the envelope consisted of
only onsets and offsets. For additional details, see the source
code available online (see text footnote 1). Low-noise noise
bands (Pumplin, 1985) with bandwidths equal to the filter
bandwidth were multiplied by resulting envelopes and summed
across each frequency band. The resulting stimulus was RMS
normalized to be equal in level to pink noise at 65 dB SPL,
A-weighted [dB(A)].

2.3. Procedures

Listeners first confirmed that their computer set up looked
like the instructions provided. Then, they confirmed to the
investigator that their headphones were on the correct sides of
the head. This was completed with a task measuring the side
on which a 250-Hz tone of 1,000-ms duration was presented,
with equal probability of being in the left or right headphone
(one-interval, two-alternative forced-choice). The stimulus had
10-ms raised cosine onset- and offset-ramps. Two trials were
presented at 70 dB(A). If the listener made two errors, they were
instructed to reverse the headphones. If the listener made one
error, they were instructed to try again. If the listener made no
errors, they continued to the testing phase. Listeners completed
this check again before each block of experimental trials.

In the second equipment check, listeners confirmed that
they were listening via headphones and not loudspeakers using
a similar task to that used by Woods et al. (2017). They were
presented with three, 250-Hz tone bursts of 1,000-ms duration
containing 500-ms inter-stimulus intervals. Their task was to
choose the quietest burst (three-interval, two-alternative forced-
choice). One tone burst was presented out of phase and at
70 dB(A). The other tones were presented in-phase at levels of
65 and 70 dB(A). Thus, if listeners were using loudspeakers and
not headphones, destructive interference from the out-of-phase
tone burst would reduce the sound level, making it the quietest.
If instead listeners were using headphones, then the in-phase
interval presented at 65 dB(A) would be the quietest. Six trials

FIGURE 2

Illustration of vocoder processing. (A) Processing stages over
time, where 16 bandpassed signals are obtained, their envelopes
are extracted and compressed, noise-based carrier are
modulated in amplitude, and modulated carriers are summed.
(B) Envelope compression in dB, where the envelope is
compressed to some percentage of its original range in dB. This
is completed filling in the dips of the envelope, then normalizing
to the original envelope level.

were completed. Listeners needed to achieve at least five out of
six correct responses in order to progress to the next task. If
they did not, they were asked to reconnect the headphones and
the test was repeated. Following the second equipment check,
audiograms were collected.

Next, listeners completed familiarization and a series of
pre-tests. Listeners were first presented with vocoded speech
and listened to any word(s) as many times as desired. A grid
with the 15 stimuli in the corpus appeared on the screen.
Listeners could play any word as many times as desired to
the right ear. Stimuli were vocoded with 100% dynamic range.
This step was completed in order to gain some familiarity
with vocoded speech. Next, listeners were given a test where
different tokens of the 15 words were presented one time each
simultaneously to both ears and their task was to choose the
word presented (i.e., 15 alternative, forced-choice). When the
same word was presented to both ears, different tokens (i.e.,
productions) were used in the left and right ear so that listeners
could not capitalize on arbitrary similarities due to using the
same speech recording. If the same token had been used, then
listeners may have been able to rely on similarities that do not
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reflect the typical variability associated with different speech
productions present for all other pairs of stimuli. When different
words were presented to the two ears, the token was chosen
at random. Because they were also processed separately by
the vocoder, the interaural correlation of the carriers in each
frequency band was 0, resulting in a more diffuse sound image
than if the interaural correlation were 1 (Whitmer et al., 2014).
The word could not be repeated, and listeners initiated the
next trial when they were ready. A minimum criterion of 10
(out of 15) correct was enforced before listeners progressed to
the next task. No feedback was provided during or following
testing. Next, the same test was given for stimuli vocoded with
40% dynamic range. No minimum criterion was established.
Instead, the goal was simply for listeners to gain exposure to
the easiest and most challenging stimuli presented during the
experiment. The final pre-test consisted of pairs of stimuli with
either the same word presented to each ear (10 trials) or words
with different vowels presented to each ear (10 trials) using
unprocessed (clean) speech. A minimum criterion of four one-
word responses and four two-word responses was enforced
before listeners progressed. If listeners failed to meet any criteria,
they simply repeated the test until they successfully met the
criteria.

Finally, listeners began experimental trials. Before each
experimental block, listeners were informed that a longer block
of testing was about to begin and that they could take a break
if necessary. In experimental blocks, three types of trials were
presented: (1) the same word using different tokens, (2) two
words with different vowels, or (3) two rhyming words. Over
the course of the experiment each word was tested 10 times in
the “same word” trials (n = 150) and each possible pairing was
tested in the different vowel trials (n = 150). When different
vowels were presented, every possible combination of words
was used (15 words × 10 words with different vowels = 150
combinations). The rhyming word trials consisted of two sub-
types: phonological fusion and other trials. Phonological fusion
trials consisted of a word beginning with a stop consonant
and a word beginning with a liquid consonant, resulting in
two pairs per set for the three sets, balanced so that each
possible pairing was presented to the left and right ear, and each
configuration repeated five times (n = 2 × 3 × 2 × 5 = 60).
Other trials consisted of non-fusible pairs of rhyming words,
with eight other pairings in each of the three sets, balanced
so that each possible pairing was presented to the left and
right ear, and each possible configuration repeated two times
(n = 8× 3× 2× 2 = 96). Thus, conditions with the same vowel
contained a similar number of trials (n = 156). As an example,
phonological fusion pairs for the “bed” set were: bed and led;
bed and red. Thus, there were six other possible combinations:
bed and bled; bed and bred; led and red; led and bled; red and
bled; red and bred.

The graphical user interface included the 15 possible
words, and listeners chose the word(s) they perceived during

the trial. They were required to choose at least one word
and were not allowed to choose more than two words.
Listeners revised their decision as many times as desired
and initiated the next trial by selecting “Submit” on the
experiment screen. Listeners were tested with the following
stimulus processing conditions: unprocessed, 100, 60, and 40%
interaurally symmetric dynamic ranges, and 100:60%, 100:40%,
and 60:40% interaurally asymmetric dynamic ranges. The ear
with the smaller dynamic range was counterbalanced across
participants. Two listeners (one YNH and one ONH) were left-
handed. In asymmetric conditions, both were tested with the
larger dynamic range in the left ear.

Each block had an equal number of trials from each vocoder
and word-pair condition, which consisted of 315 trials for the
first nine blocks and 357 trials on the final block, resulting
in a total of 3,192 trials. Testing was scheduled over a 4-h
period and was able to be completed by most listeners during
that time, including equipment assembly and disassembly.
Chance performance in the task was 1/120 as there were 120
unique response combinations (105 combinations of two words
and 15 single-word responses). One listener (ONH10) had to
terminate the experiment during their final block of trials, with
approximately 10% of trials remaining in the block. Their data
were included and weighted according to the number of trials
completed.2 Another listener (ONH01) reported falling asleep
multiple times during testing, so testing was completed over
multiple days. On each trial, listeners could enter the reported
words before submitting them and initiating the next trial.
Thus, listener ONH01 could have entered their responses before
falling asleep. Because their performance was not obviously
worse than others, their data were also included.

2.4. Analysis

All analyses were completed using generalized (logit)
linear mixed-effects analysis of variance (ANOVA) models.
Version 3.5.1 of R was used with version 1.1–17 of the
lme4 package (Bates et al., 2015) to generate models and
version 3.0-1 of the lmerTest package (Kuznetsova et al.,
2017) to estimate degrees of freedom using the Kenward-
Roger approximation (Kenward and Roger, 1997). Each model
included a random effect associated with the listener and a
fixed-effect of vocoder condition. This random effect allowed
variation in mean performance due to difference between
listeners to be accounted for in the model without being
attributed to residual error. The ear receiving smaller dynamic
range was excluded as a factor in the analysis, except in cases

2 Mixed-effects models are robust to some missing data if the data are
missing at random, which can be a difficult criterion to meet. Because
all trials were completely randomized within- and across-blocks, we can
confirm that data were truly missing at random for ONH10 who had to
terminate the experiment early.
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where ear advantage and ear bias were analyzed. The dependent
variable was either: Proportion correct, proportion of one-
/two-word responses, or ear advantage. Paired and post-hoc
comparisons were completed using estimated marginal means
with Tukey adjustments for multiple comparisons using version
1.3.0 of the emmeans package in R (Lenth, 2022). For the
sake of brevity, z-statistics are omitted and only p-values are
reported for paired comparisons with significant results, with
non-significant pairings noted. In this case, z-tests were used
because of the large sample size within each individual, where
the t- and standard normal distributions become equivalent.
Analyses can be replicated with the data and code provided
with the present manuscript. Results were organized according
to: (1) Word pairing, (2) symmetric vs. asymmetric dynamic
range, (3) age (YNH vs. ONH), (4) accuracy, (5) proportion
of one- or two-word responses, and (6) ear advantage (where
applicable). There were 182 possible paired comparisons within
each sub-section (each vocoder condition for each age group).
Thus, the order of paired comparisons was determined post-
hoc for aid of readability and does not necessarily reflect
hypotheses or predictions, but results are interpreted in
terms of predictions. Data were analyzed within the same
model for each dependent variable to minimize the risk of
Type I error. Analyses were re-completed excluding listeners
ONH01 (who fell asleep) and listeners ONH08 (who had
measurable, estimated asymmetric hearing thresholds). Any
differences from the original models are reported in the results
section.

3. Results

The goal of the present experiment was to delineate
the effects of binaural speech fusion and auditory attention
in simulations of BiCIs with YNH and ONH listeners. We
created interaurally symmetric and asymmetric conditions
with varying dynamic range. We predicted that decreasing
dynamic range would result in significantly decreased accuracy,
and a significant main effect or interaction showing less
accuracy for ONH listeners. We further predicted that in
conditions when two words were presented, the proportion of
two-word responses would significantly decrease as dynamic
range decreased, with a significant main effect or interaction
showing fewer two-word responses for ONH listeners. Finally,
we predicted that ONH listeners would show significantly
more right- or worse-ear responses when dynamic ranges
were interaurally symmetric or asymmetric, respectively,
compared with YNH listeners. The results are separated
into three sections based upon the speech presented to the
listener: Same word (section “3.1 Same word trials”), words
with different vowels (section “3.2 Different vowel trials”),
and phonological fusion pairs (section “3.3 Phonological
fusion trials”).

3.1. Same word trials

Speech identification accuracy is shown in Figure 3.
Accurate responses were defined as those that included only
one word and when the response matched the word presented.
When the data were fit with the mixed-effects ANOVA,
model diagnostics revealed substantial deviation from the
assumption that residuals were normally distributed due to
one outlying observation (listener ONH03 in the unprocessed
condition). This observation was removed from analysis,
which resolved the issue though this resulted in no change
in conclusions. The results of the ANOVA demonstrated a
significant effect of vocoder condition [χ2(6) = 2705.502,
p < 0.0001], with smaller dynamic ranges resulting in
less accuracy, consistent with the hypotheses. Age group
was not significant [χ2(1) = 0.268, p = 0.604]. However,
there was a significant vocoder condition × age group
interaction [χ2(6) = 46.421, p < 0.0001] that is investigated
further in the sections that follow. Confusion matrices
describing errors in interaurally symmetric conditions
are shown in Supplementary Figure 2. Two patterns are
obvious: (1) Few vowel errors occurred, and (2) for 60
and 40% dynamic range, the most common confusion was
reporting a stop-liquid cluster when a liquid was presented.
For more details, see section “4.2 Ear advantage” of the
discussion.

We wanted to rule out the possibility that, as dynamic range
was decreased, listeners began to perceive multiple words. The
proportion of one-word responses is also shown in Figure 3.
Results of the ANOVA demonstrated a significant effect of
vocoder condition [χ2(6) = 781.616, p < 0.0001] but not age
group [χ2(1) = 0.042, p = 0.838] on percent correct. There
was a significant vocoder condition × age group interaction
[χ2(6) = 31.669, p < 0.0001].

3.1.1. Interaurally symmetric conditions
Figure 3A shows results from the interaurally symmetric

conditions. Consistent with the hypotheses, the percentage
of words correctly identified was significantly higher for
the larger dynamic range in all pairs of symmetric vocoder
conditions for both groups [p < 0.05–0.0001]. It was of interest
to determine whether the vocoder condition × age group
interaction was driven by differences between age groups at
selected dynamic ranges. Pairwise comparisons with symmetric
vocoder conditions showed no significant differences between
YNH and ONH listeners in matched vocoder conditions,
suggesting that the interaction was driven by the asymmetric
conditions or differences in effects within groups.

Similarly, for proportion of one-word responses, post-hoc
comparisons showed no significant differences between age
groups in matched vocoder conditions. There were significant
differences in proportion of one-word responses between
all pairs of symmetric vocoder conditions for both groups
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FIGURE 3

Single word accuracy and number of words responded for (A) interaurally symmetric, and (B) interaurally asymmetric vocoder conditions. The
x-axis corresponds to the vocoder condition. The y-axis represents the percentage of trials with accurate, one-word responses (M shown in
black) and the percentage of one-word responses (5 shown in green). Open and closed shapes represent YNH and ONH listeners, respectively.

[p < 0.01–0.0001]. In all cases, the proportion of one-word
responses was higher for the larger dynamic range.

3.1.2. Interaurally asymmetric conditions
When analyzing the interaurally asymmetric conditions,

it was of interest to determine whether accuracy reflected
maximum dynamic range (i.e., better ear), the mean dynamic
range, the minimum dynamic range (i.e., worse ear), or the
difference in dynamic ranges (i.e., degree of asymmetry).
We predicted that accuracy would reflect the poorer ear or
degree of asymmetry, with poorer performance for ONH
listeners on average. For example, with 100:60% dynamic
range, the maximum was 100%, the mean was 80%, the
minimum was 60%, and the difference was 40%. Figure 3B
shows accuracy for the interaurally asymmetric conditions,
bounded by interaurally symmetric conditions with the
largest and smallest dynamic ranges. Contrary to primary
and alternative hypotheses, results support the notion that
accuracy reflected the mean dynamic range between ears.
Paired comparisons revealed differences in the level of
significance between YNH and ONH listeners. In the YNH
group, speech identification accuracy was significantly higher
for the larger mean dynamic range [p < 0.05–0.0001].
In the ONH group, there was no significant difference
between the 100:40% compared to 60:60% [p = 0.446]
and the 100:60% compared to the 100:40% [p = 0.128]
conditions, but all others were significant. In other words,
while the overall patterns were the same, differences between

asymmetric conditions tended to be less pronounced for ONH
listeners.

3.1.3. Summary
These results suggest that speech identification, and to

a lesser extent fusion, of the same word reflect the mean
dynamic range across-ears (e.g., mean of 100 and 40% is
70%), in disagreement with our predictions that the worse ear
or degree of asymmetry would predict accuracy. In further
disagreement with our hypotheses, there was no consistent effect
of age group when comparing at the same dynamic ranges
between groups. By definition, if a listener responded with two
words, their response was scored as incorrect. Thus, the highest
level of accuracy was defined by the proportion of one-word
responses. Based on the analysis, Figure 3, and Supplementary
Figure 2, the results suggest that decreases in accuracy did not
strictly reflect reporting more words, rather that listeners made
systematic errors.

3.2. Different vowel trials

In sections “3.2 Different vowel trials” and “3.3 Phonological
fusion trials,” different words were presented to each ear. Speech
identification accuracy is shown in Figure 4. In this case, the
accuracy represents the probability of correctly reporting at
least one word. We predicted that accuracy would decrease
as the dynamic range decreased for both groups. Presenting
two words simultaneously was more cognitively demanding.
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Accordingly, we predicted that ONH listeners would show
poorer accuracy than YNH listeners. This increased difficulty
was more likely to elicit ear advantage, where attention to
one ear was prioritized. Thus, our definition of accuracy
was formulated to determine whether information in at least
one ear was preserved. Additionally, if listeners were able to
listen to each ear independently, then the accuracy (at least
one correct) in section “3.2 Different vowel trials” should
be equal to the accuracy in section “3.1 Same word trials.”
The ANOVA revealed significant effects of vocoder condition
[χ2(6) = 2477.006, p < 0.0001] where smaller dynamic ranges
resulted in less accuracy, consistent with our hypotheses. There
was also a significant effect of age group [χ2(1) = 5.104,
p < 0.05], with ONH listeners having a lower percentage of
correct responses consistent with our hypotheses. There was
also a significant vocoder condition × age group interaction
[χ2(6) = 55.975, p < 0.0001] that is explored further in the
next sections. Vowel confusion matrices describing errors in
interaurally symmetric conditions are shown in Supplementary
Figure 3. It is important to note that the effect of age changed
from p = 0.040–0.085 if listeners ONH01 (who fell asleep)
and listener ONH08 (who had asymmetric, estimated hearing
thresholds) were excluded from analysis. No other changes in
statistical inference occurred.

We wanted to titrate the types of errors made in each
symmetric vocoder condition. There were a total of 75 two-
word response combinations as well as 15 one-word response
possibilities. Thus, a confusion matrix would be difficult to show
with every possible combination. Instead, capitalizing on the
small number of vowel errors made with single word trials,
Supplementary Figure 3 shows vowel confusion matrices for
interaurally symmetric vocoder trials. There were only three
possible vowel combinations on each trial, but single vowel
responses were also considered. As can be seen from this figure,
vowel errors were very rare. When listeners reported a single
vowel, this usually corresponded to one of the vowels presented
in one ear. The /ε/ and /eI/ pairs were the most likely to result in
singular vowel responses. This may have to do with the fact that
the /ε/ set had an additional /d/ cue at the end of each word.

Compared with single word trials, there was a much higher
correspondence between the number of words reported and
the accuracy in reporting at least one word correct, consistent
with our hypotheses that decreased dynamic range would result
in fusion. When percentage of two-word responses was the
dependent variable in the ANOVA, there was a significant
effect of vocoder condition [χ2(6) = 1658.486, p < 0.0001],
with smaller dynamic ranges resulting in greater one-word
responses consistent with our hypotheses. There was no effect
of age group [χ2(1) = 1.194, p = 0.274], inconsistent with our
hypotheses. There was a significant vocoder condition × age
group interaction [χ2(6) = 21.421, p < 0.01], which is explored
further in the sections “3.2.1 Interaurally symmetric conditions”
and “3.2.2 Interaurally asymmetric conditions.”

3.2.1. Interaurally symmetric conditions
Figure 4A shows results from the interaurally symmetric

conditions. Consistent with the hypotheses, the percentage of
trials with at least one word correctly identified was significantly
higher for the greater dynamic range between all pairs of
symmetric vocoder conditions for both groups [p < 0.01–
0.0001], except for the unprocessed and 100% dynamic range
conditions for ONH listeners [p = 0.540]. Further consistent
with our hypotheses, pairwise comparisons with symmetric
vocoder conditions showed that speech identification accuracy
was significantly greater for YNH compared to ONH listeners
in the unprocessed [p < 0.0001] and 100% [p < 0.01]
conditions, but not the 60% [p = 0.975] and 40% [p = 0.584]
conditions.

Similar to identification accuracy and consistent with
our hypotheses, the proportion of two-word responses was
significantly higher for the larger dynamic range in all pairs
of symmetric vocoder conditions for both groups [p < 0.001–
0.0001], except for the unprocessed and 100% dynamic range
conditions for ONH listeners [p = 0.563]. For proportion of two-
word responses and inconsistent with our hypotheses, pairwise
comparisons showed no significant differences between groups
in matched vocoder conditions.

3.2.2. Interaurally asymmetric conditions
Figure 4B shows accuracy for the interaurally asymmetric

conditions, bounded by interaurally symmetric conditions with
the largest and smallest dynamic ranges. Results support
that accuracy was reflected by the mean dynamic range
between ears, inconsistent with our hypotheses that the poorer
ear or degree of asymmetry would predict performance.
Pairwise comparisons revealed differences in the level of
significance between YNH and ONH listeners. In both groups,
most speech identification accuracy was significantly greater
for the higher mean dynamic range [p < 0.05–0.0001].
In the ONH group, there was no significant difference
between the 100:40% compared to 60:60% [p = 0.109]
conditions.

The proportion of two-word responses was similar to that
observed for speech identification accuracy, with some slight
differences between the YNH and ONH groups. In both groups,
the proportion of two-word responses was significantly greater
for the higher mean dynamic range [p< 0.05–0.0001], except for
the 100:60% compared to 60:60% [p = 0.288] in YNH listeners
and 100:40% compared to 60:40% [p = 0.077] conditions in
ONH listeners. There was one interesting exception to this
pattern. For both the YNH and ONH groups, the proportion
of two-word responses was significantly greater for the 60:60%
compared to 100:40% [p < 0.0001] conditions. This suggests
that, listeners reported one word in the cases with the largest
amount of asymmetry (100:40%) compared to when stimuli
were symmetric and poorly represented (60:60%), inconsistent
with our hypotheses.
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FIGURE 4

Different vowel accuracy and number of words responded for (A) interaurally symmetric, and (B) interaurally asymmetric vocoding conditions.
The x-axis corresponds to the vocoder condition. The y-axis represents the percentage of trials with at least one word accurately identified (M
shown in black) and the percentage of two-word responses (5 shown in purple). Open and closed shapes represent YNH and ONH listeners,
respectively.

3.2.3. Ear advantage
Figure 4 suggests that there was a strong correspondence

between speech identification accuracy and proportion of two-
word responses, despite accuracy being based upon correctly
reporting the word presented to either ear. Additionally,
Supplementary Figures 2, 3 demonstrate that listeners were
unlikely to make a vowel error even with small dynamic ranges.
Thus, the vowel reported likely corresponds to the ear to which
the listener was allocating attention. The left- and right-ear
advantage was explored by evaluating the proportion of vowels
reported from the left or right ear when only one word was
reported. We hypothesized that listeners would show a right-
ear advantage in symmetric conditions that increased with
decreasing dynamic range, a better-ear advantage in asymmetric
conditions, and that right- or worse-ear advantage would be
greater in ONH compared to YNH listeners.

Results from Figure 5A suggest a modest right-ear
advantage across interaurally symmetric vocoder conditions,
with the smallest dynamic ranges resulting in the greatest
ear advantages. A mixed-effects ANOVA revealed significant
fixed-effects of ear [χ2(1) = 196.565, p < 0.0001], with a
greater proportion of right ear responses consistent with our
hypotheses. There was also a significant effect of vocoder
condition [χ2(3) = 1329.536, p < 0.0001], with smaller dynamic
ranges resulting in increased ear advantage responses consistent
with our hypotheses. There was also a significant effect of
age group [χ2(1) = 6.018, p < 0.05], with ONH listeners
showing greater ear advantage consistent with our hypotheses.

There was also a significant vocoder condition × age group
interaction [χ2(6) = 19.436, p < 0.001]. Pairwise comparisons
showed that ONH listeners had significantly more responses
compared to YNH listeners in only the unprocessed condition
[p < 0.0001]. There was no significant ear × vocoder condition
[χ2(3) = 4.938, p = 0.176], ear × age group [χ2(1) = 3.825,
p = 0.050], or three-way [χ2(3) = 2.528, p = 0.470] interactions.
The model with dependent variable proportion correct did not
converge if listeners ONH01 and ONH08 were excluded from
analysis.

Figures 5B, C show the same results for interaurally
asymmetric vocoder conditions, with the better (i.e., ear with
larger dynamic range) or worse ear. In order to analyze the
data, the factor “ear” was re-coded from left or right to
better or worse. A mixed-effects ANOVA revealed significant
fixed-effects of ear [χ2(1) = 856.650, p < 0.0001], with a
higher proportion of better-ear responses consistent with the
hypotheses. There was also a significant effect of vocoder
condition [χ2(2) = 287.988, p < 0.0001], with smaller dynamic
ranges resulting in larger ear advantage consistent with our
hypotheses. There was not a significant effect of age group
[χ2(1) = 3.419, p = 0.064], inconsistent with our hypotheses.
There were significant ear× vocoder condition [χ2(2) = 82.685,
p < 0.0001] and ear × age group [χ2(1) = 11.016, p < 0.001]
interactions, which will be addressed in the next paragraph.
Vocoder condition × age group [χ2(2) = 0.730, p = 0.694]
and three-way [χ2(2) = 0.196, p = 0.906] interactions were not
significant.
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FIGURE 5

Vowel responses by ear for different vowel trials for (A) interaurally symmetric or (B,C) interaurally asymmetric vocoder conditions. The x-axis
corresponds to the vocoder condition. The y-axis corresponds to the percentage of trials where the vowel of the response was one word and
came from the left (× shown in blue) or right (© shown in orange).

Pairwise comparisons revealed that there were significantly
more better-ear responses in the 100:40% compared to 100:60%
[p < 0.0001] and 60:40% compared to 100:60% [p < 0.0001],
but not the 60:40% compared to 100:40% [p = 0.983] conditions.
In contrast, there were significantly more worse-ear responses
in the 60:40% compared to 100:60% [p < 0.0001] and 60:40%
compared to 100:40% [p < 0.0001] conditions, but not between
the 100:40% and 100:60% [p = 0.507] conditions, which we
did not predict. The ONH group had significantly more
worse-ear responses than the YNH group [p < 0.05], but
no difference between the better-ear responses [p = 0.396],
consistent with our hypotheses. There were significantly more
better-ear compared to worse ear responses [p < 0.0001] in all
three vocoder conditions.

3.2.4. Summary
The degree of accuracy and proportion of two-word

responses decreased in a similar fashion as dynamic range
decreased, consistent with our hypotheses. Accuracy was lower
for ONH compared to YNH listeners in the unprocessed and
100:100% dynamic range condition, but the proportion of two-
word responses was not different between groups. These results
suggest that speech identification and fusion of the words
with different vowels reflect the average dynamic range across
the ears. They further suggest that the accuracy of speech
identification might be mediated by fusion in the larger dynamic
range conditions. When dynamic range was small in one ear
(60 and/or 40%), the correspondence between accuracy and
proportion of two-word responses was less strong but still
present. This implies that listeners were more likely to report

hearing one word, and more likely to have that word be
inaccurate, when speech was degraded in one or both ears. This
is intuitive, since an effective strategy may be to ignore the
poorer ear. The results demonstrate that poor dynamic range
in general impairs access to speech in both ears (evidenced
by significantly poorer speech understanding for 100:60% and
100:40% compared to 100:100%). Thus, it was of particular
interest to explore the probability of responding with a correct
response in the left or right ear. In contrast to our hypotheses,
there were only significantly more right-ear responses for ONH
listeners in the unprocessed condition. Notably, there were
significantly more worse ear responses for ONH listeners when
dynamic range was asymmetric. This result may reflect an
inability to ignore the right ear for ONH listeners, even when
it has a smaller dynamic range. Additionally, the results suggest
that interaurally asymmetric dynamic range interacts with right-
ear advantage, with larger right-ear advantage when the right ear
has greater dynamic range (Figures 5B, C though this was not
tested statistically).

3.3. Phonological fusion trials

Figure 6A shows an example trial from a phonological
fusion trial and how responses were scored. Ideal responses
required listeners to respond with two words, with both words
correct. Phonologically fused responses required listeners to
respond with one word containing the stop-liquid cluster of
the stop and liquid presented. Biased left required listeners
to respond with one or two words, with only the word
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from the left ear correct. The same was true for biased right
except that the word reported was presented to the right ear.
Interference responses required listeners to respond with one or
two words corresponding neither to the word presented in the
left, right, or phonologically fused word. These possibilities can
be viewed as a continuum from best-case (independent channels
to which attention can be allocated or ideally linked channels
where information is shared) to worse-case scenario (interfering
channels to which attention cannot be effectively allocated).
Figures 6B–D shows responses from participants. We predicted
that the proportion of ideal responses would be highest for
the largest dynamic ranges, lowest for the smallest dynamic
ranges, and the worse ear would predict ideal and interference
responses in asymmetric conditions. We further predicted
that the proportion of interference responses would increase
as dynamic range decreased. We predicted that asymmetric
dynamic ranges would result in increased responses biased
toward the better ear. Finally, we predicted that ONH listeners
would exhibit fewer ideal, more interference, and more biased
responses compared to YNH listeners. Listeners responded
with one word on 0–100% of trials, with a mean of 58%
and standard deviation of 26%. While the original studies on
phonological fusion (Cutting, 1975, 1976) showed phonological
fusion responses (i.e., one word with a stop and liquid cluster) in
approximately 30% of trials, the relative frequency in the present
study was lower. This will be explored further in the discussion.
Data were analyzed in two separate sections addressing: (1)
the proportion of ideal and interference responses, representing
the best- and worst-case scenarios for listeners, and (2) the
relative bias toward responding correctly from the left and right
(symmetric) or better and worse (asymmetric) ears.

3.3.1. Ideal and interference responses
When data were fit with the mixed-effects ANOVAs,

residuals were curvilinear and not normally distributed.
Diagnostic plots suggested that the residuals may have
been Cauchy distributed for the proportion of ideal
responses. When a cauchit (rather than logit) ANOVA
was used based on the pattern of residuals post-hoc, the
model estimating ideal responses improved considerably,
resulting in normally distributed residuals and the removal
of curvilinearity. Including a random effect of vocoder
condition led to normally distributed residuals for the
proportion of interference responses. There was still some
slight overestimation at the smallest proportions of ideal and
interference responses. In both cases, this could have led to
decreased power.

The results of the cauchit ANOVA demonstrated significant
effects of vocoder condition [χ2(6) = 458.372, p < 0.0001],
with smaller dynamic ranges resulting in fewer ideal responses
consistent with the hypotheses. There was no significant effect
of age group [χ2(1) = 2.490, p = 0.115], inconsistent with our
hypotheses. There was a significant vocoder condition × group

interaction [χ2(6) = 43.4445, p < 0.0001], which is addressed
in the next sections. A logit ANOVA including random
effect of vocoder condition showed significant effects of
vocoder condition [χ2(6) = 81.024, p < 0.0001], with smaller
dynamic ranges resulting in more interference responses
consistent with the hypotheses. There was also a significant
effect of age group [χ2(1) = 5.717, p < 0.05], with
ONH listeners demonstrating more interference responses
consistent with the hypotheses. There was no significant
vocoder condition × group interaction [χ2(6) = 9.784,
p = 0.134]. The model with dependent variable interference
did not converge if listeners ONH01 and ONH08 were
excluded from analysis.

Interaurally symmetric conditions are shown in Figure 6B.
The proportion of ideal responses was not significantly different
between YNH or ONH in any of the symmetric vocoder
conditions, inconsistent with the hypotheses. For YNH listeners,
there were significant differences between all vocoder conditions
[p< 0.01–0.0001] except 60 and 40% dynamic range [p = 0.211].
For ONH listeners, there were significant differences between
all vocoder conditions [p < 0.05–0.0001], except unprocessed
and 100% dynamic range [p = 0.527]. The proportion of
interference responses significantly increased as dynamic range
decreased in both age groups [p < 0.01–0.0001], consistent
with the hypotheses. There was no difference between the
unprocessed and 100% dynamic range condition [p = 0.346].
The proportion of interference responses was significantly
higher for ONH compared to YNH listeners, consistent with the
hypotheses.

Figures 6C, D show the proportion of ideal and
interference responses in asymmetric conditions, bounded
by interaurally symmetric conditions with the largest and
smallest dynamic ranges. In general, the worse ear was
predictive of the proportion of ideal responses, consistent
with the hypotheses. For YNH listeners, proportion of
ideal responses was lowest when at least one ear had
40% dynamic range. There were no significant differences
between all conditions where one ear had 40% dynamic
range. There was also no significant difference between the
100:40 and 60:60% dynamic range conditions [p = 1.000].
For greater dynamic ranges (60–100%), the proportion of
ideal responses was highest for conditions with the greatest
mean dynamic range [p < 0.05–0.0001]. For ONH listeners,
there no difference between all vocoder conditions with
equivalent minimum dynamic ranges, consistent with the
hypotheses. There were two exceptions to this, (1) the
100:60% dynamic range led to significantly more ideal
responses than the 60:60% [p < 0.01] condition, and (2)
there was no difference between the 60:60% and 100:40%
[p = 0.464] conditions. The better ear was predictive of
the proportion of interference responses, inconsistent with
the hypotheses. Accordingly, there were no significant
differences between 100:100% and 100:60% [p = 0.987],
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FIGURE 6

(A) Response categories for one example phonological fusion trial. (B–D) Relative frequency of response categories observed by listeners in (B)
symmetric and (C,D) asymmetric dynamic ranges. The x-axis corresponds to the response category from (A). The y-axis corresponds to the
proportion of responses. The color and pattern represent the vocoder condition given in the figure legend and arranged from highest to lowest
mean dynamic range. The height of bars represents the mean across listeners. Error bars represent standard deviation of the mean across
listeners.

100:100% and 100:40% [p = 1.000], 100:60% and 100:40%
[p = 0.994], or 60:60% and 60:40% [p = 0.747]. All other
pairs (excluding unprocessed) were significantly different
[p < 0.01–0.0001].

3.3.2. Ear bias
Results from Figure 6B show a right ear bias across

interaurally symmetric vocoder conditions, with the largest
dynamic ranges resulting in the greatest ear bias, inconsistent
with the hypotheses. A mixed-effects ANOVA revealed
significant fixed-effects of ear [χ2(1) = 150.792, p < 0.0001],
with the right ear resulting in a greater proportion of responses
consistent with the hypotheses. There was also a significant
effect of vocoder condition [χ2(3) = 96.242, p < 0.0001].

The left ear bias increased as dynamic range decreased
[p < 0.05–0.0001], where the right ear bias was not significantly
different between any pairs of conditions inconsistent with the
hypotheses. This was reflected by a significant ear × vocoder
condition interaction [χ2(3) = 69.913, p < 0.0001]. There was
not a significant effect of age group [χ2(1) = 0.247, p = 0.619].
However, there was a significant vocoder condition × age
group interaction [χ2(3) = 31.953, p < 0.0001]. Older
NH compared to YNH listeners had significantly greater
bias responses in the unprocessed [p < 0.05] but no other
conditions, inconsistent the hypotheses. Ear × age group
[χ2(1) = 0.002, p = 0.962] and three-way [χ2(3) = 1.904,
p = 0.593] interactions were not significant. For YNH listeners,
smaller dynamic ranges resulted in significantly greater bias
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responses [p < 0.01–0.0001] except for the unprocessed
compared to 100% [p = 0.098] condition. For ONH listeners,
bias was only significantly greater in the 40% compared
to 100% [p < 0.01] and 60% compared 100% [p < 0.01]
conditions.

Results from Figures 6C, D show a strong bias toward
the better ear, especially in the cases of largest asymmetry.
The mixed-effects ANOVA revealed a significant fixed-effect
of ear [χ2(1) = 1070.238, p < 0.0001], with a higher
proportion of better ear bias consistent with the hypotheses.
There was also a significant effect of vocoder condition
[χ2(2) = 91.005, p < 0.0001], with greater degree of asymmetry
predicting the portion of better ear bias, inconsistent with the
hypotheses. There was not a significant effect of age group
[χ2(1) = 1.936, p = 0.164], inconsistent with the hypotheses.
There was a significant ear × vocoder condition interaction
[χ2(2) = 302.531, p < 0.0001], reflected in the increased bias
toward the better ear with increasing asymmetry inconsistent
with our hypotheses. There were not significant ear × age
group [χ2(1) = 2.086, p = 0.149] or vocoder condition × age
group [χ2(2) = 3.821, p = 0.148] interactions, further suggesting
no differences between age groups and inconsistent with the
hypotheses. Paired comparisons revealed that all pairs of ear
and vocoder conditions were significantly different [p< 0.0001].
Most better-ear responses occurred for the 100:40%, followed
by the 100:60%, followed by the 60:40% conditions. The
greatest amount of worse-ear responses occurred for the 60:40%,
followed by the 100:60%, followed by the 100:40% conditions.

3.3.3. Summary
Consistent with our hypotheses, when dynamic range

was symmetric, listeners tended to report at least one word
incorrectly as dynamic range decreased (i.e., fewer “ideal”
responses), shifting their responses to the word presented
in the left ear or a word that was not presented (i.e.,
an “interference” response). Responses from the word in
the right ear remained consistent across conditions. When
dynamic range was asymmetric, opposite and opposing effects
were observed for ideal versus interference and better-ear
versus worse-ear responses. The proportion of ideal responses
decreased as the dynamic range in the worse ear decreased.
The proportion of interference responses decreased as the
dynamic range in the better ear increased. Better-ear responses
increased and worse-ear responses decreased as the degree of
interaural asymmetry increased, consistent with the notion that
listeners attended to the better ear when dynamic range was
asymmetric. We further hypothesized that ONH listeners would
exhibit more interference responses, which was confirmed
by the results, and more ear bias, which was refuted by
the results. Like different vowel trials, ONH listeners only
exhibited greater bias toward the right ear compared to YNH
listeners in the unprocessed condition, which was inconsistent
with our hypotheses.

4. Discussion

Patients with BiCIs often experience substantial differences
in hearing outcomes between their ears. While bilateral
implantation generally improves speech understanding in
noise relative to unilateral implantation, there are some
conditions under which bilateral hearing is not beneficial,
and listeners experience contralateral interference from the
better ear (Bernstein et al., 2016, 2020; Goupell et al., 2016,
2018). Thus, addressing the mechanisms leading to contralateral
interference may play a key role in maximizing bilateral
outcomes. Two putative mechanisms have been proposed in
the literature related to the basis of contralateral interference.
The first supposes that it results from a failure of sound source
segregation cues to form distinct auditory objects (Gallun et al.,
2007; Reiss et al., 2016; Reiss and Molis, 2021). The second
supposes that contralateral interference results from a failure to
allocate attention away from the source with greatest spectro-
temporal fidelity and toward a more degraded sound source
(Goupell et al., 2016, 2021).

Results from the present experiment suggest that poor
segregation of sound sources and compromised auditory spatial
attention both play a role and may interact with one another
when temporal information is symmetrically or asymmetrically
degraded. Listeners showed an increased number of one-word
responses when words with dichotic vowels were presented as
stimuli became increasingly symmetrically or asymmetrically
degraded. As stimuli became increasingly degraded in one or
both ears, listeners also tended to report inaccurate word(s).
Inaccuracies occurred despite evidence that listeners shifted
attention toward the right or left ear when stimuli were
symmetrically degraded and toward the better ear when
stimuli were asymmetrically degraded. In particular, the present
experiment challenges the assumption of classical theories in
binaural hearing that the ears act as independent channels.
If both ears were independent, then listeners should have
attended to the better ear in asymmetric dynamic conditions
and correctly reported that word. This would have resulted
in similar accuracy in sections “3.1 Same word trials” and
“3.2 Different vowel trials,” and no interference responses
in section “3.3 Phonological fusion trials.” Instead, listeners
showed substantially poorer accuracy in section “3.2 Different
vowel trials” compared to section “3.1 Same word trials”
and monotonically increasing interference as dynamic range
decreased in section “3.3 Phonological fusion trials.” Moreover,
listeners showed marked right-ear advantage when stimuli were
symmetrically degraded.

4.1. Object-based auditory attention

Auditory attention is thought to be a process with serial
and parallel stages (Bregman, 1994; Shinn-Cunningham, 2008).
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First, brief and similar spectral components are grouped into
auditory streams. These streams compete for attention over
longer periods of time, and top-down attention is allocated
to a source of interest via source segregation cues. Finally,
information (e.g., language content) can be extracted from
sources of interest. This is a simpler process for stimuli
that occur in quiet with an unobscured onset and offset
time. However, real-world listening often occurs in complex
auditory environments with competing background noise and
ambiguous onset and offset times. It is suspected that listeners
maintain an internal perceptual model that can be updated
according to new sensory information to efficiently and robustly
complete this process (e.g., Rao and Ballard, 1999). Increasingly
complex stimulus features are suspected to be extracted at later
stages of sensory processing. These features are the product
of interactions between internal predictions and incoming
sensory input. Thus, for listeners who receive compromised
or ambiguous sound source segregation cues, it is likely that
the ability to maintain internal predictions, represent sound
features, and allocate attention is compromised.

Listeners with BiCIs show patterns of behavior indicating
that they might fuse unrelated auditory information. For
example, listeners perceive a singular pitch percept over a large
disparity of electrodes between ears, corresponding to frequency
differences up to one octave (Reiss et al., 2018). Abnormally large
fusion ranges for interaural place-of-stimulation differences
have been proposed by Reiss et al. (2015) as an adaptive process
associated with the large degrees of mismatch due to differences
in degree of insertion for listeners with BiCIs (Goupell et al.,
2022). Simulations in NH suggest that interaural mismatches
in place-of-stimulation result in poorer spatial fusion (Goupell
et al., 2013) and speech fusion (Aronoff et al., 2015; Staisloff
et al., 2016). Accordingly, listeners with BiCIs perceive a singular
spatial image (as opposed to multiple perceived locations) over
large interaural electrode disparities, even as the impact of
binaural cues on perceived intracranial perception decreases
(van Hoesel and Clark, 1995, 1997; Long et al., 2003; Kan et al.,
2013, 2019). Listeners with BiCIs will fuse stimuli presented
with interaural timing differences up to several milliseconds
(van Hoesel and Clark, 1995, 1997) and very large interaural
timing differences (∼2 ms) are needed to achieve maximum
intracranial lateralization (Litovsky et al., 2010; Baumgärtel
et al., 2017; Anderson et al., 2019a).

It has been suggested that listeners with hearing loss struggle
in noise because of an inability to accurately segregate speech
sounds, leading them to fuse unrelated words (e.g., Reiss et al.,
2016; Reiss and Molis, 2021; Eddolls et al., 2022). Results from
the present study support these findings. In particular, there
was a high correspondence between the proportion of two-word
responses and accuracy reporting at least one word correctly
when vowels differed (Figure 4) as well as a higher proportion of
interference (Figure 6) when stimuli were temporally degraded.
The present study used less conservative criteria for accuracy

compared to other fusion studies using synthesized vowels
(Reiss and Molis, 2021; Eddolls et al., 2022). While the present
study always presented speech bilaterally, we can draw some
conclusions from the symmetric versus asymmetric conditions.
In particular, results from listeners with hearing loss have shown
that stimulating each ear individually results in a different
pattern of performance compared to bilateral stimulation for
some listeners, presumably because of underlying differences
between ears or poor overall representations of spectro-
temporal cues (Reiss et al., 2016). The present study showed
that small, symmetric or asymmetric dynamic range resulted in
a decrease of accuracy in reporting at least one word correct
when two were presented compared to symmetric conditions
with only one word. This suggests that dichotic speech with
poor dynamic range leads to different perception than diotic
or monotic (monaurally presented) speech, consistent with the
findings in listeners with hearing loss (Reiss et al., 2016).

In comparison to previous work concerning phonological
fusion (Cutting, 1975, 1976), our results showed some
differences. We showed fewer fusion responses than observed
previously [∼10% in the present study and ∼30% with natural
speech in (Cutting, 1975)]. This may have to do with differences
in the tasks. For example, the present experiment was closed-
set and took place over many hours. Additional stimuli
were included (e.g., same word and different vowel trials).
Independently generated speech tokens were used in same
word trials, and the interaural correlation of noise carriers
used to generate vocoded stimuli was always zero. In the
original phonological fusion experiments, stimuli were played
continuously via tape and participants responded aloud in a
restricted period of time. It was not described whether other
word pairs were used. Subsequent studies used artificially
generated speech, which would have maximized similarity
between ears. Interestingly, the present results showed similar
proportion of one-word responses to previous studies [58± 26%
compared to ∼70% in (Cutting, 1975)]. Results in sections
“3.2 Different vowel trials” and “3.3 Phonological fusion trials”
suggest that this may be explained by shifts in attention
toward one ear, leading to a one-word response. Additional
data containing rhyming words are provided in Supplementary
Figure 4 and suggest that the proportion of one-word responses
does not change substantially across any of the vocoder
conditions.

Fusion experiments generally ask listeners to report the
number of sounds perceived. One alternative approach is
to assess a listener’s ability to discriminate between sounds
suspected to be segregated. In this case, segregation is not
necessary to complete the task. This type of procedure may
be more sensitive to the continuum between the perception of
one versus two clear and coherent objects, where the midpoint
between these possibilities is one distorted or perceptually
diffuse object (e.g., Suneel et al., 2017). Using a one-interval,
two-alternative forced-choice task where listeners were asked
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to identify whether envelope fluctuation rates were equal,
Anderson et al. (2019b) showed that YNH listeners’ sensitivity
to rate differences decreased when the dynamic range in
one ear was reduced. The authors showed listener-dependent
differences in bias of responses toward “same” or “different.”
This result implies a task-relevant bias of listeners. That is, if
listeners are asked to respond with one or two sounds, they
might be more biased toward responding one way based upon
the task and stimulus statistics. Then the high degrees of fusion
in experiments might simply be indicative of poorer perceptual
boundaries between features of the target and masking stimulus
rather than a likelihood of perceiving one auditory object.
Results from the present experiment and Anderson et al.
(2019b) in YNH listeners as well as others (Ihlefeld et al.,
2015; Todd et al., 2017; Anderson et al., 2022) in listeners
with BiCIs suggest that temporal degradation in one ear is
sufficient to interfere with cues used to segregate sound sources.
In particular, the present study showed that the proportion
of one-word responses decreased when the same word was
presented and the proportion of two-word responses decreased
when words with different vowels were presented. While the
latter was a stronger effect, the present study suggests that the
boundary between one and two sounds becomes less clear when
stimuli are temporally degraded.

The present study investigated the effects of reduced
dynamic range on speech identification. Reduced dynamic range
is associated with poorer speech understanding in listeners with
BiCIs (Firszt et al., 2002; Spahr et al., 2007) and simulations
in NH (Loizou et al., 2000). It is also associated with poorer
sensitivity to spatial cues in listeners with BiCIs (Ihlefeld et al.,
2014; Todd et al., 2017) and listeners with NH (Bernstein and
Trahiotis, 2011; Anderson et al., 2019b). Reducing dynamic
range is similar in spirit to the spectro-temporal smearing that
is thought to occur in patients. Previous experiments addressing
bilateral speech understanding and showing contralateral
interference in simulations of CI processing have manipulated
spectro-temporal fidelity by reducing the number of frequency
bands (Gallun et al., 2007; Goupell et al., 2021). Reducing
the number of channels simulates spread of current that can
occur with a CI, albeit in a less realistic way than vocoders
that explicitly simulate current spread (Oxenham and Kreft,
2014; Croghan and Smith, 2018). Increasing the number of
maxima in peak-picking, N-of-M processing strategies beyond
the eight typically used in clinical practice improves speech
understanding (Croghan et al., 2017). Reducing the number of
spectral channels below eight is highly unlikely to be used in
practice, and it is unlikely that listeners with BiCIs would be
presented with such different numbers of frequency channels.
It is possible that the number of “effective” channels is different
between ears. Recognizing that all vocoder experiments are
highly artificial, reduced or asymmetric dynamic range may be
an additional problem for patients.

Aging was also associated with poorer speech identification
accuracy in the present study, consistent with previous studies
concerning speech recognition of older listeners with NH and
CIs in background noise (Moberly et al., 2017). Similarly,
open-set speech understanding accuracy in noise, but not in
quiet, decreases significantly with increasing age for listeners
with BiCIs (Shader et al., 2020a). Accuracy in the present
study was only worse for ONH listeners when two words
were presented, suggesting that effects were driven primarily by
increased cognitive demand. Aging and cognition have not been
associated with poorer performance in temporally-based speech
perception tasks (Roque et al., 2019). Interestingly, another
study showed that aging effects were greatest when open-set
speech in quiet was spectrally degraded, with no differences in
temporal degradation (via lowpass filtering of the envelope) for
YNH compared to ONH listeners with CI simulations (Shader
et al., 2020b). Older NH listeners also show poorer sensitivity
to temporal speech contrasts that are level- and spectral-
degradation-dependent (Goupell et al., 2017; Xie et al., 2019),
suggesting that some temporal aspects of speech representation
vary depending upon age. Our results suggest that task difficulty
may play a key role in the emergence of aging effects on
temporally based degradations of speech understanding. It
was been proposed that poorer speech understanding with
increasing age in listeners with CIs may be the result of
reduced access to temporal envelope cues (Anderson et al.,
2012). Because there was only an age effect in the best dynamic
range conditions, the present results suggest that either very
temporally degraded envelopes impair perception for younger
and older listeners, or that aging effects are primarily driven
by well-represented envelopes. Said another way, aging effects
on accuracy appeared when the task was sufficiently difficult
and listeners had access to the temporal envelope. Because the
present study used acute exposure to simulated CI processing,
differences between age groups in the 100% dynamic range
condition might reflect a similar mechanism involved with
poorer speech understanding of listeners with CIs who receive
their implant in older age (Blamey et al., 2012).

4.2. Ear advantage

One interesting finding in the present study was that ear
advantage, or the ear to which listeners attended, was modulated
by asymmetries in dynamic range. This is consistent with the
results of Goupell et al. (2021). Under symmetric conditions,
listeners with NH tend to show modest effects of right-ear
advantage, evidenced by greater accuracy or higher probability
of reporting speech presented to the right ear compared to the
left ear. This effect tends to become exaggerated as listeners get
older (Westerhausen et al., 2015), though the present study only
replicated this result in a subset of conditions. Thus, peripheral

Frontiers in Neuroscience 18 frontiersin.org

167

https://doi.org/10.3389/fnins.2022.1018190
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1018190 December 30, 2022 Time: 14:35 # 19

Anderson et al. 10.3389/fnins.2022.1018190

(e.g., temporal degradation) and central (e.g., attention-based
changes with age) mechanisms may play a role in ear advantage.

Two classical hypotheses have been proposed associated
with right-ear advantage, based on structural biases in the left
hemisphere (Kimura, 1967) or biased attention (Kinsbourne,
1970). For listeners with NH, the attentional hypothesis seems
to provide a better explanation of patterns of performance
(Hiscock and Kinsbourne, 2011). It may be that shifts in
attention also help to explain increased right-ear advantage
associated with aging. However, it may be that structures
conveying information to either side of the brain are indeed
compromised for listeners with detrimental changes to the
peripheral and central processing of auditory information
like those who have hearing loss. Of particular concern
are long periods of auditory deprivation. This conclusion is
supported by one study showing that long periods of auditory
deprivation in one ear are associated with speech understanding
asymmetries and contralateral interference (Goupell et al.,
2018). In particular, these listeners demonstrate a pattern
of auditory “extinction,” where information in the poorer
ear is either not perceived or ignored during simultaneous
stimulation with the better ear (Deouell and Soroker, 2000). The
present study and the study by Goupell et al. (2021) simulated
asymmetries in the spectro-temporal fidelity of sounds in
listeners with NH, which resulted in a shift in attention
toward the better ear. Thus, the conclusions of a structurally
based ear advantage framework may be more appropriate for
understanding interaural asymmetries in speech understanding
for patients with BiCIs.

The results from single word trials (Supplementary
Figure 2) suggest that ear advantage and interference effects
observed in Figure 6 could be due to consistent substitution
errors (e.g., reporting a liquid when a stop and liquid were
presented). In phonological fusion trials, this would be scored
as a bias toward the left/right ear if the liquid matched the liquid
presented, or an interference response if the liquid did not match
that presented. Substituting a liquid for a stop-liquid cluster
seems especially likely because of the manipulation used in the
experiment. That is, decreasing the dynamic range would have
smoothed the abrupt onset associated with a stop consonant. To
address whether there was a consistent pattern of performance
in both sets of trials, Figure 7 shows the relationship between
proportion of liquid responses when stops and liquids were
presented in symmetric dynamic ranges in the same word
and phonological fusion trials. The results show that smaller
dynamic ranges resulted in a greater number of liquid-only
responses. Together with Figure 6, this suggests that listeners
made a similar substitution error, reporting a liquid when both
a stop and liquid were presented, especially at 100 and 60%
dynamic range for both trial types. Responding with a liquid
for a stimulus containing a stop and liquid in same word trials
was most common at 40% dynamic range. While chance error
was 0.83%, if listeners were able to understand the vowel and
responded with one word, there was a 40% chance of guessing

a liquid-only response. Figure 7 shows that several listeners
responded with only liquids greater than 40% of the time at
small dynamic ranges, suggesting that they demonstrated a
consistent bias.

The vocoder manipulation used by Loizou et al. (2000)
was similar to that described here, except that they reduced
the overall amplitude of the envelope, which would have also
decreased audibility. Our approach reduced the amplitude of
the envelope and compensated by increasing the minimum,
also on dB scale. This would have resulted in similar audibility,
but the introduction of more prominent onsets and offsets
as dynamic range became smaller. Loizou et al. (2000) had
extensive data to examine how their vocoder affected speech
from many different speakers, and psychophysical data to
evaluate whether their predictions were correct. In our study, we
had only two tokens of 15 words spoken by the same individual
and accordingly wanted to avoid making generalizations.
Supplementary Figure 3 indicates that listeners made very few
vowel errors, suggesting that the cues needed to discriminate
between the vowels here remained intact. In contrast, as can
be seen in Supplementary Figure 2 and Figure 7, listeners in
our study tended to confuse stop-liquid clusters with liquid
consonants. The opposite pattern can be seen in the study by
Loizou et al. (2000), where listeners tended to make more vowel
and fewer consonant errors. This likely reflects the presence of
more prominent onsets and offsets in our study.

When symmetric dynamic range was changed from 100 to
60 or 40%, it resulted in an approximately 35 or 45% decrease
in the proportion of “ideal” responses, respectively (Figure 6).
Approximately 10% of this decrease can be explained by an
increase in “fusion” responses, corresponding to a combination
of the stop and liquid words. Another 10–15% can be explained
by an increase in “biased left” responses. Another 10% can
be explained by an increase in “biased right” responses. The
remaining decrease in “ideal” responses is explained by an
increase in “interference” responses, approximately twofold in
60% and eightfold in 40%. Combined with Figure 7, these results
suggest that during the fusion trials, listeners tended to report
only the liquid in the left or right ear slightly more often than
only the stop. Most responses from listeners still contained a
stop consonant. Thus, while reporting only the liquid was the
most common error, this does not mean that listeners were
unable to detect the presence of the stop consonant.

Aging also had an effect on ear advantage. Older NH
listeners were more likely to report the word in their poorer
ear at the expense of task accuracy (Figures 3, 4). This could
reflect poorer working memory or selective attention in older
listeners (Roque et al., 2019). That is, compared to YNH
listeners, ONH listeners were less likely to attend to the better
ear but similarly likely to respond with one word when two
words were presented. Stronger ear advantage effects have
previously been observed (Westerhausen et al., 2015), but they
were only replicated in the unprocessed conditions of the
present study. Additionally, ONH listeners demonstrated more
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FIGURE 7

Proportion of responses containing only liquid consonants for fusion and single word trials by vocoder condition. The x- and y-axes correspond
to the proportion of trials containing only liquid consonants for fusion and single word trials, respectively. The color and shape represent the
vocoder condition given in the figure legend. Panels on the (left) and (right) correspond to YNH and ONH listeners, respectively.

worse ear responses relative to YNH listeners when stimuli
were asymmetric. It is worth noting the p-value (0.050) of the
interaction between age and ear in symmetric dynamic ranges
with different vowels and that the present study had a small
sample size. Older NH listeners also showed more frequent
interference responses (Figure 6), suggesting that the task was
more difficult overall. Auditory spatial attention has been under
investigated in ONH listeners and is a confound in BiCI studies
concerning contralateral interference, e.g., (Goupell et al., 2016,
2018). One thing that can be concluded from the present study is
that ONH listeners did not demonstrate the auditory extinction
(i.e., lack of perceiving the worse ear when the better ear was
stimulated) observed in listeners with BiCIs, suggesting that it
is either acquired over asymmetric experience or a result of
deafness.

4.3. Limitations

The greatest limitation to the generalizability of these results
is probably the speech stimuli used, which were highly artificial.
Speech tokens were presented with the same onset time, spoken
by the same individual. It is important to note that in the original
phonological fusion experiments, onset time (varied between 0
and 800 ms) played a large role in the perception of listeners.
When the stop consonant preceded the liquid, listeners were
even more likely to report a fused response (Cutting, 1975). In
contrast, when the liquid preceded the stop, listeners were less
likely to report a one-word response. When dichotic vowels are
offset by as little as 1 ms, and up to 20 ms, listeners with NH and
hearing loss are less likely to report a single vowel compared to
when they are presented simultaneously (Eddolls et al., 2022).
Unfortunately, the vowel reported in the study by Eddolls and

colleagues was not included in their results, so it is not possible
to determine how onset time affected the vowel being reported.
Notably, there was still considerable fusion for vowels with
different onset times for both groups of listeners, especially
compared to differences in fundamental frequency between
ears. The effect of onset time was largest and most consistent
when stimuli had the same fundamental frequency, similar
to the present study where all stimuli were produced by the
same speaker. Stimuli in the present experiment were presented
independently to each ear, rather than mixed, as would occur in
the free-field. Other experiments exploring the effects of right-
ear advantage have varied relative level of the sound in each ear,
showing changes in the percentage of correctly reported words
(Hugdahl et al., 2008; Westerhausen et al., 2009). Thus, varying
the onset time and interaural level difference may help titrate
ear advantage. Because there were few words in the present
study, so it is possible that some of these effects were driven
by specific features. It may be that other phonemes are less or
more likely to result in fusion and interference than those used
here. It is highly likely that listeners used any features available
to distinguish between words (e.g., /d/ at the end of the set with
the /ε/ vowel). Finally, listeners with CIs take a long period of
experience (∼1 year) with CI stimulation before performance
saturates (Blamey et al., 2012). Unilateral auditory deprivation
changes the representation of auditory cues from preferring
the deprived side to preferring the CI-stimulated side from
brainstem to cortex (Gordon et al., 2013, 2015; Polonenko et al.,
2015, 2018). Like other vocoding studies with acute exposure
to CI processed speech, this approach ignores the effects of
experience. In particular, because dynamic range conditions
were completely randomized, it is likely that listeners would
have adjusted their strategy if repeatedly exposed to the same
vocoder condition.
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Accordingly, the results of the present study should be
treated as a proof of concept. With stimuli ideal to cause
integration of auditory information, listeners were more likely to
report one word that did not correspond to the word presented
to either ear. One strength of the phonological fusion procedure
is that it provides a spectrum of performance to assess whether
the information in either ear is used, integrated, ignored, or
interfered with the other ear. Future experiments may be able
to use more realistic stimuli to achieve similar goals.

The present experiment successfully collected data in
a remote-testing context from older and younger listeners.
However, there were several challenges that occurred during
testing. It was not possible to assess hearing using traditional
audiometry. Instead, experimental audiometric equipment
could only reliably produce sound levels of 20 dB HL, meaning
that large (10–15 dB) asymmetries could not be detected
if they were below 20 dB HL. Audiometric data showed
asymmetric hearing responses for at least one ONH listener at
high frequencies. Additionally, as monaural speech intelligibility
was not measured, it was not possible to determine whether
there were asymmetries in speech understanding. Further,
because the experiment took so long, it is likely that listeners
became tired or bored, which fit the anecdotal reports provided
to the experimenter. Another limitation was that boredom
or fatigue during the experiment could be misconstrued
as attentional difficulties. We attempted to address this by
completely randomizing experimental conditions, preventing
motivation-driven decreases in performance being confounded
with experimental conditions. Additionally, there were technical
issues that had to be resolved during testing that would have
been easier to address in the laboratory. One individual fell
asleep during testing. This could be addressed in future by
requiring that listeners remain in contact during the experiment,
but in order to prevent burdening older listeners by requiring
that they use their own equipment, it may be necessary to
provide access to the internet or a phone with laboratory
equipment. Remote testing has unique challenges, but it may
be an equitable path forward for working with populations who
are unable to travel to the laboratory, and was effective for
continuing to gather data during the COVID-19 pandemic.

5. Summary and conclusion

Several conclusions can be drawn from the present
experiment:

1. Listeners demonstrated poorer speech understanding
when the dynamic range was reduced, either symmetrically
or asymmetrically (Figures 3, 5), consistent with previous
experiments in listeners with BiCIs (Firszt et al., 2002;
Spahr et al., 2007) and simulations in NH (Loizou et al.,
2000).

2. Decreased accuracy in reporting at least one word correctly
was related to increased probability of one-word responses
when speech with different vowels was presented to
each ear (Figure 4). Speech identification accuracy was
predicted by the mean dynamic range across ears, in
contrast to previous literature suggesting that bilateral
perception is dominated by the worse ear (Ihlefeld et al.,
2015; Anderson et al., 2019b, 2022) or degree of asymmetry
(Yoon et al., 2011). Both findings suggest that the ears
are not independent channels and interact to produce
perception of speech.

3. In interaurally symmetric conditions when speech with
different vowels was presented to each ear, listeners were
more likely to report the stimulus in the right ear, especially
when stimuli were temporally degraded (Figure 5).

4. In interaurally asymmetric conditions when speech with
different vowels were presented to each ear, listeners were
more likely to report the stimulus in the better ear. Older
NH listeners also showed increased responses from the
poorer ear with decreasing dynamic range (Figure 5).

5. When phonologically fusible pairs of words were presented
to each ear, listeners were more likely to experience
interference if both ears were temporally degraded
(Figure 6). They were more likely to report both words
correctly if both ears had a large dynamic range, and likely
to report both words incorrectly if both ears had a small
dynamic range (especially for older listeners).
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Aging alters across-hemisphere
cortical dynamics during
binaural temporal processing
Ann Clock Eddins1,2*, Erol J. Ozmeral1 and David A. Eddins1

1Department of Communication Sciences and Disorders, University of South Florida, Tampa, FL,
United States, 2School of Communication Sciences and Disorders, University of Central Florida,
Orlando, FL, United States

Differences in the timing and intensity of sounds arriving at the two ears

provide fundamental binaural cues that help us localize and segregate sounds

in the environment. Neural encoding of these cues is commonly represented

asymmetrically in the cortex with stronger activation in the hemisphere

contralateral to the perceived spatial location. Although advancing age is

known to degrade the perception of binaural cues, less is known about

how the neural representation of such cues is impacted by age. Here,

we use electroencephalography (EEG) to investigate age-related changes

in the hemispheric distribution of interaural time difference (ITD) encoding

based on cortical auditory evoked potentials (CAEPs) and derived binaural

interaction component (BIC) measures in ten younger and ten older normal-

hearing adults. Sensor-level analyses of the CAEP and BIC showed age-related

differences in global field power, where older listeners had significantly larger

responses than younger for both binaural metrics. Source-level analyses

showed hemispheric differences in auditory cortex activity for left and

right lateralized stimuli in younger adults, consistent with a contralateral

activation model for processing ITDs. Older adults, however, showed reduced

hemispheric asymmetry across ITDs, despite having overall larger responses

than younger adults. Further, when averaged across ITD condition to evaluate

changes in cortical asymmetry over time, there was a significant shift in

laterality corresponding to the peak components (P1, N1, P2) in the source

waveform that also was affected by age. These novel results demonstrate

across-hemisphere cortical dynamics during binaural temporal processing

that are altered with advancing age.

KEYWORDS

electrophysiology, cortical auditory evoked potentials, hemispheric asymmetry,
interaural time difference, binaural interaction component

Frontiers in Neuroscience 01 frontiersin.org

174

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2022.1060172
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2022.1060172&domain=pdf&date_stamp=2023-01-10
https://doi.org/10.3389/fnins.2022.1060172
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fnins.2022.1060172/full
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1060172 January 5, 2023 Time: 18:33 # 2

Eddins et al. 10.3389/fnins.2022.1060172

1. Introduction

Spatial hearing plays an important role in everyday activities
such as driving in noisy traffic, crossing the street at an
intersection, and listening to conversations in a crowded
restaurant. Not surprisingly, converging evidence indicates that
spatial hearing abilities in senescent listeners is impeded by
degradations to the binaural auditory system (e.g., Dubno
et al., 2008; Eddins and Hall, 2010; Ozmeral et al., 2016;
Eddins and Eddins, 2018; Eddins et al., 2018; Gallun and
Best, 2020), the key pathway for processing spatial auditory
cues. While there is substantial interest in age-related changes
in binaural processing and spatial hearing, the nature of
those changes and their underlying mechanisms are not fully
understood or characterized. Because the power in human
communication (i.e., speech) and competing sounds is greatest
at low frequencies, it is of value to understand the impact of
aging on low-frequency dominant coding of binaural processes,
such as coding of interaural time differences (ITD). In avian
species, ITDs are topographically encoded via cellular arrays
tuned to a narrow range of ITDs (Konishi, 2003), as suggested
by Jeffress (1948). In mammals, however, converging research
points toward a non-topographic, opponent-channel process in
the cortex whereby ITDs are deduced from the relative neural
activity of opposing channels broadly tuned to the midline and
two spatial hemifields (Brand et al., 2002; McAlpine, 2005; Briley
et al., 2013; Stecker et al., 2015; McLaughlin et al., 2016; Ozmeral
et al., 2016, 2019). Moreover, when stimuli are presented or
perceived from one hemifield versus the other, a majority of
the cortical activity occurs in the contralateral hemisphere.
Although somewhat modest, this contralateral bias has been
demonstrated for ITD coding in humans based on both evoked
potential (Salminen et al., 2009; Briley et al., 2013; Ozmeral
et al., 2016) and functional magnetic resonance imaging (fMRI)
BOLD measures (von Kriegstein et al., 2008; Gutschalk and
Steinmann, 2015; Stecker et al., 2015; McLaughlin et al., 2016).

Binaural coding and contralateral bias may also be reflected
in the binaural interaction component (BIC); a derived measure
that can be computed from the auditory brainstem response
(ABR), middle latency response (MLR), or the cortical auditory
evoked potential (CAEP) (Dobie and Berlin, 1979; McPherson
and Starr, 1993; Fowler and Horn, 2012; Van Yper et al., 2015;
Dykstra et al., 2016; Laumen et al., 2016; Sammeth et al., 2020).
The BIC is a difference waveform obtained by subtracting the
algebraic sum of monaural responses to isolated left and right
ear stimulation from the binaural response [B–(L + R)] or by
computing the converse [(L + R)–B] (McPherson and Starr,
1993; Van Yper et al., 2015). Typically, the binaural response
is smaller in amplitude than the summed monaural response
giving rise to small difference components, or BIC, at different
latencies depending on the measure being analyzed (i.e., ABR,
MLR, CAEP). Although some studies have reported an inability
to measure an acoustic BIC, even in normal-hearing subjects

(Haywood et al., 2015), others suggest that it may serve as useful
tool for binaural hearing tests (e.g., Riedel and Kollmeier, 2002;
Benichoux et al., 2018; Brown et al., 2019). Further, electrically
evoked BIC responses have been recorded in humans with
bilateral cochlear implants (CI) (He et al., 2010; Gordon et al.,
2012; Hu and Dietz, 2015; Hu et al., 2016) and in bilaterally
implanted animals (e.g., in cat, Smith and Delgutte, 2007;
Hancock et al., 2010).

The reduced amplitude of the binaural response is not
well understood but may originate from a combination
of contralateral inhibitory and ipsilateral excitatory neural
populations in the superior olivary complex (SOC), as shown in
data from cat (Ungan et al., 1997; Ungan and Yagcioglu, 2002)
and guinea pig (Goksoy et al., 2005), and similarly modeled data
(Gaumond and Psaltikidou, 1991). Such a population-based
code for BIC generation is consistent with the population-based
opponent channel model for ITD coding in the cortex (Magezi
and Krumbholz, 2010; Salminen et al., 2010, 2015; Briley et al.,
2013; Ozmeral et al., 2016) and thus may represent related
underlying mechanisms of spatial processing. The BIC has been
measured from both the ABR and MLR over a range of ITDs
where it was shown to decrease in amplitude and increase
in latency with increasing ITD (McPherson and Starr, 1995;
Riedel and Kollmeier, 2006). Comparable BIC data for CAEPs
in humans are limited (e.g., Henkin et al., 2015) and have not
been reported across ITDs nor have they been used to assess
contralateral bias.

The impact of advancing age on binaural coding in cortical
evoked responses or BIC measures may reflect global age-
related changes in sensory processing, such as reduced neural
inhibition, specifically at the level of the SOC or higher (Willott
et al., 1997; Caspary et al., 2008), or a more general reduction
in temporal synchrony or increased temporal jitter (Pichora-
Fuller et al., 2007; Ozmeral et al., 2016). Recent data indicate
that reduced inhibition and reduced temporal synchrony both
play a role in age-related changes in ITD processing that are
stimulus or context dependent. That is, static or fixed ITDs with
strong stimulus onset markers lead to larger evoked response
amplitudes (i.e., reduced inhibition; Eddins et al., 2018) while
dynamic shifts in ITD, following a different preceding ITD,
result in smaller evoked response amplitudes (i.e., reduced
temporal synchrony; Ozmeral et al., 2016) in older adults. In
the present study we hypothesized that if binaural processing
is influenced by a down-regulation in inhibition with age, then
neural responses for all ITDs will be larger in older than in
younger listeners for all ITDs. Alternatively, if reduced temporal
synchrony is a primary age-related factor for binaural coding in
older listeners, then neural responses for older listeners would
be smaller than those for younger listeners, with the greatest
difference occurring for large ITDs and smaller differences for
ITDs approaching midline.

Importantly, aging can also influence the distribution of
neural activity across the cortex such that it may alter the
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expected contralateral bias that occurs with ITD processing.
In the context of cognitive aging, Cabeza (2002) proposed
the hemispheric asymmetry reduction in older adults’ model
(HAROLD) based on functional neuroimaging studies in which
prefrontal activity during an episodic memory retrieval task was
right lateralized in younger adults but showed bilateral activity
in both hemispheres in older adults (Cabeza et al., 1997). One
hypothesis for the reduced asymmetry is based on compensatory
processes, whereby older adults recruit activity from other brain
regions to compensate during increased task demands to help
enhance performance. As a result, there is broader distribution
of activity across hemispheres and reduced asymmetry toward
one hemisphere or the other. A second hypothesis for decreased
hemispheric lateralization with advancing age is based on
the concept of functional dedifferentiation in which neural
processes associated with cognitive strategies, and perhaps
sensory processing specialization, become less organized or
more distributed both regionally and globally across functional
networks (Cabeza et al., 1997; Festini et al., 2018). Although
development of the HAROLD model was based on asymmetry
reductions in prefrontal cortex during cognitive tasks (e.g.,
episodic and working memory), additional data on visuospatial
processing also suggests reduced hemispheric lateralization
in older adults (e.g., Learmonth et al., 2017). It remains
uncertain whether the model is generalizable to auditory
sensory processes, such as ITD coding, that are known to elicit
hemispheric bias in neural activation across the cortex. The
present study thus serves as an ideal test case of the generality
of the HAROLD model. As such, we test the hypotheses
that advancing age alters neural encoding of ITD cues and
contralateral bias, as indexed by both CAEP and BIC measures,
and that such changes follow the HAROLD model whereby
hemispheric asymmetry is reduced during sensory processing in
older relative to younger listeners with normal hearing.

2. Materials and methods

2.1. Participants

A total of twenty individuals participated in the study; ten
younger listeners (mean age ± SD, 24.9 ± 2.5 years; 9 females)
and ten older listeners (70.0 ± 2.7 years; 6 females). The sample
size was based on a power analysis with an effect size of 0.25,
statistical power of 0.95, and alpha of 0.05. Figure 1 shows the
mean and standard deviation of audiometric thresholds for both
listener groups, where younger listeners (YNH) had clinically
normal pure-tone thresholds ≤25 dB HL at octave frequencies
from 250 to 8,000 Hz, and older listeners (ONH) had clinically-
normal pure-tone thresholds ≤25 dB HL at octave frequencies
from 250 to 4,000 Hz and ≤60 dB above 4,000 Hz. The gray
shaded region illustrates the frequency bandwidth of the stimuli
used in this study, as described below. The average threshold

FIGURE 1

Mean and standard deviation of audiometric thresholds for each
ear of each group.

FIGURE 2

Derivation of the binaural interaction component (BIC). Grand
average responses (arbitrary units) for each listener group
(YNH–blue solid, ONH–green dashed); monaural left (L) and
right (R) responses, sum of the monaural responses (L + R),
binaural (BIN) response in the ITD Zero condition, and the BIC
derived from the summed monaural (L + R) minus binaural (BIN)
responses. The BIC is labeled with the three main peak
components (P1, N1, P2).

at 500 Hz (the frequency of focus in this study) across the two
ears was 7 dB HL (±4.25) for the YNH group and 12.75 dB
HL (±6.29) for the ONH group. All listeners were administered
the Montreal Cognitive Assessment (MoCA; Nasreddine et al.,
2005) to screen for cognitive impairment and all passed the
screening with scores greater than 26. Each participant provided
written consent and received hourly compensation for their
participation, as approved by the University of South Florida
Institutional Review Board.
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FIGURE 3

Grand average sensor-based global-field power (GFP) responses for each interaural time difference (ITD) condition and each listener group;
young (left) and older (right). The three main peak components are labeled in each panel (P1, N1, P2).

2.2. Stimuli

Stimuli were band-pass Gaussian noise bursts, with lower
and upper cutoffs of 500 and 750 Hz. Digital filtering was
performed in the frequency domain using MATLAB R© (ver.
R2018b, The Mathworks, Inc.). A new stimulus token was
generated on each trial (sampling rate 24,414 Hz) with a
duration of 400-ms, including 10-ms cosine-gated onset and
offset ramps, and an inter stimulus interval of 1,600-ms. Stimuli
were presented at a fixed level of 80 dB SPL via Tucker-Davis
Technologies (TDT) RZ6 real-time processor, headphone buffer
(HB7) and Etymotic ER-2 insert earphones. The stimuli were
calibrated at the output of the earphones using a calibrator
(B&K 4230), ear simulator (Knowles Electronics DB-100), 1/2”
pressure microphone (B&K 4134), pre-amplifier (B&K 4134),
and power conditioner (G.R.A.S. 12AA) routed to a multi-meter
(Fluke 45).

Five binaural and two monaural stimulus conditions were
run in block format. Binaural conditions included a diotic
condition (i.e., ITD = 0 µs), and two left and two right
leading ITDs at ±250 µs and ±500 µs (negative to the
left, positive to the right). Due to sampling, true ITDs
were 246 and 492 µs for the 250 and 500 µs conditions,
respectively. Going forward, the conditions are referred to as
L500, L250, Zero, R250, R500, with the letter corresponding
to left (L) or right (R) leading, and number corresponding
to the ITD value in µs. Monaural conditions included
both left and right ear presentations. Each recording block
consisted of 150 trials and lasted roughly 5 to 6 min, or
total of about 45 min per subject with breaks given as
needed. During each block, participants listened passively
to the stimuli and were instructed to limit eye blinks and
body movements while watching a captioned video of their
own choosing. The video was used as a perceptual distractor

TABLE 1 Repeated-measures analysis of variance (ANOVA) results for
cortical auditory evoked potentials (CAEP) sensor-level measures.

df F p

ITD 4, 232 1.129 0.342

Age 1, 58 5.330 0.025

ITD× Age 4, 232 1.950 0.113

P1

ITD 4, 72 1.212 0.314

Age 1, 18 2.723 0.116

ITD× Age 4, 72 0.662 0.576

N1

ITD 4, 72 0.488 0.700

Age 1, 18 0.609 0.445

ITD× Age 4, 72 0.423 0.745

P2

ITD 4, 72 0.716 0.543

Age 1, 18 1.971 0.177

ITD× Age 4, 72 2.166 0.105

Significant F-statistic and corresponding p-values are shown in bold.

during passive listening, as it has been shown to reduce
movement artifacts and neural noise while not degrading
response amplitudes or latencies (Pettigrew et al., 2004;
Lavoie et al., 2008).

2.3. EEG data acquisition

Continuous electroencephalographic (EEG) responses were
recorded using an ANT (Advanced Neuro-Technology BV)
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FIGURE 4

Grand average sensor-based global-field power (GFP) responses for the derived binaural interaction component (BIC) responses for each
interaural time difference (ITD) condition and each listener group (YNH–blue solid, ONH–green dashed). The shaded region around each curve
represents the ±1 standard error (SE) of the mean. The three main peak components are labeled in first panel (P1, N1, P2). Asterisks indicate
significant group differences with the following p-values: ∗p < 0.05, ∗∗p < 0.01.

TABLE 2 Repeated-measures analysis of variance (ANOVA) results for
binaural interaction component (BIC) sensor-level measures.

df F p

ITD 4, 232 1.076 0.369

Age 1, 58 19.629 <0.001

ITD× Age 4, 232 1.948 0.113

P1

ITD 4, 72 1.192 0.322

Age 1, 18 5.418 0.032

ITD× Age 4, 72 0.707 0.590

N1

ITD 4, 72 0.479 0.751

Age 1, 18 8.774 0.008

ITD× Age 4, 72 0.433 0.739

P2

ITD 4, 72 0.713 0.586

Age 1, 18 5.043 0.038

ITD× Age 4, 72 2.172 0.081

Significant F-statistic and corresponding p-values are shown in bold.

high-speed amplifier and an active shield, WaveGuard cap
with 64 sintered Ag/AgCl electrodes (International 10–20
electrode system). Four additional electrodes were placed at
the outer canthus of each eye and on the supra and infra
orbital ridges of the left eye to monitor eye movement and
blink activity. Electrode impedance was maintained below
10 k� across all electrodes. The EEG was recorded at a
sampling rate of 512 Hz with 24-bit resolution using asalabTM

acquisition software (ANT). Stimulus generation, presentation
and event triggering were controlled by custom MATLAB R© (ver.
R2018b) software scripts paired with asalabTM using activeX
controls.

2.4. EEG data processing

All EEG data were preprocessed using the software suite
Brainstorm (ver. brainstorm3, Tadel et al., 2011) and included
the following steps: band-pass filtering (even-order linear phase
FIR filter, based on a Kaiser window design) between 0.1 and
100 Hz, notch-filtering at 60 Hz (2nd order IIR notch filter
with zero-phase lag, 2 Hz, 3-dB notch bandwidth), artifact
detection to identify eye blinks, physical movement, and other
extraneous activity (>150 µV), artifact removal via principal
component analysis (PCA) and signal-space-projection (SSP),
detrending to remove the DC signal, baseline correction (−100
to 0 ms), and re-referencing to the average across electrodes.
Reponses were then epoched relative to stimulus onset (−200
to 600 ms). For sensor-level processing, epoched responses were
averaged across trials (∼120 per condition) for each subject and
each condition, and global-field power (GFP; Skrandies, 1990)
was computed across electrodes. To evaluate peak components
of the CAEP, GFP maxima were obtained within predefined
temporal windows corresponding to the following components:
P1, 40–70 ms; N1, 80–130 ms; and P2, 160–240 ms. CAEP
and GFP grand average waveforms were computed for each
condition for listeners within each subject group.

The BIC responses were derived for all 64 sensors for each
listener and each ITD condition. An exemplar of the derivation
based on responses averaged across all listeners in the YNH
(blue solid line) and ONH (green dashed line) groups for the
ITD Zero condition is illustrated in Figure 2. The following
steps were completed first for each subject before combining
across subject group. First, the CAEP responses were averaged
for each of the two monaural conditions (L, R) and were then
added together (L + R). Next, the averaged binaural (BIN)
response was subtracted from the summed monaural response
to obtain the binaural interaction component [BIC = (R + L)–
BIN]. These same steps were completed for each of the
five ITD conditions. Like the CAEP peak quantification, BIC
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FIGURE 5

Grand average source-localized evoked responses from left (LH) and right (RH) hemisphere regions of interest (ROIs), for each interaural time
difference (ITD) condition and each listener group (YNH, top row; ONH, bottom row). The three main peak components (P1, N1, P2) are labeled
in first panel of each row.

maxima were determined during the same temporal windows
corresponding to peak components P1, N1, and P2.

2.5. EEG source localization analysis

Source localization analyses are designed to make use
of scalp-based sensor responses from many electrodes
to estimate underlying brain activity from potentially
thousands of locations–the so-called inverse problem. Several
computationally efficient source localization methods are
available that derive brain activity from a linear recombination
of sensor recordings. In this study, cortical sources from
ongoing EEG responses were estimated using dynamic
Statistical Parametric Mapping (dSPM; Dale et al., 2000) as
implemented in Brainstorm. dSPM uses minimum norm
estimation (MNE) methods to determine current density
maps, and then normalizes the maps relative to estimates of
the noise covariance in the responses to produce a z-score
statistical map. The sources were constrained to the volume of
the cortex and mapped to the Montreal Neurological Institute
(MNI) Colin27 brain template (Holmes et al., 1998) using a
multi-linear registration technique within Brainstorm. This
approach uses the open-source software, OpenMEEG (Kybic
et al., 2005; Gramfort et al., 2010) and forward models generated
with the symmetric boundary element method (BEM). The
cortical surface was parcellated into regions of interest (ROIs)
defined in the Destrieux structural atlas (Destrieux et al., 2010).
The auditory cortex was defined by three ROIs in left and right

hemispheres that encompassed Heschl’s gyrus (HG, anterior
transverse temporal gyrus), planum temporale (PT, temporal
plane of the superior temporal gyrus), and the temporal
sulcus (TS, transverse temporal sulcus). Similar to sensor-level
analyses, source-localized waveforms were used to compute
peak component maxima corresponding to P1, N1 and P2 for
each listener and each condition. Likewise, source waveforms
from monaural and binaural stimulus presentations were used
to derive source-level BIC responses for each of the five ITD
conditions.

2.6. Hemispheric asymmetry analysis

Using source-level data only, differences in hemispheric
asymmetry with age and binaural condition for CAEP and BIC
responses were quantified using a laterality index (LI) computed
with the following equation:

LI = (|RH| − |LH|) / (|RH| + |LH|)

where, RH was the average response magnitude across the
ROI sources in the right hemisphere and LH was the average
magnitude of ROI sources in the left hemisphere. If LI = 0,
then the magnitude of neural activity was essentially equivalent
across hemispheres, whereas if LI > 0, dominant activity would
be lateralized to the right hemisphere, and if LI < 0, dominant
activity would be lateralized to the left hemisphere. The LI was
computed based on the magnitude of the hemispheric activity
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TABLE 3 Repeated-measures analysis of variance (ANOVA) results for
cortical auditory evoked potentials (CAEP) source-localized measures.

df F p

ITD 4, 712 7.826 <0.001

Age 1, 178 0.591 0.443

Hemisphere 1, 178 2.960 0.087

ITD× Age 4, 712 3.522 0.011

ITD×Hemisphere 4, 712 15.854 <0.001

Hemisphere× Age 1, 178 0.602 0.439

ITD× Age×Hemisphere 4, 712 1.217 0.303

P1

ITD 4, 232 0.367 0.832

Age 1, 58 8.804 0.004

Hemisphere 1, 58 1.378 0.245

ITD× Age 4, 232 5.812 0.001

ITD×Hemisphere 4, 232 13.121 <0.001

Hemisphere× Age 1, 58 0.153 0.697

ITD× Age×Hemisphere 4, 232 4.071 0.003

N1

ITD 4, 232 8.348 <0.001

Age 1, 58 0.025 0.874

Hemisphere 1, 58 13.548 0.001

ITD× Age 4, 232 1.841 0.151

ITD×Hemisphere 4, 232 13.175 <0.001

Hemisphere× Age 1, 58 0.644 0.426

ITD× Age×Hemisphere 4, 232 2.902 0.030

P2

ITD 4, 232 3.080 0.023

Age 1, 58 1.248 0.269

Hemisphere 1, 58 0.000 0.982

ITD× Age 4, 232 0.501 0.705

ITD×Hemisphere 4, 232 1.929 0.126

Hemisphere× Age 1, 58 0.801 0.375

ITD× Age×Hemisphere 4, 232 0.479 0.698

Significant F-statistic and corresponding p-values are shown in bold.

averaged across peak components as well as separately for each
peak component (P1, N1, P2).

2.7. Statistical analysis

Both sensor- and source-level data were used to evaluate
changes in CAEP and BIC component amplitudes (P1, N1, P2)
between age groups, across ITD conditions, and for source-
level data only, across left and right hemispheres. Statistical

analyses were completed on both sensor- and source-level
data using SPSS (version 27). A mixed-design analysis of
variance (ANOVA) was used to evaluate CAEP and BIC
response amplitudes (P1, N1, P2) as a function of within-
subject factors of condition (5 ITDs) and hemisphere (left,
right), and between-subject factor of age group (YNH, ONH).
Additional post-hoc analyses were completed as appropriate
using pairwise comparisons with Bonferroni correction for
multiple comparisons. To reduce Type I errors, all reported
F values include degrees of freedom adjustments using
Greenhouse-Geiser correction when significant deviations
from sphericity were observed based on Mauchly’s test
(Greenhouse and Geisser, 1959).

3. Results

3.1. Sensor-based measures of ITD
processing: CAEP and BIC

Low-frequency noise burst stimuli elicited transient neural
responses with peaks corresponding to the P1-N1-P2 complex
of the CAEP. The CAEPs from the 64 electrodes were used to
compute the GFP for each listener and each stimulus condition.
Figure 3 shows the grand average GFP across listeners for each
group (YNH–left panel, ONH–right panel), for the five ITD
conditions, with peak components labeled (P1-N1-P2). Two
clear observations can be made when comparing responses
across the two panels. First, older listeners demonstrated larger
amplitude responses than younger listeners and little variation
in amplitude across ITD conditions. Younger listeners, on
the other hand, showed some amplitude variation with ITD
conditions, most noticeably for N1, where the two extreme ITDs
(L500, R500) produced the most robust responses. To quantify
the observed differences, GFP amplitudes (combined across
components P1, N1, P2) were submitted to a repeated-measures
ANOVA to evaluate the between-subject factor of age group
(YNH, ONH) and within-subject factor of ITD condition (L500,
L250, Zero, R250, R500). The statistical results are reported
in Table 1 and showed a significant main effect of age group
[F(1,58) = 5.33, p = 0.025], supporting the observation that older
listeners had larger responses overall than younger listeners.
Second, despite the modest variation in response amplitude with
changes in ITD for younger listeners, there was no significant
main effect of ITD [F(4,232) = 1.13, p = 0.344] and no significant
interaction between ITD and group [F(4,232) = 1.95, p = 0.113]
on response amplitudes. GFP amplitudes were also evaluated
independently for each peak component (P1, N1, P2) to assess
the effects of age group and ITD condition. As reported in
Table 1, repeated-measures ANOVA showed no significant
main effect of age group on any of the three peak components
(P1, N1, or P2), nor any main effect of ITD condition, and no
significant interactions among the two factors.
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FIGURE 6

Mean source amplitudes averaged across absolute values of peak components (P1, N1, P2) in each hemisphere for each interaural time
difference (ITD) condition and listener group (YNH, left panel; ONH, right panel). Significant differences between hemispheres were observed
for both YNH (L500, L250) and ONH (L500) groups, and between conditions within right hemisphere only for ONH. Asterisks indicate
significance levels: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

FIGURE 7

Laterality index quantified from source-localized left and right hemisphere regions of interest (ROIs) for each interaural time difference (ITD)
condition averaged across each group (YNH, left panel; ONH, right panel). Significant laterality (relative to zero) for given ITD conditions is
indicated for the following p-values: ∗p < 0.05, ∗∗p < 0.01.

Similar to the CAEP results, the BIC derivation, as illustrated
in Figure 2, showed that each response contributing to the
derivation was larger in amplitude for the ONH than the YNH
group, particularly for the summed monaural (L + R) responses.
Replotting the BIC responses as GFP, Figure 4 shows a similar
comparison between age groups across the five ITD conditions.
In each condition, the mean responses for the ONH group
(green dashed lines) consistently showed larger BIC amplitudes
than the YNH group (blue solid lines). The shaded regions
around each mean response function represents ±1 standard
error of the mean (SEM). To evaluate the statistical significance
of these observed differences, a repeated-measures ANOVA was
completed to assess differences in the overall response amplitude
(averaged across peak components) as well as differences for
each peak component independently. As reported in Table 2,

there was a significant main effect of age on overall response
amplitude [F(1,58) = 19.629, p < 0.001], but no significant
main effect of ITD condition [F(4,232) = 1.076, p = 0.369].
When evaluating effects of age and ITD condition on each peak
component of the BIC, age had a significant effect on component
amplitudes (see Table 2). Post-hoc pairwise comparisons,
with Bonferroni correction for multiple comparisons, were
completed to determine if differential effects of age might be
observed for specific peak components across ITD conditions.
As shown by the asterisks in Figure 4, significant age effects
were observed for N1 across all five ITD conditions (L500, Zero,
p < 0.05; L250, R250, R500, p < 0.01), whereas P1 and P2
showed significant age effects only for L500, Zero, and R250
(p < 0.05). Although age was shown to be a factor for sensor-
based BIC amplitudes, ITD alone did not have a significant main
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TABLE 4 Repeated-measures analysis of variance (ANOVA) results for
source-localized laterality index (LI) measures.

df F p

ITD 4, 232 4.843 0.002

Age 1, 58 0.024 0.877

ITD× Age 4, 232 0.518 0.693

P1

ITD 4, 72 3.204 0.018

Age 1, 18 0.142 0.711

ITD× Age 4, 72 1.598 0.184

N1

ITD 4, 72 3.270 0.016

Age 1, 18 0.065 0.801

ITD× Age 4, 72 1.005 0.411

P2

ITD 4, 72 1.235 0.304

Age 1, 18 0.005 0.945

ITD× Age 4, 72 0.380 0.822

Significant F-statistic and corresponding p-values are shown in bold.

effect on BIC response amplitudes nor was there any significant
interaction between age and ITD condition.

3.2. Source-localized CAEP measures
of ITD processing

A primary goal of this investigation was to evaluate
potential age-related differences in hemispheric asymmetry
during binaural processing. To do so, neural activity was
quantified for source-localized responses derived from scalp-
based responses using dSPM methods (Dale et al., 2000). Source
responses were computed for three regions of interest (ROI)
encompassing the primary auditory cortex in each hemisphere.
Given that we did not obtain individual MRI scans from each
participant but instead used the MNI Colin27 brain template
along with the Destrieux atlas provided in Brainstorm, we chose
to average responses across the three ROIs in each hemisphere
and compute differences more broadly between left and right
hemispheres (LH, RH).

Figure 5 illustrates the normalized source waveforms
averaged across the three ROIs for left (blue lines and shading)
and right (red lines and shading) hemisphere, with shading
around each waveform corresponding to ±1 SEM. Responses
are shown for younger (YNH–top panels) and older listeners
(ONH–bottom panels) as a function of ITD condition. Unlike
the sensor-based CAEP responses, the source-localized response
amplitudes are more similar between the two groups and ITD
conditions. A mixed model repeated-measures ANOVA was
completed to evaluate differences in response amplitudes due to

a between-subject factor of age group (YNH, ONH) and within-
subject factors of ITD condition (L500, L250, Zero, R250, R500)
and hemisphere (Left, Right). Analyses were completed based
on amplitudes averaged across peak components (P1, N1, P2)
and separately for each peak component. The results of those
analyses are reported in Table 3.

To better appreciate the overall differences in response
magnitude between hemispheres for each ITD condition and
each group, absolute values of the amplitudes for primary peak
components (P1, N1, P2) were averaged and plotted by ITD,
hemisphere and group, as shown in Figure 6. Consistent with
the contralateral bias in binaural processing, young adults (left
panel) showed greater right hemisphere activity for left leading
ITDs (i.e., L500, L250) and greater left hemisphere activity
for right leading ITDs (R500, R25), albeit somewhat smaller
hemispheric bias for right leading stimuli. Older adults showed
similar patterns, but smaller hemispheric differences across all
ITDs. As reported in Table 3, statistically significant results
were observed for the main effect of ITD [F(4,712) = 7.826,
p < 0.001], as well as significant interactions between ITD and
age [F(4,712) = 3.522, p = 0.011] and notably, between ITD and
hemisphere [F(4,712) = 15.854, p < 0.001]. Post-hoc pairwise
comparisons with Bonferroni correction showed that significant
hemispheric differences were present in the YNH group for ITD
conditions of L500 (p < 0.05) and L250 (p < 0.01) but only
for L500 (p < 0.05) in the ONH group (see Figure 6). Further,
significant differences in the ONH group were present in the
right hemisphere only between the ITD conditions of L500
and L250 (p < 0.01) and between L500 and R250 (p < 0.05).
Although not illustrated in a graphic format but reported
in Table 3, analyses completed for each peak component
showed significant three-way interactions between ITD, age and
hemisphere for both P1 [F(4,232) = 4.071, p = 0.003] and N1
[F(4,232) = 2.902, p = 0.030] components. These results indicate
a relatively complex relationship regarding how ITD cues are
processed between hemispheres, over time (i.e., latency-based
peak components) across age groups.

To further examine these complexities, we evaluated
contralateral bias with the laterality index (LI) measure. The
absolute values of peak component amplitudes in left and
right hemisphere ROIs were averaged and used to compute
the LI for each participant and each ITD condition. Figure 7
shows the mean LI results for YNH (left panel) and ONH
(right panel) groups for each of the ITD conditions. Consistent
with the contralateral bias model, left-leading ITDs produced
greater lateralization toward the right hemisphere, whereas
right-leading ITDs produced greater lateralization toward the
left hemisphere. Statistical analyses based on a mixed model
repeated measures ANOVA are reported in Table 4. The
results showed that ITD had a significant effect on laterality
[F(4,232) = 4.843, p = 0.002], but no significant differences
were observed across age groups and no significant interactions
between ITD and age were measured. Although both age groups
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FIGURE 8

Mean laterality index for each interaural time difference (ITD) condition plotted relative to latency of peak components (P1, N1, P2) for YNH (left
panel) and ONH (right panel) groups. Significant effect of peak component on laterality plotted relative to ITD condition is indicated for the
following p-values: ∗p < 0.05, ∗∗p < 0.01.

FIGURE 9

Mean laterality index, averaged across interaural time difference (ITD), plotted relative to latency of peak components (P1, N1, P2) for YNH (left
panel) and ONH (right panel) groups. Significant laterality (relative to zero) for given components for each group separately is indicated for the
following p-values: ∗p < 0.05, ∗∗p < 0.01.

demonstrated similar patterns across ITD, a one sample t-test
was used to determine the extent to which each ITD condition
produced significant asymmetry relative to zero. As indicated
by the asterisks in Figure 7, the YNH group had statistically
significant right lateralized activity for left-leading ITDs of L500
and L250 (∗p < 0.05), and significant left lateralized activity for
one right-leading ITD of R250 (∗∗p < 0.01). The ONH group,
on the other hand, only produced significant right hemisphere
laterality for one left-leading L500 condition (∗∗p< 0.01). These
results are consistent with reduced hemispheric asymmetry in
the older listeners during ITD processing.

To evaluate further the potential dynamic nature of
lateralization over time, LI was quantified for each ITD
condition in relation to the temporal sequence of CAEP peak
components (P1, N1, P2). As indicated above, a one-sample
t-test was used to determine which ITD conditions produced
asymmetry relative zero for P1, N1, and P2 for each group.
Figure 8 shows that some ITD conditions were lateralized
differentially based on timing of the peak component for both

YNH (left panel) and ONH (right panel) groups. For the YNH
group, P1 was significantly left lateralized most notably for
right-leading ITDs (R500, L250, Zero), whereas N1 was right
lateralized for left-leading ITDs (L500, L250) and P2 shifted
back to the left lateralization for one right-leading condition
(R250). For the ONH group, significant laterality was observed
in four ITD conditions across P1 and N1 peaks but was less
orderly than the dynamic shifts observed for the YNH group.
When averaged across ITD conditions, Figure 9 illustrates more
directly how hemispheric laterality varied by timing of peak
components. One-sample t-tests revealed that both groups had
a similar dynamic pattern of left to right lateralization for P1
and N1, respectively, but the ONH group had reduced and non-
significant P1 lateralization as compared to the YNH group. The
statistical results of the repeated measures ANOVA evaluating
laterality for each peak component for effects of ITD and
age group are reported in Table 4. The results demonstrate a
significant effect of ITD for P1 and N1 (as shown in Figure 8)
but no significant effect of age group or interaction between age
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and ITD for any peak. Thus, based on laterality index measures,
hemispheric dynamics during binaural temporal processing are
influenced not only by the ITD stimulus condition but also
by the time interval of the evoked response. Notably, the
relationship between these factors is diminished in older relative
to younger adults.

4. Discussion and conclusion

The overall goal of this project was to better understand
the impact of advancing age on binaural processing and
specifically on the encoding of binaural cues that support such
processing. Here, we investigated the effects of advancing age on
neural encoding of low-frequency ITD cues and the commonly
observed contralateral bias in cortical processing, as indexed by
both CAEP and BIC measures. The study design also allowed for
assessment of the HAROLD hypothesis of reduced hemispheric
asymmetry (or contralateral bias) as it might apply to auditory
sensory processing in older adults during ITD processing.

4.1. Age-related changes in cortical
processing of ITDs

Binaural processing, as evaluated for a range of different
measures, is often degraded with advancing age (e.g., Dubno
et al., 2008; Eddins and Hall, 2010; Ozmeral et al., 2016; Eddins
and Eddins, 2018; Eddins et al., 2018; Gallun and Best, 2020).
Although such degradation likely impacts everyday activities
such as speech understanding in noisy backgrounds, the nature
of such age-related processing changes and their underlying
mechanisms are not fully understood or characterized (Gallun
and Best, 2020). The present study was designed specifically to
investigate the impact of aging on processing of low-frequency
dominant ITD cues and their cortical representation in both
younger and older normal-hearing listeners. Based on cortical
responses to passively presented static ITDs, the results clearly
demonstrated that grand average sensor-level CAEP responses
were significantly larger for older than younger normal-hearing
listeners across ITD conditions (see Figure 3 and Table 1). The
responses for both groups, however, were not systematically
altered by ITD. Additionally, when evaluating responses by peak
component (P1, N1, P2), there were no systematic differences
based on age or ITD condition (see Table 1).

The overall enhanced responses with age to static ITD
stimuli are consistent with a down-regulation of inhibitory
processing, as suggested by previous animal studies (e.g., Willott
et al., 1997; Caspary et al., 2008) as well as human evoked
potential studies of binaural processing (e.g., Eddins et al., 2018).
This is in contrast to alternative age-related changes thought to
result from reduced temporal synchrony (or increased temporal
jitter), which would lead to smaller response amplitudes in

older versus younger adults (e.g., Pichora-Fuller et al., 2007;
Ozmeral et al., 2016). Amplitude reductions in the CAEP in
older versus younger adults were observed in previous studies
in response to dynamic changes in consecutive ITDs (Ozmeral
et al., 2016). These changes were attributed to reduced temporal
synchrony in the older group. Likewise, age-related reductions
in CAEP amplitudes in older versus younger adults also have
been observed during selective attention to spatial changes in
sound location using comparable low-frequency ITD stimulus
conditions (Ozmeral et al., 2021). Thus, the impact of age on
whether CAEP amplitudes are enhanced or reduced appears to
be more related to the nature of the stimulus presentation (static
versus dynamic) and task demands (passive versus attention)
rather than the attributes of the binaural stimulus per se (i.e.,
ITD).

To determine if other neural measures of binaural
processing might shed more light on potential age-related
differences in underlying function, the BIC was derived from
sensor-level CAEP measures for each ITD condition. Like
the CAEP analyses, the BIC results (when averaged across
peak components) also demonstrated significant amplitude
differences between age groups, where older listeners revealed
significantly larger BIC responses across all ITD conditions
(see Figure 4 and Table 2), yet ITD itself did not produce
differences in amplitude for either group nor was there a
significant interaction between ITD and age group. When BIC
responses were analyzed independent by peak component (P1,
N1, P2), the main effect of age was equally robust and significant,
whereas ITD did not produce differences in amplitude nor were
there significant interactions between ITD and age group for
any of the peak components. To our knowledge, no previous
studies of CAEP-based BIC measures with changes in ITD
have been reported. Studies investigating ABR- and MLR-
based BIC measures over a range ITDs, however, have shown
mixed results in terms of how BIC responses change with
ITD. Some studies have reported decreased BIC amplitudes
and increased latencies with increasing ITD (McPherson and
Starr, 1995; Riedel and Kollmeier, 2006), while a more recent
normative study of ABR BIC showed no significant change in
amplitude with ITD and substantial variability across a group of
40 young to middle-age normal-hearing participants (Sammeth
et al., 2020). Differences in results between the present CAEP-
based BIC responses and those from ABR- and MLR-based BIC
measures are not surprising given the differences in the location
of anatomical generators and additional contributors along the
auditory pathway. Cortical measures in the present study likely
have their origin in the brainstem, but they may reflect a
decrease in temporal precision of the onset response to ITDs due
to additional synaptic connections between the brainstem and
cortex. The reduced temporal precision in CAEP compared to
ABR or MLR BIC measures may then lead to smaller amplitude
differences between ITD conditions. Nonetheless, both sensor-
level CAEP and BIC analyses in the present study clearly
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demonstrate that advancing age leads to enhanced cortical
responses to low-frequency ITD stimuli when presented in a
passive, static mode with no systematic response variation across
ITD conditions.

4.2. Age-related changes in
hemispheric asymmetry during ITD
processing

An important focus of this study was to test the hypothesis
that advancing age in adults with normal hearing based on pure-
tone thresholds leads to measurable changes in the expected
contralateral bias in hemispheric processing of ITD cues often
observed in studies of binaural processing (von Kriegstein et al.,
2008; Salminen et al., 2009; Briley et al., 2013; Gutschalk and
Steinmann, 2015; Stecker et al., 2015; McLaughlin et al., 2016;
Ozmeral et al., 2016). Based on source-localized responses
quantified from ROIs encompassing the primary auditory
cortex in each hemisphere, the results showed that indeed
ITD cues did elicit contralateral bias with greater response
magnitudes in right hemisphere for left-leading ITDs and in
left hemisphere for right-leading ITDs (see Figures 5, 6). These
results are consistent with previous studies that have assessed
both interaural timing and level difference encoding in the
cortex using different neuroimaging methodology (Stecker et al.,
2015; McLaughlin et al., 2016). Statistical analyses of data
from the present study indicate that not only was there a
main effect of ITD on CAEP source response magnitudes, but
significant interactions also were revealed between ITD and
hemisphere as well as between ITD and age group (see Table 3).
These results demonstrate that ITD processing varies across
hemisphere and that cortical processing of ITDs is differentially
impacted by age. Notably, this novel outcome shows that
advancing age leads to reduced hemispheric differences in
source magnitudes when processing ITD cues (see Figure 6 and
Table 3).

The most robust characterization of changes in hemispheric
asymmetry was revealed with the laterality index analyses, as
illustrated in Figures 7–9. First, both younger and older adults
showed contralateral bias for some ITD conditions, as would
be predicted from previous studies. Importantly, however,
Figure 7 shows that younger listeners had significant laterality
for both left- (L500, L250) and right-leading (R250) ITDs,
whereas older listeners only showed significant laterality for
one left-leading condition (L500). This novel demonstration
of age effects on the laterality of cortical processing of
ITDs is consistent with the HAROLD model such that
older adults have reduced hemispheric asymmetry during
binaural processing of ITD cues. Given that these stimuli
were presented in a passive listening modality, it is less
likely that the observed reduction in asymmetry results from
compensatory mechanisms but instead may be linked to

dedifferentiation in cortical processing of ITDs. Further studies
are warranted to confirm the mechanistic source(s) of this
age-related change. In addition, although the average hearing
thresholds for both groups were within about 5 dB HL of one
another at the frequency region of interest (500 to 750 Hz),
there were differences between groups for higher frequency
thresholds (≥4,000 Hz). Thus, the minimal differences in
hearing sensitivity at 500 Hz and the influence of slightly poorer
hearing two octaves above (i.e., ≥4,000 Hz) in the older group
cannot be ruled out as a contributing factor to the observed
age-related differences. Future work with clinically-significant
hearing loss in the frequency region of interest can more
definitively establish the impacts of typical age-related hearing
loss.

Another novel outcome from this investigation, also related
to hemispheric asymmetry, was revealed when examining
the laterality index by each peak component of the CAEP
source-localized response. When evaluating laterality by both
ITD condition and peak component (see Figure 8), the
LI results clearly demonstrated that hemispheric laterality
shifts dynamically over time relative to the latency of the
peak component of the evoked response. That is, the early
response corresponding to P1 (∼40–70 ms post-stimulus
onset) was significantly lateralized toward the left hemisphere
and was driven largely by right-leading stimuli (e.g., R500,
R250), whereas laterality during N1 (∼80–130 ms post-
stimulus onset) was lateralized toward the right hemisphere
and driven primarily by left-leading ITDs (L500, L250).
P2 (∼160–240 ms), on the other hand, showed significant
lateralization for only one ITD condition (R250) and one
group (YNH). These results support the possibility that
contralateral bias in hemispheric processing of ITD cues
may be hierarchically processed such that right hemifield
stimuli are processed earlier than left hemifield stimuli.
Furthermore, as illustrated in Figure 9, both age groups
showed similar laterality patterns as a function of peak
component latencies, albeit older listeners showed reduced
and non-significant laterality corresponding to P1. Taken
together, the overall laterality results provide robust evidence
of an age-related reduction in hemispheric asymmetry during
ITD processing that is dynamically influenced over the
time frame of the cortical evoked response. The relevance
of such a binaural temporal processing scheme within
and across hemispheres warrants further exploration and
evaluation.
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Selective attention decoding in
bimodal cochlear implant users
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Department of Otolaryngology, Hannover Medical School and Cluster of Excellence Hearing4all,

Hanover, Germany

The growing group of cochlear implant (CI) users includes subjects with

preserved acoustic hearing on the opposite side to the CI. The use of

both listening sides results in improved speech perception in comparison

to listening with one side alone. However, large variability in the measured

benefit is observed. It is possible that this variability is associated with the

integration of speech across electric and acoustic stimulation modalities.

However, there is a lack of established methods to assess speech integration

between electric and acoustic stimulation and consequently to adequately

program the devices. Moreover, existing methods do not provide information

about the underlying physiological mechanisms of this integration or are

based on simple stimuli that are di�cult to relate to speech integration.

Electroencephalography (EEG) to continuous speech is promising as an

objective measure of speech perception, however, its application in CIs is

challenging because it is influenced by the electrical artifact introduced by

these devices. For this reason, the main goal of this work is to investigate a

possible electrophysiological measure of speech integration between electric

and acoustic stimulation in bimodal CI users. For this purpose, a selective

attention decoding paradigm has been designed and validated in bimodal

CI users. The current study included behavioral and electrophysiological

measures. The behavioral measure consisted of a speech understanding test,

where subjects repeated words to a target speaker in the presence of a

competing voice listening with the CI side (CIS) only, with the acoustic

side (AS) only or with both listening sides (CIS+AS). Electrophysiological

measures included cortical auditory evoked potentials (CAEPs) and selective

attention decoding through EEG. CAEPs were recorded to broadband stimuli

to confirm the feasibility to record cortical responses with CIS only, AS only,

and CIS+AS listening modes. In the selective attention decoding paradigm

a co-located target and a competing speech stream were presented to the

subjects using the three listening modes (CIS only, AS only, and CIS+AS).

The main hypothesis of the current study is that selective attention can be

decoded in CI users despite the presence of CI electrical artifact. If selective

attention decoding improves combining electric and acoustic stimulation with

respect to electric stimulation alone, the hypothesis can be confirmed. No

significant di�erence in behavioral speech understanding performance when

listening with CIS+AS and AS only was found, mainly due to the ceiling

e�ect observed with these two listening modes. The main finding of the

current study is the possibility to decode selective attention in CI users

even if continuous artifact is present. Moreover, an amplitude reduction of

the forward transfer response function (TRF) of selective attention decoding
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was observedwhen listeningwith CIS+AS compared to AS only. Further studies

to validate selective attention decoding as an electrophysiological measure of

electric acoustic speech integration are required.

KEYWORDS

cochlear implant, selective attention, electric acoustic stimulation,

electrophysiological measures, central integration, bimodal hearing, bimodal

stimulation, electroencephalography

1. Introduction

The growing group of cochlear implant (CI) users includes

subjects with preserved acoustic hearing on the opposite side to

the CI. The combination of electric and contralateral acoustic

stimulation, also referred to as bimodal stimulation, usually

results in an improvement in sound localization (Ching et al.,

2004; Potts et al., 2009; Arndt et al., 2011; Firszt et al., 2012;

Prejban et al., 2018; Galvin et al., 2019), music perception (Kong

et al., 2005; Ching et al., 2007), tinnitus suppression (Van de

Heyning et al., 2008; Galvin et al., 2019) and quality of life

(Galvin et al., 2019) compared to monaural listening. Moreover,

subjects with bimodal stimulation can integrate electric and

acoustic information to improve their speech understanding

(Ching et al., 2004; Kong et al., 2005; Dorman et al., 2008;

Potts et al., 2009; Vermeire and Van de Heyning, 2009; Yoon

et al., 2015; Devocht et al., 2017). However, the observed benefits

present high variability across subjects (Ching et al., 2007; Crew

et al., 2015) and some subjects even experience worsened speech

performance with bimodal stimulation (Litovsky et al., 2006;

Mok et al., 2006; Galvin et al., 2019). This variability in speech

outcomes with bimodal listening may be associated with the

effectiveness of the speech integration between electric and

acoustic stimulation. Some previous works suggested that this

integration has a central origin (Yang and Zeng, 2013; Reiss

et al., 2014; Fowler et al., 2016; Balkenhol et al., 2020). However,

the integration mechanisms and its impact on bimodal benefit

requires investigation.

Different mechanisms might contribute into electric

acoustic integration of speech: the integration of complementary

speech information conveyed through electric and acoustic

stimulation, the integration of similar speech information

conveyed electrically and acoustically or the combination of

the two mechanisms. Reiss et al. (2014) showed that bimodal

CI users obtain abnormal spectral integration, which might

lead to speech perception interference between the electric and

the acoustic stimulation sides. To solve this, they suggested to

reduce overlap in frequency information transmitted through

electric and acoustic stimulation (Reiss et al., 2012a,b). Fowler

et al. (2016) also investigated the reduction of frequency overlap

in bimodal CI users and observed that subjects with better

residual hearing (<60 dB HL at 250 and 500 Hz) might benefit

when low frequency information is removed on the CI side.

In contrast, Fu et al. (2017) showed that bimodal perception

is not significantly impacted when changing the CI input

low-cutoff frequency, claiming that bimodal CI users do not

benefit from the mismatch correction. However, that study

was conducted using a vocoder to simulate bimodal hearing in

normal hearing subjects. The study of Kong and Braida (2011)

assumed that bimodal listeners do not integrate available cues

from both listening sides but rather rely on the cues processed

by the dominant stimulation. However, Yoon et al. (2015)

demonstrated that bimodal benefit does not depend on the

performance of the dominant acoustic side alone but can be

predicted by the difference between performances of the two

stimulation modalities. Therefore, authors concluded that the

bimodal benefit is a result of the integration between electric

and acoustic stimulation.

The benefit of electric acoustic stimulation in bimodal CI

users is usually measured behaviorally using clinical speech

performance tests. These tests suffer from test-retest variability,

cannot be applied to people with missing behavioral response

and do not provide insights about the underlying physiological

mechanisms related to electric acoustic integration. The

understanding of these physiological mechanisms may provide

novel approaches to program the CI and consequently improve

speech perception in bimodal CI users. EEG is promising as an

objective measure of speech integration for bimodal listening,

however, its application is challenging because it is influenced

by the CI electrical artifact.

Nowadays, there is a growing interest in the use of cortical

auditory evoked potentials (CAEPs) as an objective measure of

sound perception in NH listeners (Martin et al., 2007; Stapells,

2009; Papesh et al., 2015) and in CI users (Pelizzone et al., 1987;

Ponton et al., 1996; Firszt et al., 2002;Maurer et al., 2002; Sharma

et al., 2002). It has been shown that CAEPs provide information

about binaural interaction at central level in NH listeners by

analyzing the deviation of binaural responses from the sum

of monaural responses (i.e. binaural interaction component

(BIC) analysis) (McPherson and Starr, 1993; Jancke et al., 2002;

Henkin et al., 2015). CAEPs were also measured in people with

asymmetric hearing loss, revealing that the sound at cortical
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level is processed similarly for acoustic alone and electric alone

stimulation (Sasaki et al., 2009; Balkenhol et al., 2020; Wedekind

et al., 2020, 2021). However, the amount of studies investigating

electric acoustic integration at cortical level in bimodal CI users

is limited. The current study investigates the possibility to record

CAEPs when listening with the CI side (CIS) alone, the acoustic

side (AS) alone and both sides simultaneously (CIS+AS).

One of the main disadvantages of CAEPs is that they require

the use of relatively short and simple stimuli. Therefore, the

relation between CAEPs and speech understanding is not easy

to establish. Another alternative EEG measure, which recently

has gained significant interest as an objective measure is neural

tracking of the envelope of an attended speech source (Ding

and Simon, 2012; Giraud and Poeppel, 2012; Power et al., 2012;

Mirkovic et al., 2015; OSullivan et al., 2015). The paradigm

in which in addition to the attended speaker also an ignored

speaker is introduced, is called selective attention decoding.

Two linear approaches exist for selective attention decoding,

the forward and the backward models. Both approaches are

based on least mean square error minimization between audio

features and neural signals. Most previous studies performed

stimulus-response mapping in the forward direction, i.e. using

forward models to investigate how the system generates or

encodes information (Haufe et al., 2014). By applying the

forward model, the temporal response function (TRF), which

describes the relationship between speech and neural recordings,

is obtained. The morphology of the TRF resembles the classical

N1P2 complex of the late evoked potentials (Lalor et al.,

2009; Crosse et al., 2016). Analysis of the N1P2 TRF complex

might provide different information than the N1P2 complex

of CAEPs due to the utilization of more ecological speech

stimuli, as selective attention is decoded using continuous

speech streams. In order to investigate how speech features

are decoded from the neural representation, one can apply the

backward model (Mesgarani et al., 2009; Ding and Simon, 2012;

Pasley et al., 2012; Mirkovic et al., 2015; OSullivan et al., 2015;

Crosse et al., 2016). By using the backward model, the speech

stimulus is reconstructed from the neural activity recordings.

The backward model explores the accuracy of decoding

by analyzing speech features of reconstructed and original

speech stimuli.

Recently, the possibility to predict speech intelligibility from

selective attention decoding has been shown in NH listeners

(Keitel et al., 2018; Vanthornhout et al., 2018; Dimitrijevic

et al., 2019; Etard and Reichenbach, 2019; Lesenfants et al.,

2019), in hearing impaired listeners with hearing aids (Petersen

et al., 2017) and in bilateral (Paul et al., 2020) and monaural

CI users (Nogueira and Dolhopiatenko, 2022). However,

the application of such objective measures in CI users is

still challenging because of the CI electrical artifact leaking

into the EEG recordings (Hofmann and Wouters, 2010;

Somers et al., 2010; Deprez et al., 2017). Artifact rejection

techniques such as independent component analysis (ICA)

can suppress artifacts in EEG, however, the full removal of

the CI electrical artifact can not be ensured. Nevertheless,

some previous works showed that it is still feasible to decode

selective attention in CI users (Nogueira et al., 2019a,b; Aldag

et al., 2022). In this regard, these previous works showed

that the maximum differentiation between the attended and

the ignored speaker occurs at 200–400 ms after stimulus

onset showing a minimization effect of the CI electrical

artifact at this time interval. However, as selective attention

is recorded to the continuous speech, the impact of the CI

electrical artifact cannot be fully discarded and more evidences

that selective attention decoding is possible in CI users are

necessary. Therefore, the main goal of the current study is

to confirm the feasibility to decode selective attention in

bimodal CI users, which will provide further evidence on

the use of continuous EEG recordings to speech stimuli in

this population, despite the presence of the CI electrical

artifact. This work investigates selective attention decoding

in bimodal CI users when listening with CIS only, AS only

and both sides together (CIS+AS). It is hypothesized that

combined electric and acoustic stimulation results in improved

selective attention decoding with respect to listening with CIS

alone. If this hypothesis is confirmed, it can be concluded

that it is possible to decode selective attention in CI users,

as the additional neural activity provided by the acoustic

stimulation is used to improve the decoding, even if CI

artifact is present. Moreover, the confirmation of the main

hypothesis might open the possibility to further investigate

selective attention decoding as a measure of speech integration

between electric and acoustic stimulation in bimodal CI users

using continuous speech which is a natural and ecologically

valid signal.

To find a descriptive link between speech understanding

and selective attention decoding, the current study also

included a behavioral measure. The behavioral measure

consisted of a speech understanding performance test to

a target speaker in the presence of a competing talker.

Speech material was presented using the three listening

modes (CIS only, AS only, and CIS+AS). The second part

of the study included recording of EEG. The possibility

to record cortical responses to short stimuli with all three

listening modes was demonstrated through CAEPs. Afterwards,

selective attention decoding, which is a novel approach when

applied to bimodal CI users, was measured. In the selective

attention paradigm, a target and a competing talker were

presented to the subjects using the three listening modes

(CIS only, AS only, CIS+AS). The main goal of this study

is to investigate the feasibility to decode selective attention

in CI users despite the presence of CI electrical artifact.

Furthermore, first attempts to investigate the potential of

selective attention decoding as a speech integration measure

between electric and acoustic stimulation in bimodal CI users

were conducted.
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2. Materials and methods

2.1. Participants

Ten subjects participated in the study (mean age: 57.7). All

participants were implanted with an Oticon Medical CI and

had a device experience of 6–48 months. Demographics of the

participants are shown in Table 1. Prior to the experiment, all

participants provided written informed consent and the study

was carried out in accordance with the Declaration of Helsinki

principles, approved by the Ethics Committee of the Hannover

Medical School.

A pure tone audiogram on the non-implanted ear in

unaided condition was measured via a calibrated audiometry

system (CAS AD2117, Audio-DATA, Duvensee, Germany). The

audiograms for the study participants are presented in Figure 1.

2.2. Behavioral paradigm

The German Hochmair-Schulz-Moser sentence test (HSM

test) (Hochmair-Desoyer et al., 1997) was used to assess

speech understanding behaviorally. Each list consists of 20

semantically structured sentences, uttered by a male or by a

female talker. Two sentence lists were presented to the acoustic

side only (AS only), to the CI side only (CIS only) and to

both sides simultaneously (CIS+AS). Target and interference

speech streams were co-located and presented at 0 dB signal-

to-interference ratio (SIR) between the target (male/female) and

the interference (female/male) speech stream. Subjects were

instructed to attend to the target talker and to repeat all words

after each sentence. The speech stream to be attended was

randomized within subjects and is indicated in Table 1. The

attended speech stream was kept the same through the whole

experiment. The speech understanding performance score was

calculated in percentage of correct recalled words per listening

mode. Speech material was presented to the CI side via the

Oticon Bluetooth Streamer and to the acoustic side via inner-

ear phones (E-A-RTONE Gold 3A, 3M, St. Paul, Minneapolis).

For subjects wearing a hearing aid on the contralateral side to

the CI, speech material presented to the AS was preprocessed

using a digital hearing aid implemented in a PC. The hearing

aid was based on the half-gain rule amplification according

to the measured audiogram (Lybarger, 1963). This hearing

aid implementation has been successfully used in previous

studies in our group (Krüger et al., 2022). Stimulus presentation
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FIGURE 1

Audiograms of study participants.

TABLE 1 Demographics of participants.

ID Sex Age Hearing aid Implanted side Duration of
deafness (y)

CI Experience (y) Stream to be
attended

1 M 63 Yes Left 55 4 Male

2 F 62 No Right 3 4 Female

3 F 54 No Left 42 4 Male

4 M 62 Yes Left 13 1.5 Male

5 M 68 No Left 4 2 Female

6 M 47 no Left 1 3 Female

7 M 73 No Right 12 4 Male

8 M 57 Yes Right 19 0.5 Female

9 M 30 No Left 0.07 3.4 Male

10 F 61 No Right 15 1.5 Female
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was controlled by the Presentation Software (Neurobehavioral

Systems, Inc., Berkeley, CA, United States; version 20.1). The

presentation level for the CIS and AS was set to a most

comfortable level, using a seven point loudness rating-scale

(from 1 to 7: from extremely soft to extremely loud; 4 - most

comfortable level).

2.3. Electrophysiological paradigm

The electrophysiological part of the experiment consisted

of EEG recordings. The recording was conducted in an

electromagnetically and acoustically shielded booth. High-

density continuous EEG was recorded using a SynAmps

RT System with 64 electrodes mounted in a customized,

infracerebral electrode cap (Compumedics Neuroscan,

Australia). The reference electrode was placed on the nose

tip; two additional electrodes were placed on the mastoids.

Impedances were controlled and maintained below 15 k�.

Electrodes with high impedance were excluded from further

analysis. Each subject was instructed to sit relaxed, avoid any

movements, and to keep their eyes open in order to minimize

physiological artifacts. All material was presented via Bluetooth

Streaming to the CIS and via inner-ear phones to the AS. For

AS in CI users with a hearing aid on the contralateral side, all

presented material was processed with the same digital hearing

aid and adjusted in loudness to their MCL exactly in the same

manner as in the behavioral paradigm described in Section 2.2.

2.3.1. Cortical auditory evoked potentials

2.3.1.1. Stimuli

To maximize responses, a broadband noise of 50 ms

duration was used as a stimulus. To ensure time synchronization

between both listening sides, the delay between electric and

acoustic stimulation needs to be considered. The technical

CI delay was measured using an oscilloscope and a research

implant unit. The stimulus was presented through the Bluetooth

Streamer to the CI processor, and the delay between audio start

and the start of electrical stimulation resulted in 30 ms. On the

acoustic side however, the delay between stimulus onset and the

auditory nerve response is frequency dependent and variable

across subjects (Elberling et al., 2007). It was estimated from the

literature that the average delay for a stimulus to travel from

the outer ear to the auditory nerve is 7 ms (Elberling et al.,

2007), therefore, the stimulus for AS started 23 ms after the

onset of the stimulus on the CIS. Note that delay compensation

was conducted at group level and not adjusted individually for

each subject. The stimuli were presented with an inter-stimulus

interval of 1 s. In total, 100 trials were recorded. The EEG data

was recorded with a sampling rate of 20 kHz.

2.3.1.2. Processing

Recorded EEG data was processed through the EEGLAB

MATLAB toolbox (Delorme and Makeig, 2004). ICA based on

second-order blind identification (SOBI) was applied to the

recorded data to remove physiological and CI electrical artifacts

(Kaur and Singh, 2015). Data recorded with CIS only and

with CIS+AS listening mode was concatenated prior to SOBI

in order to ensure equal portion of the removed CI electrical

artifact in both listening modes. The topology and the signal in

the time and spectral domain were visually analyzed for each

component. On average 1.8 (std:±0.64) components for each

subject were removed from the data. EEG with the suppressed

artifacts was afterwards epoched in the time interval ranging

from –200 to 1,000 ms. The CAEPs were obtained from the

vertex electrode (Cz). The signal was filtered between 1 and 15

Hz and re-referenced to the mean of the two mastoid electrodes.

2.3.2. Selective attention decoding

2.3.2.1. Stimuli

For the selective attention paradigmHSM sentence lists with

a male and a female talker at 0 dB SIR were used. The speech

stream to be attended was kept the same as in the behavioral

part of the experiment (Table 1). For each listening condition

(CIS only, AS only, and CIS+AS) 8 lists were presented, resulting

in approximately 6 min of stimulation per listening mode. To

extend the training dataset for the decoder, additional speech

material consisting of two audio story books were used. The

story books included two German narrations (“A drama in

the air” by Jules Verne, narrated by a male speaker and “Two

brothers” by the Grimm brothers, narrated by a female speaker)

at 0 dB SIR. In total, 36 min of story (12 min per listening

mode) were presented. To ensure the continuous engagement

of the CI user when listening to the corresponding speaker,

questions to the context of the presented speech material

were asked every 2 min. The presented speech material was

randomized across listening conditions to avoid the influence

of the material. EEG data was recorded with a sampling rate

of 1,000 Hz.

2.3.2.2. Processing

EEG data was processed offline in MATLAB (MATLAB,

2018) and the EEGLAB toolbox (Delorme and Makeig, 2004).

SOBI artifact rejection was applied to the EEG data to

suppress physiological and CI electrical artifact. The location

of the CI and the signal in the time and spectral domain

of each component were analyzed. On average, 3.5 (std:

±1.08) components were removed from the data. Afterwards,

the EEG data was split into the trials corresponding with

the duration of each sentence list and 1 min segments of

the story. Next, the digital signal was band-pass filtered for

Frontiers inNeuroscience 05 frontiersin.org

192

https://doi.org/10.3389/fnins.2022.1057605
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Dolhopiatenko and Nogueira 10.3389/fnins.2022.1057605

frequencies 2–8 Hz and downsampled to 64 Hz. The envelopes

of the original attended and unattended speech streams were

extracted through the Hilbert transform. The envelopes were

filtered with a low-pass filter having cut-off frequency of

8 Hz and downsampled to 64 Hz. Selective attention was

analyzed using the forward and the backward model approaches

(Crosse et al., 2016). By applying the forward model, the

TRF was obtained. By using the backward model the speech

stimulus was reconstructed from the neural activity recordings.

The correlation coefficient between the original envelope of

the attended audio and the reconstructed envelope (attended

correlation coefficient ρA) as well as the correlation coefficient

between the original envelope of the unattended audio and the

reconstructed envelope (unattended correlation coefficient ρU )

were calculated. Selective attention decoding was analyzed in

terms of ρA and the difference between ρA and ρU (ρDiff ). Both,

forward and backward models were applied across time lag. The

time lag performs a time shift of the EEG signal that reproduces

the physiological delay between the audio presentation and its

processing up to the cortex (OSullivan et al., 2015). In total

38 lags spanning the interval from 16 to 608 ms were used.

The lag window, over which reconstruction was conducted,

was set to △ = 16 ms. The regularization parameter λ was

set to 100 to maximize the peak amplitudes of the TRF for

the forward model and to 0.01 to maximize the difference

between the attended and unattended correlation coefficients

for the backward model. Further details on the analysis of

TRFs and correlation coefficients across λ can be found in the

Supplementary material. For more details on the reconstruction

procedure see Nogueira et al. (2019a,b). A classical leave-one-out

cross-validation approach was used to train and test the decoder.

HSM lists and the story were used to train the decoder. Only

HSM sentences were used for testing, resulting in 8 folds for

cross-validation (corresponding to the amount of lists) with each

listening mode.

2.4. Statistical analysis

Statistical analysis was carried out with the SPSS software

(version 26, IBM). The effect of listening mode on the

investigated parameters was explored through a repeated

measures analysis of variance (ANOVA). Pairwise comparisons

between listening modes were conducted with post-hoc analysis

based on the t-test for each pair of observations. To avoid

type I error for multiple comparisons, Bonferroni correction

was applied. For non-normally distributed data, the non-

parametric Friedman test followed by a post-hoc Wilcoxon

signed-rank test for pairwise comparisons was applied to

the data.

FIGURE 2

Behavioral speech understanding performance for three

listening modes: CIS only, CIS+AS, and AS only. Asterisk

indicates significant di�erence between a pair of conditions

revealed through the Wilcoxon signed-rank test.

3. Results

3.1. Behavioral paradigm

Figure 2 shows the individual speech understanding

performance for each listening mode.

On average, the highest score was observed with AS only

listening mode (87.18%), followed by CIS+AS listening mode

(80.01%). The lowest score was obtained with CIS only (11.21%)

and can be explained by the high difficulty of the task for

the participants when listening with CIS alone. A Friedman

test revealed a significant effect of listening mode on speech

performance scores [χ2
(2)

= 18.200; p < 0.001]. Post-hoc

analysis with the Wilcoxon signed-rank test with a Bonferroni

correction resulted in a significant effect for the pairs CIS+AS—

CIS only (p = 0.005) and AS only—CIS only (p =
0.005). No significant difference between CIS+AS and AS only

was observed.

3.2. Cortical auditory evoked potentials

Figure 3 presents the averaged CAEPs across subjects after

SOBI artifact rejection for the three listening modes (CIS only,

AS only, and CIS+AS). Subject 1 was excluded from the analysis

due to the low quality of the recorded signal.

In general, it was possible to distinguish the cortical response

with all three listening modes. The peak-to-peak amplitude

of the N1P2 was estimated for each subject individually. An

ANOVA analysis revealed a significant effect of listening mode
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FIGURE 3

Cortical auditory evoked potentials (CAEPs) obtained from the

central electrode (Cz) with three listening modes (CIS only, AS

only, and CIS+AS) averaged across subjects. The thick lines

represent the mean values across subjects and the shaded areas

represent the standard deviation across subjects.

on the N1P2 amplitude [F(2,16) = 6.544; p = 0.008]. A post-hoc

t-test with Bonferroni correction revealed a significantly higher

N1P2 amplitude with AS only than with CIS only listeningmode

(p = 0.014). No significant differences between CAEPs recorded

with CIS only and CIS+AS listening modes were found.

3.3. Selective attention decoding

3.3.1. Temporal response function

Figure 4A presents the mean TRF across subjects, where

the TRF represents the decoder weights of the forward model

approach. The TRF were analyzed comparing the first negative

(N1) and second positive (P2) peaks for each listening mode

and listener. The analysis revealed highest N1P2 peak-to-

peak amplitude for the AS only, followed by the CIS+AS

and the lowest amplitude for the CIS only listening mode.

Moreover, weights of the TRF at the N1 and P2 peaks were

estimated for each subject and presented in the form of

topographical maps per each listening mode (Figure 4B). The

weight distribution is similar across all listeningmodes, however,

the activation power with the CIS only listening mode is visibly

weaker.

From Figure 4A, it can be observed that the latencies of

the TRF peaks for the CIS+AS and the AS only listening

modes are similar, while the latency for CIS only is delayed.

Moreover, the amplitude of the N1P2 peak of the TRF was

compared to the amplitude of the N1P2 peaks obtained from

CAEPs presented in Section 3.2. A significant correlation

between the N1P2 peak-to-peak amplitude from TRFs and

CAEPs was observed for CIS only and AS only listening

modes (CIS only: r = 0.715, p = 0.031; AS only: r =
0.793, p = 0.011) (Figure 5). For the CIS+AS listening

mode, no significant correlation between the N1P2 amplitude

derived from CAEPs and TRFs was found. This may be

explained by the temporal delay correction between electric

and acoustic stimulation implemented in CAEP measurements,

which was not applied during the selective attention decoding

experiment.

3.3.2. Selective attention correlation
coe�cients

Figure 6 presents the ρA and ρU coefficients across lags

obtained from selective attention decoding using the backward

model after SOBI artifact rejection. Note, that lag △ is used to

time shift the EEG, modeling the physiological delay required

for a sound to travel along the auditory pathway up to

the cortex.

The correlation coefficients across lags for the AS only

condition present amorphology consistent with themorphology

reported in NH listeners (Nogueira et al., 2019a). In NH

listeners, the typical morphology of the ρA curve presents two

peaks at around 100 and 250 ms associated with different stages

of neural processing. The correlation coefficients obtained with

the CIS only and CIS+AS listening modes at early lags were

higher than with AS only indicating a contribution of the CI

electrical artifact. SOBI artifact rejection suppressed part of this

artifact, however, full removal could not be achieved. In order

to minimize the effect of the CI artifact, a later lag interval was

chosen for further analysis. Based on previous works (Nogueira

et al., 2019a,b), the chosen lag interval spanned the time between

208 and 304 ms, which also corresponds to the second peak of

the ρA curve for the AS only condition (Figure 6). At that chosen

lag interval, a t-test comparing the ρA and the ρU coefficients

for each listening mode revealed a significant difference for the

CIS+AS (p < 0.001) and for the AS only (p < 0.001) listening

modes, but not for the CIS only mode (p = 0.405) due to

the small differences between the ρA and the ρU . This result

confirms the possibility to decode selective attention in CI users

despite the presence of CI electrical artifact.

Furthermore, we focus our analysis only on the difference

between the attended and the unattended correlation coefficients

(ρDiff ), which reduces the impact of the CI artifact (Nogueira

and Dolhopiatenko, 2022). Figure 7 shows the ρDiff at the lag

interval 208–304 ms for each listening mode. The ANOVA

test revealed a significant effect of listening mode on the

ρDiff F(2,18) = 23.640; p < 0.001. The post-hoc pairwise t-

test comparison showed a significant difference for the pairs

CIS+AS—CIS only (p = 0.003) and AS only—CIS only

(p = 0.011). Note that the behavioral speech understanding

scores were also significantly different for the same pairs

of comparisons.
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FIGURE 4

(A) Forward transfer response function (TRF) averaged across subjects. Attended TRF and unattended TRF are estimated using attended and

unattended decoder respectively; (B) Topographical maps show TRF weights across subjects at first and second peaks of attended curve for

each listening mode.

FIGURE 5

Pearson correlation between N1P2 peak amplitudes of the

temporal response function (TRF) and N1P2 peak amplitudes of

cortical auditory evoked potentials (CAEPs) with three listening

modes: CIS only, CIS+AS, and AS only.

Pearson correlation between the behavioral speech score

and the ρDiff revealed a significant correlation only between

ρDiff and the speech score obtained with the CIS only listening

mode (r = 0.712, p = 0.021) (Figure 8). A lack of significance

in correlation between speech understanding performance and

the selective attention correlation coefficients for AS only and

CI+AS listening modes can be explained by the ceiling effect

observed in the behavioral speech understanding performance.

4. Discussion

The main goal of this work was to investigate a possible

electrophysiological measure of speech integration between

electric and acoustic stimulation in bimodal CI users. An

electrophysiological paradigm based on CAEPs to short stimuli

showed the feasibility to record cortical responses with CIS only,

AS only and CIS+AS listening modes. As an electrophysiological

measure of speech integration, decoding of selective attention

was proposed and validated in bimodal CI users. The results

of the study confirmed that it is possible to decode selective

attention in CI users despite the presence of CI electrical artifact

in the EEG. Moreover, this work investigated how selective

attention decoding is related to behavioral speech understanding

performance. No bimodal benefit in speech understanding with

respect to listening with the better ear was found, mainly due to

the ceiling effects observed when listening with the CIS+AS and

the AS only listening modes.

4.1. Speech understanding performance

Based on previous studies (e.g., Ching et al., 2004; Kong

et al., 2005; Dorman et al., 2008; Potts et al., 2009; Vermeire

and Van de Heyning, 2009; Yoon et al., 2015; Devocht et al.,
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FIGURE 6

Attended correlation coe�cients (red color) and unattended correlation coe�cients (blue color) of selective attention decoding for three

listening modes: CIS only (left), CIS+AS (center), and AS only (right). Correlation coe�cients are denoted as corr coe� and calculated across

lags (△). The thick lines represent the mean values and the shaded areas represent the standard deviation across subjects.

FIGURE 7

Di�erence between attended and unattended correlation

coe�cients (ρDi� ) of selective attention decoding at the

208–304 ms lag interval. Asterisk indicates significance between

pair of observations revealed by the t-test.

2017), this work assumed a benefit in speech understanding for

bimodal CI users when listening with CIS+AS listening mode in

comparison to listening with the CIS only or with the AS only

mode. Nevertheless, the interpretation of the reported results in

the literature about the benefit of electric acoustic stimulation

in bimodal CI users depends on the reference listening mode

used to report the bimodal benefit and the inclusion criteria

of the subjects participating in these studies. For instance, in

agreement with the results of the current study, some previous

studies have shown a benefit of bimodal listening compared to

CIS only listening mode, but not compared to AS only listening

mode (Mok et al., 2006; Devocht et al., 2017). In contrast, the

study of Potts et al. (2009) observed a bimodal benefit compared

to CIS only and to AS only, however, the authors of the study

recruited candidates for bilateral CI implantation, i.e. with poor

residual hearing.

Nevertheless, because of a ceiling effect observed in the

speech scores with the CIS+AS and AS only listening modes,

it was not possible to demonstrate a possible bimodal benefit

compared to the best performing ear for some of the study

participants. Despite this, two subjects obtained lower speech

scores with the CIS+AS than with the AS only listening

mode. Demographical data for these two subjects (Table 1) was

analyzed and revealed long duration of deafness for subject

3, which can explain the reduction in speech understanding

when listening with both sides compared to the better ear

Frontiers inNeuroscience 09 frontiersin.org

196

https://doi.org/10.3389/fnins.2022.1057605
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Dolhopiatenko and Nogueira 10.3389/fnins.2022.1057605

FIGURE 8

Correlation plot between the speech understanding scores and

the attended correlation coe�cients ρA (left) and between the

speech understanding scores and the di�erence between the

attended and the unattended correlation coe�cients ρDi� (right)

of selective attention decoding at the 208–304 ms lag interval.

(Cohen and Svirsky, 2019). Moreover, a significant negative

correlation between duration of deafness and speech scores with

the CIS+AS listening mode was observed across all subjects

(r = −0.846, p = 0.004). Subject 7 presented shorter duration

deafness but reported not using the CI frequently in daily life,

which probably explains the reduction in performance observed

with the CIS+AS listening mode for this subject. To confirm the

benefit of using the CI in daily life, subjects were additionally

asked to answer questions regarding their listening experience

in different acoustic situations. Results of the questionnaire

are presented in the Supplementary material. Interestingly, all

participants reported a benefit of using the CI in daily life. A

number of previous studies showed benefit of bimodal hearing

for CI users through improved quality of life (Galvin et al.,

2019), drop in self-reported listening effort (Devocht et al., 2017)

or even tinnitus suppression (Van de Heyning et al., 2008).

Therefore, bimodal hearing provides benefits to CI users but

these could not be measured through the speech understanding

task proposed in this study.

Another possible explanation for the interference effect

observed in two bimodal subjects when listening with CIS+AS

is the reduced integration between electric and acoustic

stimulation in our group of subjects. According to Yoon et al.

(2015), bimodal benefit is greater in subjects that obtain similar

performance with the CIS alone and the AS alone. Subjects

recruited in the current study had normal or close to normal

hearing with the AS only and relatively poor performance

with the CIS only, due to the long duration of deafness prior

to implantation. Therefore, this might have led to reduced

integration between electric and acoustic stimulation. Moreover,

Reiss et al. (2014) and Fowler et al. (2016) suggested that bimodal

CI users can better integrate mismatched rather than matched

spectral information across listening sides. The participants of

the current study had a good residual hearing causing broad

frequency range overlap across ears. As a result, this abnormal

broad spectral integration may have lead to speech perception

interference when listening with the CIS+AS compared to AS

alone.

On the other hand, the interpretation of the results about

bimodal benefit reported in the literature depends on the utilized

materials and tests. The present work investigated the benefit

of electric acoustic stimulation on speech understanding with a

co-located target and interferer presented at the same level. The

same speech material was presented in both ears, which does not

allow to measure some binaural effects such as spatial release

from masking or binaural squelch. Moreover, the interferer

consisted of a speech signal which reduces speech understanding

in CI users compared to the utilization of non-intelligible

maskers, such as stationary or babble noise (Dieudonné and

Francart, 2020). Studies using a similar paradigm as the one

used in the current study observed no speech understanding

improvement in bimodal CI users compared to the better ear

performance (Vermeire and Van de Heyning, 2009; Galvin et al.,

2019; Dieudonné and Francart, 2020). In the current study, we

decided to use the same material for the behavioral and for the

selective attention decoding paradigm such that the results of

both experiments could be compared to each other. The selective

attention paradigm, which has been extensively validated in our

previous works in CI users, is based on a target and an interferer

speech streams presented at the same level to reduce the effect of

the CI artifact.

4.2. Cortical auditory evoked potentials

It was possible to measure CAEPs and to distinguish the

N1P2 complex with all three listening modes for 9 out of 10

participants. Subject 1 was excluded from the analysis due to

the low quality of the EEG signal caused by high impedances

of the EEG electrodes. The peak-to-peak N1P2 latencies and

amplitudes were in the range of 85–130 ms and 3–7 µV,

respectively. These results are in agreement with the results

reported in NH listeners (Martin et al., 2007; Stapells, 2009;

Papesh et al., 2015) and CI users (Pelizzone et al., 1987; Ponton

et al., 1996; Maurer et al., 2002; Sharma et al., 2002).

The highest N1P2 amplitude of 6.7 µV was obtained for the

AS only condition. No significant difference between the N1P2

measured with the CIS+AS and the CIS only listeningmodes was

observed. Previous studies have shown greater N1P2 responses

with bilateral stimulation compared to monaural stimulation

in NH listeners. The mentioned study claimed that the greater

response evoked by the bilateral stimulus compared to the
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monaural stimulus can be explained by binaural integration or

fusion of stimuli across both ears (Butler et al., 1969). In the

current study higher N1P2 amplitudes for the CIS+AS listening

mode compared to the CIS only or AS only listening modes were

expected due to possible synergetic integration of electric and

acoustic stimulation (Ching et al., 2001; Kong et al., 2005; Kong

and Carlyon, 2007). However, the responses for the CIS+AS and

the CIS only listening modes were not significantly different.

One possible explanation for the reduced bimodal response

is the time processing difference or the lack of synchronization

between the two listening sides. The time delay for the CIS is

caused by the CI sound processor and the implant. The delay

for an acoustic stimulus to reach the auditory nerve comprises

ear canal, middle ear and the basilar membrane traveling wave

delays. In this work, the processing delay for the CIS was

measured through an oscilloscope and the delay for the AS was

estimated from the literature. While the delay for the CIS is

device dependent and has negligible variability across CI users

with OticonMedical CI, the time delay on the AS is less obvious,

it depends on the individual anatomy and physiology of the ear,

and it is frequency dependent due to the tonotopic organization

of the cochlea. If to compare the estimated traveling wave delays

provided by different authors utilizing different measurement

techniques, a high variability across studies can be observed

(Elberling et al., 2007). In this work, the delay between the

two listening sides was not individually compensated, which

may have caused reduced electric acoustic integration and

consequently reduced bimodal CAEP responses. One possible

solution for an individual delay compensation in bimodal CI

users, is to correct the delay based on the wave V of the auditory

brainstem response (ABR) as proposed by Zirn et al. (2015).

However, the implementation of this procedure in the current

work would have dramatically increased the time required to

conduct the experiment. Nevertheless, the individual temporal

synchronization between the two listening sides using ABRs has

to be considered for future work.

4.3. Selective attention decoding

The topographical analysis of the decoder weight

distribution for the forward model approach revealed weaker

activation when listening with the CIS only than with the

CIS+AS or the AS only listening modes. This weaker activation

may be related to the difficulties experienced by the bimodal

CI users to concentrate on the desired speech stream using the

CIS only listening mode. The TRF morphology across lags for

all three listening modes is consistent with previous reported

results in NH listeners (Crosse et al., 2016) and CI users (Paul

et al., 2020). For TRFs the highest N1P2 peak-to-peak amplitude

was obtained when listening with the AS only, followed by

the CIS+AS and the CIS only listening modes. The amplitude

reduction of the TRF curve for CIS+AS listening mode may be

explained by reduced integration between electric and acoustic

stimulation or interference caused by the CI when listening

with CIS+AS. Such an interference effect was observed at

least in two subjects in the speech understanding performance

test. Unfortunately, it was not possible to establish a relation

between TRF amplitude and behavioral speech understanding

performance in the current study due to ceiling effects observed

in the speech understanding test with the AS only and CIS+AS

listening modes. Moreover, a delay between TRF peaks for

the AS only and the CIS only listening modes was observed.

Therefore, the reduction of the TRF amplitude for the CIS+AS

listening mode compared to the AS only listening mode can

be also explained by the lack of the temporal synchronization

between electric and acoustic stimulation.

As the TRF curve resembles the N1P2 complex of

CAEPs, the individual N1P2 amplitudes from TRFs were

compared to the N1P2 amplitudes of the CAEP responses.A

significant correlation between both measures was observed

for CIS only and AS only listening modes. For the CIS+AS

listening mode no significant correlation was observed,

possibly because a delay compensation between both sides

was applied in the CAEP measurements but not in the

selective attention paradigm. In the future, the impact of

interaural delay on selective attention decoding should be

further investigated.

The correlation coefficients of backward selective attention

decoding with the CIS+AS and the CIS only listening modes

obtained high values for the first lags, probably because of

the contribution of residual CI artifact. As the target and

interference were presented at 0 dB SIR, the contribution of

the CI artifact is almost equal for both the attended and

the unattended speech envelopes. Therefore, in absence of

neural activity, the correlation coefficients to the attended

and unattended envelopes should be almost identical, as

demonstrated by an artifact model in our previous study

(Nogueira et al., 2019a). In the current study, only a small

difference between the attended and unattended correlation

coefficients in the CIS only condition was observed. This is

not surprising, taking into account the poor behavioral speech

understanding performance obtained by the study participants

when listening with the CIS only mode. Meanwhile, when

listening with the CIS+AS mode, a significant difference

between the attended and unattended correlation coefficients

was observed. This result confirms the possibility to decode

selective attention in CI users despite the presence of residual

CI electrical artifact leaking into the EEG. Two peaks were

observed at 100 and 220 ms. Coming back to the CI artifact

model mentioned before, high correlation coefficients at early

lags up to 80 ms followed by a decay ending at around 150

ms have been observed in our previous study (Nogueira et al.,

2019a). Therefore, the first peak might be contaminated by the

CI artifact, but the second peak might be less contaminated by

the artifact. For this reason, this second peak could potentially

be a valid parameter to compare selective attention decoding

between different listening modes. The time occurrence of the
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second peak also corresponds to the late locus of attention

reported by Power et al. (2012). Therefore, the lag interval

of 208–304 ms was chosen for further analysis. Moreover, we

focus our analysis on the difference between the attended and

the unattended correlation coefficients, which further reduces

the effect of the CI artifact as shown in previous studies

(Paul et al., 2020; Nogueira and Dolhopiatenko, 2022). Besides

that, the analysis of the difference between attended and

unattended correlation coefficients might reduce the impact

of some individual factors, such as artifact, skin thickness

or electrode impedance. The comparison of the difference

correlation coefficient revealed higher values for the CIS+AS and

AS only listening modes compared to the CIS only listening

mode, which is consistent with the speech understanding

behavioral results. The correlation between selective attention

decoding coefficients and behavioral data was significant only

for the CIS only listening mode. A lack of significance for the

CIS+AS and AS onlymodes can be explained by the ceiling effect

in the speech understanding scores observed in these conditions.

For this reason, the results of the current study cannot conclude

whether selective attention decoding can be used as an electric

acoustic speech integration measure. An extension of the dataset

including bimodal CI users with less residual hearing or the use

of different speech understanding performance tests to avoid

ceiling or floor effects need to be considered for future work.

5. Conclusion

This work demonstrates that it is possible to decode

selective attention in bimodal CI users. This result provides

more evidence on the use of continuous EEG recordings to

speech stimuli in CI users despite the presence of continuous

electric artifact. The analysis of CAEPs and TRFs from selective

attention decoding demonstrated an amplitude reduction when

listening with CIS+AS relative to listening with AS only.

The outcomes of this study may pave the way toward novel

speech integration measures for bimodal CI users using EEG

to continuous stimuli. However, further validation of these

measurements are required.
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Spatial rehabilitation using
virtual auditory space training
paradigm in individuals with
sensorineural hearing
impairment

Kavassery Venkateswaran Nisha*, Ajith Kumar Uppunda and

Rakesh Trinesh Kumar

Department of Audiology, All India Institute of Speech and Hearing (AIISH), Mysore, India

Purpose: The present study aimed to quantify the e�ects of spatial training

using virtual sources on a battery of spatial acuity measures in listeners with

sensorineural hearing impairment (SNHI).

Methods: An intervention-based time-series comparison design involving

82 participants divided into three groups was adopted. Group I (n = 27,

SNHI-spatially trained) and group II (n = 25, SNHI-untrained) consisted of

SNHI listeners, while group III (n = 30) had listeners with normal hearing

(NH). The study was conducted in three phases. In the pre-training phase,

all the participants underwent a comprehensive assessment of their spatial

processing abilities using a battery of tests including spatial acuity in free-field

and closed-field scenarios, tests for binaural processing abilities (interaural

time threshold [ITD] and level di�erence threshold [ILD]), and subjective ratings.

While spatial acuity in the free field was assessed using a loudspeaker-based

localization test, the closed-field source identification test was performed

using virtual stimuli delivered through headphones. The ITD and ILD thresholds

were obtained using a MATLAB psychoacoustic toolbox, while the participant

ratings on the spatial subsection of speech, spatial, and qualities questionnaire

in Kannada were used for the subjective ratings. Group I listeners underwent

virtual auditory spatial training (VAST), following pre-evaluation assessments.

All tests were re-administered on the group I listeners halfway through training

(mid-training evaluation phase) and after training completion (post-training

evaluation phase), whereas group II underwent these tests without any training

at the same time intervals.

Results and discussion: Statistical analysis showed the main e�ect of groups

in all tests at the pre-training evaluation phase, with post hoc comparisons

that revealed group equivalency in spatial performance of both SNHI groups

(groups I and II). The e�ect of VAST in group I was evident on all the tests,

with the localization test showing the highest predictive power for capturing

VAST-related changes on Fischer discriminant analysis (FDA). In contrast, group

II demonstrated no changes in spatial acuity across timelines ofmeasurements.

FDA revealed increased errors in the categorization of NH as SNHI-trained at

post-training evaluation compared to pre-training evaluation, as the spatial

performance of the latter improved with VAST in the post-training phase.
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Conclusion: The study demonstrated positive outcomes of spatial training

using VAST in listeners with SNHI. The utility of this training program can be

extended to other clinical population with spatial auditory processing deficits

such as auditory neuropathy spectrum disorder, cochlear implants, central

auditory processing disorders etc.

KEYWORDS

virtual auditory space training, localization, virtual acoustics, binaural cue processing,

interaural threshold di�erences, perceptual ratings, spatial hearing, spatial processing

Introduction

Deficits in spatial hearing secondary to hearing loss have

a direct bearing on day-to-day communication in listening

environments (Abel et al., 2000), such as listening in noise

(Kidd et al., 2005) and reverberation (Takahashi, 2009). The

impact of hearing loss in listeners with sensorineural hearing

impairment (SNHI) on their ability to use auditory spatial

cues is readily observable on most psychoacoustical measures.

Investigations on binaural processing reported poorer values

in time [interaural time difference (ITD)] (Hawkins and

Wightman, 1980; Kinkel et al., 1991), intensity (interaural level

difference [ILD]) (Kinkel et al., 1991; Gabriel et al., 1992;

Spencer et al., 2016), phase (interaural phase difference [IPD])

(Lacher-Fougère and Demany, 2005; Neher et al., 2011), and

interaural cross-correlation (Gabriel et al., 1992; Spencer et al.,

2016) in listeners with SNHI compared to their normal-hearing

counterparts. In natural environments, changes in ITDs are

usually accompanied by corresponding changes in IPDs and

ILDs; however, precise control of the acoustic parameters in

laboratory conditions powers the investigators to manipulate

either of the cues alone or in combination, thus aiding in

understanding the role of each cue (ITD, ILD, and IPD) in

spatial processing.

The spatial deficits seen in SNHI listeners on the

psychoacoustical measures affect their spatial performance in

free-field (Best et al., 2010; van den Bogaert et al., 2011; Kuk

et al., 2013; Brimijoin and Akeroyd, 2016) and closed-field

scenarios (Chung et al., 2008; van Esch et al., 2013; Brimijoin

and Akeroyd, 2014; Brungart et al., 2017). Apart from showing

deficits in psychoacoustical measures, SNHI listeners also

experience perceptual difficulties in everyday listening (Noble

and Gatehouse, 2006). Spatial perception is paramount for

comfortable listening in daily environments (Risoud et al.,

2018), and deficits in spatial hearing places SNHI listeners at a

disadvantage on a variety of tasks, including spatial navigation,

speech understanding, communication in adverse listening

environments (Best et al., 2010), and lowered self-confidence in

their social interactions. Undoubtedly, the poor ability to localize

sound accurately is a common source of frustration for SNHI

listeners (Subramaniam et al., 2005). In addition, the increased

spatial disability in SNHI listeners was associated with other

avoidance behaviors such as the desire to escape from situations

in which sounds were confusing and caused nervousness (Noble

et al., 1995).

Akeroyd and Whitmer (2016) reviewed 12 studies on

the localization of real sources in different quadrants (right,

left, front, and back) of the acoustic field to calculate root

mean square (RMS) localization error. They reported that

localization/RMS error was 5◦ higher in SNHI listeners

compared to normal hearing (NH) listeners in right-left

hemifields. When considering directional acuity in the

front–back dimension, mean front–back confusion rates for

NH listeners were found to range from 0.1 to 5%, while those

with SNHI ranged between 10 and 26% (Best et al., 2010;

van den Bogaert et al., 2011). Studies exploring spatial acuity

in SNHI listeners in closed-field environments using virtual

sources report high front-back confusion in both SNHI and NH

listeners (relative to confusions in free field), with the former

exhibiting greater errors than the latter (Chung et al., 2008;

van Esch et al., 2013; Brimijoin and Akeroyd, 2014; Brungart

et al., 2017). Furthermore, on subjective ratings, listeners

with SNHI are known to experience more serious localization

difficulties that increase with the degree of HI (Noble et al.,

1997; Glyde et al., 2013). Deficits in a number of peripheral and

central processes including reduced audibility (Brimijoin and

Akeroyd, 2016), impaired frequency selectivity (Strelcyk and

Dau, 2009), poor temporal resolution, altered filtered shapes

(Baker and Rosen, 2002; Bernstein and Oxenham, 2006), and

increased spectral and temporal masking (Le Goff et al., 2013)

can be conceived as factors for impaired spatial processing in

SNHI listeners.

Although literature highlights the impact of compromised

spatial acuity in human communication in listeners with SNHI,

remediation programs aimed at resolving spatial deficits are

surprisingly few. Some of the notable strides in enhancing spatial

acuity have used hearing aids (HAs) with novel algorithms for

auditory spatial coding (Drennan et al., 2005), gain settings

(Keidser et al., 2011), bilateral synchronization (Johnson et al.,

2017), and listening configurations (van den Bogaert et al., 2006;
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Neher et al., 2009). Although theoretically enhancing temporal,

spectral, and intensity cues aiding directional perception should

be possible using novel spatial processing algorithms in HAs,

studies involving the localization ability of HA users have shown

poor-to-mixed results (refer to reviews—Denk et al., 2019;

Zheng et al., 2022). Reports suggest slight improvements in

localization ability after a period of acclimatization in SNHI

listeners (Noble and Byrne, 1990; Drennan et al., 2005) however,

contrary evidence on decreased localization performance after

HAs usage is also available abundantly (Byrne and Noble, 1998;

van den Bogaert et al., 2011; Akeroyd, 2014). A number of

factors such as the design of HA, degree of loss, cognition, age

of the participant, testing condition (aided or unaided, noise

or quiet, open or closed earmolds), and test material (speech,

noises with various bandwidths, center frequencies, spectral

slopes, and real-world sounds such as telephone ring) could have

influenced these results. Akeroyd and Whitmer (2016) reviewed

36 studies that compared directional acuity of unaided and

bilaterally aided hearing-impaired (mostlymild to severe sloping

and older hearing-impaired adults) listeners and reported only

a slight 1◦ difference between the aided and unaided scores

(the RMS error: RMS values were 12◦ for unaided listening and

13◦ for aided listening). Although within-subject variability was

seen between aided and unaided conditions with the differences

reaching statistical significance in a few reports (Keidser et al.,

2009; van den Bogaert et al., 2011), contrary evidence is also

available (Drennan et al., 2005; Best et al., 2010; Brungart et al.,

2014). Only four of 36 reviewed studies (11.11%) showed a

benefit of aiding of at least 1◦, whereas more than 20 studies

(55.55%) showed a deficit of aiding of at least 1◦ and nine

(=25%) reports showed a deficit of 3◦ or more. Taken together

with the multiplicity of differences between studies (HA styles,

test materials, and conditions) in Akeroyd and Whitmer’s

(2016) review, the results can be treated to be more or less

representative of the effect of aiding on spatial perception. The

use of HAs (as seen in studies earlier) can negatively affect spatial

perception as they reduce the HRTF cues and also distort ITD

and ILD cues.

Alternatively, minimal improvements in spatial

performance are reported when spatial training programs

use loudspeakers in free field (Tyler et al., 2010; Kuk et al.,

2014) or interaural difference training (Wright and Fitzgerald,

2001; Rowan and Lutman, 2006; Spierer et al., 2007; Zhang

and Wright, 2007; Ortiz and Wright, 2009) under closed

field (headphones), although these improvements were

not clinically or statistically significant. The clinical utility

of training-related remedial programs in auditory spatial

perception is limited by a number of factors, such as those

related to study design (small sample sizes, heterogeneous

outcome measures, inconsistent use of control groups, and

limits of generalization) as well as those related to technical

aspects such as length of the training programs and the

cost–benefit ratio.

All the research efforts in documenting the effects of

spatial deficits can be productive only if promising intervention

strategies are devised. In addition to the minimal spatial

acuity improvements reported in SNHI listeners consequent

to training, a lot of issues related to study design and

technical aspects question their utility in day-to-day practice.

It is unknown whether everyday localization accuracy can be

facilitated by training and whether improvements identified in

a laboratory setting can be sustained and generalized.

The present study is intervention-based research that

investigated the effect of virtual auditory space training (VAST)

(Nisha and Kumar, 2017, 2018) on spatial acuity in listeners

with SNHI. VAST is a novel paradigm that relies on auralization

techniques to synthesize spatial percepts called virtual acoustic

stimuli, which cause an illusionary effect of natural sound-field

localization within the head (King et al., 2001). The virtual

stimuli are constructed by superposing the target stimuli with

the non-individualized HRTFs (refer to methods for stimulus

generation), that enriches the stimuli with important spatial cues

such as the ITDs, ILDs, spectral, and HRTFs. Thus, generated

virtual stimuli are played back within the head using headphones

in a systematically graded order of spatial difficulty (refer to

methods for the hierarchy of stimulus presentation) and the

listener is trained to achieve mastery in each level under self-

supervision (refer to methods for detailed training procedure).

The use of the VAST paradigm is proven to be as effective

as free-field spatial training using loudspeakers in fine-tuning

spatial skills of NH listeners (Nisha and Kumar, 2022) and has

promising implications on cortical re-organization (Nisha and

Kumar, 2019a). In addition, the use of virtual stimuli identical

to those used in the VAST paradigm has been effective in

documenting the effects of SNHI on cortical processing (Nisha

and Kumar, 2019a,b), the effects of maturational and aging-

related changes across life-span (Nisha et al., 2023), and the

musical training effects (Nisha et al., 2022). The present study

aimed to validate the efficacy of the VAST paradigm in resolving

spatial perception deficits in SNHI listeners. Specifically, the

objectives of the study were to document the spatial processing

abilities in SNHI and compare the same with NH listeners using

spatial acuity measures in the free field and closed field, binaural

cue processing, and subjective ratings. The study additionally

aimed to compare the pre-, mid-, and post-training performance

of SNHI listeners on the above psychoacoustic spatial measures

at different timelines as a function of VAST.

Methods

Participants

A total of 82 participants in the age range of 35–55 years

were recruited for the present study, and they were divided

into three groups. Groups I and II consisted of listeners
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with mild to moderate (Katz, 2015) flat SNHI (Pittman and

Stelmachowicz, 2003). While the group I (n = 27, 17 males, 10

females, Mage = 43.8± 10.44 years SD) consisted of individuals

with SNHI who underwent spatial training (VAST), group II

consisted of individuals with SNHI who did not receive spatial

training (n = 25, 12 males, 13 females, Mage = 43.7 ± 5.92

years SD). In addition, group III (n = 30, 17 males, 13 females,

Mage = 38.55 ± 3.25 years SD) had participants with normal

peripheral hearing sensitivity. The sample size considered in the

study was calculated using G∗Power version 3.1.9.4 (Faul et al.,

2007) based on the effect size reported by Kuk et al. (2014)

on spatial training in SNHI listeners. Although the sample size

calculated was only 8 participants in each group for an effect

size of 1.39, a higher sample size of at least 25 was considered

for each group in the present study. In contrast to Kuk et al.’s

(2014) study, where the SNHI participants who underwent

spatial training also used HAs, the current study was performed

on SNHI listeners who did not use HAs. The induction of SNHI

listeners who had no previous exposure of HAs helped us to

avoid potential limitations of HAs on auditory spatial processing

(refer to the “Introduction” Section). The sample size used by us

(group I= 27, group II= 25, and group III= 30) was, therefore,

deemed appropriate for measuring changes due to VAST.

All the participants were subjected to a detailed case history

to rule out any external and middle ear pathology. Pure tone

audiometry was conducted on all participants where both the

air conduction (250–8,000Hz) and bone conduction thresholds

(250–4,000Hz) were obtained at the octave frequencies using

the modified Hughson and Westlake procedure given by

Carhart and Jerger (1959). The air conduction and bone

conduction thresholds of these participants were tested using a

Piano inventis audiometer (Inventis, Padova, Italy) by routing

stimulus through Telephonics TDH 39 earphones (Telephonics,

Farmingdale, NY, USA) and B71 bone vibrator (RadioEar,

Kimmetrics, Smithsburg, MD, USA). Based on four frequency

pure tone AC thresholds (pure tone average (PTA) obtained

as an average of thresholds at 500, 1,000, 2,000, and 4,000Hz),

participants with mild to moderate SNHI formed groups I

and II. The SNHI was further confirmed by the absence of

otoacoustic emissions and acoustic reflexes (both ipsilateral

and contralateral reflex) recorded using standard recording

protocol in Otodynamics ILO V6 DP Echoport (Otodynamics

Ltd., Hatfield, Herts, UK) and Inventis Clarinet (Inventis Inc.,

Padova, Italy) instruments, respectively. Among these two

groups, the former received formal spatial training using VAST

and the latter served as the control group that did not receive

any spatial training. Participants with NH sensitivity, i.e., PTA

<25 dB HL were selected for group III. Figure 1 shows the

thresholds for (Figure 1A) right and (Figure 2B) left ears across

the groups. The group differences in the thresholds were verified

using one-way ANOVA [right ear: F(2,79) = 171.31, p < 0.001;

left ear: F(2,79) = 121.82, p < 0.001], followed by Bonferroni

comparisons which showed that the thresholds of the two SNHI

groups were similar (right ear: p = 0.75; left ear: p = 0.35)

and significantly higher (right and left ears: p < 0.001) than the

NH group.

Participants with any neurological and cognitive deficits

were excluded from the study. Mini-Mental State Examination

(MMSE) (Folstein et al., 1983) translated into Indian English

(Milman et al., 2018) was administered to rule out any

pathological cognitive decline (all participants scored more

than 24 points). Group equivalency in cognition across groups

was also cross-checked statistically from the results of one-

way ANOVA, which showed no main effect of the group

[F(2,79) = 1.09, p = 0.34] on MMSE scores. In addition, the

influence of musical training and aptitude in participants of the

study was ruled out based on informal interviews (for any formal

history of musical training) and cutoff scores (≤18) on mini-

Profile of Music Perception Skills (mini-PROMS, Zentner and

Strauss, 2017). The results of one-way ANOVA for mini-PROM

verified that there were no differences in musical aptitude across

the three groups [F(2,79) = 1.19, p= 0.31].

Written consent was obtained from all the participants,

which confirmed their willingness to participate in the

research study. The study was approved by the institutional

core committee on research and adhered to the institutional

ethical guidelines of bio-behavioral research involving

human subjects (Venkatesan, 2009) under the reference

number SH/CDN/ARF-AUD-4/2018-19.

Research design

A mixed design (which includes both between-subjects

design and within-subjects design) (Schiavetti and Metz,

2006) based on the intervention-control model was used.

Standard group comparison (SNHI vs. NH) was adopted to

study the spatial processing differences between the groups

(between-subjects design), while a time-series (pre-, mid-, and

post-training) design was used to evaluate the effect of VAST on

the auditory spatial performance of SNHI listeners (within the

subject design).

Procedure

The study was conducted in three phases, i.e., pre-training,

training, and post-training phase.

Phase I: Pre-training evaluation phase

In the pre-training phase, the spatial acuity of all

listeners was assessed using a test battery comprising three

psychoacoustical measures and one subjective measure as

discussed in the following sections. The stimulus presentation
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FIGURE 1

The mean hearing thresholds of participants in each group across audiometric frequency range for (A) right ear and (B) left ear. The error bar

represents ± 1 SD.

level was maintained constant at 80 dB SPL for all the

psychoacoustical tests employed in this study.

Test of spatial acuity in free field (localization test)

White noise bursts of 250ms (inclusive of 5ms rise and fall

time) were generated using the AUX viewer software (mono,

32 bits, 44,100 sampling rate), calibrated to the output level

of 80 dB SPL (using sound level meter; Bruel and Kjaer

2270, Naerem, Denmark), and used as stimuli for the test of

spatial acuity in free field (localization test). The stimuli were

loaded on a personal computer and were assigned to 18 audio

tracks using the Cubase software (Steinberg Media Technologies

GmbH, Hamburg). One of the 18 tracks delivered the stimuli

to the corresponding loudspeakers via Aurora mixer (Lynx

Studio Technology Inc., California, USA). The 18 loudspeakers

(Genelec 8020B BI-amplified monitoring system, Finland) were

placed in a concentric circle with a spacing of 20◦ from each

other covering a complete spatial field spanning 360◦ azimuth,

as shown in Figure 2A. The 18 loudspeaker array with 20◦

separation used in the current study is in accordance with the

localization setups used for spatial studies on hearing-impaired

listeners (Lorenzi et al., 1999; Drennan et al., 2005; Keidser et al.,

2009).

The participant was asked to sit comfortably on a chair

placed at a distance of 1m in a center of the loudspeaker array

in the localization chamber (semi-anechoic). After the delivery

of the stimulus, the participant was asked to judge the location

of the loudspeaker that emitted the sound and respond by

writing the number corresponding to the loudspeaker. The test

started with a pilot trial where 10 random presentations of the

stimuli were given to make the participant familiarize to the

task. In the testing phase, the stimuli were presented five times

to each of the 18 speakers (in random order based on the track

sequence in Cubase), and the participant was asked to respond

by writing the speaker’s number on a response sheet. Once the

response to a particular trial was completed, the participant was

asked to indicate its completion with a thumbs-up sign to the

experimenter. The inter-trial interval for stimulus presentation

depended on the response time of the participant. The next

stimulus was presented only after the participant registered

his response to the previous stimuli. The test was terminated

after a total of 90 presentations (18 loudspeaker locations × 5

repetitions) and was completed in∼15 min.

The responses were then entered in the user interface built

for spatial error analysis in paradigm experimenter builder

software (Perception Research Systems, 2007). A program

written in a Python script running in the background of

the interface recorded the target and the response location.

The overall localization errors (RMS error) were computed in

accordance with the formula given by Rakerd and Hartmann

(1986). RMS error represents the root mean square of actual

response deviation (in ◦ azimuth) from the target location. This

was done for all the participants across the three groups.

Test of spatial acuity in the closed field (virtual auditory

space identification test)

VASI comprised of presentation of acoustic stimulus under

the headphone at the target azimuths, which mimicked the

free-field environment presentation. Although the stimuli were

presented through the circumaural headphones (Sennheiser

HD 280 PRO, Wedemark, Germany), the use of appropriate

equalization techniques provided good azimuth replication

that was comparable with the spatial hearing performance of

individuals with NH in free-field environments (Pralong and

Carlile, 1996; Zhong and Xie, 2013). Virtual percepts in the

VASI test were created by convolving 250ms white noise bursts
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FIGURE 2

Schematic representation of (A) loudspeakers setup used for testing spatial acuity in free field. (B) Interface used for stimulus and response

acquisition in virtual auditory space identification (VASI) test. The alphanumerical code represents the location of spatial percept created within

the head. 0◦-At the midline front, 180◦-At the midline back, R45–45◦ azimuth toward the right ear; R90–90◦ azimuth toward the right ear,

R135–135◦ azimuth toward the right ear; L45–45◦ azimuth toward the left ear, L90–90◦ azimuth toward the left ear, and L135–135◦ azimuth

toward the left ear. (C) Interaural time di�erence test and (D) interaural level di�erence test.

with a non-individualized HRTF obtained from the sound

lab (Slab3d) database. The sound lab (Slab 3D) version 6.7.3

(Spatial Auditory Displays lab, 2012) was used to control the

generation of the virtual percepts in eight target locations:

Midline front: 0◦ azimuth, midline back: 180◦ azimuth, and

45◦, 90◦, and 135◦ azimuth to the right and left. All the stimuli

had constant elevation (0◦ azimuth) and distance (1m). The

virtual stimuli were synthesized to be identical to the free-

field stimuli in terms of overall level (80 dB SPL) and duration

(250ms). The generated stimuli were calibrated to a level of

80 dB SPL using the sound level meter (Bruel and Kjaer 2270,

Naerem, Denmark). The synthesized stimuli were loaded into

the paradigm software, which controlled stimulus delivery and

response acquisition using a graphical user interface, as shown

in Figure 2B.

To allow for familiarization to VASI stimuli, the participants

were encouraged to use practice runs. A dummy head

(Figure 2B) was displayed on the monitor screen during these

runs. The participant was instructed to use the mouse to click

on each virtual location (no more than five trials per stimulus),

and the corresponding virtual sound was emitted. In the testing

phase, the eight stimuli were presented ten times at each location

in random order. The order of presentation is randomized

using a designated function in the stimulus characteristics

window of the paradigm software. The participant was asked

to attend to the virtual stimuli and click the mouse pointer

on the position of the dummy head (Figure 2B), corresponding

to the perceived location in the head. No feedback was given

during the familiarization and testing phase. The test involved

a presentation of a total of 80 virtual stimuli (eight loudspeaker
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locations × ten repetitions) to all the participants and was

completed in ∼15min. After the completion of the experiment,

the data corresponding to the target and the response locations

stored in the output (excel) file was derived. The data comprising

the VASI accuracy scores for each virtual location and overall

VASI score (aggregate score of all eight virtual locations) were

computed using a confusion matrix script (Gnanateja, 2014)

in MATLAB version 2021b (The MathWorks Inc., Natick,

MA, USA).

Binaural processing (ITD and ILD thresholds)

The binaural processing abilities of the participants in the

study were assessed using ITD and ILD thresholds. The test of

ITD and ILD involved the presentation of two identical signals

to both ears, with one ear receiving the signal slightly earlier or at

a higher intensity relative to the other. The lowest intensity level

at which a person reports the difference in intensity between

the two ears is considered the ILD threshold. In the ITD test,

the smallest time delay that a person can identify is considered

a threshold for ILD. The difference in the time of arrival

or the intensity between the two ears created lateralization

of the stimuli toward one ear, which is to be detected by

the participant.

The binaural abilities in the current study were assessed

using a psychoacoustic toolbox (Soranzo and Grassi, 2014)

implemented in MATLAB version 2021b (The MathWorks Inc.,

Natick, MA, USA). The ITD and ILD thresholds were measured

in the three-interval forced-choice method. A two-down one-

up staircase procedure was followed, which converged at 70.7%

psychometric function (Levitt, 1971). Among the three stimuli

in one trial, two were standard stimuli, and one was the

variable stimulus. White noise bursts (250ms, stereo, 16 bit,

44,100 sampling frequency, 80 dB SPL) similar in terms of

binaural intensity and time of arrival, producing a midline

sensation, were designated as standard stimuli. The variable

stimuli were similar to the standard stimuli, except that it

produced lateralization to the right ear due to inherent delay

(introduced in the left ear) and increased intensity in one

channel (increased intensity in one ear in the ILD test). The

participants were instructed to compare the intensity of the

signal between the two ears and report the interval in which the

sound was lateralized to the right ear. The variable stimuli either

led (ITD) or were heard louder (ILD) in the right ear, as shown

in Figures 2C, D.

The time delay and intensity given in variable intervals are

changed adaptively based on the response of the participant.

The starting level of the delay for variable stimulus in the ITD

test was 30ms, which decreased by half when the participant

recorded correct judgments in two successive trials (or) doubled

when the participant made an incorrect judgment. For the test

of ILD, starting level of variable stimuli was 20 dB higher in the

right ear. The level of signal changed successively by a step size

of 2 dB as the test progressed. The level was reduced by 2 dB

when the participant recorded two successive correct responses

and increased by 2 dB on registering an incorrect response.

The test was terminated after 10 reversals, and the last four

reversals were averaged to calculate the ITD and ILD thresholds.

The ITD and ILD thresholds were tabulated and subjected to

statistical analyses.

Subjective ratings (Spatial sub-section of
Spatial, Qualities, and Hearing Questionnaire in
Kannada)

Participants rated the perceptual difficulties in spatial

orientation using the Spatial sub-section of SSQ (Gatehouse

and Noble, 2004), translated to Kannada (SSQ-K) (Shetty et al.,

2019). This list contained 17 items that are administered on an

11-point rating scale, where 0 represents the minimal ability

and 10 represents the complete ability to locate the sound

source accurately.

Phase II: Spatial training and mid-training
evaluation phase

Participants in group I (SNHI-trained) underwent virtual

acoustic space (VAST) using a hierarchy of graded VAS stimuli.

The spatial training was performed using VAS stimuli as it

facilitated definite simulation of spatial (azimuth) location

within the head (Wenzel et al., 1993; Hartmann andWittenberg,

1996). The use of VAS stimuli for spatial training allowed

us to have systematic control on varying the levels of spatial

perception difficulty, which were introduced using important

source lateralization cues, namely, the length/duration of

the signal and the number of locations. In addition, VAST

enhanced the practicality of the spatial training paradigm as

its implementation required only minimal equipment, which

was easily portable, and the participants could undergo spatial

training at home as well.

The VAST paradigm used in the current study was adapted

from Kuk et al. (2014). The VAST paradigm was proven to

be effective in resolving front-back confusion in NH listeners

(Nisha and Kumar, 2017, 2022), and thus its application in

SNHI listeners was conceptualized in the present study. The

complexity of VAS stimuli varied adaptively in terms of their

durations (stages: 2,000, 1,000, 500, and 300ms) and the number

of locations (levels 4, 6, and 8), as shown in Figure 3. Irving

and Moore (2011) showed that a longer stimulus is easier to

localize and easier to train than a shorter stimulus. It is also easier

to judge the spatial locations of virtual sources that are distant

apart than those that are closely spaced (Carlile et al., 2016).

Training commenced from the easiest level (S1L1: 2,000ms,

four locations) and accurate judgments were counted. The VASI

accuracy at each level was calculated, based on which they

progressed to the next difficult level based on 70%VASI accuracy
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FIGURE 3

Hierarchy of stimulus (duration and number of virtual locations parameters) presentation in the training phase of the study. Progression from left

to right represents easy to di�cult conditions. Feedback given during the training is also shown.

criteria. The most challenging level (S4L3) was stimuli in stage 4

with a duration of 300ms and eight locations.

VAST paradigm

The user interface for VAST was built using the Paradigm

experimental builder software. Two interfaces were separately

designed for familiarization and training modules. In each of

these interfaces, a display of a dummy head with four, six, and

eight locations corresponding to levels 1, 2, and 3, respectively,

is configured, as shown in Figure 3. The training was carried

out in two modules. Module I was a familiarization task, while

module II was a training task. In the familiarization module,

the participants were encouraged to get familiar with the VAS

stimuli (not more than 10 trials per stimulus) using a practice

run. In this run, a graphical interface consisting of a dummy

head with varying VAS locations (4 in level 1, 6 in level 2, and

8 in level 3) was displayed on the monitor. The participants were

asked to click the mouse pointer on the position of the dummy

head, and the corresponding VAS sound file was played. In

the training module, the stimuli were played randomly and the

participants were instructed to cautiously attend to the stimuli

and click the mouse pointer on the position of the dummy

head (Figure 3) corresponding to the perceived location in the

head. Each VAS stimulus was randomly presented 7 times, thus

making a total of 28 (4 locations × 7 repetitions) presentations

for level 1, 42 (6 locations× 7 repetitions) presentations for level

2, and 56 (eight locations × seven repetitions) presentations for

level 3 in each stage (stage 1: 2,000ms; stage 2: 1,000ms; stage

3: 500ms; and stage 4: 300ms). Once the participant registered

his response through the mouse click, corrective feedback on the

response was given. The correct responses were acknowledged,

while the incorrect responses were compared with the correct

location. 70% criterion was set up to progress from each level.

The total VAST paradigmwas completed in 5–8 sessions (30min

each), depending on the rate of learning andmastery obtained by

the participant.

Halfway through training, the spatial skills of group I

participants were re-assessed using all the tests conducted in the

pre-training phase. This assessment provided an opportunity to

understand the time course/pattern of spatial learning in group

I participants who underwent VAST. All the tests were also

conducted in group II participants (SNHI-untrained), which

constituted the second evaluation (at a similar timeline as the

post-training evaluation in group I) in them. Following this

evaluation, the participants in group I completed the remaining

stages of training.

Phase III: Post-training evaluation phase

Immediately after the completion of training (0–5 days post-

training), the spatial test battery was re-administered to the

group I participants. The spatial tests were also administered

on group II participants (SNHI-untrained), which constituted

the third evaluation (at a similar timeline as the post-training

evaluation in group I) in them.
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FIGURE 4

Comparison of spatial acuity across groups in (A) test of spatial acuity in free field, (B) test of spatial acuity in closed-field, (C) interaural time

di�erence thresholds, (D) interaural level di�erence thresholds, and (E) subjective ratings on spatial sub-section of SSQ-K. The horizontal line in

each box plot at center represents the median, while the “+” sign indicates the mean for each test. The box area corresponds to interquartile

range, while the error bar indicates interquartile deviation. The results of Bonferonni comparisons are also indicated.

Statistical analysis

The data obtained from all the tests were subjected

to statistical analyses using the IBM Statistical Package for

the Social Sciences (SPSS) version 25 software (IBM Corp.,

Armonk, NY, USA). Shapiro–Wilk test of normality was

employed to check if the data follow the normal or non-

normal distribution. For the data that followed a normal

distribution, multivariate analysis of variance (MANOVA) and

follow-up pairwise comparisons using independent t-tests (with

Bonferroni’s correction) were carried out for each measure

of spatial acuity. These tests were conducted to compare the

performance of SNHI (groups I and II) and NH (group

III) participants. However, the Mann–Whitney U-test was

performed for data that did not adhere to normal distribution.

For analyzing the effect of training across evaluation phases

in group I and II participants, within-subject tests of repeated

measure ANOVA, followed by Bonferroni’s test or Friedman test

and then by Dunn–Bonferroni’s test were carried out for normal

and non-normal data distributions, respectively.

In addition, to explore the impact of VAST on various

behavioral measures of spatial acuity in group I (SNHI-trained)

and to compare the same with the spatial performance in group

II (SNHI-untrained) and NH participants (group III), Fischer’s

discriminant analysis (FDA) was done. A default mathematical

operation (Di = a + b1 x 1 + b2 x 2 +. . .+ bnxn; Di =
predicted discriminant score; a= a constant, x= predictor; and

b = discriminant coefficient) run in SPSS version 25 for group

categorization was employed in the study. The main purpose of

discriminant function (DF) analysis in this study was for group

segregation and identification of the optimal spatial measure

(RMS error, VASI scores, ITD and ILD thresholds, and spatial

subsection of SSQ-K scores) that best predicts VAST-related

changes. The FDA was performed for each measurement phase

separately (pre-, mid-, and post-evaluation), while the error in

classification at each phase is also reported.

Results

Comparison of the spatial performance
of listeners with sensorineural hearing
impairment and normal hearing
sensitivity

The descriptive statistics showing the median and mean

along with the interquartile range for all the measures of

spatial acuity measures used in the study; localization (RMS)

error scores, overall VASI scores, ITD and ILD thresholds,

and perceptual SSQ ratings across the three groups (group
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FIGURE 5

Comparison of spatial acuity of group I (SNHI-trained) and group II (SNHI-untrained) participants as a function of VAST in (A) test of spatial acuity

in free field, (B) test of spatial acuity in closed-field, (C) interaural time di�erence thresholds, (D) interaural level di�erence thresholds, and (E)

subjective ratings. The horizontal line in each box plot at center represents the median, while the “+” sign indicates the mean for each test. The

box area corresponds to interquartile range, while the error bar indicates interquartile deviation. The Bonferroni comparisons between pre-,

mid-, and post-evaluations were given for only group I participants, as similar comparisons for group II yielded no di�erence between

evaluations.

I: SNHI-trained; group II: SNHI-untrained; and group III:

NH listeners) obtained at pre-training evaluation revealed that

SNHI participants (groups I and II) demonstrated spatial acuity

deficits compared to NH, as reflected in Figure 4. Results of

the MANOVA test showed the main effect of the group for

the localization test [F(2,79) = 46.78, p < 0.001, η
2
p = 0.54],

VASI test [F(2,79) = 10.51, p < 0.001, η2p = 0.21], ILD [F(2,79)
= 9.93, p < 0.001, η

2
p = 0.20], and spatial sub-section of

SSQ-K [F(2,79) = 49.11, p < 0.001, η
2
p = 0.55]. The post hoc

comparisons using the Bonferroni test indicated that RMS errors

in the free-field localization test of group I (36.63◦± 14.37

SD) were similar (p > 0.05) to group II (40.96◦± 17.25 SD),

although both groups I and II registered significantly higher (p

< 0.001) RMS errors than NH listeners (9.41◦± 1.73). A similar

trend was also observed in VASI, ILD, and spatial subsection

of SSQ-K tests with group equivalency of both SNHI groups

(groups I and II), who demonstrated significantly poorer (p

< 0.001) spatial acuity scores (i.e., groups I and II had lower

VASI and SSQ scores and higher ILD thresholds) compared to

the NH group. The non-parametric Kruskal–Wallis test also

revealed a significant main effect of the group for ITD [H (2)

= 27.25, p ≤ 0.001, η
2(H) = 0.27]. Upon post hoc analyses

using Dunn–Bonferroni pairwise comparisons, participants

with SNHI (groups I and II) were shown to have significantly

higher (p < 0.001) ITD thresholds compared to individuals with

NH sensitivity indicative of binaural temporal cue processing

deficits in them. Although SNHI listeners registered poorer

spatial acuity than NH listeners on all spatial acuity tests,

the performance between the former two groups was similar,

indicating their group equivalency.
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E�ect of VAST on spatial acuity measures

To evaluate the effect of VAST on the spatial acuity of SNHI

listeners, the pre-, mid-, and post-training scores of group I

along with two evaluations (at time-intervals equivalent of pre-

and post-training evaluations) of group II were compared, with

the median and mean along with the interquartile range is

reflected in Figures 5A–E.

The spatial performance of group I (SNHI-trained)

participants who underwent VAST improved as a function of

training in all the measures, as reflected in the improvement

of median/mean scores and reduction in variability with

progression in spatial training, as shown in Figure 5. No

noticeable change was seen in both median/mean in the group

II (SNHI-untrained) participants, who did not undergo any

formal training. The statistical significance of such differences

explored using repeated measure ANOVA (3 evaluation phases)

or Friedman test for each measure separately, along with their

corresponding effect sizes in groups I and II, is shown in Table 1.

The significant main effect of the evaluation phase was observed

for all the spatial acuity measures in group I (SNHI-trained),

while no main effect of the evaluation phase (p > 0.05) was

seen for SNHI-untrained (Table 1), who showed no observable

changes in their spatial acuity across evaluations.

The group I participants who underwent VAST showed

improved spatial acuity not only on the overall VASI,

but the spatial training benefits were also evident on the

location-wise scores, as shown in Figure 6. The SNHI-trained

group demonstrated improved VASI scores at the mid- and

post-training evaluations, relative to the pre-training evaluation

phase, while no changes in virtual location perception were seen

in the SNHI-untrained group. Scores obtained by NH listeners

are also depicted for comparison purposes. The improvement

of virtual location identification seen in the SNHI-trained

group was statistically significant on the Friedman test (along

with Dunn–Bonferroni post hoc), while no main effect of the

evaluation phase was seen in the SNHI-untrained group, as

shown in Table 2. On closer visual inspection of Figure 6, VASI

scores at each location in the SNHI-trained group not only

improved across evaluation phases but also outperformed NH,

in the post-training phase at all virtual locations.

Identifying the optimal test for measuring
VAST-related changes in spatial
processing in SNHI

The discriminant functional analysis generated two DFs that

effectively categorized VAST-related changes in spatial acuity,

combinedly for all the tests considered in the study. While DF1

was statistically the most robust function (p < 0.001) for the

group segregation based on spatial processing abilities, DF2

was not significant. The extent of variability explained by DF1

and DF2 across measurement phases is shown in Table 3. The

variability explained by DF2 was relatively less, ranging between

1.50 (pre-training) and 29.5 (post-training).

Table 4 shows the relative contribution (weights) of each

test in group membership (SNHI-trained, SNHI-untrained, and

NH) on DF1 across the three evaluation phases (pre-, mid-,

and post-training). The coefficient with large absolute values

corresponds to RMS error (free-field localization test measure

for spatial acuity) for all the evaluation phases, indicative of the

higher predictive power of this metric for group categorization.

Based on the weights (Table 4), the canonical DF1 obtained

in the study for each evaluation phase is summarized below:

Pre-training DF1: (0.66 × RMS error) + (0.11 × ITD

thresholds) + (0.19 × ILD thresholds)–(0.12 × overall VASI)–

(0.57× SSQ-K).

Mid-training DF1: (0.56 × RMS error) + (0.05 × ITD

thresholds) + (0.36 × ILD thresholds)–(0.06 × overall VASI)–

(0.67× SSQ-K).

Post-training DF1: (0.54 × RMS error) + (0.07 × ITD

thresholds) + (0.27 × ILD thresholds)–(0.43 × overall VASI)–

(0.39× SSQ-K).

The analyses of the DF1 function across evaluation

phases (as summarized by weightages in equations earlier

and Table 4) identified RMS error as the most sensitive

metric that can capture spatial perception benefits derived

through VAST in SNHI listeners. The combined group plot

obtained using the results of FDA was plotted using DF1

on abscissa and DF2 on the ordinate, and a cluster of

classification values of spatial performance across tests for

different groups is shown in Figure 7. The cluster of classification

values for all the groups was calculated by multiplying the

standardized canonical DF coefficient by the test results

of each individual on the five associated spatial measures

and summing these products. Thus, calculated mean and

individual scores for each group (group centroids) on the

two DFs are shown in Figure 7. On visual inspection of

the combined group plot, it can be seen that DF1 helped

in the effective categorization of the differences in auditory

spatial performance between the groups at all three phases

of evaluation.

The combined group (Figure 7) plot also depicted the

emergence of two distinct clusters of spatial performance on

DF1. In the pre-training evaluation phase (Figure 7A), while

the symbols corresponding to SNHI groups (SNHI-trained: red

circles; SNHI-untrained: blue squares) were concentrated on

the right side of the DF1, the symbols circles (black triangles)

denoting the NH group emerged as a distinct cluster on the

left side of the function. The marked disparity seen in the

distribution of the two clusters (two SNHI groups relative to

the NH group) at the pre-training phase (Figure 7A) became

less apparent at the mid-training phase (Figure 7B), wherein

a gradual shift in spatial acuity performance of SNHI-trained
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TABLE 1 Results of Friedman test for main e�ect of evaluation phase and follow-up adjusted Bonferroni’s pairwise comparisons for SNHI-trained

and SNHI-untrained groups in each test of spatial processing.

Group I (SNHI trained) Group II (SNHI
untrained)

Tests Main e�ect of evaluation
phase

Bonferroni comparisons Main e�ect of
evaluation phase

Pre-training Mid-training Post-training

RMS Error χ2
(2) = 48.67, p < 0.001, Kendall’s W= 0.90 F(2,48) = 1.90, p= 0.31

VASI F(2,52) = 105.02, p < 0.001, η2
p = 0.80 F(2,48) = 0.03, p= 0.97

ITD χ2
(2) = 38.34, p < 0.001, Kendall’s W= 0.70 χ2

(2) = 3.58, p= 0.17

ILD χ
2
(2) = 38.00, p < 0.001, Kendall’s W= 0.70 F(2,48) = 0.01, p= 0.99

SSQ F(2,52) = 89.31, p < 0.001, η2
p = 0.78 F(2,48) = 0.61, p= 0.55

(red circles) due to VAST is materialized (seen as a shift in

predicted scores toward NH). At the mid-evaluation phase

(Figure 7B), the distribution of clusters involving red circles

(SNHI-trained) moved slightly toward the right (relative to the

concentration of red symbols in the pre-training condition)

on the DF1. This cluster movement toward the NH group

(black triangles) indicated the initial realization of benefits

derived from VAST on behavioral spatial acuity measures.

It is also important to note that the SNHI-untrained group

did not show any visible movement in the mid-training

phase, as opposed to the SNHI-trained indicative of no

spatial performance changes in them. The separation of

the clusters (SNHI-trained and NH) became nearly extinct

separation on DF1 at the post-training phase (Figure 7C).

At the post-training evaluation phase (Figure 7C), the cluster

distribution of SNHI-trained (red circles) advanced further

to the right of DF1, causing the superimposition of red and

black symbols. This camouflaging of the cluster distributions

on the DF1 in the post-training evaluation phase signals the

materialization of positive outcomes of VAST in group I (SNHI-

trained) participants.

Furthermore, the errors in the prediction of group

membership based on classification results of DF analysis

also revealed that differentiating the groups based on DF1

caused no confusion in classifying NH into the same group

(predicted membership of NH was similar to original NH) at

pre-training condition, as shown in Table 5. This delineation

was not readily apparent between the SNHI-trained and

SNHI-untrained groups, with a consistent overlap occurring

between them. Only 55.66% of SNHI-trained and 60.00% of

SNHI-untrained were correctly classified, accounting for the

error of 44.34 and 40%, respectively. This finding showed that

at pre-training conditions, the spatial acuity of the trained and

untrained groups was similar, making the group membership

prediction difficult for the algorithm. At the mid-training

phase, the categorization error of the SNHI-trained decreased

to 29.63%, while that of SNHI-untrained dropped to 20.0%,

indicating the change in auditory spatial performance of the

SNHI-trained group consequent to the VAST paradigm, which

in turn successfully segregated the spatial performance of the

former group from the latter. Complementary to the same,

the accuracy of group prediction also increased to 70.37%

and 80.0% for the SNHI-trained and SNHI-untrained groups,

respectively. This trend in decreased group classification errors

and increased prediction accuracy was persistent in the post-

training phase as well, with chances of error in grouping

reduced to 22.20 and 16% for SNHI-trained and SNHI-

untrained groups. However, the errors of classifying SNHI-

trained as NH increased in the post-training evaluation, with

6 NH being wrongly classified as SNHI-trained (as opposed to

only 2 NH misclassified as SNHI-trained in mid-evaluation and

none in pre-training), indicative of spatial performance in few

participants in the SNHI-trained group nearing spatial abilities

of NH participants.
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FIGURE 6

Comparison of VASI scores of group I (SNHI-trained) and group II (SNHI-untrained) participants as a function of VAST across in virtual location.

The inner dummy head panel represents eight VAS locations used in the study, while the outer panels denote VASI scores of each participant

corresponding to VAS location mentioned in the inner panel at three evaluation phases (pre-, mid-, and post-training). The horizontal line in

each box plot at center represents the median, while the “+” sign indicates the mean for each test. The box area corresponds to interquartile

range, while the error bar indicates interquartile deviation. The VASI of group III (NH listeners) is given only for comparison purpose. Maximum

score per location is 10.

Discussion

In an intervention-based research design, the present study

investigated the application of VAST in resolving auditory spatial

deficits in SNHI listeners, apart from comparing the same to NH

listeners. The findings of MANOVA and Kruskal–Wallis H-test

indicated a significant main effect of group, with the consequent

post hoc tests revealing higher spatial resolution skills in NH

listeners, in terms of both precision (lower localization errors

and lower ITD and ILD thresholds) and accuracy (higher VASI

and spatial sub-section of SSQ-K scores) compared to both

SNHI groups (SNHI-trained and SNHI-untrained). In contrast,

the participants with SNHI who were either in VAST-trained

or VAST-untrained groups demonstrated similarity in their

spatial performance (equally poorer skills), suggestive of group

equivalency prior to spatial training. The spatial acuity deficits

seen in SNHI listeners (SNHI-trained and SNHI-untrained)

in the present study are in consensus with literature accounts

on different spatial measures such as localization (Häusler

et al., 1983; van den Bogaert et al., 2006), lateralization (Kubo

et al., 1998; Spierer et al., 2007), and binaural cue processing

(Koehnke et al., 1995; Smith-Olinde et al., 1998; Spencer et al.,

2016). Deficits in a number of peripheral processes, such as

impaired frequency selectivity (Turner et al., 1999; Bernstein

and Oxenham, 2006; Hopkins and Moore, 2011), temporal

resolution (Arehart, 1998; Bianchi et al., 2016), and altered

auditory filter shapes (Glasberg and Moore, 1986; Dubno and

Dirks, 1989) in individuals with SNHI can be conceived as

factors that account for these group differences.

The results of the within-subject analysis in the SNHI-

trained group showed significant improvements in all spatial

tests at mid-evaluation and further refinement of the same
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TABLE 2 Results of Friedman test for main e�ect of evaluation phase and follow-up adjusted Bonferroni’s pairwise comparisons for SNHI-trained

and SNHI-untrained groups at each virtual location in VASI test.

Group I (SNHI trained) Group II (SNHI
untrained)

Virtual
location

Main e�ect of evaluation
phase

Bonferroni comparisons Main e�ect of
evaluation phase

Pre-training Mid-training Post-training

R45 χ2
(2) = 24.74, p < 0.001, Kendall’s W= 0.46 χ2

(2) =0.27, p= 0.87

R90 χ2
(2) = 6.71, p= 0.04, Kendall’s W= 0.12 χ2

(2) = 1.16, p= 0.45

R135 χ2
(2) = 6.15, p= 0.05, Kendall’s W= 0.11 χ2

(2) = 0.02, p= 0.98

180 χ
2
(2) = 9.78, p= 0.01, Kendall’s W= 0.18 χ2

(2) = 0.53, p= 0.77

L135 χ
2
(2) = 17.43, p < 0.001, Kendall’s W= 0.32 χ2

(2) = 0.51, p= 0.77

L90 χ
2
(2) = 6.81, p= 0.04, Kendall’s W= 0.31 χ2

(2) = 4.08, p= 0.13

L45 χ
2
(2) = 9.78, p= 0.01, Kendall’s W= 0.18 χ2

(2) = 2.02, p= 0.36

0 χ
2
(2) = 30.02, p < 0.001, Kendall’s W= 0.18 χ2

(2) = 0.53, p= 0.77

The italic text correspond to significance value ‘p’ or test statistic, as used conventionally in reporting.

TABLE 3 Eigen values, Wilk’s lambda (λ), and percentage of variance for the standardized discriminant functions (DF1 and DF2) in pre-, mid-, and

post-training evaluation phases.

Evaluation phase Discriminant function Eigen value % of variance Wilk’s lambda (λ) Chi-square test

Pre-training 1 2.45 98.50 0.28 χ2
(10) = 98.36, p < 0.001

2 0.04 1.50 0.96 χ2
(4) = 2.91, p= 0.57

Mid-training 1 2.12 79.00 0.21 χ2
(10) = 121.87, p < 0.001

2 0.56 21.00 0.64 χ2
(4) = 34.32, p= 0.06

Post-training 1 2.37 70.50 0.15 χ2
(10) = 146.67, p < 0.001

2 0.99 29.50 0.50 χ2
(4) = 53.10, p= 0.14

The italic text correspond to significance value ‘p’ or test statistic, as used conventionally in reporting.

at post-training evaluation (Table 2), indicative of positive

outcomes of VAST. The present study demonstrated that the

effect of the VAST paradigm was not restricted to just the

trained stimuli but was generalizable to other tasks such as

localization of real sources, thresholds of ILD and ITD, and

perceptual ratings (Figures 5A–E). While the improvements in

VASI score reflect stimulus-specific learning, i.e., learning the

task for which one is trained, improvements on other spatial

tasks signal perceptual learning (Wright and Fitzgerald, 2001).

Thus, the paradigm used in the study seems to validate the

process of supervised learning in which related perceptual

networks calibrate each other in a goal-directed way (Knudsen,

1984), as recorded in several reports on perceptual learning

(Zahorik et al., 2006; Wright et al., 2010). The generalization

effect reported in the current study is also supported by

the observation of Ortiz and Wright (2009) who found that
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ITD/ILD training effects were generalized to temporal acuity

(GAP detection) skills (not implicitly trained) apart from

improving ITD/ILD thresholds. The success derived from

the VAST is further strengthened by findings in group II

participants, who continued to demonstrate spatial deficits at

the mid- and post-training evaluation. This benefit derived

from VAST can be explained by the modified auditory

adaptation–feedback model of spatial processing proposed by

Mendonça (2014).

Auditory adaptation–feedback model in its original form

was constructed to explain auditory spatial adaptability to

altered signals. Drawing parallels to the current spatial training

paradigm, i.e., VAST, altered signals in the original model are

equated to distorted (due to consequence of SNHI) direction-

dependent inputs (binaural and spectral cues). These cues,

which lack precise binaural/spectral information, are further

combined in the peripheral auditory system to estimate the

virtual source position. Owing to degraded inputs at the

peripheral auditory system in SNHI listeners, an incorrect

space percept of the virtual source is formed. This incorrect

virtual auditory space percept is then followed by feedback.

TABLE 4 Contribution (weights) of auditory spatial measures for

group membership on discriminant function 1 (DF1).

Predictor
variable/tests

Pre-
training

Mid-
training

Post-
training

RMS error

(free-field test)

0.66 0.56 0.54

Overall VASI scores −0.12 −0.06 −0.43

ITD thresholds 0.11 0.05 0.07

ILD thresholds 0.19 0.36 0.27

Spatial-subsection

of SSQ-K scores

−0.57 −0.67 −0.39

As approached in VAST, the feedback given was the corrective

response feedback of virtual sound location. The correct

responses are acknowledged, while the incorrect responses are

compared and contrasted with the correct item. Tyler et al.

(2010) also reported success when participants were allowed

to compare loudspeaker locations. In VAST, the feedback is

compared to the original virtual auditory space percept. If no

differences are found (i.e., in the case of correct response),

the original virtual sound percept is strengthened. If the

feedback is substantially different from the percept, then a

new cue combination rule (set of ITD, ILD, and spectral

cues) is created. On multiple repetitions of the feedback, the

new cue combination gets further strengthened, and a new

spatial percept is created. A forward–backward loop between

the perceptual mechanisms involved in original virtual space

perception and feedback is created. We postulate that spatial

learning occurs precisely from this loop. The application of

feedback in perceptual learning is advocated in learning theory,

which supports the idea that best learning occurs when listeners

are motivated (Amitay et al., 2010). When the listeners sense

that the task is impossible to succeed, or when they feel the

limited challenge in the task, their motivation for learning

diminishes. However, changing the stimulus difficulty (length

and number of virtual locations) adaptively in VAST ensured

that the motivation level of listeners during training was

maintained high.

The benefits derived from the spatial learning loop

can be influenced by other non-acoustic perceptual factors

(Andéol et al., 2015), including its ability to maintain the

motivation level of the listener (Amitay et al., 2010). In

accordance with the same, the VAST paradigm started with

an easier stimulus (longer duration), and difficulty was

adaptively adjusted based on the listeners’ performance

level. Furthermore, as mentioned earlier, visual and auditory

FIGURE 7

Grouping participants based on canonical discriminant scores derived for behavioral measures of spatial acuity at (A) pre-, (B) mid-, and (C)

post-training evaluation phases. The red circles, blue squares, and black triangles correspond to discriminant scores of group I (SNHI-trained),

group II (SNHI-untrained), and group III (NH) participants, respectively. The categorization of the groups is evident on the significant function,

i.e., DF1. Function 2 is merely used for plotting the abscissa values, and group classification is not elaborately discussed as this function was not

significant.
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TABLE 5 Classification results for groups in pre-, mid-, and post-training evaluation phases.

Evaluation phase Groups Original count Percentage classified (%)

Group I
(SNHI-trained)

Group II
(SNHI-untrained)

Group III
(NH)

Group I
(SNHI-trained)

Group II
(SNHI-untrained)

Group III
(NH)

Pre-training (73.22% of original

grouped cases correctly classified)

Group I (SNHI-trained) 15 8 0 55.66 32.00 0.00

Group II (SNHI-untrained) 10 15 0 37.00 60.00 0.00

Group III (NH) 2 2 30 7.44 8.00 100.00

Total 27 25 30 100.00 100.00 100.00

Mid-training (81.77% of original

grouped cases correctly classified)

Group I (SNHI-trained) 19 2 2 70.37 8.00 6.67

Group II (SNHI-untrained) 2 20 0 7.41 80.00 0.00

Group III (NH) 6 3 28 22.22 12.00 93.33

Total 27 25 30 100.0 100.0 100.00

Post-training (80.55% of original

grouped cases correctly classified)

Group I (SNHI-trained) 21 1 6 77.78 4.0 20.00

Group II (SNHI-untrained) 2 21 0 7.41 84.0 0.00

Group III (NH) 4 3 24 14.81 12.0 80.00

Total 27 25 30 100.0 100.0 100.00
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feedback was provided during the training (listen and

compare). This was done to encourage self-correction and help

participants know which directions required more attention.

This feedback along with a structured hierarchy of stimulus

presentation forms the core strength of VAST and serves

as a primary basis for the realization of benefits derived

from it.

The spatial abilities of listeners with SNHI who underwent

VAST (group I) were also compared to NH listeners (group III)

to measure the extent of spatial learning in them using FDA.

Discriminant analyses showed that the RMS error measure of

the free-field localization test had the highest predictive power

for group categorization in all the evaluation phases (Table 4),

suggestive of its robust sensitivity to VAST-related benefits.

Specifically, the benefit derived due to VAST in reducing

localization error in the current study (36.02◦ in pre-training

to 10.11◦ in post-training evaluation, Figure 5A) is relatively

higher than the improvements seen in other psychoacoustic

(overall VASI, Figure 5B, and binaural processing scores,

Figures 5C, D) and subjective (spatial-sub-section of SSQ,

Figure 5E) measures used in the study. The improvement

seen in localization abilities secondary to VAST reported in

the present study is similar to the earlier reports in the

literature by Tyler et al. (2010), who demonstrated that

the pre-training localization score consisted of an average

RMS error of 24◦, while the post-training score was 17◦

RMS error. Further combined group plot (Figure 7) of FDA

showed distinct clusters of SNHI listeners (SNHI-trained

and SNHI-untrained) from NH listeners in the pre-training

evaluation phase, although there was considerable overlapping

of the former two groups (SNHI-trained and SNHI-untrained)

with a relatively higher prediction error between these groups

(Table 5). In the mid-training followed by post-training, the

error in classification decreased between the SNHI groups

(SNHI-trained and SNHI-untrained), showing the improved

scores as a function of VAST in the trained group, making

it easier for group membership prediction. Complimentary to

the earlier, there was a rightward movement of the trained-

SNHI centroid toward the NH group (Figure 7), which further

could be attributed to the improved spatial performance in

the trained-SNHI group, wherein spatial performance of a few

individuals of this target group overlapped with the spatial

skills of NH listeners leading to misjudgment of SNHI-trained

as NH (which was not otherwise visible in pre-training

evaluation phase).

Conclusion

The findings from the current investigation highlighted

the efficacy of VAST as an intervention tool for remediating

spatial deficits in SNHI listeners. The success derived from

VAST has promising implications for rehabilitative audiologists,

as the tool has good clinical applicability. Although the VAST

paradigm was done under laboratory conditions, it can also be

adopted for spatial training at home as it requires only minimal

equipment (laptop, paradigm player software, and headphones

with good frequency response) at the user’s end. The feasibility

and applicability of the VAST paradigm with equipment already

available at home make this protocol even more practical for

implementation. The spatial training paradigm can also be

extended to other clinical populations with spatial difficulties,

such as individuals with central auditory processing disorder

(CAPD), spatial processing disorders, and auditory neuropathy

spectrum disorder (ANSD) after gathering research evidence.

Future studies in this field should focus on the endurance of

the learned capabilities over time, generalization limits, and

the role of other cognitive factors in assessing the effects

of VAST.
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Inferring the basis of binaural
detection with a modified
autoencoder
Samuel S. Smith *, Joseph Sollini and Michael A. Akeroyd *

Hearing Sciences, Mental Health and Clinical Neurosciences, School of Medicine, University of Nottingham,
Nottingham, United Kingdom

The binaural system utilizes interaural timing cues to improve the detection of

auditory signals presented in noise. In humans, the binaural mechanisms underlying

this phenomenon cannot be directly measured and hence remain contentious. As

an alternative, we trained modified autoencoder networks to mimic human-like

behavior in a binaural detection task. The autoencoder architecture emphasizes

interpretability and, hence, we “opened it up” to see if it could infer latent

mechanisms underlying binaural detection. We found that the optimal networks

automatically developed artificial neurons with sensitivity to timing cues and with

dynamics consistent with a cross-correlation mechanism. These computations were

similar to neural dynamics reported in animal models. That these computations

emerged to account for human hearing attests to their generality as a solution for

binaural signal detection. This study examines the utility of explanatory-driven neural

network models and how they may be used to infer mechanisms of audition.

KEYWORDS

binaural (two-ear) hearing effect, hearing, cross-correlation (CC), signal detection algorithm,
representational learning

1. Introduction

In everyday listening, it is commonplace for a sound of interest to be masked by
simultaneous background sounds such as noises. If a target sound is in a different direction
to a noise then they will arrive at different times to each of the ears. The auditory system
takes advantage of this difference to improve the target’s detectability. In the laboratory, the
prototypical method to quantify this improvement is to compare detection thresholds when
(1) the signal has a different interaural time difference (ITD) to the noise, versus when (2) the
signal and noise have the same ITD (Figure 1). The amount by which the former threshold is
reduced in comparison to the latter is called the “binaural masking level difference” (BMLD).
The value of the BMLD depends systematically on how the ITDs differ (Durlach, 1972; Durlach
and Colburn, 1978) and can be as large as 15 dB at low frequencies (Hirsh, 1948; Hirsh and
Burgeat, 1958). Yet, it is an open question as to what the neural mechanisms underlying human
binaural detection are.

For example, midbrain and cortical recordings in non-human species lend support to
a cross-correlation mechanism comparing auditory signals across the ears (Palmer and
Shackleton, 2002; Lane and Delgutte, 2005; Gilbert et al., 2015). In contrast, human behavior
appears to be equally well, if not better, described by a noise-cancelation scheme (Durlach, 1963;
Breebaart et al., 2001a; Culling, 2007). Computational models have been built demonstrating
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that the cross-correlation framework and the noise-cancelation
framework are both empirically feasible (Durlach, 1972; Colburn,
1977). Discrepancies between frameworks have not been resolved
with human imaging data (Sasaki et al., 2005; Wack et al., 2012,
2014; Fowler, 2017), for which resolution and response variability are
key limitations. As the neural activity in brain regions underlying
binaural detection cannot be directly recorded in humans, we
considered alternative methods of scrutiny from the field of machine
learning.

The human-like “behavior” achievable with deep neural
networks, combined with their unpremeditated network of
computations, have seen them advocated as a new generation
of model organisms (Scholte, 2018). These models can effectively
approximate any mathematical function (Hornik et al., 1989), are
resource efficient, relatively easy to record from and perturb activity
in, and are not limited by species-specific ecology. In principle,
if a network can be built that corresponds with human behavior,
then knowing how that network works might give insight into the
underlying human mechanisms. Yet, to date, the inner workings
of neural networks configured to handle binaural audition have
received limited consideration (Adavanne et al., 2018; Vecchiotti
et al., 2019; Francl and McDermott, 2022), and almost exclusively
in the context of binaural localization rather than detection. One
potential stumbling block when interrogating the inner workings of
neural network analogs is their black-box nature. However, network
architectures that put mechanistic interpretability at the forefront
(such as modified autoencoders that have shown promise in the
field of physics; Higgins et al., 2017; Iten et al., 2018) could help
overcome this.

Here, we trained neural network models to imitate the
phenomena of binaural signal detection under human-like behavioral
constraints, then interrogated their inner workings to discover how
they operated. In three stages of work, we first sought validation
of our methodology. Second, we developed networks that operated
on waveforms to predict binaural detection performance. Third, we
explored how the waveform-based networks operated, examining
how they internally represented information. We discovered that
not only did networks learn to make predictions similar to human
behavior, but representations were found to have striking similarities
with a cross-correlation mechanism similar to animal models
(McAlpine et al., 1996; Lane and Delgutte, 2005; Asadollahi et al.,
2010; Gilbert et al., 2015). Our key insight–that these computations
emerged to account for human hearing–attests to their generality as
a solution for binaural signal detection and illustrates the benefits of
machine learning methods.

2. Results

2.1. Proof-of-principle: Inferring a latent
binaural variable

Our goal was to use neural network models as a tool to
infer computations underlying binaural detection in humans. Such
an approach has proven successful in the field of physics (Iten
et al., 2018). For example, in the case of predicting the movement
of a pendulum, networks have correctly inferred an influential
role of variables such as spring constant and damping factor.
First, to demonstrate the feasibility of this methodology in the

context of binaural hearing, we trained a network on a reduced
example. We wanted to verify that, in the process of predicting
the dynamics of a fully defined system, the network would infer
the same latent variable as within said system. Accordingly, we
trained networks to mimic a system of equations derived under
the “equalization-cancelation” (EC) framework (Durlach, 1972, part
IV.B; see Eq. 1 in Section “Materials and methods”), which is effective
at reproducing the key phenomena of the detection of a pure tone
signal masked by a broadband noise (Durlach, 1963; Klein and
Hartmann, 1981; Breebaart et al., 2001a; Hartmann and McMillon,
2001; Culling, 2007; Wan et al., 2010). The framework proposes
that the interaural configuration of the masking noise is “equalized”
(=applying an internal time delay to the waveform from one ear
to compensate for, or equalize for, the external temporal disparity
compared to the waveform from the other ear) and “canceled”
(=subtracting the equalized waveforms from one another), resulting
in a more detectable signal. These EC operations give rise to a latent
representation that can be captured by the variable ϕ (Figure 1B,
left, see Eq. 1 in Section “Materials and methods” for details). In
the EC framework, this variable is used to predict the consequent
improvement in signal detection from binaural processing over
monaural processing, i.e., BMLDs. In particular, we were interested
as to whether a neural network would automatically infer the latent
variable ϕ in the process of predicting BMLDs as described under the
EC system of equations.

We trained a neural network, with a modified autoencoder
architecture, to predict the binaural improvement in signal detection
(i.e., BMLDs) based on four parameters describing the monaural
arrival times of a 500 Hz signal and broadband noise at each ear.
The input/output training data were drawn from EC equations fit
to human psychophysics (Figure 1B). Following training, we tested
the network on parametric combinations of BMLDs for which it had
not been trained and discovered that its root-mean-square (RMS)
error was just 0.075 dB. We took this as evidence that the network
was able to successfully generalize its performance. The network
correctly predicted larger BMLDs when the signal had a non-zero
ITD and the masking noise did not, and vice versa (Figure 1C and
Supplementary Figure 1A). Interrogating the computations latent
within the network provided insight into how it operated. Because the
network utilized a modified autoencoder architecture, its inputs were
“encoded” into a simpler representation, the latent representation,
by passing information through a bottleneck at the center of the
network (Figure 1B, right). When we looked at the bottleneck node’s
activation values (its numerical readout), we saw that its activation
almost exactly matched the latent variable in the EC framework, ϕ

(Figure 1D; Pearson’s R= 0.9994, p < 0.001), even though the model
was never directly informed of that variable.

In summary, within this fully defined system, the network was
able to infer the appropriate latent variable in accounting for BMLD
dynamics and therefore reinforced our premise.

2.2. Modified autoencoder accounted for
binaural detection psychophysics

In our first stage, we provided the network with four parameters
quantifying a signal in a noise, whereas in reality the human auditory
system would be presented with waveforms of a signal combined with
masking noise. How these waveforms are processed as to confer a
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FIGURE 1

Proof-of-principle: Inferring a latent binaural variable. (A) The detection of a signal (sine wave denoted in navy blue) is improved if its interaural disparity
is different from that of the noise (noise waveform denoted in yellow). (B) A neural network was trained to predict binaural masking level differences
(BMLDs), as described by the equalization-cancelation (EC) framework (left). The network had a modified autoencoder architecture, in which the central
layer acted as an information bottleneck. (C) BMLDs were numerically calculated by the EC framework (black) and estimated by the trained neural
network (red-dashed), for a 500 Hz pure tone signal and noise at varying interaural time differences (ITDs). (D) A node central within the network had
activation values entirely consistent with the latent variable as formally defined by the EC framework (ϕ, the signal’s post-EC ITD).

binaural advantage is an open question, nor does the EC framework
make any explicit proposal about how equalization parameters would
be derived from said waveforms (Durlach, 1972; Wan et al., 2010).
Additionally, humans display a graded psychometric performance as
signal level is varied, from an inability to full detection, for which
detection thresholds only offer a single-value snapshot at one chosen
performance level.

Accordingly, in the second part of our work, we advanced our
network/training paradigm to incorporate these aspects of binaural
detection. Namely, input into the networks were vectors describing
waveforms simulated as arriving at the left and right “ears” (see
the top of the schematic in Figure 2B). Further, networks were
constrained to predict detection rates to which a graded psychometric
function could be fit (see Figure 3A). We also generalized the
training data to represent signals coming from random azimuthal
locations in the frontal horizontal plane, restricting the range of
incorporated ITDs to within an approximate human physiological
range (±655 µs; Figure 2A). To generate BMLD estimates, we
retained the set of equations used in Section “2.1. Proof-of-principle:
Inferring a latent binaural variable” (which were fed parameters from
which waveforms were constructed), as they represent good fits to
human binaural psychophysics (Durlach, 1972) and augment the
availability of training data. To account for the increased complexity,
the autoencoder was modified to have two layers of nodes at the
“encoder” and “decoder” stages and allowed for multiple (10) nodes

in the central layer of the network (Figure 2B). We ran 60 separate
networks, each trained on the same data, but with varying constraints
as to how independently each central node represented information.
This was determined by a parameter β that specified whether the
emphasis was given to the predictive accuracy of the network or the
interpretation and simplicity of its latent representations. This was
specified within the network’s cost function, a function that specifies
to what end a network should be optimized during training (see Eq. 4
in Section “5.2. Modified autoencoder network”). Based on the form
of the cost function, we see that a higher value of β prioritizes the
interpretation and simplicity of latent representations over predictive
accuracy. Interestingly, we found that networks with a non-zero, but
intermediate, value of β best accounted for a held-out set of data
(Figure 2C), showing that some constraints on information encoding
were better than none.

The optimal network had a root mean square error of 2.5% for
the validation dataset (these networks predict detection rate, hence
why the unit is % and not dB). We found this network was able to
closely replicate the psychometric functions for the improvement in
signal detection as the presented tone increased in level amongst a
60 dB SPL broadband noise (Figure 3A). From these data, we were
able to regress functions from which to derive detection thresholds
(defined as a performance level d’ of 1) and, in turn, calculate
BMLDs. We found that the network’s BMLDs increased as the
difference between tone ITD and noise ITD increased (Figure 3B
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FIGURE 2

Network training and configuration. (A) Data from a simulated frontal
field binaural detection task were used to train neural networks to
detect a 500 Hz pure tone (sine wave denoted in navy blue) in
broadband noise (yellow noise waveform). Locations of the tone and
noise were chosen at random on each trial and were equally likely to
come from each azimuthal location. (B) The modified autoencoder
network received left/right “ear” waveforms as inputs, and had five
hidden layers, with the central layer containing 10 nodes–constrained
by the parameter β in their information transmission. (C) Error for 60
networks (10 for each value of β, see Section “Materials and methods”)
tested on a held-out validation dataset. The red circles indicate the
errors for the 60 networks. The red cross marks the optimally
performing network, and the red line bounds the networks with
minimum error for each value of β.

and Supplementary Figure 1B). For example, in diotic noise (noise
ITD = 0) with a tone placed at the far left, detection thresholds were
significantly enhanced by 9 dB (two-sided unpaired t-test, p< 0.001),
matching human BMLD behavior (Durlach and Colburn, 1978).

To allow a comparative assessment of the neural network models
and previously published work, we also presented networks with
stimulus configurations typically employed in the laboratory to
study binaural detection. These include tones and noise in popular
laboratory configurations, either in-phase or completely out-of-phase
across the ears. In the literature, these stimuli are denoted as NoSo,
NoSπ, NπSπ, and NπSo, where N refers to the noise, S the pure
tone signal, with the subscripts denoting interaural phase difference
(IPD) in radians (see Figure 3C, left panel). Importantly, none of
these stimuli were used in training, nor can most occur in everyday
listening. These stimuli have ITDs that are frequency dependent and
can be greater than the range permitted by head width. For example, a
500 Hz pure tone with an IPD of π corresponds to an ITD of 1,000 µs,
whereas the typical value for the largest ITD due to a head is 655 µs
(Woodworth et al., 1954). As our networks were trained on ITDs
within the head’s range, this meant networks had no prior exposure to
this magnitude of ITD and so it was unclear how they would function
over this range. We found that when the noise signal had zero IPD,
the BMLD for the corresponding homophasic (NoSo) and antiphasic
(NoSπ) tone conditions was 10.1 dB, an effect that was statistically
significant (two-sided unpaired t-test, p < 0.001). Comparatively,
when instead the noise signal was interaurally out-of-phase, the
predicted BMLD for the corresponding homophasic (NπSπ) and

FIGURE 3

Modified autoencoder accounted for binaural detection
psychophysics. (A) Psychometric functions quantifying tone detection
as a function of tone level masked by a 60 dB SPL Gaussian noise (left,
black). These functions are drawn for tones presented from three
azimuths, relative to a noise presented directly in front. The optimal
neural network model was able to approximate these psychometric
functions (red, right), from which detection thresholds (corresponding
to a d-prime of 1) and binaural masking level differences (BMLDs)
could be calculated. (B) Psychophysical estimates (left, black) of
human BMLDs for a 500 Hz tone presented in noise, each with
interaural time differences (ITDs) mapped from differing azimuths.
Alongside are the optimal network’s predictions (right, red). Markers
representing thresholds as defined in panel (A) are overlaid. (C) (Left
panel) A schematic of the laboratory stimuli configurations denoted as
NoSo, NoSπ, NπSπ, and NπSo. (Right panel) BMLDs were derived for
experimental stimulus configurations: NoSo/NoSπ, NπSπ/NπSo (π,
for a 500 Hz signal, is beyond the range of ITDs used during training).

antiphasic (NπSo) stimuli was 9.5 dB, and again significant (two-
sided unpaired t-test, p < 0.001). These BMLDs are similar to those
typically measured in laboratory research (Durlach and Colburn,
1978) and with estimates from the psychophysical equations (10.7
and 10.3 dB, respectively; Figure 3C).

2.3. Latent representations imitate neural
signature of population-level cortical
activity

In the third stage, we investigated how the model achieved
this behavior. To do this we, first, looked at the network’s latent
representations and considered them relative to known binaural
phenomena. Prior animal neural data have shown that the stimulus
conditions depicted in Figure 3C (NoSo/NoSπ and NπSπ/NπSo)
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hint at a unique signature of binaural detection processing (Gilbert
et al., 2015). In guinea pig cortical recordings, population spike
counts dropped amongst a No signal as a 500 Hz tone went from
So to Sπ (Figure 4A). Conversely, amongst an Nπ signal, as a
pure tone transitioned from Sπ to So, population spike counts
increased. The neural dynamics contrast, yet in both conditions
binaural detection thresholds improved. We would not expect such
opposing dynamics under an EC framework–a signal and a noise that
are interaurally out-of-phase with one another should consistently
give rise to a less “canceled” signal representation than if they
were in phase with one another. Instead, this neural signature is
more in line with the dynamics expected under a cross-correlation
framework (demonstrated in Gilbert et al., 2015; see Section “5.9.
Binaural cross-correlation algorithm” for more details on binaural
cross-correlation).

We, therefore, examined the latent representation of the
NoSo/NoSπ and NπSπ/NπSo stimulus conditions within the central
layer of our network. To do this we needed to determine which
nodes in this layer were operational, in the sense that they had
non-trivial output values. We found that this was true of six nodes,
whereas the remaining four had adapted to produce negligible
outputs to comply with constraints on information transmission
(Figure 4B). We found that the operational nodes exhibited opposing
dynamics in response to the two pairs of homophasic/antiphasic
stimuli (Figure 4C), although the directionality of these opposing
dynamics varied across the six nodes (we believe that this is a
consequence of the nodes being able to take any real number, and
hence this directionality can be ignored). On average, the change
in activation for NoSo/NoSπ was opposite to NπSπ/NπSo for all
six operational nodes (a 2−6

= 0.016 chance). Although mean
differences were significant (two-sided unpaired t-tests for tone-level
of 35 dB SPL, p < 0.001 for all), trial-to-trial values were noisy
and overlapping [two-sample K-S test between NoSo/NoSπ and
NπSπ/NπSo conditions, for a tone level of 35 dB SPL, D ranged
from 0.076 (n4) to 0.43 (n2), p < 0.001 for all (see Section “5.10.
Statistical analysis”)], to be expected given the input waveforms were
dominated by Gaussian noise. Some of this variance was due to
the partial representation of non-binaural stimulus properties (e.g.,
monaural tone phase) that had not been adequately disregarded early
in the network. Some of this variance could be accounted for based on
the activity of other central nodes (Supplementary Figure 2A). With
such co-variation accounted for, we saw a further enhanced contrast
for the NoSo/NoSπ and NπSπ/NπSo stimulus conditions, markedly
at threshold levels (Supplementary Figures 2B, C).

In summary, given that the network predicted similar magnitudes
of BMLDs for NoSo/NoSπ and NπSπ/NπSo, and broadly captured
opposing dynamics for these stimulus conditions, we conclude that
the network imitated this key signature of binaural detection.

2.4. Encoder network dynamics matched
those of a cross-correlator

Finally, in order to further understand the encoder network that
lies between the waveform inputs and the latent representations
described in the network’s central layer, we examined ITD tuning.
To determine this, we computed noise delay functions in nodes
within the encoding network (Figure 5A), i.e., their activation values
in response to noises presented with varying ITDs. Tuning was

quantified by regressing a Gabor function onto the noise-delay
function (Lane and Delgutte, 2005), i.e., the combination of a cosine
windowed by a Gaussian (overlaid in Figure 5A). For nodes in the
encoder’s first layer, we observed significant ITD tuning in 63 out
of 100 nodes (Figure 5B). By the encoder’s second layer, significant
ITD tuning had emerged in all 100 nodes. Estimates of each node’s
best ITD (i.e., the ITD that gives the maximum activation) were
derived from Gabor fits (to account for nodes that were cyclical in
their noise delay responses, the best ITD was attributed to the most
central tuning peak). In both the first and second layers of the encoder
network, we observed a wide distribution of best ITDs, both within
the simulated head range, and beyond it (Figure 5C).

Importantly, one framework that is both commensurate with the
earlier results (Section “2.3. Latent representations imitate neural
signature of population-level cortical activity”) and found in animal
models is that of a binaural cross-correlator mechanism (McAlpine
et al., 1996; Lane and Delgutte, 2005; Asadollahi et al., 2010;
Gilbert et al., 2015). The concept is predicated on the existence
of coincidence detectors that encode temporally offset signals. To
deduce whether our network had automatically learned to operate
like a cross-correlator, we measured nodal activations in responses
to the laboratory tone-in-noise conditions: NoSo, NoSπ, NπSπ, and
NπSo (Figure 5D). When a signal was presented amongst an in-
phase noise (No), responses were largest for nodes with best ITDs
near 0 µs and decreased as best ITDs were increasingly non-zero.
Conversely, amongst an out-of-phase noise (Nπ), responses were
lowest for nodes with best ITDs near 0 µs and increased as best
ITDs deviated away from this. The effects of the tone phase on node
dynamics were more subtle, although these dynamics were also in
accordance with a node’s tuning properties. Nodes tuned to smaller
ITDs responded most to in-phase tones (So) and least to out-of-phase
tones (Sπ), and vice-versa for nodes tuned to larger ITDs. These
dynamics are consistent with a cross-correlation model.

Computationally, a binaural cross-product can be calculated by
summing the point-by-point product of two temporally offset signals.
Comparative outputs from a simple binaural cross-correlation
algorithm (namely for signals in noise passed through narrow-band
filters centered at 500 Hz) are shown in Figure 5E. We saw a
significant correlation between the network and the cross-correlation
calculation (with local averaging: Pearson’s r = 0.91, p � 0.001;
without: Pearson’s r= 0.36, p� 0.001). When looking across all 60 of
the networks that we trained, we found that the more a network made
predictions that matched the psychophysical data, the more similar its
encoder network was to a cross-correlator (Figure 5F).

3. Discussion

Binaural detection of a signal masked by noise is a well-
standardized laboratory measurement that underpins important
theories of auditory processing. However, the underlying
mechanisms involved remain uncertain. Here, we used machine
learning methods to infer potential mechanisms underlying human-
like binaural detection. We found that our neural networks were
able to successfully utilize interaural discrepancies across dichotic
signal-in-noise waveforms to predict human-like binaural detection
behavior. Notably, similarities with animal neural dynamics and
a binaural cross-correlator were emergent within the network.
We emphasize that these dynamics were not hard-coded into the
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FIGURE 4

Latent representations imitated signature of population-level cortical activity. (A) Change in population masked rate-level functions recorded from
guinea pig auditory cortex (Gilbert et al., 2015) in response to changes in experimental binaural stimuli NoSo/NoSπ (dark blue) and NπSπ/NπSo (light
blue). (B) Kullback–Leibler (KL) divergence (Kullback and Leibler, 1951) between each individual node and a unit Gaussian. Unlabeled nodes along the
x-axis were deemed to be suppressed during training. (C) Rate-level functions for the operational central nodes in the optimal network, comparable to
panel (A).

FIGURE 5

Encoder network dynamics matched those of a cross-correlator. (A) Interaural time difference (ITD) tuning emerged as a property of nodes within the
early encoder layer of the network. The activation values of an example node are shown to vary as a function of noise ITD (dark green). Tuning was
characterized by Gabor functions (black, dashed) with peaks defined as a node’s best ITD (black circle). The gray box underlays represent the ITD-limit for
our training simulation. (B) The proportion of variance explained (R2) by Gabor fits, although high in Layer 1 (light green) of the encoder, was widespread
by Layer 2 (darker green). (C) Best ITD distribution for nodes in Layer 2, characterized by a kernel density estimate (bandwidth of 200 µs). Again, the gray
box underlay represents the ITD-limit for our training simulation. (D) Activation values of Layer 2 nodes for binaural detection stimuli: NoSo, NoSπ,
NπSπ, NπSo (color-coded). Smoothed with a 600 µs moving average window. (E) The profiles in 5D were similar to a simple cross-correlation (X-corr)
algorithm. (F) The better a network predicted psychophysical data (x-axis), the more similar its encoder network to a cross-correlator (y-axis).

network, they were learned, and highlight their importance in the
context of signal detection, not just the more commonly referenced
function of sound localization (Joris and Yin, 2007). These findings
promote the understanding of how neural network models operate
as an effective tool for investigating the basis of binaural processing.

3.1. The basis of binaural detection

In our study, we utilized a set of equations originally derived
under the assumptions of the EC framework (Durlach, 1972), treating

them as accurate numerical fits to human binaural psychophysical
data (see Section “5.1. Binaural detection rates and thresholds”). This
is the case, and was in part the motivation, for the experimental
parameters investigated in this study [i.e., the EC framework fits
well to human psychophysics for a 500 Hz tone and ITDs, but not
for ILDs (Wan et al., 2010)]. Yet, our findings overall support a
different process for interaural detection, namely, cross-correlation.
The distinction is important because Domnitz and Colburn (1976)
provided statistical evidence that, under certain assumptions, models
based on temporal or phase differences (as the EC framework is)
provide similar predictions of tone-in-noise detection to interaural
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correlation-based models. They concluded that comparing binaural
detection predictions made by both classes of models is insufficient
to disentangle underlying mechanisms. To circumvent this, we
inverted the conventional forward-approach to modeling, and
instead reverse engineered our models. We discovered that our
models developed a cross-correlation mechanism to reproduce
psychophysical data. We also observed that central nodes broadly
reproduced opposing dynamics to NoSo/NoSπ and NπSπ/NπSo,
consistent with population neural activity in animal models. In
contrast, one would expect that an EC-like noise cancelation scheme
would operate similarly for both NoSo/NoSπ and NπSπ/NπSo
stimulus conditions, and hence would not exhibit these opposing
dynamics. Further, we found that additional mechanisms that utilize
a priori knowledge of the masker, as have been proposed for some
EC models (Hawley et al., 2004), are not required in order to account
for binaural detection behavior. Taken together, one interpretation of
our findings is that, in its analytical form, the EC framework captures
the “computational goal” of the system (Marr and Poggio, 1976),
enacted via means of a binaural cross-correlator. An alternative
interpretation is that, although binaural cross-correlation produced
a sufficient decision variable for the detection of simple stimuli, for
more complex tasks and stimuli (e.g., speech recognition), binaural
cross-correlation could instead be used to derive optimal delay
parameters within a hybrid EC framework (Culling, 2020).

Despite the occurrence of the earlier mentioned network
dynamics, the model exhibited flaws including dynamics that were
less tangible. For example, we observed instances in which central
nodes partially represented seemingly irrelevant stimulus properties,
e.g., monaural phase. As opposed to the encoder network filtering
out these stimulus properties, the network appeared to separately
represent this co-variation and account for it at a later stage. This
is possibly a consequence of the modified autoencoder architecture’s
preference for capturing separate latent variables in separate nodes
(Higgins et al., 2017; Iten et al., 2018), potentially augmented by an
over-resourced “decoder” network. In addition to these divergent
dynamics, for some extreme stimulus configurations, we observed
some slight discrepancies in predicted and ground truth detection
thresholds, although we stress that relative differences (i.e., BMLDs)
were accurately predicted. We trained our models on stimuli with
ITDs limited by a typical head size (i.e., ±655 µs). However, there is
evidence that natural sound statistics can incorporate ITDs beyond
this limit (Młynarski and Jost, 2014). Training networks on such
distributions may improve the predictive performance for extreme
stimulus configurations.

We note that we have modeled only a fraction of the BMLD
conditions that have been experimentally tested (see Breebaart et al.,
2001a,b,c; Bernstein and Trahiotis, 2017). It will be of interest to
learn how far a model like ours can further generalize to other
parametric laboratory stimuli. Potential tests range from confirming
more standard results such as the effect of the interaural correlation
of the noise (Robinson and Jeffress, 1963; van der Heijden and
Trahiotis, 1997; Bernstein and Trahiotis, 2020) to exploring results
that apparently require extensions such as longer delay lines (van
der Heijden and Trahiotis, 1999, but see Encke and Dietz, 2022
and Eurich et al., 2022, for an opposing interpretation). Given that
our model is essentially a “stationary signal” model, at minimum
an extended set of training stimuli would likely be necessary for
detecting dynamically changing signals, such as those demonstrating
“binaural sluggishness” (Kollmeier and Gilkey, 1990).

3.2. Neural network analogs of auditory
processing

Understanding of binaural detection in humans has been
mired due to ambiguity regarding whether animal neurophysiology
data satisfactorily accounts for human psychophysics. Whilst not
a substitution for “ground-truth” neurophysiology, treating deep
neural networks as a model organism (Scholte, 2018) appears to be
a promising approach to bridging together neural and behavioral
data. Recent neural network studies have described correlates with
broad organizational principles in the auditory system (Kell et al.,
2018; Koumura et al., 2019; Khatami and Escabí, 2020) and asked
questions of “why” a neural system operates in a particular way.
Here, we focused on the question of “how” a system operates, for
the well characterized binaural phenomena of improved detection
of a 500-Hz tone in noise. Despite the notable computational
similarities between our trained networks and neural observations,
comparisons between neural network models and neural biology
come accompanied by an asterisk. The network was not constructed
with the goal of accurately mimicking neuronal biophysics or
hierarchical complexity, but instead a trade-off was made in which
a modified autoencoder architecture (Iten et al., 2018) was applied to
facilitate interpretation and optimization. In future work, the limits of
this network architecture could be further examined and improved
by considering how predicted BMLDs are influenced by spectral
and temporal qualities of the masker and target signals (Breebaart
et al., 2001b,c). Further scaling of this modeling approach, for
example, to examine interaural level differences or across-frequency
integration, would also likely be insightful. However, any impact on
interpretability should be weighed (even in this, arguably simplified,
context the network dynamics were non-trivial), and such models
are first contingent on the generation of suitably large psychophysical
datasets.

4. Conclusion

In conclusion, our results newly demonstrate that neural network
models, utilizing a modified autoencoder architecture, can discover
key computations underlying binaural hearing. Latent activity within
the model corroborates observations made in animal physiology and
speaks to their generality as a solution to binaural detection. The
work demonstrates the potential for machine learning methods to
help bridge the gap between neurophysiology and psychophysics.

5. Materials and methods

5.1. Binaural detection rates and
thresholds

The framework of equalization and cancelation (Durlach, 1972)
has human psychophysical support, accurate in predicting binaural
masking level difference (BMLD) data (Durlach, 1972), binaural
pitch phenomena (Durlach, 1972; Klein and Hartmann, 1981;
Hartmann and McMillon, 2001), and underpinning other models of
binaural hearing (Breebaart et al., 2001a). Although psychophysical
predictions made under this framework do not extend to individual
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differences, they are sufficient to consider presumed commonalities
across individuals. Numerical predictions of BMLDs in decibels
were calculated from phenomenological equations derived from this
framework (Durlach, 1972; Wan et al., 2010):

BMLD (τS, τN) = 10 log10max
{

k− cos (ω0ϕ)

k− γ (τN − τ0)
, 1
}

(1)

where τS and τN are the interaural time lags of the signal and
noise, ω0 is the angular frequency of the pure tone signal, k =(
1+ σ2

ε

)
eω

2
0σ

2
δ where σ2

ε and σ2
δ are jitter (internal noise) parameters

with the values proposed by Durlach (σ2
ε = 0.25 and σ2

δ = 105 µs),
γ is the normalized envelope of the autocorrelation of the narrow-
band noise output of a triangular-gain filter centered at the target
tone frequency, and τ0 is an optimal time equalization parameter.
The parameter ϕ = τS − τN represents the difference in interaural
time of the tone and noise signals (in Section “2.1. Proof-of-
principle: Inferring a latent binaural variable” we examined whether
a neural network could discover this parameter). The values of the
other parameters were chosen according to Durlach’s (1972) original
formulation in which the model was fit to human data.

Psychometric functions were derived from BMLDs calculated
in Eq. 1 (Egan et al., 1969), with detection thresholds defined as
equivalent to a d’ of 1 in a yes-no experiment (Green and Swets, 1966):

detection rate = 1008

(
m0100.1(BMLD+a−23)

2

)
(2)

where BMLD is from Eq. 1, a is pure tone pressure amplitude in
decibels, and 8 is the cumulative normal distribution. Assuming a
nominal diotic detection threshold of 31 dB SPL, we can solve for m0:

m0 =
28−1 (0.69)

100.8 ≈ 0.16 (3)

where a is 31 dB SPL, BMLD is 0 dB, and detection rate is 69 %.

5.2. Modified autoencoder network

We ran autoencoder-based, three-part neural network models
(Higgins et al., 2017; Iten et al., 2018).The three parts are the
encoder, central, and decoder layers. Networks took input values
that were passed through exponential linear unit (ELU) layer(s),
referred to as the “encoder” portion of the network. This was followed
by a single central layer with Gaussian node(s) (≥the number of
parameters varied in the generation of training stimuli) with minimal
uncorrelated representations, constrained by a parameter β which
balances network regularization versus network interpretation. This
was followed by further ELU layer(s), referred to as the “decoder”
portion of the network. All layers were fully connected and feed
forward. The Adam optimization algorithm (Kingma and Ba, 2014)
was used to minimize the cost function:

Cβ

(
x̂, x, σ, µ

)
= ||x̂− x||22 −

β

2

∑
i

log
(
σ2
i
)
− µ2

i − σ2
i (4)

where x̂ and x are predicted and ground truth outputs, respectively
(subscript 2 is the L2 norm, superscript 2 is squaring), σ and µ are
the standard deviation and mean of Gaussian nodes, respectively, and
the i subscripts reference separate central nodes. Architecture meta-
parameters were influenced by those described in Iten et al. (2018).
Network weights and biases were randomly initialized. The number

of training instances employed in each iterative update of network
parameters (i.e., the batch size) was set to 256. The learning rate
(training hyperparameter) was set to 5 × 10−4 for 1,000 epochs (i.e.,
total passes of the entire training dataset).

5.3. Parameter-based network

The first “proof-of-principle” network (see Section “2.1. Proof-of-
principle: Inferring a latent binaural variable”) took four parametric
inputs representing the arrival times of each of a 500 Hz pure tone
and broadband noise at each ear. The network was trained to predict
BMLDs as specified in Eq. 1. The network was trained and validated
(95%/5% split, respectively) on 100 000 instances of monaural tone
and noise arrival times, each randomly drawn from between 0 and
2,000 µs. The encoder and decoder portions each had one layer with
100 ELU nodes. The central layer had two nodes (one was suppressed
during training) with β set to 10−5.

5.4. Waveform-based networks

In our second model (Sections “2.2. Modified autoencoder
accounted for binaural detection psychophysics” to “2.4. Encoder
network dynamics matched those of a cross-correlator”) we trained
networks using waveforms of a signal combined with masking noise.
In this way, and in contrast to the “proof-of-principle” network,
individual stimulus characteristics were not initially known by the
system. These networks took 800 input values, representative of
simulated left ear and right ear waveforms, each of 400 samples as
simulated from a pure tone and noise mapped to different angles
in the azimuth. Networks were trained to predict the corresponding
detection rates, as specified in Eq. 2. Training/validation (95%/5%
split, respectively) was performed with 1,000,000 instances of a
random phase tone in randomly generated white noise. Pure tones
had 10 periods, completing one period per 40 samples. Pure tones
were treated as 500 Hz for generating estimates in Eq. 1. Pure tones
were set to levels between 0 and 50 dB SPL. Pure tones were masked
by randomly distributed broadband noise (50–5,000 Hz, limited by
6th order Butterworth bandpass filter) with an overall level of 60 dB
SPL. The tone and noise were gated simultaneously. Tones and noises
were simulated with ITDs mapped from two independent angles
in the azimuth between −90◦ (far left) and 90◦ (far right). ITDs
were derived from Woodworth’s equation (Woodworth et al., 1954),
assuming a head radius of 0.0875 m. Based upon this formula and
waveform sampling, the azimuth had an effective resolution between
5.6◦ and 10.3◦, depending upon the region within it.

The encoder and decoder portions of the network each had
two 100-neuron ELU layers. The central layer of networks had 10
Gaussian nodes. As the optimization of artificial neural networks was
non-deterministic, and we wished to derive a network representative
of a global minimum, ten networks were trained for each value
of β, namely, 0, 10−6, 10−5, 10−4, 10−3, and 10−2 giving 60 in
total. The network with the least root mean square error between
predicted detection rates and ground truth for the validation dataset
was selected for further analysis. Central nodes were considered
operational if the Kullback–Leibler divergence (Kullback and Leibler,
1951) between their individual responses and a unit Gaussian was
larger than 0.1 bits.
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5.5. An example network calculation

We illustrate the computations from input-to-output in the
waveform-based networks described in Section “5.4. Waveform-
based networks” and schematized in Figure 2B. First, a weighted
sum is performed on the input vector (representative of the left/right
ear waveforms) and this is passed through a non-linear function.
Formally, f (x) = a(WTx), where x is the input vector, WT is a
vector of trainable weights (incorporating a bias term), and a() is the
non-linear “activation” function defined as:

a(z) =

{
z, z ≥ 0
ez − 1, z < 0

. (5)

This computation gives us the “activation value” for one artificial
neuron (also referred to as a node). This process is repeated 100
times, once for each of the 100 neurons in the layer–where each
neuron has its own unique set of weights. We effectively have a
multivariate function between the network inputs and the first layer
of neurons. This transform is then repeated where the outputs of the
first layer of neurons become the inputs to the next. Ultimately, we
end up with 100 activation values corresponding to the number of
neurons in the final layer of the “encoder.” Separate weighted sums
of these 100 values are computed to represent mean and standard
deviation parameters describing ten latent Gaussian distributions.
These parameters form the basis of the information bottleneck of
the autoencoder. These parameters are used to generate 10 randomly
sampled values, µi + σiε, where µi and σi are the mean and standard
deviation parameters defining the i-th latent Gaussian distribution,
and ε ∼ N(0, 1) a random normally distributed number. These
randomly drawn values are then used as inputs to the “decoder”
network. The computations of the “decoder” mimic the “encoder,”
but with separately defined weights, and with one final weighted
sum output–the predicted binaural detection performance. For more
thorough details on the modified autoencoder architecture, please see
Iten et al. (2018).

5.6. Network predictions

Binaural masking level difference (BMLD) predictions were
generated by averaging outputs for 10 repeats of a given stimulus
configuration (i.e., stimulus ITDs would be fixed whilst other
parameters were randomized 10 times). For the waveform-based
networks, BMLDs had to be derived based on detection rates. To
determine detection thresholds, the mean of 10 detection rates for
tone levels, set between 0 and 50 dB SPL in 2.5 dB SPL steps, were
regressed with a psychometric curve (Eq. 2; Figure 3A). BMLDs were
predicted for (i) random phase tones amongst randomly generated
broadband noise with ITDs each mapped from fixed azimuthal
locations spaced between ±90◦ (corresponding to the effective
resolution, namely, 0◦,±5.61◦,±11.27◦,±16.97◦,±22.76◦,±28.67◦,
±34.73◦, ±41.01◦, ±47.56◦, ±54.45◦, ±61.80◦, ±69.77◦, ±78.60◦,
and ±88.71◦), and (ii) random phase tones amongst randomly
generated broadband noise each either in- or out-of-phase (i.e., NoSo,
NoSπ, NπSπ, and NπSo).

5.7. Artificial neural representations

Artificial neuron activation values (=a node’s numerical
expression) were measured in response to the stimuli configurations

in Section “5.6. Network predictions.” Activation values were also
measured as a function of ITD for broadband noise only (50–
5,000 Hz, 60 dB SPL). ITDs ranged from −2,000 to 2,000 µs in
steps of 100 µs. For the parametric-based network, central layer
activation values were measured in response to 100 random stimulus
generations. For the waveform-based networks, activations were
measured in response to 5,000 random stimulus generations.

5.8. ITD tuning

Interaural time difference (ITD) tuning was quantified by fitting
a Gabor function (Lane and Delgutte, 2005) to noise delay responses.
The parametric expression for a Gabor function is:

G = Ae−(ITD−bITD)2
/2s2 cos

(
2πF

(
ITD− bITD

))
+ C (6)

in which we characterized a node’s best ITD as the parameter bITD,
F is the tuning curve frequency, A is a scaling factor (constrained
to be positive), C is a constant offset, and s is a decay constant.
These parameters were fit with the non-linear least squares algorithm
curve_fit in SciPy (Virtanen et al., 2020). An F-test was used to assess
whether a Gabor function was a significantly better fit to noise delay
responses than a linear function of ITD.

5.9. Binaural cross-correlation algorithm

For comparative purposes, we ran a standard psychophysical
model of binaural cross-correlation (Akeroyd, 2017). It produced an
output approximating an ensemble of neurons rather than individual
spike trains. The stimuli NoSo, NoSπ, NπSπ, and NπSo were
generated for a 35 dB SPL tone and a 60 dB SPL randomly distributed
broadband noise (the algorithm utilized computer representations
of dB SPL). Stimuli were sampled at 20 kHz and were 1 s in
duration. Signals were passed through gammatone filters centered at
500 Hz and passed through a non-linear model of neural transduction
(Meddis et al., 1990). The outputs were then delayed relative to one
another, and the cross-products were calculated and summated.

5.10. Statistical analysis

We performed Student’s two-tailed t-tests (assuming unequal
variance) to assess differences between BMLDs. Pearson product-
moment correlation was calculated between the average responses
of nodes to NoSo, NoSπ, NπSπ, and NπSo, and the delay matched
outputs of a binaural cross-correlation algorithm (see Section “5.9.
Binaural cross-correlation algorithm”). Correlations were calculated
with, and without, local averaging (within 600 µs). Student’s
two-tailed t-tests (assuming unequal variance) and two-sample
Kolmogorov–Smirnov tests were performed to compare changes in
central node activation values for homophasic/antiphasic stimuli
pairs. The D statistic of the Kolmogorov–Smirnov test is the absolute
maximum distance between the cumulative distribution functions
of the two samples. The p-value returned by the Kolmogorov–
Smirnov test is the probability that the null hypothesis, that two
samples were drawn from the same distribution, is rejected. For the
outlined statistical analyses, the criterion for significance was set to
p= 0.05. Violin plots were used to capture data probability density in
Figure 3C and Supplementary Figure 2. The lightly shaded underlay
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in Figure 5A shows standard errors. In Figure 5F an exponential
curve was robustly fit with the least absolute residual method.
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SUPPLEMENTARY FIGURE 1

(A) The prediction error between the equalization-cancelation (EC)
framework and network predictions in Figure 1C. (B) The prediction error
between the EC framework and network predictions in Figure 3B.

SUPPLEMENTARY FIGURE 2

(A) Some central nodes orthogonally represented stimulus-properties. For
example, n3 sinusoidally varied in activation value as a function of monaural
tone phase. Shown for NoSo with tone level at 20 dB SPL. (B) Near threshold
(tone level of 20 dB SPL), the distribution of values when comparing the
change in n1 activation between NoSo/NoSπ (dark blue, left) and NπSπ/NπSo
(light blue, right) are considerably overlapping. Two-sample KS test statistic, D,
is 0.11, p < 0.001. (C) When the co-variate captured by n3 is controlled for
(e.g., looking at when n3 < 0, i.e., monaural tone phase between 0 and π) the
distinction between the conditions is clearer. Two-sample KS test statistic, D,
is 0.8, p < 0.001.
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Persistence and generalization of
adaptive changes in auditory
localization behavior following
unilateral conductive hearing loss
Ana Sanchez Jimenez*, Katherine J. Willard, Victoria M. Bajo,
Andrew J. King* and Fernando R. Nodal*

Department of Physiology, Anatomy and Genetics, University of Oxford, Oxford, United Kingdom

Introduction: Sound localization relies on the neural processing of binaural and

monaural spatial cues generated by the physical properties of the head and body.

Hearing loss in one ear compromises binaural computations, impairing the ability to

localize sounds in the horizontal plane. With appropriate training, adult individuals

can adapt to this binaural imbalance and largely recover their localization accuracy.

However, it remains unclear how long this learning is retained or whether it

generalizes to other stimuli.

Methods: We trained ferrets to localize broadband noise bursts in quiet conditions

and measured their initial head orienting responses and approach-to-target

behavior. To evaluate the persistence of auditory spatial learning, we tested the

sound localization performance of the animals over repeated periods of monaural

earplugging that were interleaved with short or long periods of normal binaural

hearing. To explore learning generalization to other stimulus types, we measured the

localization accuracy before and after adaptation using different bandwidth stimuli

presented against constant or amplitude-modulated background noise.

Results: Retention of learning resulted in a smaller initial deficit when the same

ear was occluded on subsequent occasions. Each time, the animals’ performance

recovered with training to near pre-plug levels of localization accuracy. By contrast,

switching the earplug to the contralateral ear resulted in less adaptation, indicating

that the capacity to learn a new strategy for localizing sound is more limited if the

animals have previously adapted to conductive hearing loss in the opposite ear.

Moreover, the degree of adaptation to the training stimulus for individual animals

was significantly correlated with the extent to which learning extended to untrained

octave band target sounds presented in silence and to broadband targets presented

in background noise, suggesting that adaptation and generalization go hand in hand.

Conclusions: Together, these findings provide further evidence for plasticity in the

weighting of monaural and binaural cues during adaptation to unilateral conductive

hearing loss, and show that the training-dependent recovery in spatial hearing can

generalize to more naturalistic listening conditions, so long as the target sounds

provide sufficient spatial information.

KEYWORDS

perceptual learning, training, plasticity, adaptation, spatial hearing, binaural, monaural
spectral cues, ferret
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Introduction

Sensory experience plays a vital role in calibrating neural circuits
in the brain, so that they can be optimized to the prevailing sensory
conditions. The experience-dependent plasticity of the maturing
brain enables the processing that takes place within those circuits
to adjust to growth-related changes in sensory inputs and to be
matched to the statistics of the environment during sensitive periods
of development (Keating and King, 2013; Kumpik and King, 2019).
Plasticity in later life allows perceptual skills to improve with practice
and affords a capacity to compensate for altered inputs associated
with sensory disorders (Irvine, 2018; Kumpik and King, 2019).

In the auditory domain, the recovery of sound localization
accuracy in mammals experiencing a unilateral conductive hearing
loss has been widely used as a model for training-dependent plasticity
(Keating and King, 2015). Sound localization is achieved by the
computation of binaural and monaural spatial cues that result from
the way sounds interact with the head and external ears (Grothe
et al., 2010). Interaural time differences (ITDs) and interaural level
differences (ILDs) provide the primary basis for localizing sounds
in the horizontal plane, and the relationship between these binaural
cues and directions in space is altered by occluding one ear, resulting
in much less accurate localization judgments. Previous work has
shown that adult humans and ferrets can be trained to adapt to
this monaural hearing perturbation, thereby substantially recovering
their localization accuracy (Kacelnik et al., 2006; Kumpik et al., 2010;
Keating et al., 2016). This entails plasticity in the way monaural and
binaural cues are used to localize sound (Keating and King, 2015),
which is dependent on the functional integrity of auditory cortical
circuits (Bajo et al., 2010, 2019; Nodal et al., 2010).

Adaptation to monaural hearing loss can be achieved by
reweighting the different localization cues—with greater reliance
placed on the unchanged monaural spectral cues available at the open
ear—or through compensatory changes in binaural cue sensitivity
(Kacelnik et al., 2006; Kumpik et al., 2010; Keating et al., 2016;
Zonooz and Van Opstal, 2019). In addition, if a fixed sound level is
used, the localization responses of adult humans wearing an earplug
in one ear become more dependent during training on spatially
ambiguous monaural head-shadow cues (Zonooz and Van Opstal,
2019). Evidence for cue reweighting is provided by the absence of an
aftereffect when the earplug is removed, i.e., post-plug localization
performance is indistinguishable from the normal-hearing pre-plug
condition (Kacelnik et al., 2006; Kumpik et al., 2010; Keating
et al., 2016; Bajo et al., 2019; Zonooz and Van Opstal, 2019). Cue
reweighting provides a particularly effective strategy for adapting
to asymmetric hearing loss because this helps to maintain accurate
sound localization under different hearing conditions.

Spatial cue reweighting is therefore thought to be context specific,
disappearing when normal binaural inputs are again experienced
following earplug removal, and may arise from changes in the
relative reliability of different localization cues (Van Wanrooij and
Van Opstal, 2007; Keating and King, 2015). However, the cortex-
dependent learning induced by monaural occlusion appears to leave
a memory trace that can be retrieved when the same ear is re-plugged
(Bajo et al., 2019). It is not known how long this memory trace
is retained or whether the previously learned strategy for adapting
to unilateral conductive hearing loss is ear specific. This is likely
to be important in clinical conditions, such as otitis media with

effusion (Hogan et al., 1997), where recurrent hearing loss is often
experienced.

The extent to which perceptual training generalizes to untrained
stimuli determines its therapeutic value. Previous studies have
assessed adaptation to unilateral conductive hearing loss by
presenting target sounds against a silent background in order to
maximize learning. However, more naturalistic listening conditions
can change abruptly as we navigate our daily lives, as do the
target sounds we need to attend to. Therefore, determining whether
auditory spatial learning generalizes beyond the training stimulus
and to more complex listening environments is crucial for designing
effective training protocols as part of rehabilitation strategies for
hearing-impaired individuals.

In this study, we address both the persistence and generalization
of auditory adaptive learning. Our results show that the cue
reweighting that occurs when adult ferrets are first trained
with abnormal auditory spatial cues takes place more readily
when subsequent periods of monaural occlusion are experienced,
indicating that the effects of learning persist for at least several
months. However, adaptation to conductive hearing loss in one ear
appears to reduce the capacity of the auditory system to compensate
for occlusion of the contralateral ear. We also show that the training-
dependent recovery in localization accuracy does generalize to other
acoustic conditions and that the degree of adaptation correlates with
the generalization of learning.

Materials and methods

Animals

Eleven adult female pigmented ferrets (Mustela putorius), aged
∼6 months at the start of the study and sourced from Marshal
BioResources (United Kingdom), were used. All procedures were
approved by the Committee on Animal Care and Ethical Review at
the University of Oxford and licensed by the Home Office under the
Animals (Scientific Procedures) Act (1986).

Hardware and training procedures

Ferrets were trained by positive reinforcement on an approach-
to-target sound localization task, using water as the reward. During
the testing periods, the animals were housed in enriched cages in
groups of 2 or 3 individuals with ad libitum access to dry food and
controlled access to water. They were usually tested twice daily, with
each session typically lasting 20–30 min, and received water as a
reward contingent on their performance on the sound localization
task. The animals’ body weight and water intake during behavioral
testing were monitored daily to ensure that a welfare threshold of 15%
weight drop was not reached, which would otherwise have resulted in
the temporary suspension of testing. If required, extra water in the
form of pureed food was provided at the end of each day to meet
the estimated daily need of 60 ml/kg (based on daily measurements
made on ferrets with free access to water in the animal facility at the
University of Oxford).

Behavioral testing was performed in a circular arena (Ø
140 cm) located inside a soundproof chamber (Figure 1A). The
arena was equipped with 12 loudspeakers (FRS 8, Visaton, Crewe,
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United Kingdom) positioned at 30◦ intervals around its periphery in
the horizontal plane. These loudspeakers were used to present target
sounds for testing the ferrets’ sound localization accuracy, and an
additional overhead speaker was located at the center of the chamber
to provide background noise when required. Auditory stimuli were
produced using MATLAB (MathWorks, United States) and presented
using an RX8 multi I/O processor and two SA-8 power amplifiers
(Tucker-Davies Technologies (TDT), Alachua, FL, United States).
The output of each loudspeaker was digitally matched and flattened
across sound frequencies.

Ferrets were trained to stand on a platform at the center of the
arena and lick a waterspout facing the 0◦ position for a variable
time, 300–500 ms, which triggered the presentation of a target sound
stimulus from one of the 12 peripheral loudspeakers. An infrared
beam at the back of the platform and a proximity infrared detector at
the central waterspout were used to ensure the animal was positioned
correctly when the stimulus was presented. The animal then had to
signal its location by approaching the loudspeaker to obtain a water
reward from its associated waterspout, which was equipped with an
infrared detector and located just below the loudspeaker at the same
azimuth. Only correct responses were rewarded (typically 150–250 µl
of water depending on the animal and matched across all reward
spouts). An incorrect response was followed by a “correction trial,”
whereby the same sound was presented from the same location as
in the previous unsuccessful trial. As in our previous work, up to
two correction trials were allowed. If both correction trials elicited
incorrect responses, an “easy trial” was triggered, in which the same
sound was presented continuously until a response was made. Data
from correction and easy trials were not included in the analysis.

We also obtained a more absolute measure of localization
accuracy by tracking the ferret’s head movement using a reflective
strip attached to the midline of the animal’s head. A high-speed
camera located above the central platform captured the reflectance
of the head-strip for 1 s from the onset of the target sound. The
image acquisition rate was 60 frames per second (FPS) for the first
part of the study (Imaging Source DMK21BF04) and 500 FPS for
the second part of the study, following an upgrade to a high-speed
camera (DMK 37AUX287).

Experimental design

All animals were trained and tested on the approach-to-target
sound localization task in a quiet background (hereafter referred
to as “silence”) for 1–2 months until they showed a stable level
of performance before the ear-plugging experiment started. Sound
localization accuracy was measured using single bursts of broadband
noise (low-pass cut-off frequency 30 kHz) in blocks of constant
stimulus duration (2000, 1000, 500, 200, 100, and 40 ms). Within
each block, we pseudorandomly varied both the stimulus location
across the 12 loudspeakers and its level over a 56–84 dB SPL range
in steps of 7 dB.

A reversible unilateral conductive hearing loss was induced
by inserting an earplug (E-A-R Classic 3M) into the external
auditory meatus and securing this in place with a silicone mold
(Otoform KC, Dreve Otoplastik GmbH, Unna, Germany) placed in
the concha of the external ear. Earplug insertion and removal were
performed under sedation (medetomidine hydrochloride 0.1 mg/kg
i.m., Domitor Orion Pharma, Reading, United Kingdom). An
otoscopic examination was performed and a tympanogram (Kamplex

KLT25 Audiometer, P.C. Werth, London, United Kingdom) was
obtained both before insertion and after removal of an earplug
to check the health status of the external and middle ear. No
abnormalities were detected. Sedation was reversed with atipamezole
hydrochloride (0.5 mg/kg s.c., Antisedan, Orion Pharma, Reading,
United Kingdom). The acoustical effects of these earplugs have been
characterized in previous studies in our laboratory in ferrets (Moore
et al., 1989; Keating et al., 2013) and humans (Kumpik et al., 2010;
Keating et al., 2016). We did not determine whether their properties
changed during each period of monaural occlusion as this would have
involved sedating the animals to remove and reposition the earplugs.

As in our previous work (Kacelnik et al., 2006; Bajo et al.,
2010, 2019), we trained ferrets to adapt to an earplug using
1,000-ms long broadband noise bursts as the target stimuli on a
background of silence. Individual ferrets wore an earplug in one
ear for typically ≥10 days, until their performance stabilized over
three consecutive days at a mean score of ≥70% correct across
all 12 loudspeaker locations. We then removed the earplug and
measured their localization accuracy again. We next examined either
the persistence of adaptive learning by re-plugging the same ear and
then the contralateral ear, or the generalization of learning using
different target sounds and background noise combinations.

Persistence of learning

To explore the persistence of the adaptive learning with one ear
occluded, one group of 4 ferrets was subjected to several periods
of unilateral conductive hearing loss interspersed within variable
periods of normal binaural hearing.

Once their localization performance under normal hearing
conditions had been measured using broadband noise bursts as target
sounds in silence, a temporary unilateral conductive hearing loss was
induced by inserting an earplug in the right ear (Figure 1B). Target
sound levels and locations were pseudorandomized as described
above. This first period of right ear occlusion (right plug 1) was
followed by 7 days of normal hearing and then by another period
of right ear occlusion (right plug 2) [data from right plug 1 and
right plug 2 were reported in Bajo et al. (2019) as part of the control
group in that study]. After a 6-month-long break in which the ferrets
experienced normal hearing conditions, localization performance
was measured during two further periods of right ear occlusion (right
plug 3 and right plug 4). Finally, two periods of left ear occlusion were
conducted (left plug 1 and left plug 2).

Generalization of learning

A second group of 7 ferrets was used to explore whether the
adaptive learning induced by training animals wearing an earplug
to localize broadband noise target sounds on a silent background
extended to other stimuli and acoustic conditions that were not
available during training.

The sound localization performance of the animals was measured
using different stimuli before, during and after occlusion of one ear.
As before, adaptation to the earplug was achieved by training the
animals to localize 1,000-ms broadband noise burst targets presented
in silence, after which the animals were tested using different stimuli
and background sounds with the earplug still in place. The target
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FIGURE 1

Stability of ferret sound localization performance over time when normal spatial cues are available. (A) Schematic of the circular testing arena with 12
loudspeakers and reward ports located at 30◦ intervals around the perimeter and a central platform on which the animal stands facing position 0◦ in
order to trigger each stimulus presentation. (B) Timeline of behavioral testing to explore the persistence of adaptive learning over multiple periods of
monaural occlusion interspersed by periods of normal binaural hearing. These animals were first trained to adapt with the right ear plugged and then
with the left ear plugged. (C) Localization performance (percentage of correct trials averaged across all 12 target locations and sound levels) at different
sound durations for two normal hearing periods that were separated by extensive localization training with one ear occluded. Error bars show the
standard error of the mean. (D) Spatial distribution of the percentage correct scores from both normal hearing periods for the 40- and 1,000-ms
broadband noise bursts. Lines represent the means and shaded areas the standard error of these scores across animals.

sound was either broadband (BB) noise (low-pass cutoff at 30 kHz)
or one-octave wide narrowband noise (NB) centered on 16 kHz.
The duration of the target sound was again 1,000 ms, and its level
and location were pseudorandomly varied as before. These stimuli
were presented either in silence (s) or in the presence of continuous
background noise presented from an overhead loudspeaker. The
background noise consisted of a broadband stimulus (low-pass cut-
off at 30 kHz), whose envelope was either unmodulated (um) or
amplitude modulated (am) at 5 Hz. The combination of these targets
and backgrounds produced five different testing conditions: BBs,
NBs, BBum, NBum, and NBam. The combination of broadband
target sounds presented in an amplitude-modulated background
(BBam) was discarded as a testing condition, because no difference
was observed in localization accuracy between modulated and
unmodulated backgrounds with this target sound in normal hearing
conditions. Broadband target sounds were therefore only presented
in silence (BBs) or with an unmodulated background (BBum).

Role of dynamic and spectral cues

To explore the extent to which dynamic spatial cues that might be
provided by the movement of the head during stimulus presentation
and the spectral cues available at the non-occluded ear contribute
to adaptation to unilateral conductive hearing loss, we included
additional sessions during daily sound localization training with an
earplug in place. Ferrets (n = 4) were trained to localize 1,000-ms

broadband noise bursts in silence in the same fashion as described
in previous sections. Every 2 days, we interspersed broadband and
narrowband sounds (1/6-octave bandwidth centered at 15 kHz
frequency to restrict the cues to ILDs) (Keating et al., 2015) at
two different durations (200 and 1,000 ms), with each of these 4
stimulus types being presented with equal probability. The level
of the broadband noise bursts was pseudorandomized as described
previously, whereas the level of the narrowband stimuli was kept
constant at 84 dB SPL, except for 10% of the trials in which it
was 56 dB SPL. Incorrect responses to the broadband target sounds
were followed by correction and easy trials, whereas no correction
or easy trials were provided after an incorrect response on the
narrowband trials. This was done to ensure that the animals did not
learn a different strategy when localizing these stimuli that might
have interfered with the normal adaptation process with broadband
targets. However, all correct responses were rewarded to maintain the
motivation of the animals.

Data analysis

Head orienting responses
The angular position of the head-strip in each video frame was

used to produce head movement traces. Trials in which <10% of
consecutive frames contained measurable data were rejected. The
start of a head turn was defined as a movement exceeding a threshold
speed of 50 deg/s in the same direction (initial direction) over at least
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three consecutive frames. The timing of the last frame before a change
in this initial direction was taken as the end of the head turn. The
final head bearing was defined as the mean head angle calculated
over the three frames before the end of the head movement. For the
learning generalization experiment, traces were down-sampled to 50
FPS to make the data analysis comparable to the learning persistence
experiment (Figure 1B), in which the sample rate was 60 FPS.

Statistical analysis
The rate of adaptation for each of the periods of monaural

occlusion was computed by fitting regression lines to the percentage
of correct responses across training day, with the shaded areas in
the figures representing 95% confident intervals. The probability
of making a correct response was compared across animals,
hearing conditions (unilateral earplug or no earplug), and stimulus
characteristics using a linear mixed model with a Bernoulli-
distributed data, probit link function. Final head bearings were
compared using repeated measures ANOVA. Data normality was
checked using Q-Q plots and applying the Shapiro–Wilk test. All
statistical tests were performed using RStudio (RStudio: Integrated
Development for R. RStudio, Inc., Boston, MA, United States) or
SPSS (IBM, SPSS Inc., Armonk, NY, United States).

Results

Effects of sound localization training on
task performance

Over the course of collecting behavioral data on the sound-
localization task, we observed little change in the performance of
the ferrets under normal hearing conditions (i.e., during the testing
runs carried out without an earplug) (Figure 1). The accuracy of their
responses on the approach-to-target task improved as the duration of
the broadband target sound was increased (from 47.8 ± 3.4% correct
for 40 ms to 96.1 ± 1.5% correct for 2,000 ms) (GLMM, p < 0.0001)
(Figures 1C, D). Despite extensive testing, which included several
periods of monaural occlusion (Figure 1B), their performance across
different stimulus durations remained very stable when normal
binaural inputs were available, other than a small reduction in
percentage correct scores at intermediate target durations (100–
500 ms) (GLMM, p = 0.001) (Figure 1C). The lack of improvement
in localization accuracy over time for broadband stimuli providing
access to the full range of spatial cues suggests that no perceptual
learning had taken place. Furthermore, the consistent performance
across different stimulus locations (Figure 1D) gave no indication
of any long-lasting change in the way these cues were processed
and integrated under normal hearing conditions, despite the ferrets
experiencing several intervening periods during which they learned
to adapt their behavior to conductive hearing loss in one ear.

Behavioral adaptation to unilateral
conductive hearing loss

The approach-to-target responses of one cohort of ferrets (n = 7)
are shown in Figure 2A. They localized 1,000-ms broadband noise
busts with a consistently high level of accuracy when normal binaural
and monaural spatial cues were available, with their performance

declining from ∼95% in the last pre-plug session to ∼30% correct
when one of their ears (the left in this case) was first occluded. The
ferrets initially mislocalized almost every stimulus presented in the
frontal region of the hemifield ipsilateral to the earplug (see polar
plots at the top of this figure). Over the first few days of monaural
occlusion, a gradual improvement in performance occurred at all
other locations, including those on the side of the open ear, which
was then followed by a recovery in localization accuracy at the frontal
ipsilateral locations. This pattern of adaptation was remarkably
consistent across animals.

We also measured the accuracy of the ferrets’ sound-evoked head
orienting movements, as these are thought to involve different neural
circuits from those required for the approach-to-target responses
(Thompson and Masterton, 1978; Lomber et al., 2001; Nodal et al.,
2012; Isa et al., 2021; Figures 2B, C). Data from one example ferret
(F2005) show that when the earplug was inserted, the initial head
turns made following sound presentation were clearly biased toward
the side of the open ear, independent of the location of the target
(Figure 2B, first 3 plug days). Adaptation of the head orienting
movement then occurred with training on the sound-localization
task, which was manifest as a gradual recovery in orienting responses
toward the side of the plugged ear for stimulus locations on that
side (Figure 2B, last 3 days). It should be noted, however, that the
degree of adaptation varied between animals and was generally not
complete, as shown by the undershoot in the responses made in that
hemifield by ferret F2005 on the last 3 plugging days (Figure 2C).
This mirrors the asymmetry in the approach-to-target behavior at
the corresponding stage (Figure 2A). As with the approach-to-target
responses, the metrics of the head turns measured on the days after
earplug removal resembled the pre-plug data (Figure 2B).

Adaptation of the head orienting responses was quantified for
each ferret as the area between the average final head bearing across
all animals prior to earplug insertion and the final head bearing
measured for individual animals on the side of the occluded ear in
the last 3 days of training (Figure 2C). This was then compared to
the adaptation index derived from the approach-to-target behavior,
which was computed as the ratio between the percentage correct
responses in the last 3 days of monaural occlusion and the 3 days
prior to earplug insertion. The comparison of these two measures for
individual animals revealed that they were highly correlated (slope
significantly different from 0; R2 = 0.94, p < 0.001) (Figure 2D),
with the ferrets that achieved the highest percentage correct scores
also showing greatest adaptation of the head orienting responses, as
reflected by a smaller difference between pre-plug and adapted final
head bearing.

Equivalent adaptation to occlusion of
each ear

Before investigating the effects of further exposure to unilateral
conductive hearing loss in either the same or the contralateral ear, it
was first necessary to show that ferret localization behavior adapts
equally well to occlusion of either the left or the right ear. This is
illustrated in Figure 3 for the sound-evoked head orienting responses
recorded from two groups of ferrets, one of which was plugged in
the left ear (the animals used in Figure 2) and another in the right
ear. In the normal hearing (pre-plug) sessions, the final head bearing
of the ferrets varied systematically with the target location out to
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FIGURE 2

Adaptive changes in approach-to-target and head orienting responses over the course of monaural occlusion. (A) Percentage correct scores for the
approach-to-target behavior. Different symbols indicate individual ferrets. Their mean scores over 3 days prior to earplug insertion and 3 days after
earplug removal are highlighted by the gray regions on either side of the scores obtained for each day of training with the left ear occluded, which for
these animals lasted 13–16 days (days 1–13 only are shown). The black line and shaded area represent the linear regression and the 95% confident
intervals for the data obtained with the earplug in place. The polar plots at the top show the mean ± S.E. score across animals at different target
locations for every 2 days of training. The stimulus-response plots on the right show the distribution of response locations selected (y-axis) as a function
of target location (x-axis) before and at three different time points after earplug insertion. (B) Mean ± S.E. changes in head angle for left (green) and right
(black) target locations for ferret F2005 (measured at 500 FPS and low-pass filtered at 50 Hz for plotting). Positive values correspond to rightward turns
and negative values correspond to leftward turns of the head. Plots from left to right correspond to the 3 days before earplug insertion, the first 3 days
with the ear plugged, the last 3 days with the ear plugged, and the 3 days following earplug removal. Occluding the left ear disrupted head orienting
responses made to locations on the left, which progressively recovered as approach-to-target performance improved with training. (C) Mean final head
bearing versus target location before earplug insertion averaged across all animals (black) and for the last 3 days of earplug adaptation for the example
animal F2005 (purple). The shaded region represents the area between the two curves on the side of the occluded ear, computed as an index of
adaptation of the head orienting responses. (D) Relationship between the adaptation index (ratio of the percentage correct scores on the last 3 days of
plugging and before earplug insertion), which reflects recovery with training of the approach-to-target behavior, and adaptation of the head orienting
responses (the area between the head orientation curves, as in panel C) for all seven animals shown in panel (A).
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FIGURE 3

Effect of plugging either the left or the right ear on the accuracy of sound-evoked head-orienting responses. (A) Average final head bearing versus target
location in normal hearing conditions for each of the animals (gray dashed lines) that participated in this study. Positive values correspond to targets on
the right and rightward head movements, and negative values to targets on the left and leftward movements. The solid line represents the mean across
animals. (B) Mean final head bearing errors versus target location in normal binaural hearing conditions for all animals. Linear regressions and their 95%
confidence intervals are fitted independently for right and left target locations (magenta lines). (C) Mean final head bearing versus target location in the
first 3 days with the left ear occluded. (D) Mean final head bearing errors versus target location in the first 3 days with the left ear occluded. Linear
regressions and their 95% confidence intervals are fitted independently for right and left target locations (blue). (E) Mean final head bearing versus target
location in the first 3 days with the right ear occluded. (F) Mean final head bearing errors versus target location in the first 3 days with the left ear
occluded. Linear regressions and their 95% confidence intervals are fitted independently for right and left target locations (black/gray).

TABLE 1 Parameters of the fitted regression lines for head bearing errors in Figure 3.

y = a + bx R2 a (intercept) b (slope) pb tStat (b)

Preplug Left side 0.17 11.96 −0.333 <0.0001 t(2049) = −20.220

Right side 0.28 −4.00 0.610 <0.0001 t(1822) = 26.674

Plug in the right ear Left side 0.05 22.69 −0.258 <0.0001 t(854) = −7.102

Right side 0.34 33.55 1.124 <0.0001 t(833) = 20.829

Plug in the left ear Left side 0.34 47.17 −1.000 <0.0001 t(762) = −19.805

Right side 0.26 3.86 0.449 <0.0001 t(777) = 16.784
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TABLE 2 Parameters of the fitted regression lines during earplug adaptation.

y = a + bx R2 a (intercept) b (slope) pb tStat (b)

Right plug 1 0.633 10.366 6.377 5.06e−10 t(38) = 8.2695

Right plug 2 0.198 54.064 2.939 0.00234 t(38) = 3.2623

Right plug 3 0.337 37.354 3.775 5.07e−05 t(38) = 4.5681

Right plug 4 0.122 51.785 2.395 0.0154 t(38) = 2.5363

Left plug 1 0.474 20.61 3.541 5.43e−07 t(38) = 6.0149

Left plug 2 0.442 33.301 3.524 1.71e−06 t(38) = 5.6525

±150◦ azimuth (Figure 3A). As previously reported (Nodal et al.,
2008), we observed an increasing undershoot in the final head bearing
for progressively more eccentric targets (Figure 3B). There was no
difference in the accuracy of the responses to targets in the left and
right hemifields or in the absolute slope of the regression lines fitted
to these data (GLMM, p = 0.055; Table 1).

The head-orienting responses were affected in exactly the same
way by plugging either the left ear in one group of ferrets (Figures 3C,
D) or the right ear in the other group (Figures 3E, F). The final head
bearing was initially biased toward the side of the open ear, i.e., to the
right when the left ear was plugged (Figure 3C) and to the left when
the right ear was plugged (Figure 3E). Although the size of the head
orienting errors across locations remained unchanged on the side
of the open ear, much larger errors were made on the contralateral
side, as indicated by the steeper slope of the linear fits to these
data (Figures 3D, F and Table 1). This asymmetry in performance
between the left and right hemifields then declined with training, as
illustrated by the adaptive changes in head-orienting behavior for one
example animal (F2005) in Figure 2B.

Adaptive learning is partially retained
when spatial cues are altered again

Previous work has suggested that adaptation to the altered cues
resulting from monaural occlusion leave a “memory trace,” since a
second period of ear-plugging has a smaller impact on localization
accuracy (Kacelnik et al., 2006; Bajo et al., 2019). Here, we explored
further how this spatial learning and its memory or retrieval are
affected by multiple periods of monaural occlusion and their relative
timing. To that aim, the interval between the training periods was
varied, as was the ear that was plugged.

The ferrets in this group (n = 4) first experienced four periods of
right ear occlusion, separated by short (7 days) or long (6 months)
periods of normal binaural hearing. To determine whether they
were then able to adapt to a different set of altered spatial cues, we
subsequently measured their performance when the contralateral left
ear was occluded instead (see Figure 1B for timeline). We modeled
adaptation to an earplug by fitting a simple regression line, for which
the independent term (a) is inversely proportional to the initial
disruption caused by insertion of the plug and the slope (b) represents
the rate of adaptation (Table 2). Plugging the right ear for the first
time (right plug 1) resulted in the most dramatic loss of sound
localization accuracy from 97.6 ± 1.2% correct to 28.9 ± 9.3%, as
indicated by the lowest value of the intercept (a = 10.366). Sound
localization accuracy recovered with twice-daily training and the
highest rate of adaptation (b = 6.4) was observed during this first
period of monaural occlusion (Figure 4A). On all three subsequent

occasions that the same ear was plugged, a smaller initial drop in
performance was observed (Figure 4 and see intercepts in Table 2).
Although less adaptation was therefore required, the animals’
performance improved at a slower rate (less steep slopes) than during
the first adaptation period, each time reaching a mean score of 70–
80% correct after 10 days of monaural occlusion. All adaptation
slopes were, however, statistically significant from zero (Table 2),
indicating that the ferrets were relearning to accommodate the altered
spatial cues after each period of normal binaural experience.

Despite the similar pattern of adaptation in the second, third
and fourth periods of right ear occlusion, differences were observed
based on the interval between the plugging runs. The right plug 2 and
right plug 4 runs were preceded by a short period (7 days) of normal
binaural hearing following a prior period of monaural occlusion
(right plug 1 and right plug 3, respectively) and had the smallest
initial localization errors when the earplug was first inserted and
lowest slope values (Figures 4A, B, D, E and Table 2). This, therefore,
suggests a greater retention of the previously learned adaptation.
By contrast, the third period of right ear occlusion (right plug 3)
was preceded by 6 months of normal hearing, and the adaptation
profile more closely resembled that for right plug 1, i.e., a larger
initial drop in performance (lower intercept value) and faster rate of
adaptation (higher slope) than in the right plug 2 and right plug 4
runs (Figures 4C, E and Table 2).

The distribution of the localization errors produced by monaural
occlusion was not homogeneous across target locations and was
always greater in the hemifield ipsilateral to the occluded right
ear. This pattern was apparent at the start of all 4 ear-plugging
runs (Figures 4F, G top row), and partly reflects mis-localization
of sounds presented on the side of the earplug to the opposite
side (right-to-left errors were initially twice as high as left-to-
right errors). However, in contrast to the first and third periods
of right ear occlusion, the difference between the mean response
errors in the left and right hemifields for the right plug 2 and 4
runs was not significant (GLMM, p = 0.126, p = 0.99, respectively)
(Figure 4F), providing further evidence that the amount of prior
normal binaural experience determines how the brain responds
behaviorally to each episode of unilateral conductive hearing
loss.

The spatial pattern of errors also provides insights into the
potential basis for the recovery of sound localization accuracy at
different stages during the adaptation process. Localization errors on
the side of the open left ear were consistently low at the start of the
second, third and fourth periods of right ear occlusion (Figures 4F,
G), which could reflect a rapid switch to the use of monaural cues
provided by the open ear. A greater and more gradual improvement
in performance was found on the side of the plugged ear (Figure 4G)
and over this time the incidence of both left-right and front-back
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FIGURE 4

Effect of repeated occlusion of the same ear on adaptive learning. (A) Regression lines (shaded areas indicate 95% confidence intervals) and individual
animal scores during the first (right plug 1, black line and gray symbols) and second (right plug 2, red line and symbols) periods of right ear occlusion,
which were separated by 7 days of normal binaural hearing. (B) Regression lines and individual performance for the third (right plug 3, blue line and
symbols) and fourth (right plug 4, green line and symbols) periods of right ear occlusion, which were also separated by 7 days of normal binaural hearing.
A longer interval of 6 months separated the right plug 2 and right plug 3 runs. (C) Comparison of regression lines for the right plug 1 and right plug 3
runs, which were each preceded by long periods (∼6 months) of normal binaural hearing. (D) Comparison of regression lines for the right plug 2 and
right plug 4 runs, which were each preceded by 7 days of normal binaural hearing following the right plug 1 and right plug 3 runs, respectively.
(E) Individual animal and mean regression slopes for all four periods of monaural occlusion. (F) Mean response error magnitude in the initial 2 days of
each period of right ear occlusion (right plug 1 to 4). Errors are shown separately for ipsilateral (R, right) and contralateral (L, left) target locations. Midline
locations (0◦ and 180◦) were not included in this analysis. Asterisks represent statistical significance of paired comparisons (*p < 0.05, **p < 0.01, and
***p < 0.001). (G) Response probabilities versus target location for the initial 2 days (top row) and the final 2 days (bottom row) of each of the four
periods of right ear occlusion. For the numerical values and statistical analysis, refer to the main text.
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FIGURE 5

Persistence of adaptation in the sound-evoked head orienting responses. (A) Linear regression fits and their 95% confidence intervals for the mean final
head bearing errors in the first 3 days of the right plug 1 and 2 runs (black and red lines, respectively). For comparison linear fits for preplug responses are
shown in magenta. (B) Mean final head bearing shown separately for left and right target positions in the first 3 days of the right plug 1 and 2 runs. Midline
locations (0◦ and 180◦) were excluded. Note that the head orienting responses were no longer as biased toward the side of the open left ear at the start
of the second period of right ear occlusion. (C) Linear regression fits and their 95% confidence intervals for the mean final head bearing errors in the
pre-plug responses (magenta lines) and in the last 3 days of the right plug 1 and 2 runs (black and red lines, respectively). (D) Mean final head bearing
shown separately for left and right target positions in the last 3 days of the right plug 1 and 2 runs. (**p < 0.01, ***p < 0.001).

TABLE 3 Parameters of the fitted regression lines for head bearing errors in Figure 5.

y = a + bx R2 a (intercept) b (slope) pb tStat (b)

Preplug Left side 0.14 12.84 −0.449 <0.0001 t(992) = −12.946

Right side 0.21 14.34 0.520 <0.0001 t(977) = 16.388

First 3 days Right plug 1 Left side 0.05 22.69 −0.258 <0.0001 t(854) = −7.102

Right side 0.34 33.55 1.124 <0.0001 t(833) = 20.829

Right plug 2 Left side 0.27 7.30 −0.824 <0.0001 t(494) = −13.763

Right side 0.24 23.19 0.779 <0.0001 t(529) = 13.058

Last 3 days Right plug 1 Left side 0.22 10.38 −0.587 <0.0001 t(716) = −14.299

Right side 0.27 12.00 0.752 <0.0001 t(641) = 15.414

Right plug 2 Left side 0.12 19.15 −0.364 <0.0001 t(849) = −10.885

Right side 0.35 1.21 0.950 <0.0001 t(837) = 21.099

errors declined. This could be due to a more gradual remapping
of the abnormal binaural cues to compensate for the effects of
the earplug. Further support for this interpretation is provided by
the observation that performance reaches ≥70% correct after a
similar number of days irrespective of previous earplug experience
and adaptation, the time elapsed between the periods of monaural
occlusion, or the initial impact of plugging the ear on localization
performance.

We have previously shown that the primary auditory cortex (A1)
plays an essential role in adapting to an earplug in one ear, but is not

required for retrieval of the memory trace that facilitates adaptation
during a second period of monaural occlusion (Bajo et al., 2019).
This raises the possibility that adaptive learning is consolidated in
circuits that lie downstream from the cortex. The disruptive effects
of auditory corticocollicular lesions on adaptation (Bajo et al., 2010)
suggest that midbrain areas that are known to be more directly
involved in the control of head orienting behavior may be important
for the retrieval of learning. We therefore also examined the impact
of a second period of monaural occlusion on the accuracy of the
sound-evoked head movements.
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FIGURE 6

Effect of occluding the other ear following adaptation to unilateral conductive hearing loss. (A) Regression lines (shaded areas indicate 95% confidence
intervals) and individual animal scores during the first (left plug 1, purple line and symbols) and second (left plug 2, green line and symbols) periods of left
ear occlusion, which were separated by 7 days of normal binaural hearing. Unlike the right plug 1 and right plug 2 runs (Figure 4A) previously
experienced by these animals, the slopes of the linear fits to these data were very similar. (B) Comparison of the regression lines for the right plug 1
(black/gray) and left plug 1 (purple) runs. Although the ferrets performed at the same level when each ear was first plugged, much less adaptation was
seen when the hearing loss was experienced in the left ear following adaptation to right ear occlusion. (C) Comparison of the regression lines for the
right plug 2 (red) and left plug 2 (green) runs. The slopes are very similar, but the difference in intercepts indicates less overall improvement in localization
accuracy when the left ear was occluded. (D) Individual animal and mean regression slopes for the fits shown in panels (A–C). (E) Mean response error
magnitude in the final 2 days of each of these periods of monaural occlusion (right plug 1 and 2, left plug 1 and 2). Errors are shown separately for target
locations ipsilateral (filled symbols) and contralateral (open symbols) to the side of the earplug. Midline locations (0◦ and 180◦) were not included in this
analysis. Asterisks represent statistical significance of paired comparisons (*p < 0.05, **p < 0.01, and ***p < 0.001). (F) Response probabilities versus
target location for the final 2 days of the first right and left (top row) and the second right and left (bottom row) periods of monaural occlusion.

In contrast to the start of the first period of right ear occlusion
(right plug 1), where a marked left-right asymmetry was observed in
the size of the head orienting errors due to the animals consistently
turning toward the side of the open ear, these responses were more
symmetrically distributed to appropriate sides of the midline at
the start of the second period of right ear occlusion (right plug
2) (Figures 5A, B and Table 3). In both cases, head orienting
accuracy had partially recovered toward pre-plug values by the

last 3 days of ear-plugging, with all the animals now responding
to the appropriate side of space (Figures 5C, D). This pattern of
adaptation in head orienting behavior across the two periods of
right ear occlusion is consistent with that seen for the approach-to-
target responses in showing that previous experience with altered
spatial cues enables the ferrets to more readily adapt to a second
period of unilateral conductive hearing loss in the same ear. The
head orienting data therefore support the possibility that retrieval
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FIGURE 7

Generalization of training-dependent adaptation. (A) Schematic of the circular testing arena indicating the position of the peripheral target loudspeakers
(as in Figure 1) and the loudspeaker located above the central platform used to generate background noise. (B) Timeline indicating the different
combinations of target and background sounds used for behavioral training and testing. The two types of target sounds [broadband (BB) and
narrowband (NB) noise] are depicted in orange and three possible backgrounds [silence (s), unmodulated BB noise (um), and BB noise amplitude
modulated at 5 Hz (am)] are shown in blue. (C) Spatial distribution of mean (±S.E.) percent correct scores for each target and background combination
under normal listening conditions (top row) and after adaptation to an earplug in the left ear (bottom row). (D) Mean percent correct scores for all target
and background combinations under normal hearing conditions and after adaptation with one ear plugged. Large circles are the mean values and the
small circles represent individual animals. Almost all values fall below the diagonal identity line, indicating more accurate responses with normal binaural
inputs. Responses to BB targets were closer to the identity line and therefore showed less difference between the two hearing conditions.
(E) Relationship between the adaptation index (the ratio of the percent correct scores for BB noise in silence in the final 3 days of adaptation to monaural
occlusion and the preplug scores) and the generalization index [the ratio of the percent correct scores for each of the other stimulus types (shown at the
top of the panels) measured with the earplug in place at the end of the adaptation run and the corresponding preplug scores].

of learning following a short period of normal hearing involves
subcortical circuits.

Adaptation to unilateral conductive
hearing loss in the contralateral ear

We next examined whether ferrets that had learned to localize
accurately following occlusion of one ear also exhibit similar adaptive
plasticity when the direction of the binaural imbalance is reversed
by plugging the other ear. The same group of ferrets that had

experienced four periods of right ear occlusion now had their left
ear plugged (Figure 6). This resulted in an initial drop in localization
accuracy to ∼30% correct, the same as that seen when the right ear
was plugged for the first time (Figures 6A, B).

All the ferrets then exhibited a gradual improvement in
performance with training, but they did so at a slower rate than in the
equivalent first right ear plug run and recovered to a much lower level
after 10 days of training with the left earplug in place (Figures 6B, D
and Table 2). A further difference in localization accuracy between
right plug 1 and left plug 1 was revealed by comparing the responses
to sounds presented in the left and right hemifields. In the first left
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TABLE 4 Generalized linear mixed model comparing different stimuli.

Normal hearing After adaptation

BBs BBum NBs NBum NBam BBs BBum NBs NBum NBam

Reference Normal
hearing

BBs − −0.171 −0.610 −0.728 −0.915 −1.080 −0.924 −1.740 −1.613 −1.799

BBum ** − −0.439 −0.556 −0.744 −0.909 −0.753 −1.569 −1.441 −1.628

NBs *** *** − −0.117 −0.305 −0.470 −0.314 −1.130 −1.003 −1.189

NBum *** *** ** − −0.188 −0.352 −0.196 −1.012 −0.885 −1.071

NBam *** *** *** *** − −0.165 −0.009 −0.825 −0.698 −0.884

After
adaptation

BBs *** *** *** *** *** − 0.156 −0.660 −0.533 −0.719

BBum *** *** *** *** 0.816 *** − −0.816 −0.689 −0.875

NBs *** *** *** *** *** *** *** − 0.127 −0.059

NBum *** *** *** *** *** *** *** *** − −0.186

NBam *** *** *** *** *** *** *** 0.081 *** −

Target: BB, broadband noise; NB, narrowband noise (one octave bandwidth, centered on 16 kHz). Background: s, silence; um, unmodulated noise; am, amplitude-modulated noise. **p < 0.01 and
***p < 0.001; numbers are odds ratios.

TABLE 5 Sound localization accuracy for different stimuli.

% Correct responses

Normal hearing/After adaptation

Ferret# BBs BBum NBs NBum NBam

F1905 96.2/82.9 94.8/92.0 86.3/68.9 87.2/85.4 90.6/76.1

F1906 98.2/59.2 95.2/74.4 93.0/22.5 91.6/44.0 76.6/44.0

F1907 97.9/92.8 97.5/90.7 91.8/76.8 91.5/79.1 90.6/77.5

F2003 96.4/77.7 94.6/78.0 91.0/47.5 90.9/47.5 84.9/31.0

F2004 95.2/75.3 95.5/77.2 85.8/45.0 76.5/59.8 72.0/63.6

F2005 95.4/91.6 91.0/91.8 88.0/73.9 83.0/49.8 79.5/44.6

F2006 97.1/73.9 93.1/65.9 86.3/56.0 85.6/49.3 84.0/37.0

Target: BB, broadband noise; NB, narrowband noise (one octave bandwidth,
centered on 16 kHz). Background: s, silence; um, unmodulated noise; am,
amplitude-modulated noise.

earplug run, localization accuracy at the end of the adaptation period
was significantly worse on the side of the plugged ear than on the side
of the open ear (repeated measures ANOVA: effect of side, p = 0.01),
whereas no difference between the left and right hemifields was found
for the first right earplug run (p = 0.139) (Figures 6E, F). This is
not because of any inherent difference in the capacity of the auditory
system to adapt to conductive hearing loss in the two ears (Figure 3),
nor is it likely to reflect any residual bias toward the side of the
previously open ear since this declined as the ferrets adapted and
disappeared when the earplug was removed. Rather, it appears to
reflect the prior experience of the ferrets in repeatedly adapting to
occlusion of the right ear.

A week after removing the earplug from the left ear, this ear was
occluded for a second time (left plug 2). As with repeated plugging
of the right ear, this resulted in a much smaller initial deficit than
when the animals first received an earplug in the left ear (Figure 6A
and Table 2), and their performance then improved with training
at approximately the same rate as in left plug 1 (Figures 6A, D)
and right plug 2 (Figures 6C, D). However, the animals localized
less accurately at the end of the second period of left ear occlusion

than after equivalent training with the right ear plugged (Figure 6C),
due to their poorer performance on the left side, ipsilateral to
the earplug, relative to the right side (repeated measures ANOVA,
p = 0.003) (Figure 6E). These results therefore show that learning
to localize sound with one ear occluded interferes with the capacity
to subsequently adapt to conductive hearing loss in the other ear
and that this effect persists over more than one period of monaural
occlusion.

Adaptation to unilateral conductive
hearing loss generalizes beyond the
training stimulus

To explore the extent to which the improvement in localization
accuracy following adaptation to unilateral conductive hearing loss
generalized beyond the standard broadband noise training paradigm,
we tested the performance of a group of ferrets using a combination
of different target sounds and acoustic backgrounds before and after
they had been trained to adapt to an earplug. The target sounds were
either broadband noise (BB), for which all acoustic spatial cues would
have been available, or narrowband noise (NB) with a one-octave
bandwidth centered on 16 kHz, selected to reduce the availability of
binaural cues and to provide limited access to high-frequency spectral
localization cues (Carlile, 1990; Keating et al., 2013). The target
sounds were either presented in silence (s) or against a background
of continuous broadband noise presented from an overhead speaker
(Figure 7A), whose amplitude was either unmodulated (um) or
modulated at 5 Hz (am) to add temporal structure to it (Figure 7B).

After measuring their localization accuracy with all combinations
of targets and acoustic backgrounds (Figure 7C, Normal hearing),
the animals were plugged in the left ear and trained as usual using
1,000-ms BB targets. Once they reached the adaptation criterion,
the animals were retested on the above combination of target and
acoustic backgrounds while still wearing the earplug (Figure 7C,
Plugged testing).

Under normal hearing conditions and in a silent acoustic
background, the ferrets localized the BB targets almost perfectly
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TABLE 6 Adaptation and generalization indices.

Adaptation
index

Generalization index

Ferret# BBs BBum NBs NBum NBam

F1905 0.86 0.97 0.80 0.98 0.84

F1906 0.60 0.78 0.24 0.48 0.57

F1907 0.95 0.93 0.84 0.86 0.85

F2003 0.80 0.82 0.52 0.52 0.36

F2004 0.79 0.81 0.52 0.78 0.88

F2005 0.96 1.01 0.84 0.60 0.56

F2006 0.76 0.71 0.65 0.57 0.44

Mean ± SD 0.82 ± 0.12 0.86 ± 0.11 0.63 ± 0.22 0.69 ± 0.19 0.64 ± 0.21

(96.4 ± 0.76%) and the NB target sounds slightly less well
(88.9 ± 1.13%) (GLMM, p< 0.001,Table 4), particularly for posterior
sound locations (Figure 7C, Normal hearing, Table 5). Reducing the
bandwidth of the stimulus led to an increase in the incidence of both
front-back errors (sounds presented in the frontal hemifield that were
mislocalized into the posterior ipsilateral hemifield or vice versa; BB
target, 0.94 ± 0.83%; NB target 1.99 ± 1.30%; paired sample t-test,
df = 6, p = 0.039) and left-right errors (BB target, 0.23 ± 0.23%; NB
target 0.81 ± 0.51%; paired sample t-test, df = 6, p = 0.043). Sound
localization accuracy was also degraded to a small but significant
extent in the presence of both types of background noise (GLMM,
p = 0.019, Table 4).

Following training with one ear plugged, the ferrets showed the
usual substantial recovery in their ability to localize BB noise bursts.
Nevertheless, their sound localization accuracy across all stimuli was
less accurate than that measured under normal hearing conditions
prior to plugging one ear (Figures 7C, D and Table 4, GLMM,
hearing condition, p < 0.001). This was particularly the case for
the NB targets, with a greater difference in performance between
BB and NB targets when one ear was occluded than prior to ear-
plugging (GLMM, p < 0.001), as indicated by the greater distance
to the identity line for the data from the NB targets in Figure 7D.
The difference in localization performance with target bandwidth
was also apparent from the incidence of front-back errors (BB target,
3.82 ± 2.92%; NB target 10.42 ± 6.22%; paired sample t-test, df = 6,
p = 0.002) and left-right errors (BB target, 2.78 ± 2.43%; NB target
8.27 ± 6.19%; paired sample t-test, df = 6, p = 0.011). Following
adaptation to monaural occlusion, the ferrets localized NB targets
significantly worse on the side of the plugged ear (GLMM effect of
target location, p < 0.001; odds ratio −0.385 relative to the best
localized locations) (Figure 7C, Plugged testing).

Surprisingly, we found an improvement in performance in the
presence of background noise for BB target sounds after the animals
had adapted to the earplug (GLMM, p < 0.001, odds ratio = 0.156)
(Figures 7C, D). This is also reflected by the greater value of the
generalization index, the mean performance following adaptation
relative to that obtained under normal hearing conditions (Figure 7E
and Table 6). We observed a significant correlation between the
degree of adaptation and generalization: ferrets that showed more
complete recovery in their performance with training also localized
BB targets against background noise more accurately, indicating that
they were able to effectively segregate these sound sources despite the
presence of a conductive hearing loss in one ear.

Greater inter-animal variability in performance was found with
NB than BB target sounds (Figures 7C–E and Table 6). Ferrets
that adapted more to the earplug when trained with BB sounds
also localized NB targets in silence more accurately. Although
they localized less accurately than with BB noise (Figures 7C,
D), the significant correlation between the adaptation index and
the generalization index (Figure 7E) suggests that sufficient spatial
information that formed the basis for adapting to unilateral
conductive hearing loss remained in these NB stimuli. The addition
of background noise weakened this relationship, particularly when
it was amplitude modulated, suggesting that background noise has a
more disruptive effect on the transfer of learning when more limited
spatial cues are provided by the target stimuli.

Role of spectral cues and dynamic cues in
adaptation to unilateral conductive
hearing loss

The lack of an aftereffect following earplug removal is consistent
with a primary adaptation strategy to unilateral conductive hearing
loss in which the animals learn to rely more on the intact monaural
spectral cues provided by the non-occluded ear than the normally
dominant but now distorted binaural cues. However, adaptive
changes in binaural cue sensitivity appear to contribute as well, as
shown by the recovery in localization accuracy observed in humans
when pure tones are interspersed during training with one ear
occluded (Keating et al., 2016). Our finding that adaptation of sound
localization in the horizontal plane is initially restricted to the side
of the open ear, with improvements in performance on the plugged
side occurring later during the period of monaural occlusion also
supports the possibility that more than one process may underlie this
training-dependent plasticity.

An additional factor that needs to be considered is that the
relatively long training stimulus (1,000 ms noise bursts) may have
allowed the animals to sample dynamic spatial cues as they were
approaching the perceived sound source location. The very similar
pattern of adaptation observed in the head orienting responses
(Figure 2), which have a latency of ∼100–200 ms (Nodal et al., 2008,
2012), strongly suggests that adaptation relies primarily on the spatial
information available at the onset of the target sound. Nevertheless,
the extent of the adaptation has been shown to increase with the
stimulus duration (Kacelnik et al., 2006), which could reflect greater
integration time or multiple sampling of the available localization
cues.

To gain a better understanding of the processes underlying
training-dependent adaptation to unilateral conductive hearing
loss, we interspersed sessions in which high-frequency narrowband
sounds [1/6 octave bandwidth centered on 15 kHz, as in Keating
et al. (2015)] were presented during the adaptation training with
broadband noise. These sounds were designed to eliminate monaural
spectral cues and ITDs, leaving only narrowband ILDs available. In
addition, the stimuli in these trials were either 200 ms or 1,000 ms
in duration to determine whether more adaptation occurred with the
longer duration sounds.

As expected, the pre-plug scores showed that the ferrets
localized high-frequency narrowband targets less accurately than
the broadband sounds at stimulus durations of both 1,000 ms
(Figure 8A) and 200 ms (Figure 8B). Including different stimulus
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FIGURE 8

Role of dynamic and spectral cues in adaptation to unilateral conductive hearing loss. (A) Percentage of correct responses for 1,000-ms broadband
noise (purple, BB) and 1/6 octave narrowband noise bursts with a center frequency of 15 kHz (orange, NB) over the course of daily training with one ear
occluded. Colored lines are linear regressions, and the shaded areas correspond to the 95% confidence intervals. The symbols represent individual
animals. (B) Same as panel (A) but for stimuli with a duration of 200 ms. (C) Change in the mean (±S.E.) horizontal angle of the head over time following
BB target onset at time 0 ms. These measurements were taken at the start (days 1–3) of the ear-plugging run, combined across target locations in the
left (green) and right (black) hemifields, and are plotted separately for 1000-ms (left) and 200-ms (right) noise bursts. (D) Same as panel (C) but for NB
target sounds.

types and durations within the training block did not interfere with
the expected adaptation to BB noise stimuli, with the percentage
correct scores increasing throughout the period of monaural
occlusion for both target durations (GLMM testing day, p < 0.001)
(Figures 8A, B). By contrast, no improvement in performance was
seen over time for NB targets that had a duration of either 1,000 ms
(GLMM, testing day, p = 0.071) (Figure 8A) or 200 ms (GLMM,
testing day, p = 0.341) (Figure 8B).

The sound-evoked head movements measured for these animals
(combined across target locations in each hemifield for the first 3 days
of monaural occlusion and plotted separately for BB and NB stimuli
in Figures 8C, D, respectively) were very similar at each of the two
stimulus durations used. These averaged measurements demonstrate
that the head began to move near the end of the 200-ms noise
bursts, and this movement continued during the longer stimulus until
the animal left the central start platform [which typically occurs at
∼600 ms after stimulus onset (Kacelnik et al., 2006; Nodal et al.,
2008)]. Although the metrics of the head turns were little affected by
stimulus duration, they differed with the bandwidth of the stimulus
in a similar way to the approach-to-target response accuracy shown
in Figures 8A, B.

These results therefore indicate that that 1/6-octave bandwidth
noise bursts centered at 15 kHz do not contain sufficient spatial

information to support the adaptive improvements in localization
performance that take place during the training runs with BB noise.
Furthermore, localization accuracy was reduced for both BB (GLMM,
target duration, p < 0.001) and NB (GLMM, target duration,
p < 0.001) stimuli when the duration used was too short for the
animals to be able to use dynamic cues to any degree, suggesting
that the ferrets may benefit from re-sampling the longer stimuli
during and after the initial head turn. Nevertheless, some adaptation
still took place with 200-ms noise bursts so long as they were
sufficiently broadband to provide access to other auditory spatial cues
(Figures 8A, B). Adaptive learning does not therefore depend on
head movements, though it is possible that they enhance this process.

Discussion

Perceptual learning enables auditory perceptual skills to be
improved with practice or training (Irvine, 2018), and allows
abnormal inputs to be accommodated in ways that are likely to be
important in the treatment of hearing disorders (Kumpik and King,
2019; Glennon et al., 2020). Plasticity in the processing of auditory
spatial information is essential for calibrating neural circuits through
experience with the available cues, which vary with individual
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differences in the geometry of the head and ears and change over time,
particularly as these structures grow but potentially also following
hearing loss. While this plasticity is most pronounced during
development, many studies have shown that the adult brain can learn
to utilize abnormal auditory space cues (Carlile, 2014; Mendonça,
2014). We used a well-established paradigm for investigating the
adaptive capabilities of the auditory system by temporarily plugging
one ear in order to induce a reversible binaural imbalance, so
that we could explore the retention and retrieval of learning and
its generalization beyond the standard stimuli conditions used for
training.

The earplugs we used disrupt binaural localization cues by
attenuating and delaying the sound at the occluded ear (Moore
et al., 1989; Keating et al., 2013, 2016). The attenuation is frequency
dependent and will therefore also distort the spectral cues available at
the occluded ear, leaving the spectral filtering provided by the open
ear as the only unchanged acoustic cue. Following an immediate
decline in localization accuracy in the horizontal plane, we found
that performance steadily improved with daily training toward the
pre-plug scores, as shown in previous studies in ferrets (Kacelnik
et al., 2006; Bajo et al., 2010, 2019; Nodal et al., 2010, 2012) and
humans (Kumpik et al., 2010; Keating et al., 2016). Although an
improvement in localization accuracy in monaurally plugged human
subjects has been observed over the course of a single training session
when the sound level was fixed and visually guided feedback provided
(Zonooz and Van Opstal, 2019), other work in humans has shown
that training has to be spread out over several days rather than
compressed into a single block on 1 day in order for adaptation
to occur (Kumpik et al., 2010). While this suggests that learning to
localize sound after disrupting the cues in this fashion requires a
period of consolidation between training sessions, daily training in
monaurally occluded ferrets has been shown to produce faster and
more complete adaptation than in animals that were trained every
sixth day and which therefore experienced altered spatial cues over a
longer period (Kacelnik et al., 2006). Related to this is the finding that
human participants who have one ear plugged only during sound-
localization training sessions that took place approximately every
3 days still show a gradual improvement in performance from one
session to the next despite receiving normal binaural inputs in the
intervening periods (Keating et al., 2016). These findings highlight
the key role of training in the rapid adaptation to altered spatial cues,
confirming that it represents a form of perceptual learning.

Compensatory changes in binaural cue sensitivity have been
reported in adult humans who adapt to the presence of an earplug in
one ear (Keating et al., 2016; Zonooz and Van Opstal, 2019) and have
also been observed at a neurophysiological level in animals following
several weeks of monaural occlusion during development (Keating
et al., 2015) or in adulthood (Thornton et al., 2021). Nevertheless,
the absence of an after-effect in the localization responses following
earplug removal suggests that the auditory system primarily adapts
by giving greater weight to the unchanged monaural spectral cues
provided by the open ear. This conclusion is supported by the
immediate reduction in percentage correct scores produced by
inserting a mold in order to reshape the external ear contralateral
to the earplug (Kacelnik et al., 2006) and by the greatly reduced
adaptation observed when spectral cues were disrupted during
training by randomizing the spectrum of the sounds (Keating et al.,
2016). Monaural spectral cues also appear to contribute to the ability
to localize sounds in the horizontal plane of at least some humans
who are deaf in one ear (Slattery and Middlebrooks, 1994; Van

Wanrooij and Van Opstal, 2004; Agterberg et al., 2014). Our results
provide additional evidence for the importance of spectral cues in
adaptation to unilateral hearing loss. While the ferrets exhibited
an improvement in accuracy when trained to localize broadband
noise stimuli, which provide access to the full range of acoustic
spatial cues, no improvements were seen with narrowband sounds
(1/6-octave bandwidth noise bursts centered at 15 kHz) presented
during the training to restrict access to high-frequency interaural
level differences.

Following earplug removal, the auditory system switches back
to relying more on binaural cues for azimuthal localization. This
is shown by our finding that subsequently replugging the same
ear again degrades localization accuracy (see also Kacelnik et al.,
2006; Bajo et al., 2019). A capacity to alternate between different
sets of cues has also been demonstrated in adult humans who
experience altered spectral cues by wearing ear molds for several
weeks (Hofman et al., 1998; Van Wanrooij and Van Opstal, 2005;
Carlile and Blackman, 2014; Trapeau et al., 2016; Watson et al.,
2017). These manipulations impaired elevation responses, which then
recovered as the participants learned to localize with their new ears,
but when the molds were removed, restoring normal spectral cues,
they were immediately able to localize as accurately as they did
prior to insertion of the molds. Furthermore, upon reinsertion of
the molds approximately 1 week later, localization performance was
found to be no different from that measured at the end of the previous
accommodation period (Carlile and Blackman, 2014). This suggests
that after learning to localize with the molds in place, humans are able
to interchangeably use their original own-ear spectral cues and the
abnormal spectral cues they have adapted to. Brief periods of training
with inappropriate spectral cues provided by using virtual auditory
displays with non-individualized head-related transfer functions also
result in improvements in localization performance that have been
shown to persist for at least several weeks (Zahorik et al., 2006;
Mendonça et al., 2013).

The effects of occluding one ear are different, however, with
our results showing that additional training is required to achieve
the same level of adapted performance whenever the same ear was
re-plugged, with the magnitude of the initial drop in performance
positively correlated with the duration of prior normal experience
and greatest at the start of the first ear-plugging run. Thus, although
it takes longer for the brain to adjust to the altered spatial cues
resulting from monaural occlusion than to revert to normal inputs,
previous ear-plugging experience leaves a “memory trace” so that less
adaptation is required when the cues are changed again in the same
manner. This was particularly the case for locations ipsilateral to the
open ear, suggesting that upweighting of monaural spectral cues is
facilitated by prior experience.

Switching the unilateral conductive hearing loss to the
contralateral ear also resulted in an impairment in localization
accuracy that partially recovered with training. However, the
localization performance of the ferrets improved to a significantly
lesser extent than when the hearing loss was previously experienced
on the other side. This is consistent with evidence that ferrets raised
with one ear occluded adapt by changing the relative weighting of the
spectral cues in opposite directions for each ear (Keating et al., 2013).
If this also happens when the animals adapt to a unilateral conductive
hearing loss in adulthood, these opposing changes in cue weighting
would then need to be reversed when the earplug is switched to
the other ear. Alternatively, any remapping of binaural cues that
accompanies adaptation to monaural conductive hearing loss, and
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which may account for the more gradual improvements observed at
frontal regions ipsilateral to the occluded ear, is also likely to hinder
the capacity of the brain to recover localization accuracy when the
side of the hearing loss is changed.

In these experiments, we measured the accuracy of the ferrets’
head orienting responses following sound presentation as well as the
target location they approached to receive a reward. Our previous
work has shown that restricted lesions (Nodal et al., 2010) or
reversible deactivation (Nodal et al., 2012) of the auditory cortex
impair approach-to-target behavior, whilst preserving the accuracy of
the initial sound-evoked head orienting responses, which are likely
to be more dependent on midbrain circuits (Lomber et al., 2001;
Isa et al., 2021). Nevertheless, the initial head turn and subsequent
selection of target location are both components of the animals’
behavioral response to sounds presented from different directions
and are dependent on the same spatial cues. Indeed, we have
previously reported that when ferrets with normal hearing approach
an incorrect target location, the preceding head turn is more closely
correlated with that response than with the target location (Nodal
et al., 2008).

We observed a very similar pattern of training-dependent
plasticity for each measure of sound localization, including the
partial retention of learning when abnormal spatial cues are again
experienced by replugging the same ear. Since silencing the primary
auditory cortex impairs adaptation but not the retrieval of previous
learning (Bajo et al., 2019), it is likely that the latter involves
downstream circuits. Although we cannot rule out the involvement
of other brain areas, our previous demonstration that the descending
auditory corticocollicular pathway is essential for adaptive plasticity
of both head-orienting and approach-to-target behavior (Bajo et al.,
2010) suggests that the midbrain may be involved in the retention
of learning. Future recording studies will be required to identify
exactly where and how spatial information is stored to allow the
partial retrieval of localization accuracy from one period of monaural
occlusion to the next. It is interesting to note, however, that these
findings are consistent with the reverse hierarchy theory of perceptual
learning (Ahissar and Hochstein, 2004), whereby learning proceeds
in a top-down fashion from higher to lower levels of processing,
where the relevant stimulus features are represented more precisely.

Adaptation of the head-orienting responses also allowed us
to address the potential contribution of sensorimotor behavior to
auditory localization plasticity (Zahorik et al., 2006; Aytekin et al.,
2008; Parseihian and Katz, 2012; Carlile et al., 2014). Head turning
accuracy is likely to depend on the spatial cues available at the onset of
the target sound and is not affected by its duration (Nodal et al., 2012).
Our finding that adaptive changes in head-orienting responses during
initial and subsequent periods of monaural occlusion mirrored
those seen for the approach-to-target behavior suggests that head
movements are not necessary for training-dependent plasticity to
occur. This is supported by our finding that approach-to-target
accuracy showed some recovery with one ear occluded when the
duration of the broadband noise bursts was reduced to 200 ms,
which is close to the head-orienting latency. Partial adaptation to
unilateral conductive hearing loss has also been observed in ferrets
for 40-ms broadband noise bursts (Kacelnik et al., 2006), and human
participants wearing a plug in one ear can re-learn to correctly
identify the target loudspeaker location without first turning toward
it (Kumpik et al., 2010).

Although these findings indicate that head movements do not
play an essential role in adjusting auditory localization to compensate

for a conductive hearing loss in one ear, the recovery in accuracy
is more complete when longer duration noise bursts are used for
training (see also Kacelnik et al., 2006), suggesting that movement
of the head may benefit adaptation by allowing multiple sampling
of the stimulus. No improvement was observed, however, when 1/6-
octave narrowband noise bursts of either 200 or 1,000 ms duration
were presented during the training, suggesting that even when
head movements during sound presentation were possible, these
stimuli provide insufficient spatial information to provide a confident
assessment of target location and therefore support learning. While
this highlights the importance for adaptation to unilateral conductive
hearing loss of using a broadband stimulus so that the full range
of localization cues is available, it seems likely that further training
with narrowband sounds would eventually lead to a remapping of
high-frequency ILDs (Keating et al., 2015, 2016).

Investigating the generalization of perceptual learning to
untrained stimulus properties can provide valuable insights into the
neural substrates of learning and retrieval (Wright and Zhang, 2009;
Dosher et al., 2013). In terms of adaptation to unilateral conductive
hearing loss, generalization is clearly important if this form of
training-dependent plasticity is to be relevant clinically to users of
cochlear implants and hearing aids. In this respect, previous studies
of adaptation to abnormal spatial cues in humans are promising
in demonstrating that improvements in performance do transfer to
untrained sound types (Mendonça et al., 2013; Watson et al., 2017)
and locations (Zahorik et al., 2006; Mendonça et al., 2013; Watson
et al., 2017; Zonooz and Van Opstal, 2019), and to reverberant
conditions (Watson et al., 2017). Zonooz and Van Opstal (2019)
reported that while adaptation to monaural ear-plugging leads to a
generalized increase in azimuth accuracy, this was accompanied by
degraded elevation responses, though individuals with single-sided
deafness can benefit from monaural spectral cues for localization in
both dimensions (Van Wanrooij and Van Opstal, 2004).

Our results show that the adaptation achieved after training
ferrets to localize broadband noise with one ear occluded was
positively correlated with their ability to generalize this performance
improvement to untrained octave band noise. These narrowband
stimuli would have provided high-frequency binaural cues and a
subset of the directional spectral features produced by the filter
properties of the head and ears (Keating et al., 2013). While these
cues were sufficient to support the generalization of adaptation when
the narrowband target sounds were presented in silence, the addition
of background noise degraded the performance of the ferrets both
before and after learning. However, when broadband target sounds
were used, the spatial learning resulting from training ferrets with
one ear plugged in quiet conditions was preserved when the animals
were subsequently tested in a noisy environment. Indeed, following
adaptation to monaural occlusion, they achieved significantly higher
scores when background noise was added than in a silent background,
raising the possibility that localization training may enhance the
perception of targets in noise when hearing is perturbed. This
indicates that the benefits of daily training for hearing-impaired
individuals may translate to listening conditions that more closely
resemble those of real-world environments.

Frontiers in Neuroscience 17 frontiersin.org249

https://doi.org/10.3389/fnins.2023.1067937
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1067937 January 28, 2023 Time: 11:56 # 18

Sanchez Jimenez et al. 10.3389/fnins.2023.1067937

Data availability statement

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

Ethics statement

The animal study was reviewed and approved by the Committee
on Animal Care and Ethical Review, University of Oxford.

Author contributions

AK and FN conceived and designed the study, with contributions
from AS and VB. AS, FN, and VB acquired the data. AS led the
data analysis, with contributions from KW and FN. AS, FN, VB,
and AK wrote the manuscript. All authors contributed to results
interpretation and final manuscript preparation.

Funding

This research was supported by Wellcome through a Principal
Research Fellowship (WT108369/Z/2015/Z) to AK and by a Ph.D.

Studentship Grant from the Royal National Institute for Deaf People
to AS (S55_King).

Acknowledgments

We are grateful to Susan Spires for her expert assistance with the
behavioral testing.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the reviewers.
Any product that may be evaluated in this article, or claim that may
be made by its manufacturer, is not guaranteed or endorsed by the
publisher.

References

Agterberg, M. J., Hol, M. K., Van Wanrooij, M. M., Van Opstal, A. J., and Snik, A. F.
(2014). Single-sided deafness and directional hearing: contribution of spectral cues and
high-frequency hearing loss in the hearing ear. Front. Neurosci. 8:188. doi: 10.3389/fnins.
2014.00188

Ahissar, M., and Hochstein, S. (2004). The reverse hierarchy theory of visual perceptual
learning. Trends Cogn. Sci. 8, 457–464. doi: 10.1016/j.tics.2004.08.011

Aytekin, M., Moss, C. F., and Simon, J. Z. (2008). A sensorimotor approach to sound
localization. Neural Comput. 20, 603–635. doi: 10.1162/neco.2007.12-05-094

Bajo, V. M., Nodal, F. R., Korn, C., Constantinescu, A. O., Mann, E. O., Boyden, E. S.
III, et al. (2019). Silencing cortical activity during sound-localization training impairs
auditory perceptual learning. Nat. Commun. 10:3075. doi: 10.1038/s41467-019-10770-4

Bajo, V. M., Nodal, F. R., Moore, D. R., and King, A. J. (2010). The descending
corticocollicular pathway mediates learning-induced auditory plasticity. Nat. Neurosci.
13, 253–260. doi: 10.1038/nn.2466

Carlile, S. (1990). The auditory periphery of the ferret. I: directional response properties
and the pattern of interaural level differences. J. Acoust. Soc. Am. 88, 2180–2195. doi:
10.1121/1.400115

Carlile, S. (2014). The plastic ear and perceptual relearning in auditory spatial
perception. Front. Neurosci. 8:237. doi: 10.3389/fnins.2014.00237

Carlile, S., and Blackman, T. (2014). Relearning auditory spectral cues for locations
inside and outside the visual field. J. Assoc. Res. Otolaryngol. 15, 249–263. doi: 10.1007/
s10162-013-0429-5

Carlile, S., Balachandar, K., and Kelly, H. (2014). Accommodating to new ears: the
effects of sensory and sensory-motor feedback. J. Acoust. Soc. Am. 135, 2002–2011.
doi: 10.1121/1.4868369

Dosher, B. A., Jeter, P., Liu, J., and Lu, Z. L. (2013). An integrated reweighting theory
of perceptual learning. Proc. Natl. Acad. Sci. U.S.A. 110, 13678–13683. doi: 10.1073/pnas.
1312552110

Glennon, E., Svirsky, M. A., and Froemke, R. C. (2020). Auditory cortical plasticity in
cochlear implant users. Curr. Opin. Neurobiol. 60, 108–114. doi: 10.1016/j.conb.2019.11.
003

Grothe, B., Pecka, M., and McAlpine, D. (2010). Mechanisms of sound localization in
mammals. Physiol. Rev. 90, 983–1012. doi: 10.1152/physrev.00026.2009

Hofman, P. M., Van Riswick, J. G., and Van Opstal, A. J. (1998). Relearning sound
localization with new ears. Nat. Neurosci. 1, 417–421. doi: 10.1038/1633

Hogan, S. C., Stratford, K. J., and Moore, D. R. (1997). Duration and recurrence of otitis
media with effusion in children from birth to 3 years: prospective study using monthly
otoscopy and tympanometry. BMJ 314, 350–353. doi: 10.1136/bmj.314.7077.350

Irvine, D. R. F. (2018). Auditory perceptual learning and changes in the
conceptualization of auditory cortex. Hear. Res. 366, 3–16. doi: 10.1016/j.heares.2018.03.
011

Isa, T., Marquez-Legorreta, E., Grillner, S., and Scott, E. K. (2021). The tectum/superior
colliculus as the vertebrate solution for spatial sensory integration and action. Curr. Biol.
31:R741–R762. doi: 10.1016/j.cub.2021.04.001

Kacelnik, O., Nodal, F. R., Parsons, C. H., and King, A. J. (2006). Training-induced
plasticity of auditory localization in adult mammals. PLoS Biol. 4:e71. doi: 10.1371/
journal.pbio.0040071

Keating, P., and King, A. J. (2013). Developmental plasticity of spatial hearing
following asymmetric hearing loss: context-dependent cue integration and its clinical
implications. Front. Syst. Neurosci. 7:123. doi: 10.3389/fnsys.2013.00123

Keating, P., and King, A. J. (2015). Sound localization in a changing world. Curr. Opin.
Neurobiol. 35, 35–43. doi: 10.1016/j.conb.2015.06.005

Keating, P., Dahmen, J. C., and King, A. J. (2013). Context-specific reweighting of
auditory spatial cues following altered experience during development. Curr. Biol. 23,
1291–1299. doi: 10.1016/j.cub.2013.05.045

Keating, P., Dahmen, J. C., and King, A. J. (2015). Complementary adaptive processes
contribute to the developmental plasticity of spatial hearing. Nat. Neurosci. 18, 185–187.
doi: 10.1038/nn.3914

Keating, P., Rosenior-Patten, O., Dahmen, J. C., Bell, O., and King, A. J. (2016).
Behavioral training promotes multiple adaptive processes following acute hearing loss.
eLife 5:e12264. doi: 10.7554/eLife.12264

Kumpik, D. P., and King, A. J. (2019). A review of the effects of unilateral hearing loss
on spatial hearing. Hear. Res. 372, 17–28. doi: 10.1016/j.heares.2018.08.003

Kumpik, D. P., Kacelnik, O., and King, A. J. (2010). Adaptive reweighting of auditory
localization cues in response to chronic unilateral earplugging in humans. J. Neurosci. 30,
4883–4894. doi: 10.1523/JNEUROSCI.5488-09.2010

Lomber, S. G., Payne, B. R., and Cornwell, P. (2001). Role of the superior colliculus in
analyses of space: superficial and intermediate layer contributions to visual orienting,
auditory orienting, and visuospatial discriminations during unilateral and bilateral
deactivations. J. Comp. Neurol. 441, 44–57. doi: 10.1002/cne.1396

Frontiers in Neuroscience 18 frontiersin.org250

https://doi.org/10.3389/fnins.2023.1067937
https://doi.org/10.3389/fnins.2014.00188
https://doi.org/10.3389/fnins.2014.00188
https://doi.org/10.1016/j.tics.2004.08.011
https://doi.org/10.1162/neco.2007.12-05-094
https://doi.org/10.1038/s41467-019-10770-4
https://doi.org/10.1038/nn.2466
https://doi.org/10.1121/1.400115
https://doi.org/10.1121/1.400115
https://doi.org/10.3389/fnins.2014.00237
https://doi.org/10.1007/s10162-013-0429-5
https://doi.org/10.1007/s10162-013-0429-5
https://doi.org/10.1121/1.4868369
https://doi.org/10.1073/pnas.1312552110
https://doi.org/10.1073/pnas.1312552110
https://doi.org/10.1016/j.conb.2019.11.003
https://doi.org/10.1016/j.conb.2019.11.003
https://doi.org/10.1152/physrev.00026.2009
https://doi.org/10.1038/1633
https://doi.org/10.1136/bmj.314.7077.350
https://doi.org/10.1016/j.heares.2018.03.011
https://doi.org/10.1016/j.heares.2018.03.011
https://doi.org/10.1016/j.cub.2021.04.001
https://doi.org/10.1371/journal.pbio.0040071
https://doi.org/10.1371/journal.pbio.0040071
https://doi.org/10.3389/fnsys.2013.00123
https://doi.org/10.1016/j.conb.2015.06.005
https://doi.org/10.1016/j.cub.2013.05.045
https://doi.org/10.1038/nn.3914
https://doi.org/10.7554/eLife.12264
https://doi.org/10.1016/j.heares.2018.08.003
https://doi.org/10.1523/JNEUROSCI.5488-09.2010
https://doi.org/10.1002/cne.1396
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1067937 January 28, 2023 Time: 11:56 # 19

Sanchez Jimenez et al. 10.3389/fnins.2023.1067937

Mendonça, C. (2014). A review on auditory space adaptations to altered head-related
cues. Front. Neurosci. 8:219. doi: 10.3389/fnins.2014.00219

Mendonça, C., Campos, G., Dias, P., and Santos, J. A. (2013). Learning auditory
space: generalization and long-term effects. PloS One 8:e77900. doi: 10.1371/journal.
pone.0077900

Moore, D. R., Hutchings, M. E., King, A. J., and Kowalchuk, N. E. (1989). Auditory
brain stem of the ferret: some effects of rearing with a unilateral ear plug on the cochlea,
cochlear nucleus, and projections to the inferior colliculus. J. Neurosci. 9, 1213–1222.
doi: 10.1523/JNEUROSCI.09-04-01213.1989

Nodal, F. R., Bajo, V. M., and King, A. J. (2012). Plasticity of spatial hearing:
behavioural effects of cortical inactivation. J. Physiol. 590, 3965–3986. doi: 10.1113/
jphysiol.2011.222828

Nodal, F. R., Bajo, V. M., Parsons, C. H., Schnupp, J. W., and King, A. J. (2008). Sound
localization behavior in ferrets: comparison of acoustic orientation and approach-to-
target responses. Neuroscience 154, 397–408. doi: 10.1016/j.neuroscience.2007.12.022

Nodal, F. R., Kacelnik, O., Bajo, V. M., Bizley, J. K., Moore, D. R., and King, A. J. (2010).
Lesions of the auditory cortex impair azimuthal sound localization and its recalibration
in ferrets. J. Neurophysiol. 103, 1209–1225. doi: 10.1152/jn.00991.2009

Parseihian, G., and Katz, B. F. (2012). Rapid head-related transfer function adaptation
using a virtual auditory environment. J. Acoust. Soc. Am. 131, 2948–2957. doi: 10.1121/1.
3687448

Slattery, W. H. III, and Middlebrooks, J. C. (1994). Monaural sound localization: acute
versus chronic unilateral impairment. Hear. Res. 75, 38–46. doi: 10.1016/0378-5955(94)
90053-1

Thompson, G. C., and Masterton, R. B. (1978). Brain stem auditory pathways involved
in reflexive head orientation to sound. J. Neurophysiol. 41, 1183–1202. doi: 10.1152/jn.
1978.41.5.1183

Thornton, J. L., Anbuhl, K. L., and Tollin, D. J. (2021). Temporary unilateral hearing
loss impairs spatial auditory information processing in neurons in the central auditory
system. Front. Neurosci. 15:721922. doi: 10.3389/fnins.2021.721922

Trapeau, R., Aubrais, V., and Schönwiesner, M. (2016). Fast and persistent adaptation
to new spectral cues for sound localization suggests a many-to-one mapping mechanism.
J. Acoust. Soc. Am. 140:879. doi: 10.1121/1.4960568

Van Wanrooij, M. M., and Van Opstal, A. J. (2004). Contribution of head shadow
and pinna cues to chronic monaural sound localization. J. Neurosci. 24, 4163–4171.
doi: 10.1523/JNEUROSCI.0048-04.2004

Van Wanrooij, M. M., and Van Opstal, A. J. (2005). Relearning sound localization
with a new ear. J. Neurosci. 25, 5413–5424. doi: 10.1523/JNEUROSCI.0850-05
.2005

Van Wanrooij, M. M., and Van Opstal, A. J. (2007). Sound localization under
perturbed binaural hearing. J. Neurophysiol. 97, 715–726. doi: 10.1152/jn.00260
.2006

Watson, C., Carlile, S., Kelly, H., and Balachandar, K. (2017). The generalization of
auditory accommodation to altered spectral cues. Sci. Rep. 7:11588. doi: 10.1038/s41598-
017-11981-9

Wright, B. A., and Zhang, Y. (2009). A review of the generalization of auditory learning.
Phil. Trans. R. Soc. Lond. B Biol. Sci. 364, 301–311. doi: 10.1098/rstb.2008.0262

Zahorik, P., Bangayan, P., Sundareswaran, V., Wang, K., and Tam, C. (2006).
Perceptual recalibration in human sound localization: learning to remediate
front-back reversals. J. Acoust. Soc. Am. 120, 343–359. doi: 10.1121/1.22
08429

Zonooz, B., and Van Opstal, A. J. (2019). Differential adaptation in azimuth
and elevation to acute monaural spatial hearing after training with visual
feedback. eNeuro 6:ENEURO.219–ENEURO.219. doi: 10.1523/ENEURO.0219-1
9.2019

Frontiers in Neuroscience 19 frontiersin.org251

https://doi.org/10.3389/fnins.2023.1067937
https://doi.org/10.3389/fnins.2014.00219
https://doi.org/10.1371/journal.pone.0077900
https://doi.org/10.1371/journal.pone.0077900
https://doi.org/10.1523/JNEUROSCI.09-04-01213.1989
https://doi.org/10.1113/jphysiol.2011.222828
https://doi.org/10.1113/jphysiol.2011.222828
https://doi.org/10.1016/j.neuroscience.2007.12.022
https://doi.org/10.1152/jn.00991.2009
https://doi.org/10.1121/1.3687448
https://doi.org/10.1121/1.3687448
https://doi.org/10.1016/0378-5955(94)90053-1
https://doi.org/10.1016/0378-5955(94)90053-1
https://doi.org/10.1152/jn.1978.41.5.1183
https://doi.org/10.1152/jn.1978.41.5.1183
https://doi.org/10.3389/fnins.2021.721922
https://doi.org/10.1121/1.4960568
https://doi.org/10.1523/JNEUROSCI.0048-04.2004
https://doi.org/10.1523/JNEUROSCI.0850-05.2005
https://doi.org/10.1523/JNEUROSCI.0850-05.2005
https://doi.org/10.1152/jn.00260.2006
https://doi.org/10.1152/jn.00260.2006
https://doi.org/10.1038/s41598-017-11981-9
https://doi.org/10.1038/s41598-017-11981-9
https://doi.org/10.1098/rstb.2008.0262
https://doi.org/10.1121/1.2208429
https://doi.org/10.1121/1.2208429
https://doi.org/10.1523/ENEURO.0219-19.2019
https://doi.org/10.1523/ENEURO.0219-19.2019
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1077455 February 1, 2023 Time: 14:51 # 1

TYPE Original Research
PUBLISHED 07 February 2023
DOI 10.3389/fnins.2023.1077455

OPEN ACCESS

EDITED BY

Huiming Zhang,
University of Windsor, Canada

REVIEWED BY

Hyunjoon Shim,
Eulji University, Republic of Korea
Shouqin Zhao,
Capital Medical University, China

*CORRESPONDENCE

Shusheng Gong
gongss@ccmu.edu.cn

Ke Liu
liuke@ccmu.edu.cn

SPECIALTY SECTION

This article was submitted to
Auditory Cognitive Neuroscience,
a section of the journal
Frontiers in Neuroscience

RECEIVED 23 October 2022
ACCEPTED 23 January 2023
PUBLISHED 07 February 2023

CITATION

Long Y, Wang W, Liu J, Liu K and Gong S (2023)
The interference of tinnitus on
sound localization was related to the
type of stimulus.
Front. Neurosci. 17:1077455.
doi: 10.3389/fnins.2023.1077455

COPYRIGHT

© 2023 Long, Wang, Liu, Liu and Gong. This is
an open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with
these terms.

The interference of tinnitus on
sound localization was related to
the type of stimulus
Yue Long1,2, Wei Wang1, Jiao Liu1, Ke Liu1* and Shusheng Gong1,2*
1Department of Otolaryngology-Head and Neck Surgery, Beijing Friendship Hospital, Capital Medical
University, Beijing, China, 2Clinical Center for Hearing Loss, Capital Medical University, Beijing, China

Spatial processing is a major cognitive function of hearing. Sound source localization

is an intuitive evaluation of spatial hearing. Current evidence of the effect of tinnitus

on sound source localization remains limited. The present study aimed to investigate

whether tinnitus affects the ability to localize sound in participants with normal

hearing and whether the effect is related to the type of stimulus. Overall, 40

participants with tinnitus and another 40 control participants without tinnitus were

evaluated. The sound source discrimination tasks were performed on the horizontal

plane. Pure tone (PT, with single frequency) and monosyllable (MS, with spectrum

information) were used as stimuli. The root-mean-square error (RMSE) score was

calculated as the mean target response difference. When the stimuli were PTs, the

RMSE scores of the control and tinnitus group were 11.77 ± 2.57◦ and 13.97 ± 4.18◦,

respectively. The control group performed significantly better than did the tinnitus

group (t = 2.841, p = 0.006). When the stimuli were MS, the RMSE scores of the

control and tinnitus groups were 7.12 ± 2.29◦ and 7.90 ± 2.33◦, respectively. There

was no significant difference between the two groups (t = 1.501, p = 0.137). Neither

the effect of unilateral or bilateral tinnitus (PT: t = 0.763, p = 0.450; MS: t = 1.760,

p = 0.086) nor the effect of tinnitus side (left/right, PT: t = 0.389, p = 0.703; MS:

t = 1.407, p = 0.179) on sound localization ability were determined. The sound source

localization ability gradually deteriorated with an increase in age (PT: r2 = 0.153,

p < 0.001; MS: r2 = 0.516, p = 0.043). In conclusion, tinnitus interfered with the

ability to localize PTs, but the ability to localize MS was not affected. Therefore, the

interference of tinnitus in localizing sound sources is related to the type of stimulus.

KEYWORDS

binaural hearing, sound localization, tinnitus, spectrum information, interaural time
differences, interaural level differences

1. Introduction

Tinnitus is an involuntary phantom percept of internally generated non-verbal noises and
tones without any external acoustic input. Tinnitus is a common disorder, affecting 10–15%
of the adult population, and 2–3% of these cases are severe (Hesser et al., 2015; Mohan et al.,
2022). Given the increased exposure to damaging recreational noise, the prevalence of tinnitus
is expected to continue to increase (Langguth et al., 2013). However, the mechanism underlying
tinnitus remains unclear. Although sensorineural hearing loss and excessive noise exposure are
considered common causes of tinnitus, there is no obvious or immediately identifiable cause in
65–98% of cases (Attarha et al., 2018). The primary cause of tinnitus is thought to be associated
with cochlear dysfunction; however, it is now generally accepted that alterations in central
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auditory system function also play a role in the pathogenesis
of tinnitus (Kwee et al., 2017). Clinical studies have shown that
subjects with tinnitus without obvious hearing loss have some
form of dysfunction in the auditory pathway (Song et al., 2018;
Xiong et al., 2019; Liu et al., 2020; Han et al., 2021). In the last
two decades, concerted efforts in basic and clinical research have
significantly advanced our understanding of tinnitus. However, the
exact mechanisms underlying this disorder remain unclear (Henton
and Tzounopoulos, 2021).

The ability to localize sound sources is important for human
listeners to be aware of their surroundings. Sound localization is
based on three types of cues: Two binaural cues [interaural time
differences (ITD) and interaural level difference (ILD)] and one
monaural spectral cue (Risoud et al., 2018). Listeners require access
to both binaural differences and spectral cues to localize accurately
(Wightman and Kistler, 1997; Martin et al., 2004; Carlile et al., 2005;
Marks et al., 2018). Localization of sound sources is a complex process
in the human brain. The spatial cues come from both ears and are
analyzed in specific brainstem pathways. The medial superior olive
(MSO) units are dominated by ITD cues, while the lateral superior
olive (LSO) units are dominated by ILD information. Units in the
dorsal cochlear nucleus are involved in the processing of spectral cues
(Arle and Kim, 1991; Middlebrooks, 2015; Ryan and Bauer, 2016).
Projections from these nuclei form various degrees of cue integration
in the central nucleus of the inferior colliculus (ICC) (Chase and
Young, 2005; Bender and Trussell, 2011). The ITD cues mainly
ascend to type V neurons. ILD information ascends to Type I and
O units, and spectral cues primarily ascend to Type O units (Davis
et al., 2003). Accurate localization requires precise specification of
the number and intensity of projected inputs. Tinnitus is thought
to arise from increased spontaneous firing rates (SFR), dysregulated
synchrony across neurons ensembles, and increased bursting along
the auditory pathway (Weisz et al., 2007; Wu et al., 2016). These
processes begin in the dorsal cochlear nucleus and convey to
higher brainstem and cortical regions (Shore et al., 2016). In the
inferior colliculus, increased synchrony across multi-unit clusters
and bursting have also been observed in animal models of tinnitus
(Bauer et al., 2008). An intact auditory pathway is indispensable
for normal sound localization. A previous study focused on the
auditory localization of subjects with unilateral tinnitus, suggesting
that tinnitus-related activity in localization-sensitive areas may
interfere with localization cues and result in degraded localization
performance (Hyvärinen et al., 2016).

Tinnitus in patients with normal hearing may be subclinical and
thus not captured by the traditional audiometric test battery (Diges
et al., 2017). Sound source localization requires binaural auditory cues
starting with the ventral cochlear nucleus. Therefore, it may be used
to reflect the effects of tinnitus on the central auditory function. Rhee
et al. (2020) reported that adolescents with tinnitus whose hearing
loss was not detected complained of difficulty in sound localization.
Kwee et al. (2017) performed a detailed structural analysis of a patient
with a unilateral lesion of the inferior colliculus using magnetic
resonance microscopy with a 7T system. They reported that ICC

Abbreviations: ICC, inferior colliculus; ILD, interaural level difference; ITD,
interaural time difference; LSO, lateral superior olive; MS, monosyllable; PT,
pure tone; PTAL, pure-tone average in the left ear; PTAR, pure-tone average
in the right ear; RMSE, root-mean-square error; SFR, spontaneous firing rates;
THI, Tinnitus Handicap Inventory.

dysfunction might be the cause of tinnitus and lack of sound
localization, but not hearing loss.

Currently, literature on sound localization in patients with
tinnitus is scarce. However, the understanding of the effect of
tinnitus on sound source localization remains limited. Hyvärinen
et al. (2016) used pink noise burst as a stimulus and found that
the accuracy of sound source discrimination was significantly worse
in participants with unilateral tinnitus than in those with normal
hearing. However, participants with tinnitus experienced hearing loss
at a high frequency. Explorative analysis suggested that the results
might not be directly related to tinnitus because of inter-individual
differences in hearing abilities. An et al. (2012) found that participants
with tinnitus performed worse in localizing pure tones (PTs) than
did those without tinnitus. All the participants had normal hearing.
However, this scoring method is uncommon, and they scored their
participants one point for each 30-degree difference between the
target speaker and the response speaker and used this error score
to compare the accuracy of sound localization. The error score
increased with the number of recognition errors regardless of the
total number of stimulations. Playing each speaker five times may
have amplified the errors in the tinnitus group. Although the effects of
tinnitus on sound localization have not been clearly demonstrated in
people with symmetrical hearing, studies on people with single-sided
deafness have begun. Liu et al. (2018) reported that in patients with
single-sided deafness, the degree of tinnitus was negatively correlated
with sound localization. However, the binaural cues used for sound
localization were lost in these patients, and the effects of tinnitus on
sound source localization were not explicitly explained. Unilateral
peripheral inputs are associated with central auditory changes over
time (Bernstein et al., 2022). Asymmetric hearing complicates the
effects of tinnitus on sound-source localization. The relationship
between tinnitus and sound source localization in abnormal hearing
patients can only be better studied based on the understanding of
the relationship between tinnitus and sound source localization in
normal hearing population.

Thus, this study aimed to investigate whether tinnitus affects the
ability to localize sound in participants with normal hearing and
whether the effect is related to the type of stimulus. Toward this
goal, we performed sound source discrimination tasks in participants
with normal hearing with and without tinnitus. The root mean
square error (RMSE) score was calculated as the mean target-
response difference to investigate whether tinnitus affected the ability
to localize sound. PTs and monosyllables (MS) were used as stimuli
to investigate whether the effect was related to the type of stimulus.

2. Materials and methods

2.1. Study design and participants

This study was approved by the Ethics Committee of Beijing
Friendship Hospital, Capital Medical University (2021-P2-004-
01) and adhered to the tenets of the Declaration of Helsinki.
Written informed consent before recruitment was obtained from
the participants after adequate explanation of the purpose and
procedures of the study.

A total of 40 participants with tinnitus [22 males and 18 females
aged 22–66 years (mean ± SD age: 35.53 ± 10.31 years)] and
40 participants without tinnitus [13 males and 27 females aged
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17–43 years (mean ± SD: 28.15 ± 5.98 years)] were enrolled in
the study. The participants with tinnitus were recruited from the
ENT outpatient department of Beijing Friendship Hospital, Capital
Medical University from June 2021 to September 2022. The inclusion
criteria were as follows: (1) Subjective tinnitus; (2) persistent tinnitus;
(3) duration ≥3 months; and (4) hearing threshold ≤25 dB HL at
all frequencies (0.25–8 kHz) in both ears. Participants in the control
group had normal hearing and no tinnitus. They were recruited
through advertising. The inclusion criteria were (1) no tinnitus and
(2) hearing threshold ≤25 dB HL at all frequencies (0.25–8 kHz) in
both ears. The exclusion criteria for both groups were as follows:
(1) Objective or pulsatile tinnitus; (2) difference in bilateral hearing
threshold >10 dB HL at any frequency (0.25–8 kHz); (3) air-bone
gap >10 dB HL; (4) history of hearing loss or vertigo; (5) diagnosis
of depressive disorder or anxiety disorder; and (6) diagnosis of
hypertension. The participants in the tinnitus group were slightly
older than those in the control group (t = 3.912, p < 0.001). The
hearing thresholds of the two groups were similar at all frequencies
from 0.25 to 8 kHz, as shown in Figure 1. In the tinnitus group, the
mean duration of tinnitus was 2.07± 3.81 years.

2.2. Tinnitus evaluation

Tinnitus matching included pitch and loudness using
audiometers (Madsen Astera, Otometrics, USA) with headphones
(ME70, Otometrics, USA). A two-alternative forced choice method
was used in this process (Vernon and Fenwick, 1985). First, the test
ear was given a pair of pure-tone signals starting with multiples of
1 kHz, and the patient was asked to identify which was closer to the
tinnitus frequency. Once a pair of frequencies was identified, the
frequency resolution was increased, becoming closer to the tinnitus
frequency (the finest frequency was 1/48 octave). The intensities
of the matched pitch were then increased in 5-dB increments,
starting with an intensity below the hearing threshold and then
gradually increasing or decreasing in 1 dB step until the loudness of
tinnitus was matched. Unilateral and bilateral tinnitus was detected
in 17 participants (6 in the right ear and 11 in the left ear) and 23
participants, respectively.

The Tinnitus Handicap Inventory (THI) was used to assess
tinnitus severity. Briefly, THI is a self-reported questionnaire
comprising 25 items that reflect the impact of tinnitus on daily life.
Each question is answered with “yes, sometimes, or no,” with each
response counting for 4, 2, or 0 points, respectively. The total score
was graded on five scales: Slight (0–16), mild (18–36), moderate
(38–56), severe (58–76), and catastrophic (78–100) (Newman et al.,
1996).

2.3. Sound source discrimination task

The sound-source discrimination task was conducted in an
anechoic chamber (LSsx2021-21270). Thirty-seven loudspeakers
were set in a 180◦ arc, 5◦ apart (Figure 2). The speakers were 1.2 m
away from the participant and at the height of the subject’s external
auditory canal. The participants were instructed to face directly ahead
until the stimuli stopped and to indicate the speaker number (1–
37) on a touchscreen. The head movement away from the 0 azimuth
was monitored by the experimenter while the stimuli were playing.

No feedback was provided after each response. The test was divided
into two conditions according to the different types of stimuli: PT
and MS conditions. In the PT condition, stimuli were PTs of 0.25,
0.5, 1, 2, 4, and 8 kHz at 50 dB SPL for 0.5 s. Six times of 0.25,
0.5, 2, 4, and 8 kHz stimuli and seven times of 1 kHz stimuli were
presented randomly from the 37 loudspeakers. Each speaker played
the stimulus only once. In the MS condition, the stimulus was a
monosyllabic word “song.” A spectrogram of the words is shown in
Figure 3. Stimuli were presented randomly from 37 loudspeakers,
with each speaker playing the stimulus only once. The sequences of
the two task conditions were generated randomly. The formal test
began after participants attempted to respond 10 times and became
familiar with the process. The RMSE score is calculated as the mean
target-response difference as follows:

RMSE =

√∑n
i = 1

(
αi

RESP−αi
STIM

)2

n

where n is the total number of stimuli, i is the number of stimuli,
αRESP is the response azimuth, and αSTIM is the target azimuth angle.
Lower scores indicated greater accuracy.

2.4. Statistical analysis

Continuous variables were expressed as the means and standard
deviations. An independent sample t-test was performed to evaluate
the differences between the two groups or subgroups. A paired-
sample t-test was performed to evaluate the differences between
the two conditions, and between the left and right sides. Pearson
correlation was used to analyze the relationship between the RMSE
scores of the two conditions and the relationship among sound
localization, tinnitus-matched pitch and loudness, and THI score.
A Mann–Whitney test was conducted to compare the ability between
participants with tone-like tinnitus and with broadband noise-like
tinnitus to localized the monosyllable stimuli. A general linear model
was used to explore the effects of tinnitus, age, and hearing threshold
on sound localization. All statistical analyses were performed using
SPSS version 25 (IBM Corp., Armonk, NY, USA). Diagrams were
drawn using GraphPad Prism 8.0 (San Diego, CA, USA). The
spectrogram was drawn using the Praat software. P < 0.05 was
considered statistically significant.

3. Results

3.1. Sound localization behavior

When the stimuli were PTs, the RMSE scores of the control and
tinnitus group were 11.77 ± 2.57◦ and 13.97 ± 4.18◦, respectively.
The control group performed significantly better than did the tinnitus
group [t(78) = 2.841, p = 0.006]. When the stimuli were monosyllable,
the RMSE scores of the control and tinnitus group were 7.12± 2.29◦

and 7.90 ± 2.33◦, respectively, with no significant between-group
difference [t(78) = 1.501, p = 0.137]. For the accuracy of sound
source discrimination of the participants under different stimulus
conditions, in both groups, sound source was more accurately
localized under MS condition than under PT condition [control
group: 7.12± 2.290 vs. 11.77± 2.57, t(39) = 11.979, p< 0.001; tinnitus
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FIGURE 1

The hearing thresholds of the tinnitus and control group. The black lines indicate the mean hearing threshold of the control group. The red and blue
lines indicate the mean hearing threshold of the right and left ear of the tinnitus group, respectively.

FIGURE 2

Schematic diagram of loudspeaker placement.

group: 7.90 ± 2.33 vs. 13.97 ± 4.18, t(39) = 9.250, p < 0.001]. The
results are shown in Figure 4A. There was a positive correlation
between the RMSE scores of the PT and MS conditions in the
control group [r2

(38) 0.246, p = 0.001] but not in the tinnitus group
[r2

(38) 0.084, p = 0.068]. The results are shown in Figures 4B, C.

3.2. Effect of tinnitus side on sound
localization behavior

The participants with tinnitus were divided into two subgroups:
Unilateral and bilateral. Comparison of the ability of sound source
localization between the two subgroups showed no significant
difference regardless of the stimulus type [PT: 14.56 ± 3.80 vs.
13.54 ± 4.48, t(38) = 0.763, p = 0.450; MS: 8.63 ± 2.50 vs.
7.36 ± 2.09, t(38) = 1.760, p = 0.086, Figure 5A]. For participants
with unilateral tinnitus, we investigated whether sounds originating
from the same side as tinnitus were more difficult to localize.

Stimuli emitted by loudspeakers numbers 1–18 originated from the
left, while those emitted by loudspeakers numbers 20–37 originated
from the right. The RMSE scores for the left and right sounds
were calculated separately for comparison purposes. There was no
significant difference in the ability to localize sound originating from
the same side of tinnitus and those from the opposite side of tinnitus
regardless of stimulus type [PT: 13.97 ± 6.18 vs. 14.57 ± 2.99,
t(16) = 0.389, p = 0.703; MS: 7.67± 1.94 vs. 9.26± 4.23, t(16) = 1.407,
p = 0. 179, Figure 5B].

3.3. Effect of characteristic and severity of
tinnitus on sound localization behavior

In 36 participants tinnitus sounds like a pure tone, and in 4
participants it sounds like broadband noise. For participants with
tone-like tinnitus, there was no correlation between the tinnitus-
matched pitch and the RMSE scores regardless the type of stimulus
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FIGURE 3

The spectrogram of “song”. The abscissa is time, the ordinate is frequency, and the gray shade represents intensity.

FIGURE 4

Sound localization behavior. (A) The accuracy of sound source discrimination of the participants under different stimulus conditions. PT, pure tone; MS,
monosyllable. ∗∗P < 0.01, ns, not significant. The correlation between the RMSE scores of the PT and MS conditions in the control (B) and tinnitus (C)
group.

FIGURE 5

Effect of tinnitus side on sound localization. (A) The sound localization behavior of participants with unilateral and bilateral tinnitus. (B) The ability to
localize sound originating from the same side of tinnitus and those from the opposite side of tinnitus. PT, pure tone; MS, monosyllable. Ns, not significant.
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[PT: r2
(34) 0.001, p = 0.910, Figure 6A; MS: r2

(34) 0.070, p = 0.096,
Figure 6B]. There was no difference of the ability to localized the
monosyllable stimuli between participants with tone-like tinnitus
and with broadband noise-like tinnitus either (7.74 ± 2.28 vs.
9.37 ± 2.64, z = 1.285, p = 0.199, Figure 6C). Tinnitus severity was
evaluated by loudness and THI scores. To minimize the influence of
hearing threshold, we used the sensation level to represent tinnitus
loudness of the participants. The average of tinnitus loudness was
15.31± 13.42 dB HL. No correlation was found between loudness and
RMSE scores [PT: r2

(33) 0.036, p = 0.277, Figure 7A; MS: r2
(33) 0.027,

p = 0.348, Figure 7B]. The number of participants in the slight, mild,
moderate, severe, and catastrophic grade of tinnitus were 11, 10, 10,
7, and 2, respectively. There was no correlation between the THI and
RMSE scores [PT: r2

(37) 0.015, p = 0.459, Figure 7C; MS: r2
(37) 0.001,

p = 0.923, Figure 7D].

3.4. Explorative analysis of confounding
factors

Although the hearing thresholds of the two groups were similar,
there was a significant difference in age between them. An additional
explorative analysis was performed to investigate the effects of inter-
individual variability of these factors on the observed results. The
RMSE score, group, age, and pure-tone average among 0.25–8 kHz
of the left (PTAL) and right (PTAR) ears were included in a general
linear model. The RMSE score was a fixed effect, while group
category, age, PTAL, and PTAR were independent variables. For the
PT condition, group category and age significantly affected the RMSE
scores [group, r2

(79) 0.082, p = 0. 006; age, r2 = 0.153, p < 0.001].
For the MS condition, the group category did not affect the RMSE
scores [r2

(79) 0.016, p = 0.137], whereas age significantly affected the
ability to localize [r2

(79) 0.516, p = 0.043]. Hearing thresholds did
not affect the ability to localize [PT, PTAL: r2

(79) 0.098, p = 0. 633,
PTAR: r2

(79) 0.307, p = 0.750; MS, PTAL: r2
(79) 0.277, p = 0.800, PTAR:

r2
(79) 0.129, p = 0.383].

4. Discussion

Despite its high prevalence, the exact mechanisms underlying
tinnitus remain unclear. The current study found that tinnitus
interfered with the ability to localize sounds without spectrum
information but not with the ability to localize sounds with spectral
information. As the processing of ITD, ILD, and spectral cues
were in different parts of the auditory pathway, this result suggests
that tinnitus interfered with certain sections of localization-sensitive
areas. These findings provide a new perspective on the relationship of
tinnitus with sound localization ability.

Most sound localization studies have used artificial stimuli that
listeners do not often encounter in their daily lives, such as PTs and
noise bursts (Van Wanrooij and Van Opstal, 2007; Voss et al., 2015;
Zhao et al., 2021). However, little is known regarding the localization
of meaningful sounds (van der Heijden et al., 2019). The duplex
theory of PT or narrowband noise is universally confirmed in both
human and animal subjects. ITD is mainly used to localize low-
frequency sounds, whereas ILD is mainly used for high frequencies
(Tollin et al., 2013). Although ITD and ILD are the principal cues for
localization in the horizontal plane (Middlebrooks, 2015), one study

indicates an intriguing correlation between perceived lateral location
and the weighting of spectral cues (Macpherson and Sabin, 2007).
Tan et al. (2013) found that tinnitus patients had better frequency
selectivity than those without tinnitus. Zeng et al. (2020) revealed
that there was no significant difference in frequency discrimination
between control and tinnitus participants. Moreover, Moon et al.
(2015) reported that there were no significant differences in spectral-
ripple discrimination between the tinnitus lateral and contralateral
ears of unilateral tinnitus participants with symmetric hearing
thresholds. Therefore, tinnitus does not affect spectral resolution of
patients’ hearing. In addition, several studies on cochlear implant
receivers have used speech signals as stimuli for sound discrimination
tasks (Dieudonné and Francart, 2018; Killan et al., 2019) because
of their relevance to realistic listening conditions (Dieudonné and
Francart, 2018). Imitating this, a MS word was used as another
stimulus in our study. Previous studies confirmed that localization
acuity is higher for broadband sounds than for narrowband sounds
(Butler, 1986; Carlile et al., 1999; Tollin et al., 2013). In line with
these studies (Butler, 1986; Carlile et al., 1999; Tollin et al., 2013),
our results showed that in both groups, MS stimuli were localized
more accurately than were PT stimuli. This was mainly because of
the presence of spectral cues in the former.

The finding that the accuracy of PT localization was worse in
tinnitus participants than in non-tinnitus participants was in line
with the findings of An et al. (2012). However, the lack of difference
in localizing sound with spectrum information between the two
groups was inconsistent with the findings of Hyvärinen et al. (2016).
This might be related to the worse hearing sensitivity of tinnitus
participants in the study by Hyvärinen et al. (2016) which interfered
with the accuracy of the sound source discrimination. Participants
relied only on ITD and ILD cues to localize the sound source under
PT conditions, whereas spectral information could also be used under
MS conditions. As tinnitus only interfered with the ability to localize
sound without spectrum information, tinnitus was more likely to
affect the process of ITD and ILD. ITD is mainly processed in MSO,
while ILD is mainly processed in LSO (Chase and Young, 2005). The
stimulus-dependent dominance of binaural cues in the ICC could
potentially result from the convergence of MSO and LSO inputs
onto the same neuron. Both low and high characteristic frequency
neurons in the ICC can exhibit dominance of ITD or ILD cues
according to the spectrum of the stimulus (Dorkoski et al., 2020).
Therefore, it is possible that changes in MSO and LSO contribute
to the decreased ability to localize PTs in patients with tinnitus.
Meanwhile, we speculated that because fewer nerves are involved in
PT localization, tinnitus-induced changes in the auditory pathway
might be easier to detect. Abnormal processing of ITD and ILD cues
may be compensated for by the involvement of more neurons when
localizing MS stimuli. A previous review supports this conjecture.
It has been reported that the dorsal cochlear nucleus type IV unit
exhibits excitation only around the characteristic frequency neurons
when stimulated with PTs, whereas a wide range of neurons are
involved when stimulated with broadband sound (Carlile et al., 2005).
Moreover, the RMSE scores for PT and MS were positively correlated
in the control group, whereas there was no such correlation between
the two conditions in the tinnitus group. This also indicated that the
effect of tinnitus on the localization of the two types of sounds was
not completely consistent.

We did not find differences in the sound localization behavior
of participants with unilateral and bilateral tinnitus, nor did
we find an effect of tinnitus side on this behavior. However,
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FIGURE 6

Effect of characteristic of tinnitus on sound localization behavior. No correlation was found between tinnitus-matched pitch and RMSE scores in PT (A)
and MS (B) condition. (C) No difference was found of the ability to localized monosyllable stimuli between participants with tone-like tinnitus and with
broadband noise-like tinnitus. Ns, not significant.

FIGURE 7

Severity of tinnitus was not related to sound localization behavior. No correlation was found between loudness and RMSE scores in PT (A) and MS (B)
condition. No correlation was found between the THI and RMSE scores in PT (C) and MS (D) condition.

An et al. (2012) reported that when localizing sound sources from
one side, patients with tinnitus on the same side performed worse
than did those with tinnitus on the opposite side and those
with bilateral tinnitus. They suggested that tinnitus interfered with
ILD cues and degraded the localization performance. However,
there was no conclusive evidence to confirm this finding as the
data analysis did not consider the frequency and loudness of
individual tinnitus matched (Hyvärinen et al., 2016). Tinnitus is a
subjective feeling that lacks objective measurement (Henry, 2016).
Investigations of the qualitative characteristics of tinnitus, such as
pitch matching, loudness matching, and tinnitus suppression with
acoustic stimulation, were not diagnostic and were not used in

making management decisions (Bauer, 2018). The current study
also did not find a correlation between tinnitus loudness and sound
localization ability. Moreover, both our study and the study of
An et al. (2012) showed that there was no correlation between
the tinnitus-matched pitch and the sound localization behavior.
Therefore, it may not be comprehensive to simply conclude that
tinnitus alters the perceived ILD and thus affects the ability of sound
localization. Accurate sound-source localization requires a complete
auditory pathway. Tinnitus is associated with neuronal enhanced SFR
or decreased SFR, changes in neuronal transfer functions (gain), and
changes in neural synchrony (Henton and Tzounopoulos, 2021), and
thus, it could affect the processing of binaural auditory cues regardless
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of the affected side. As tinnitus may affect the processing of binaural
auditory cues, it is reasonable to hypothesize that a greater degree of
tinnitus may be associated with worse sound localization (Liu et al.,
2018). THI is a widely used assessment tool that is sensitive to tinnitus
severity (McCombe et al., 2001). However, the current study found
no correlation between the THI and RMSE scores, indicating that
worsening sound source localization ability was not directly related
to the degree of tinnitus annoyance experienced by the participants.

Explorative analysis suggested that the sound source localization
ability gradually deteriorated with increasing age. Previous studies
have consistently shown that despite the generally normal hearing
thresholds, sound localization ability generally decreases with age,
both in humans (Dobreva et al., 2011; Goupell, 2022; Weissgerber
et al., 2022) and in animals (Cheng et al., 2020). Increasing age
adversely affects the processing of ITD cues, including both the
temporal fine structure and the slowly varying envelope (Weissgerber
et al., 2022). Anatomical studies have found that inhibitory inputs
into the neuronal circuit responsible for sound localization are
significantly reduced in aged animals (Ashida et al., 2021). In
Sprague–Dawley rats, the number of inhibitory neurons in the
medial nucleus of the trapezoid body begins to decrease at age 2–
3 months (roughly equivalent to 10 years in humans) (Casey and
Feldman, 1982). The medial nucleus of the trapezoid body is a sign-
inverting relay nucleus that forms an inhibitory pathway to the LSO
via glutamatergic neurons in the sound localization circuit of the
brainstem. Age-related degradation of sound localization ability may
also be caused by altered functions of higher stages in the auditory
pathways above the brainstem level (Ashida et al., 2021). In the
current study, the ability to localize PTs in participants with tinnitus
was still worse than that in the control group even after controlling
for age.

To our best knowledge, this is the first study to investigate
whether the interference of tinnitus in localizing sound sources is
related to the type of stimulus. The results showed that spectrum
information could help tinnitus patients improve their ability to
localize sound sources and reach the level of the non-tinnitus group.
MS stimuli are more complex and meaningful than are PTs and are
more similar to sounds encountered regularly in daily life. Thus, the
results regarding the ability of localization in patients with tinnitus
should be carefully interpreted and considered as a starting point
for further studies. However, it should also be noted that there
were a few limitations to this study. First, tinnitus sounds come in
many varieties such as pure tones, hissing, buzzing, humming, and
growling. However, we only included participants whose tinnitus
sounds like tone and broadband noise, thus the results were only
applicable to this subset of patients. We found that our participants’
ability to locate pure tone stimuli was affected but their ability to
locate monosyllable was not. Because 90% of participants had tone-
like tinnitus and only four participants heard tinnitus like broadband
noise, a question was raised that whether the change in the ability
of sound localization is dependent on both the quality of the sound
that is being localized and the type of tinnitus perception. Because
of the small number of participants with broadband noise-like
tinnitus and the different characteristic between tinnitus and stimulus
sound, we could not answer this question well. Previous studies (An
et al., 2012; Hyvärinen et al., 2016) of sound localization ability in
tinnitus patients included only subjects with tone-like tinnitus as
well. In the future, we need to expand the number of patients with
other types of tinnitus sounds and use more kinds of stimuli to
answer this question. Second, exploratory analysis showed that age

affected sound localization ability. Differences in age may have led
to differences in cognitive abilities and affected the results of the
experiment. Therefore, cognitive assessments should be included in
future studies. Third, the study only reported behavioral results. To
better understand this phenomenon, cellular mechanisms need to be
explored in animal experiments.

5. Conclusion

Tinnitus interferes with the ability to localize PTs but not the
ability to localize MS stimuli. Therefore, the interference of tinnitus in
localizing sound sources is related to the type of stimulus. Moreover,
the relationship between tinnitus and sound localization behavior
should be carefully interpreted.
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Spatial-dependent suppressive
aftereffect produced by a sound
in the rat’s inferior colliculus is
partially dependent on local
inhibition
Syed Anam Asim, Sarah Tran, Nicholas Reynolds, Olivia Sauve
and Huiming Zhang*

Department of Biomedical Sciences, University of Windsor, Windsor, ON, Canada

In a natural acoustic environment, a preceding sound can suppress the perception

of a succeeding sound which can lead to auditory phenomena such as forward

masking and the precedence effect. The degree of suppression is dependent

on the relationship between the sounds in sound quality, timing, and location.

Correlates of such phenomena exist in sound-elicited activities of neurons in

hearing-related brain structures. The present study recorded responses to pairs of

leading-trailing sounds from ensembles of neurons in the rat’s inferior colliculus.

Results indicated that a leading sound produced a suppressive aftereffect on the

response to a trailing sound when the two sounds were colocalized at the ear

contralateral to the site of recording (i.e., the ear that drives excitatory inputs to

the inferior colliculus). The degree of suppression was reduced when the time gap

between the two sounds was increased or when the leading sound was relocated

to an azimuth at or close to the ipsilateral ear. Local blockage of the type-A γ-

aminobutyric acid receptor partially reduced the suppressive aftereffect when a

leading sound was at the contralateral ear but not at the ipsilateral ear. Local

blockage of the glycine receptor partially reduced the suppressive aftereffect

regardless of the location of the leading sound. Results suggest that a sound-

elicited suppressive aftereffect in the inferior colliculus is partly dependent on

local interaction between excitatory and inhibitory inputs which likely involves

those from brainstem structures such as the superior paraolivary nucleus. These

results are important for understanding neural mechanisms underlying hearing in

a multiple-sound environment.

KEYWORDS

binaural hearing, inferior colliculus, GABAergic inhibition, glycinergic inhibition, forward
masking, free-field stimulation, suppressive aftereffect, sound location

Introduction

A natural acoustic environment typically contains multiple qualitatively different sounds
that are generated at different time and locations. The perception of one sound can be
affected by another sound, with the effect being dependent on the temporal and spatial
relationships as well as the qualitative difference between the sounds (Bregman, 1990;
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Feng and Ratnam, 2000). For instance, a speech sound can be
masked by an interfering sound in a temporospatial-dependent
manner (Cherry, 1953; Bronkhorst, 2000; Shinn-Cunningham
et al., 2001; Arbogast et al., 2002; Jones and Litovsky, 2011;
Warzybok et al., 2013; Yost, 2017).

Responses to multiple sounds have been recorded in brain
structures to study neural bases of auditory perception in a
natural acoustic environment. In the inferior colliculus (IC, a
midbrain nucleus), neurons display two-tone suppression when
two tone bursts are simultaneously presented (Zhang and Feng,
1998; Egorova et al., 2001; Alkhatib et al., 2006; Hurley et al.,
2008). Action-potential firing elicited by a tone burst at a neuron’s
characteristic frequency (CF, the frequency at which the threshold
of response is the lowest) is suppressed by another tone burst at
a different frequency. When two sounds are temporally separated,
the response to a trailing sound can be suppressed by a leading
sound with the degree of suppression being dependent on the
time gap between the sounds (Finlayson and Adam, 1997; Faure
et al., 2003; Mei et al., 2006; Nelson et al., 2009; Zhang and Kelly,
2009; Singheiser et al., 2012; Gai, 2016). When two simultaneously
presented sounds are spatially separated, the response to a sound
with a fixed location can be suppressed by a relocated sound, with
the effect being dependent on the angle of separation (Ratnam
and Feng, 1998; Lane and Delgutte, 2005; Day et al., 2012).
A suppressive effect can be observed even when two sounds
are separated both temporally and spatially (Yin, 1994; Litovsky
and Yin, 1998a,b; Tolnai et al., 2017; Chot et al., 2019, 2020).
Knowledge about the neurobiological bases of such suppressive
effects can greatly help us understand hearing in a natural acoustic
environment.

The strength of the sound-driven response of an auditory
neuron is dependent on excitatory/inhibitory inputs received by the
neuron. For most IC neurons, major excitatory inputs are from the
contralateral cochlear nucleus and lateral superior olivary nucleus
(LSO), and the ipsilateral medial superior olivary nucleus (Loftus
et al., 2004; Cant, 2005). Major inhibitory inputs are from the
contralateral dorsal nucleus of the lateral lemniscus (DNLL) and
the ipsilateral LSO, superior paraolivary nucleus (SPN), and dorsal
as well as ventral nuclei of the lateral lemniscus (VNLL) (Helfert
et al., 1989; Saint Marie et al., 1989; González-Hernández et al.,
1996; Zhang et al., 1998; Kulesza and Berrebi, 2000; Loftus et al.,
2004; Saldaña et al., 2009).

The dependence of sound-driven responses of IC neurons on
excitatory/inhibitory inputs is supported by neurophysiological
results (Xie et al., 2008; Liu et al., 2019). Characteristics of
responses such as two-tone suppression can be affected by local
blockage of inhibition (Hurley et al., 2008). When a sound
that is presented in a free acoustic field is relocated from the
contralateral to the ipsilateral ear, many neurons reduce firing
over the duration of the sound due to decreased excitation and/or
increased inhibition (Park and Pollak, 1994; Zhang et al., 1999;
Poirier et al., 2003). In case another sound with a fixed location

Abbreviations: CF, Characteristic frequency; DNLL, Dorsal nucleus of the
lateral lemniscus; GABA, γ-aminobutyric acid; GABAA receptor, Type-A
γ-aminobutyric acid receptor; IC, Inferior colliculus; ISI, Inter-stimulus
interval; LFP, Local-field potential; LSO, Lateral superior olivary nucleus; NAR,
Normalized amplitude of response; SPN, Superior paraolivary nucleus; VNLL,
Ventral nucleus of the lateral lemniscus.

is presented simultaneously, such changes in excitation and/or
inhibition can conceivably affect the responses of neurons to
the second sound. A sound can activate inhibitory inputs to IC
neurons even when the sound is presented at the contralateral
ear. Such inhibitory inputs can be provided by the ipsilateral
SPN (Saldaña et al., 2009). As neurons in this structure receive
inputs from the contralateral cochlear nucleus and fire action
potentials at the offset of a sound, outputs from these neurons
to the IC can allow a contralaterally presented sound to suppress
responses of IC neurons to a subsequent sound (Schofield, 1995;
Kulesza et al., 2003; Kadner and Berrebi, 2008; Felix et al., 2015,
2017; Gai, 2016; Salimi et al., 2017). An inhibitory aftereffect
can also be generated on IC neurons through the activation of
neurons in the dorsal nucleus of the lateral lemniscus (Burger and
Pollak, 2001; Pecka et al., 2007). Further studies have yet to be
conducted to characterize the temporal and spatial dependences of
the suppressive aftereffect produced by a sound on IC neurons.

In the present study, we used a pair of leading and trailing
sounds to elicit local-field potentials (LFPs) in the IC. We studied
how the suppressive aftereffect produced by a leading sound was
dependent on the temporal and spatial separations between the
two sounds. We used pharmacological agents to block GABAA and
glycine receptors in the IC to study how local inhibition contributed
to the suppressive aftereffect.

Materials and methods

Animal preparation

Eighteen adult male Wistar albino rats (Rattus norvegicus)
were obtained from Charles River Canada Inc. (St. Constant, QC,
Canada). They were 210–600 g when experiments were conducted.
Surgical anesthesia was induced by ketamine hydrochloride
(60 mg/kg, i.m.) and xylazine hydrochloride (10 mg/kg, i.m.)
and maintained by ketamine hydrochloride (20 mg/kg, i.m.) and
xylazine hydrochloride (3.3 mg/kg, i.m.).

A craniotomy was made in the skull over the right temporal
lobe for placing a recording electrode into the IC. The skull
was cemented onto a head bar attached to a custom-made
holding instrument. A recording electrode was held by a custom-
made clamp attached to the slave cylinder of a Model 650
micropositioner, which was fitted onto a Model 900 stereotaxic
instrument (Kopf Instruments, Tujunga, CA, USA). The rat, along
with the head-holding and electrode positioning instruments, was
placed in a Model CL-15A LP acoustic chamber (Eckel Industries,
Morrisburg, ON, Canada) when sound-driven responses were
recorded. Instruments were positioned in such a way that
acoustic shadows and reflections were minimized. All procedures
were approved by the University of Windsor Animal Care
Committee in accordance with the guidelines of the Canadian
Council on Animal Care.

Acoustic stimulation

Sound waveforms were generated using a System 3 real-time
signal processing system controlled by a personal computer
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running the OpenEx software (Tucker-Davis Technologies,
Alachua, FL, USA). Sounds were presented using two FF1 free-field
speakers (Tucker-Davis Technologies, Alachua, FL, USA) that
could be positioned at any azimuthal location that was 50 cm away
from the midpoint of the interaural line of a rat. Each speaker was
calibrated over the range between 100 and 40,000 Hz using a model
2608 measuring amplifier and a model 4135 microphone (Brüel
& Kjaer, Dorval, QC, Canada). The microphone was positioned
at the location where the midpoint of the interaural line would
be. Calibration was conducted with the speaker at each of the five
locations used in the present study, which included the midline of
the frontal field and 90◦ and 45◦ on the contra- and ipsilateral side
of the recording site (Figure 1A, denoted by 0◦, c90◦, c45◦, i45◦,
and i90◦).

Recording electrode and procedures

A “piggy-back” multi-barrel electrode assembly was used to
record an LFP from an ensemble of neurons in the IC and to
release neuropharmacological agents at the site of recording (Patel
and Zhang, 2014). The electrode assembly consisted of a single-
barrel recording glass pipette (filled with 0.5 M sodium acetate
with 3% Chicago Sky Blue, tip diameter ∼15 µm, impedance
100–300 k�) and a 5-barrel “H-configuration” drug-release glass
pipette (tip diameter 15–20 µm). The tip of the single-barrel pipette
protruded beyond the tip of the multi-barrel pipette by 20–25 µm.
Each of the side barrels of the 5-barrel pipette was filled with
the GABAA receptor antagonist Gabazine or the glycine receptor
antagonist strychnine (both 5 mM in physiological saline, pH
3.5). The central barrel was filled with physiological saline for the
balance of electrical current.

Signals registered by the recording pipette were amplified
by 1,000 times and bandpass filtered (0.3–300 Hz) by a model
2,400A preamplifier (Dagan, Minneapolis, MN, USA). The signals
were sampled at 3.1 kHz using the System 3 real-time signal
processing system. The five barrels of the drug-release electrode
were connected to a BH-2 Neurophore microiontophoretic system
(Harvard Apparatus, Holliston, MA, USA). To prevent drug
leakage, a current around −20 nA was applied to each of the side
barrels when a pharmacological agent was not being released.

An electrode assembly was inserted into the right IC while
Gaussian noise bursts at 60 dB SPL were presented from a
loudspeaker at c90◦ to search for a site of recording. Recordings
were conducted only on one side of the IC to minimize the
utilization of electrode holding devices and avoid repositioning
of holding devices, which helped maintain the consistency of an
acoustic field. Upon identification of a recording site, the CF and
the threshold at CF were determined for the site using tone bursts
presented at c90◦. These tone bursts had an 8-ms duration (4-ms
rising/falling phases, no plateau).

A train of leading-trailing tone-burst pairs (see Figure 1B) was
created for the recording site using two 8-ms tone bursts. A leading
sound was randomly chosen from two tone bursts named TL and
TH . The frequencies of TL and TH were fL (lower than CF) and
fH (higher than CF) and were calculated based on the CF of the
recording site. The center frequency of fL and fH [i.e., (fL × fH)1/2]
was at CF while the frequency difference between fL and fH was 10%
of the center frequency [i.e., (fH − fL)/(fH × fL)1/2 = 0.1]. A trailing

sound was a tone burst with a frequency at the CF of the recording
site. The leading and trailing sounds had the same intensity, which
was typically 30 dB above the threshold at CF. The interval between
onsets of the two sounds (i.e., inter-stimulus interval or ISI) could
be varied systematically. Each train had 60 pairs of leading-trailing
tone bursts. The interval between the offset of a trailing sound of
one pair and the onset of a leading sound of a subsequent pair was
1,500 ms.

Responses to a train of leading-trailing sound pairs were first
recorded when the two sounds were colocalized at c90◦ (Figure 1A
left panel). The ISI between leading and trailing sounds was
systematically changed to examine how the suppressive effect of
the leading sound was dependent on the temporal separation
between the two sounds (i.e., the time course of the aftereffect).
Recordings were then conducted when the leading sound was at
other azimuths (i.e., i90◦, c45◦, i45◦, and 0◦) while the trailing
sound remained at c90◦ to examine how the suppressive effect of
the leading sound was dependent on the spatial separation between
the sounds (see Figure 1A right panel for leading sound at c45◦).
At each angle of separation, ISI between the leading and trailing
sounds was systemically varied. Sounds that were used to create a
train of leading-trailing pairs were presented individually to elicit
responses. These responses were used as references to evaluate
whether/how the leading and training sounds in a train of sound
pairs affected each other in eliciting responses. For this purpose,
the response to a leading sound was recorded when the sound was
at each of the five azimuths (i.e., c90◦, i90◦, c45◦, i45◦, and 0◦) and
the response to a trailing sound was recorded when the sound was
at c90◦.

Gabazine or strychnine was released microiontophoretically
(current of injection at +3∼+140 nA) at the recording site
to study whether/how the suppressive effect generated by a
leading sound was dependent on local inhibition in the IC. The
effect of a pharmacological agent was monitored by repeatedly
recording responses to a leading and/or a trailing sound presented
individually at c90◦. For this purpose, a tone burst was presented
at multiple (typically 7) intensities ranging from slightly below
the threshold at the CF to well above the threshold (including
the intensity used for creating a sound pair). At each intensity
a tone burst was presented 20 times; and all presentations (i.e.,
140 presentations for 7 intensities) had a random order. The rate
of sound presentation was 1/sec. Responses elicited at different
intensities were used to create an amplitude-intensity function
(AIF, see data analysis for more details) and a latency-intensity
function. When the effect of a drug on responses to individual
sounds reached a stabilized level, responses to a train of sound pairs
were recorded at various ISIs and angles of separation. AIFs for
responses to the leading and the trailing sounds were also recorded.
Following the evaluation of the effect of a drug, the injection current
was terminated and a retention current was reapplied. Recovery
was monitored by repeatedly recording responses to a leading or
a trailing sound presented individually at c90◦.

Data analysis

Neural signals collected over presentations of leading and
trailing sounds in a train of paired stimuli were averaged separately
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FIGURE 1

Speaker locations and a train of paired leading-trailing sounds. (A) Five azimuthal locations (c90◦, c45◦, 0◦, i45◦, and i90◦) used in sound
presentations. A pair of leading-trailing tone bursts were either colocalized at c90◦ (left panel) or separated with a leading sound being at a
non-c90◦ azimuth while a trailing sound being at c90◦ (right panel for a leading sound at c45◦). Two speakers used in the study were calibrated at
these azimuths. (B) A train of leading-trailing tone-burst pairs. In panels (A,B), a leading sound or a speaker that was used to present a leading sound
is indicated by a black color. A trailing sound or a speaker that was used to present a trailing sound is indicated by a white color. A speaker that was
used to present both a leading and a trailing sound (colocalized at c90◦) is indicated by a gray color.

to obtain two mean waveforms for LFPs elicited by the two sounds,
respectively. Signals collected over presentations of a single tone
burst at multiple intensities (see the last paragraph of “Recording
electrode and procedures”) were averaged separately to obtain mean
waveforms for LFPs elicited at these intensities, respectively. In
agreement with our previous result (Patel et al., 2012), an LFP had
a dominant negative peak that was preceded by a small positive
peak and followed by an intermediate positive peak (Figure 2A).
The amplitude and latency of the negative peak of an LFP were
measured.

We evaluated whether the response to a sound (either leading
or trailing) in a sound pair was affected by the other sound in the
pair and how the response was dependent on the spatial location
of a leading sound as well as the temporal separation between
leading and trailing sounds. An index of the normalized amplitude
of response (NAR) was calculated for these purposes:

NAR = Apaired(θ, 1t)/Aalone(c90◦)

Where Apaired (θ, 1t) is the amplitude of the response to the
sound under evaluation obtained when the sound was presented in
a sound pair, with the leading and trailing sounds being at azimuth
θ and c90◦, respectively, and the interval between the two sounds
being at 1t. Aalone (c90◦) is the amplitude of the response to the
sound under evaluation obtained when the sound was presented
alone at c90◦. A NAR value of 0 indicates that the response to a
sound was completely suppressed in comparison to the response to
the same sound presented alone at c90◦, while a NAR value of 1
indicates that the response to a sound was not affected.

To determine whether a pharmacological agent affected local
inhibition at the site of recording, an AIF was created using
amplitudes of responses elicited by a single sound presented at a
single azimuth but various intensities (see the first paragraph of
“Data analysis”). AIFs obtained before and during the application

of the drug were compared. When a change in AIF produced by a
drug stabilized, NAR values were calculated for responses elicited
by leading and trailing sounds in a sound pair at each combination
of temporal and angular separations. NAR values for responses to
a trailing sound obtained before and during drug application were
compared to find how the drug influenced a suppressive aftereffect.

Statistical analysis was conducted using the SPSS (version 23)
software (IBM Corporation, Armonk, NY, USA).

Results

LFPs elicited by single tone bursts and pairs of leading-
trailing tone bursts were recorded in the right IC in each of
the 18 rats used in the present study. The rats formed two
groups, with TL presented as a leading sound in one group
(n = 9) while TH presented as a leading sound in another group
(n = 9). Data obtained from the two groups were not different
from each other (not shown). Thus, the data are combined in
this article.

Response to a leading sound was not
affected by a trailing sound over a train
of sound pairs

Shown in Figure 2 are LFPs obtained from the IC of an
example rat when a leading and a trailing sound were colocalized at
c90◦. Regardless of the ISI between the two sounds, the waveform
(including amplitude and latency) of the LFP elicited by a leading
sound was very similar to that of the LFP elicited by the same sound
presented individually at c90◦ (Figure 2A1). This similarity was
observed at all combinations of ISI and angle of separation between
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FIGURE 2

An example showing that a temporal separation between a leading and a trailing tone burst reduced the suppressive aftereffect produced by the
leading sound. Results were obtained when the two sounds were colocalized at c90◦. (A) Waveforms of local-field potentials (LFPs) elicited by a
leading sound [solid lines in (A1)] and a trailing sound [solid lines in (A2)] in a leading-trailing sound pair. The waveforms shown in two corresponding
panels in (A1) and (A2) were obtained at the same inter-stimulus interval (ISI) [indicated above a panel in (A1)]. The start of the x axis (0 ms)
corresponds to the onset of a leading sound in each panel of (A1) and the onset of a trailing sound in each panel of (A2). A part of the LFP elicited by
a trailing sound is shown in the left panel of (A1) (pointed by an open upward triangle), while a part of the LFP elicited by a leading sound is shown in
the left panel of (A2) (pointed by a filled upward triangle). LFPs elicited by the leading and the trailing sound when they were presented individually
are shown in (A1) and (A2) (dotted lines) for comparison. In the left panel of (A2), two vertical double arrows indicate amplitudes of the negative
peak of LFP elicited by a trailing sound presented individually (dotted) and in a sound pair (solid). (B) Dependences of normalized amplitude of
response (NAR, left panel) and latency (right panel) on the ISI for LFPs elicited by a leading (filled circle) and a trailing (open circle) sound. In the left
panel, a horizontal dotted line indicates the level of NAR at 0.7. The vertical dotted line indicates the ISI associated with the 0.7 NAR. In the right
panel, an open diamond on the Y-axis indicates the latency of the response to a trailing sound presented alone. The characteristic frequency (CF) of
the recording site (hence the frequency of the trailing sound) was 13.0 kHz. The frequency of the leading sound was 13.458 kHz.

the two sounds and supported by group results from 18 animals.
Shown in Figure 3 are group results obtained when two sounds
were colocalized at c90◦ (black bars for responses to a leading
sound, One-way ANOVA, F = 0.410, p = 0.894 for amplitude, and
F = 0.111, p = 0.998 for latency, respectively). Thus, over a train
of leading-trailing sound pairs the response to a leading sound was
not affected by preceding presentations of a trailing sound.

Suppression of the response to a trailing
sound by a colocalized leading sound

The response to a trailing tone burst at c90◦ was greatly
suppressed by a colocalized leading tone burst when the two sounds

were separated by a small ISI (see Figure 2A2 left panel for an
example). The degree of suppression was reduced when the ISI
was increased (Figure 2A2 panels 2–5 and Figure 2B left panel).
The NAR value was 0.7 (i.e., the amplitude of the response was
suppressed by 30%) when ISI was close to 40 ms (Figure 2B left
panel). Such an ISI value, namely ISI0.7, was used in the article to
reflect the duration of suppression. When the ISI was 264 ms, the
response to a trailing sound was almost identical to that elicited
by the sound presented alone. The latency of the response to a
trailing sound was not affected by a leading sound at any ISIs
(Figures 2A2, B right panel). Results from the entire group of
animals confirmed that when leading and trailing sounds were
colocalized at c90◦ the amplitude of the response to a trailing sound
was dependent on the ISI while the latency of the response was not
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FIGURE 3

Group results showing that temporal separation between a leading
and a trailing tone burst reduced the suppression of the response to
a trailing sound but did not affect the response to a leading sound.
Results were obtained when leading and trailing sounds were
colocalized at c90◦. (A,B) Show effects of separation on normalized
amplitude of responses (NARs) and latencies of local-field potentials
(LFPs), respectively. Latencies of LFPs elicited by a leading and a
trailing sound when they were presented alone at c90◦ are shown
on the right of panel (B). An error bar indicates a standard error of
the mean.

(Figure 3 white bars, One-way ANOVA, F = 29.168, p < 0.001 for
amplitude and F = 1.084, p = 0.377 for latency).

Relocation of a leading sound changed
both responses to leading and trailing
sounds

Relocating a leading sound from c90◦ to another azimuth
reduced the amplitude of the response to the sound, as shown
by an example in Figure 4 (Figure 4A and the left panel of
Figure 4B, results obtained at an ISI at 24 ms). Such a reduction
was not caused by presentations of a trailing sound in a train of
sound pairs (see first subsection of “Results”). Rather, it reflected
a direction-dependence of the response to the leading sound.
A reduction of the response to a leading sound was accompanied
by a reduction of suppression of the response to a trailing sound,
which remained at c90◦. The NAR value for the response was
slightly below 0.50 when the leading sound was at c90◦ but above
0.55 when the leading sound was at i90◦. For both responses
to the leading and trailing sounds, the latency was minimally
affected by the relocation of a leading sound (Figure 4B right
panel).

Group results obtained when the ISI was at 24 ms confirmed
that both NAR values for responses to a leading and a trailing sound
were dependent on the location of the leading sound (Figures 5A, B
left panels, One-way ANOVA, F = 13.917, p< 0.001 for response to
leading sound, F = 3.384, p = 0.014 for response to trailing sound).
The Tukey’s test revealed that the NAR value for the response to
a leading sound was significantly reduced when the sound was
relocated from c90◦ to i45◦ (p = 0.001) or i90◦ (p < 0.001). The
same test revealed that the NAR value for the response to a trailing
sound was significantly increased when the leading sound was
relocated from c90◦ to i90◦ (p = 0.021). Latencies of responses to
leading and trailing sounds were not changed by the relocation
of a leading sound (One-way ANOVA, F = 1.464, p = 0.221 for

Figure 5A right panel and F = 1.432, p = 0.233 for Figure 5B right
panel).

Time courses of suppression produced by a leading sound at
c90◦ and i90◦ were compared in each animal. Shown in Figure 6A
left panel are NAR-ISI curves for responses to a trailing sound
obtained from an example animal. The degree of suppression at
short ISIs was higher and suppression lasted longer when the
leading sound was at c90◦ than at i90◦. In agreement with these
differences, the ISI0.7 value was larger when the leading sound was
at c90◦ than at i90◦. Group results from 18 animals supported the
difference between the suppressive effects produced by a leading
sound at c90◦ and at i90◦ (Figure 6B1 top panel, two-way ANOVA,
F = 53.686, p < 0.001). A post-hoc t-test indicated that the
difference was significant at all ISIs between 12 and 72 ms (see
Figure 6 caption for statistical results). The ISI0.7 value was larger
when the sound was at c90◦ than i90◦ (Figure 6B2, Paired t-test,
t = 3.230, p = 0.004). The latency of the response to a trailing
sound was not affected by the ISI and the location of a leading
sound (see Figure 6A right panel for an example and Figure 6B1
bottom panel for group results, two-way ANOVA, F = 0.365,
p = 0.546).

Effects of pharmacological
manipulations

Gabazine released at the site of recording enhanced both LFPs
elicited by a leading and a trailing sound when they were presented
in a pair (Figure 7A). It also enhanced responses to the sounds
when they were presented individually (Figure 7B for response to a
trailing sound). For the example shown in Figure 7, the suppressive
aftereffect produced by a leading sound was reduced (i.e., the
NAR value for the response to a trailing sound was increased)
by gabazine at short ISIs when the leading sound was at c90◦

(Figure 7C left panel). The aftereffect was minimally changed by
the drug when the leading sound was at i90◦ (Figure 7C right
panel).

Group results (n = 8) support that gabazine changed the degree
of suppression when a leading sound was at c90◦ (Figure 8A left
panel, Two-way ANOVA, F = 6.596, p = 0.012). A post-hoc t-test
indicated that the reduction was significant at the level of p < 0.1
when the ISI was at 40 ms (p = 0.063). An increase of NAR value
at short ISIs was accompanied by a decrease of ISI0.7 value at a
statistical significance level at p < 0.1 (Figure 8B, Paired t-Test,
t = 1.958, p = 0.091). When a leading sound was at i90◦, gabazine
did not change the degree of suppression (Figure 8A right panel,
Two-way ANOVA, F = 1.078, p = 0.305). It did not change the ISI70,
either (Paired t-test, t = 0.554, p = 0.604).

Strychnine increased amplitudes of both responses to a leading
and a trailing sound no matter whether the sounds were presented
in a pair (Figure 9A) or individually (Figure 9B for the response to
a trailing sound). NAR-ISI functions revealed that the suppressive
effect of a leading sound was moderately reduced over a wide
range of ISIs both when a leading sound was at c90◦ and at i90◦

(Figure 9C left and right panels).
Group results (n = 7) indicate that strychnine reduced the

degree of suppression generated by a leading sound when the
sound was at c90◦ (Two-way ANOVA, F = 48.492, p < 0.001) and

Frontiers in Neuroscience 06 frontiersin.org267

https://doi.org/10.3389/fnins.2023.1130892
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1130892 March 14, 2023 Time: 15:23 # 7

Asim et al. 10.3389/fnins.2023.1130892

FIGURE 4

An example showing effects of spatial separation between a leading and a trailing tone burst on the local-field potentials (LFPs) elicited by the
sounds. The time interval between leading and trailing tone bursts was 24 ms. (A) Waveforms of LFPs elicited by leading and trailing tone bursts.
Results were obtained when a leading tone burst was at c90◦, c45◦, 0◦, i45◦, and i90◦ (indicated above each panel) while a trailing tone burst was at
a fixed location at c90◦. The start of the x axis (0 ms) corresponds to the onset of a leading sound in each panel of (A). Filled and open upward
triangles indicate LFPs elicited by the leading and the trailing sound, respectively. Waveforms of LFPs elicited by the leading and the trailing tone
burst presented alone at c90◦ are shown in each panel for comparison. (B) Line charts showing effects of spatial separation between leading and
trailing sounds on normalized amplitude of responses (NARs) (left panel) and latencies (right panel) of LFPs elicited by the sounds. Filled downward
and open upward triangles on the y-axis of the right panel indicate the latencies of the responses elicited by a leading and a trailing sound alone at
c90◦, respectively. The characteristic frequency (CF) of the recording site (hence the frequency of the trailing sound) was 5.5 kHz. The frequency of
the leading sound was 5.694 kHz.

when it was at i90◦ (Two-way ANOVA, F = 16.650, p < 0.001).
A significant drug-induced change was observed at all ISIs between
16 and 264 ms when a leading sound was at c90◦ and at ISIs at
24 and 40 ms when a leading sound was at i90◦ (Post-hoc t-test,
see Figure 10 caption for statistical results). A reduced degree of
suppression was accompanied by a decreased ISI0.7 value when a
leading sound was at c90◦ (Paired t-test, t = 3.475, p = 0.013) and
i90◦ (t = 3.024, p = 0.023).

Discussion

The present study revealed that a leading sound could
produce an aftereffect to suppress an LFP elicited by a trailing
sound in the IC. Such an aftereffect lasted for up to a few
hundred milliseconds when the two sounds were co-localized at
the ear contralateral to the site of recording. The degree and
duration of suppression were reduced when a leading sound was
relocated to an ipsilateral azimuth. The suppressive aftereffect
was partially reduced by local application of GABAA and glycine
receptor antagonists.

Time course and directional dependence
of a sound-elicited suppressive
aftereffect

A sound-elicited suppressive aftereffect in the IC similar to
that revealed by the present study was reported by previous papers
(Park and Pollak, 1993; Covey et al., 1996; Finlayson and Adam,
1997; Litovsky and Yin, 1998a,b; Faure et al., 2003; Mei et al., 2006;
Nelson et al., 2009; Singheiser et al., 2012). Despite similarities,
quantitative differences existed among different studies in the time
course of suppression. The time course revealed by the present
study tended to be longer than those found by some other studies
(e.g., Park and Pollak, 1993; Covey et al., 1996).

Factors causing differences in the time course of suppression
likely include the type of acoustic field in which a sound is
presented and parameters of the sound. When a sound is presented
in a free field (e.g., the present study), both ears are stimulated
which leads to the activation of neurons in all structures that
provide inputs to the IC. These source structures include those
driven by the contralateral ear only and those driven by both ears
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FIGURE 5

Group results showing effects of spatial separation between a
leading and a trailing tone burst on the amplitudes and latencies of
local-field potentials (LFPs) elicited by the sounds. (A,B) Bar charts
based on responses to a leading and a trailing sound, respectively.
In both panels (A,B), the left and right panels show effects of spatial
separation on the normalized amplitude of response (NAR) and the
latency, respectively. An error bar indicates a standard error of the
mean. “*” and “**” indicate statistical significance (Tukey’s test) at the
level of 0.05 and 0.005, respectively.

(Cant, 2005; Schofield, 2005). When a sound is presented only to
the ear contralateral to the IC in a closed field (most previous
studies), it can also activate neurons in both types of structures.
However, activities of neurons in binaurally driven structures can
be different from those elicited by the sound presented in a free
field. Thus, inputs to the IC and responses of neurons in the
structure can be different under the two conditions. Previous results
have demonstrated that an ipsilaterally presented leading sound
can reduce the firing elicited by a contralaterally presented trailing
sound in some IC neurons (Zhang and Kelly, 2009). These results
support that a sound presented in a free acoustic field (e.g., the
present study) generates a stronger suppressive aftereffect than
when the sound is presented in a closed field to the contralateral
ear alone. Other factors causing differences between our and other
studies in the time course of suppression likely include acoustic
parameters such as the level (Faure et al., 2003; Nelson et al., 2009)
and the duration of a sound (Faure et al., 2003).

The time course of a suppressive aftereffect may also be
dependent on the type of neurophysiological signal that is used
to reflect the aftereffect. In the present study, LFPs generated by
a population of neurons rather than action potential discharges
generated by single neurons were registered. It is generally
believed that the generation of an LFP depends on current
dipoles produced nearby a recording electrode, which primarily
reflect postsynaptic potentials created by neurons (Mitzdorf, 1985;
Logothetis, 2003; Burkard et al., 2006; Goense and Logothetis,
2008). It is conceivable that a disparity exists between suppressive
aftereffects reflected by the amplitude of LFP and by the
strength of action potential firing, as differences exist between
neurophysiological processes underlying these signals. Differences
in morphological/ neurophysiological/ biophysical properties exist
among IC neurons. These differences may lead to dissimilarities
among the neurons when they generate current dipoles. The

contribution of dipoles generated by different neurons to an LFP
is dependent on the spatial relationship between the neurons and
a recording electrode. These factors along with variations in the
site of recording across different animals can lead to differences
among the animals in the waveform of LFP and consequently in
the suppressive aftereffect reflected by the electric potential.

Among the major findings of the present study was the
directional dependence of the suppressive aftereffect generated by a
sound. Such an effect was the strongest when a sound was presented
at the ear contralateral to the IC (Figures 4–6). This result agrees
with findings from previous studies showing that in most individual
IC neurons a sound produced the strongest suppressive aftereffect
when it was presented at locations where it could elicit the strongest
excitatory responses over its duration (Litovsky, 1998; Litovsky and
Yin, 1998a,b). For most IC neurons, these locations were at or near
c90◦ (Litovsky and Yin, 1998b; Kuwada et al., 2011; Chot et al.,
2019, 2020). Such space tuning explains results from the present
study showing that a sound elicited the largest LFP as well as the
strongest suppressive aftereffect when it was presented at c90◦.

The peak latency of an LFP elicited by a trailing sound was
not substantially affected by the temporal and spatial relationship
between a leading and a trailing sound. This might be because
the latency was primarily dependent on the excitatory inputs
that drove the LFP response (e.g., those from the contralateral
cochlear nucleus) (Cant, 2005). Latencies of such inputs may not
be substantially affected by a leading sound.

Mechanisms responsible for the
sound-elicited suppressive aftereffect in
the IC

Local application of Gabazine or strychnine reduced the
suppressive aftereffect produced by a leading sound (Figures 7–
10). During application of Gabazine, a reduction was observed only
when the sound was presented at the contralateral ear. During
application of strychnine, the reduction appeared to be stronger
when the sound was at the contralateral than at the ipsilateral ear.
Thus, both local GABA- and glycinergic inhibition contributed to
the suppressive aftereffect produced by a sound in the IC in a
direction-dependent manner.

GABAergic innervations received by the IC include those from
the ipsilateral SPN, which is driven by excitatory inputs from
the contralateral cochlear nucleus (Schofield, 1995; Kulesza and
Berrebi, 2000; Saldaña et al., 2009; Felix et al., 2017). This pathway
along with offset patterns of firing displayed by SPN neurons allows
the stimulation of the contralateral ear to produce a suppressive
aftereffect on IC neurons (Kulesza et al., 2003; Kadner and Berrebi,
2008; Gai, 2016; Salimi et al., 2017). Our results obtained during
application of Gabazine (Figures 7, 8) agree with these facts.
Structures providing GABAergic inputs to the IC also include the
ipsilateral DNLL and VNLL as well as the contralateral DNLL
(Vater et al., 1992; González-Hernández et al., 1996; Zhang et al.,
1998). Each of these source structures is driven by the ear on
its opposite side (Markovitz and Pollak, 1994; Wu, 1999; Batra
and Fitzpatrick, 2002; Zhang and Kelly, 2006). Additionally, the
DNLL is inhibited by stimulation of the ear on its same side
(Markovitz and Pollak, 1994). The lack of effect of Gabazine on
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FIGURE 6

Difference between suppressive aftereffects produced by a leading tone burst presented at c90◦ and i90◦. (A) Results from an example rat showing
normalized amplitude of response (NAR)-inter-stimulus interval (ISI) (left panel) and latency-ISI (right panel) relationships for the response to a
trailing sound obtained when the leading sound was at c90◦ and i90◦, respectively. In the left panel, two arrows point toward the ISI0.7 values
obtained when the leading sound was at the two azimuths. The characteristic frequency (CF) of the recording site (hence the frequency of the
trailing sound) was 13.0 kHz. The frequency of the leading sound was 13.458 kHz. (B) Results from the entire group of 18 rats comparing effects
generated by a leading sound at c90◦ and i90◦. (B1) Top and bottom panels show effects of a leading sound on the NAR and latency of the response
to a trailing sound, respectively. A post-hoc t-test (see text for the result from a two-way ANOVA test) indicates that the difference in the suppressive
effect was significant at all ISIs between 12 and 72 ms (p = 0.004 at 12 ms; p < 0.001 at 16 ms; p < 0.001 at 24 ms; p = 0.001 at 40 ms; p = 0.020 at
72 ms). Before responses to a leading-trailing sound pair were recorded at each angle of separation (c90◦ and i90◦), the response to a trailing sound
presented alone was recorded. Latencies of responses elicited by a trailing sound under these conditions are shown on the right side of the bottom
panel. (B2) Bar chart comparing ISI0.7 values obtained when the leading sound was at c90◦ and i90◦. An error bar indicates a standard error of the
mean. “*” and “**” indicate statistical significance at the level of 0.05 and 0.005, respectively.

the aftereffect produced by a sound presented at the ear ipsilateral
to the IC (Figures 7, 8) suggests that GABAergic inputs from the
contralateral DNLL were not heavily involved in generating the
aftereffect. It is likely that GABAergic inputs from the ipsilateral
DNLL and VNLL were also not greatly involved, as synaptic
responses elicited by these inputs presumably have similar time
courses as those elicited by inputs from the contralateral DNLL. In
contrast to the SPN, the DNLL and VNLL lack neurons with offset
firing which might have prevented them from contributing to a
long-lasting suppressive aftereffect in the IC. Our results regarding
the function of the DNLL in generating a suppressive aftereffect
seem to be in contrast with findings obtained from the Mexican
free-tailed bat (Burger and Pollak, 2001) and the Mongolian gerbil
(Pecka et al., 2007). These findings suggest that inputs from the
DNLL can suppress responses in the IC for tens of milliseconds.

Further studies have yet to be conducted to find factors that cause
such a contrast.

Major glycinergic inputs to the IC are from the ipsilateral
LSO and VNLL (Saint Marie et al., 1989; Yavuzoglu et al., 2011).
Neurons in the LSO are excited by stimulation of the ear on the
same side of the neurons while neurons in the VNLL are excited
by stimulation of the ear on the opposite side (Park et al., 2004;
Zhang and Kelly, 2006). Neurons in the LSO are inhibited by
stimulation of the ear on the opposite side. Thus, glycinergic inputs
to the IC can be activated regardless of the direction of a sound.
Existing results from brain slice studies indicate that inhibitory
postsynaptic potentials mediated by glycine receptors in the IC
do not last longer than potentials mediated by GABAA receptors
(Moore and Trussell, 2017). If these synaptic events contributed to a
suppressive effect by directly counteracting excitatory postsynaptic
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FIGURE 7

Results from an example rat showing that gabazine enhanced local-field potentials (LFPs) elicited by a leading and a trailing sound and reduced the
suppressive aftereffect produced by a leading sound. (A) The effect of gabazine on waveforms of LFPs elicited by a leading (indicated by a filled
upward arrowhead) and a trailing sound (indicated by an open upward arrowhead) in a pair (ISI = 24 ms). Results were obtained when the leading
sound was presented at c90◦ (top panel) and i90◦ (bottom panel), respectively. (B) The effect of gabazine on the waveform of an LFP elicited by the
trailing sound presented alone at c90◦. (C) The effect of gabazine on the normalized amplitude of response (NAR)-ISI relationship obtained when
the leading sound was at c90◦ (left panel) and i90◦ (right panel), respectively. The horizontal dash-and-dotted line indicates the value of NAR at 0.7.
The characteristic frequency (CF) of the recording site (hence the frequency of the trailing sound) was 12.0 kHz. The frequency of the leading sound
was 11.501 kHz.

FIGURE 8

Group results showing that gabazine partially reduced the suppressive aftereffect produced by a leading sound. (A) Bar charts showing effects of
gabazine on the normalized amplitude of response (NAR)-inter-stimulus interval (ISI) relationship. Results were obtained when a leading sound was
presented at c90◦ (left panel) and i90◦ (right panel). The location of the leading sound is shown in the top left corner of each plot. (B) A bar chart
showing the effect of gabazine on the ISI0.7 obtained at c90◦ and i90◦. An error bar indicates a standard error of the mean. “*” indicates statistical
significance at the level of 0.1.
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FIGURE 9

Results from an example rat showing that strychnine enhanced local-field potentials (LFPs) elicited by leading and trailing sounds and reduced the
suppressive aftereffect produced by a leading sound. (A) The effect of strychnine on waveforms of LFPs elicited by a leading (indicated by a filled
upward arrowhead) and a trailing sound (indicated by an open upward arrowhead) in a pair (ISI = 24 ms). Results were obtained when the leading
sound was presented at c90◦ (top panel) and i90◦ (bottom panel), respectively. (B) The effect of strychnine on the waveform of an LFP elicited by the
trailing sound presented alone at c90◦. (C) The effect of strychnine on the normalized amplitude of response (NAR)-inter-stimulus interval (ISI)
relationship obtained when the leading sound was at c90◦ (left panel) and i90◦ (right panel), respectively. The horizontal dash-and-dotted line
indicates the value of NAR at 0.7. The characteristic frequency (CF) of the recording site (hence the frequency of the trailing sound) was 13.0 kHz.
The frequency of the leading sound was 13.458 kHz.

FIGURE 10

Group results showing that strychnine reduced the suppressive aftereffect produced by a leading sound at some inter-stimulus intervals (ISIs).
(A) Bar charts showing the effect of glycine on the normalized amplitude of response (NAR)-ISI relationship. Results were obtained when a leading
sound was presented at c90◦ (left panel) and i90◦ (right panel). (B) A bar chart showing the effect of glycine on the ISI0.7 obtained at c90◦ and i90◦.
A post-hoc t-test (see text for the result from a two-way ANOVA test) indicates that strychnine significantly changed the NAR values at ISIs at 16 ms
(p = 0.007), 24 ms (p < 0.001), 40 ms (p < 0.001), 72 ms (p = 0.023), 136 ms (p = 0.039), and 264 ms (p = 0.030) when a leading sound was at c90◦.
The drug significantly changed the NAR values at ISIs at 24 ms (p = 0.005) and 40 ms (p = 0.018) when a leading sound was at i90◦. An error bar
indicates a standard error of the mean. “*” indicates statistical significance at the level of 0.05, while “**” indicates statistical significance at the level
of 0.005.
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events, the effect would not last long and the time course of
suppression observed in the present study would not have been
affected by block of glycine receptors. Thus, the effect of strychnine
observed in the present study (Figures 9, 10) likely suggests that
complex (e.g., reverberating) local circuits that were influenced by
glycinergic inputs might have been involved in the generation of
the suppressive aftereffect.

The effect of a pharmacological agent on an LFP is dependent
on both the area over which the agent spreads and the area
within which neurons contribute to the LFP. Currently, there are
no effective methods that can be used to evaluate the sizes of
these areas. Some existing results from the IC suggest that a drug
released microiontophoretically can reach neurons that are a few
hundred micrometers away (Burger and Pollak, 1998). Thus, in
the present study a pharmacological agent likely affected at least
a large percentage (if not all) of the neurons that contributed
to an LFP. This likelihood is supported by our results showing
that amplitudes of LFPs elicited by leading and trailing sounds
were both substantially increased by a drug no matter whether
these sounds were presented alone or in a pair (Figures 7, 9).
Despite large effects of Gabazine and strychnine on amplitudes
of LFPs elicited by leading and trailing sounds, the drugs only
mildly changed the suppressive effect caused by a leading sound
(Figures 7–10). This result tended to suggest that mechanisms
other than local inhibition had contributed to the aftereffect.

Previous findings indicate that a sound can produce suppressive
aftereffects in lower auditory brain structures including the 8th
nerve fibers and brainstem nuclei (Harris and Dallos, 1979;
Kaltenbach et al., 1993; Finlayson and Adam, 1997). Such effects
can be inherited by neurons in the IC through ascending pathways.
Local mechanisms such as adaptation of excitatory response
can also lead to a sound-elicited suppressive aftereffect in the
IC (Singheiser et al., 2012). The contribution of adaptation is
supported by the fact that for most IC neurons a sound produced
the strongest suppressive aftereffect when the sound was presented
at a location where it could elicit the strongest excitatory responses
over its duration (Litovsky, 1998; Litovsky and Yin, 1998a,b). For
most neurons in the structure, relocating a sound from c90◦ to
i90◦ reduces the firing of these neurons (Chot et al., 2019, 2020).
This could have lowered the degree of adaptation caused by the
sound and reduced the degree of suppression of the response to a
subsequent sound in the present study.

Sound-elicited suppressive aftereffect in
the IC and auditory functions

Previous studies based on activities of individual neurons
have suggested that a sound-elicited suppressive aftereffect in
the IC is involved in generating hearing phenomena such as
forward masking (Finlayson, 1999; Faure et al., 2003; Furukawa
et al., 2005; Nelson et al., 2009) and the precedence effect
(Litovsky and Yin, 1998a,b; Litovsky and Delgutte, 2002; Tollin
et al., 2004). Results from the present study based on activities
of neural ensembles further support such involvement. One
strong piece of evidence is the resemblance between the time
course of suppression revealed by our study and those revealed
by previous studies. The reduction of suppression caused by

the relocation of a leading sound from the contralateral to
the ipsilateral ear indicates that the IC is also involved in
generating phenomena such as spatial release from masking.
LFPs recorded in the present study did not provide information
about action potential discharges in individual neurons and the
threshold for eliciting these discharges. However, they provided
important information related to excitatory/inhibitory interactions
that underlay a suppressive aftereffect. The effect of local
blockage of GABAA and glycine receptors on the suppressive
effect indicates that local inhibitory neurotransmission contributes
to the suppressive aftereffect displayed by neural responses in
the IC. It implies that such neurotransmission contributes to
behavioral/psychoacoustic phenomena of forward masking and the
precedence effect.

A sound-elicited suppressive aftereffect may also contribute to
other aspects of spatial hearing. To understand how the detection
of a recurring sound is affected by another independently recurring
sound, we previously used two tone bursts to create a train of
stimuli with a random order (Chot et al., 2019, 2020). Stimuli in
the train were presented at a constant rate (250 ms per stimulus).
Such a train could be used to mimic a “novel sound” (10%
probability) interleaved with a “standard sound” (90% probability)
(Chot et al., 2020). It was found that the detection of a “novel
sound” by IC neurons was suppressed by a colocalized “standard
sound” and the suppression was released when the two sounds
were spatially separated. Results from the present study suggest that
the suppression caused by a “standard sound” could be attributed
to the aftereffect produced by the sound. Each presentation of a
“novel sound” in a train had a high probability to be preceded by
multiple presentations of a “standard sound.” A relatively short
inter-stimulus interval (250 ms) enabled aftereffects produced by
multiple presentations of the “standard sound” to be temporally
summated to generate a large effect to suppress the response to
a presentation of “novel sound” that followed. The suppressive
aftereffects could be reduced when the “standard sound” was
relocated from c90◦ to i90◦. Such a change could reduce the
suppression of the responses to a “novel sound” and lead to a
separation-dependent enhancement in the neural detection of the
sound.

In general, a sound-elicited suppressive aftereffect on neural
responses in the IC is important for hearing in a natural acoustic
environment in which qualitatively different sounds occurs at
different time and locations. Local neural mechanisms including
excitatory/inhibitory interactions contribute to the generation of
such an aftereffect.
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