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Editorial on the Research Topic
Nonlinear dynamics and complex patterns in the human musculoskeletal
system and movement

The human body consists of interacting systems, such as musculoskeletal, nervous, and
cardiovascular systems, that work together to perform complex body functions and movements
(Shiogai et al., 2010; Stergiou and Decker, 2011). In the past decades, researchers have focused on
the study of individual systems using biomechanical approaches to better understand the
structure and function of the human system and how pathological diseases affect the human
musculoskeletal system function and movement (Jan et al., 2013; Liao and Jan, 2017; Liau et al.,
2019). Although the concepts of non-linear dynamics and complex patterns have been
recognized as emerging methods to better understand the human musculoskeletal system
and movement, the non-linear dynamics and complex patterns of human musculoskeletal
system andmovement remain largely unexplored (Shiogai et al., 2010; Stergiou andDecker, 2011;
Orter et al., 2019). This Research Topic aims to highlight novel applications of non-linear
dynamic and complexity methods to understand the human musculoskeletal system and its
interactive systems (e.g., nervous, cardiovascular, and integumentary systems) and movement in
healthy and pathological populations.

Concepts of non-linear dynamics and complex interactions in the human
musculoskeletal system and movement refer to variability, adaptability, and pattern
formation. Wang et al. investigated the interaction between changes in muscle activation
and cortical network dynamics during isometric elbow contraction using surface
electromyography (sEMG) and functional near-infrared spectroscopy (fNIRS). Fuzzy
approximate entropy was used to evaluate signal complexity in various motor tasks.
Their results demonstrated that connectivity between brain regions assessed through
fNIRS in motor tasks on the dominant side was significantly higher and that there was a
significant positive correlation between entropy and hemodynamic values in the
contralateral brain regions in both dominant and non-dominant sides. These findings
provide evidence of the interaction between the brain and the musculoskeletal system.

OPEN ACCESS

EDITED AND REVIEWED BY

Markus O. Heller,
University of Southampton,
United Kingdom

*CORRESPONDENCE

Yih-Kuen Jan,
yjan@illinois.edu

RECEIVED 16 November 2023
ACCEPTED 08 December 2023
PUBLISHED 14 December 2023

CITATION

Jan Y-K, Lin C-F, Liao F and Singh NB
(2023), Editorial: Nonlinear dynamics and
complex patterns in the human
musculoskeletal system and movement.
Front. Bioeng. Biotechnol. 11:1339376.
doi: 10.3389/fbioe.2023.1339376

COPYRIGHT

© 2023 Jan, Lin, Liao and Singh. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Bioengineering and Biotechnology frontiersin.org01

TYPE Editorial
PUBLISHED 14 December 2023
DOI 10.3389/fbioe.2023.1339376

5

https://www.frontiersin.org/articles/10.3389/fbioe.2023.1339376/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1339376/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1339376/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1339376/full
https://www.frontiersin.org/researchtopic/33991
https://www.frontiersin.org/researchtopic/33991
https://www.frontiersin.org/articles/10.3389/fbioe.2022.967411/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fbioe.2023.1339376&domain=pdf&date_stamp=2023-12-14
mailto:yjan@illinois.edu
mailto:yjan@illinois.edu
https://doi.org/10.3389/fbioe.2023.1339376
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://doi.org/10.3389/fbioe.2023.1339376


Wolff et al. explored the effects of age, body dimension, and
handgrip strength on the plantar pressure trajectory. Their results
indicate that age, body weight, body height, and body mass index
can explain up to 46% of the variability in plantar pressure
trajectories. They conclude that age and body dimension should
be used to adjust plantar pressure data. Burdack et al. intended to
detect cross-movement commonalities of individual walking,
running, and handwriting patterns using data augmentation.
They used the conditional cycle-consistent generative adversarial
network (CycleGAN). The model was trained by data obtained from
17 healthy adults and was then used to artificially generate other
movement data. The classification F1-score ranged from 46.8% for
handwriting data and 98.9% for walking data. Their model supports
the existence of inter-individual differences while performing
various activities, with handwriting being more personalized than
walking or running.

In this Research Topic, studies explored the interactions
between components of the musculoskeletal system and their
effect on movement performance. Bai et al. explored the use of
non-negative matrix factorization (NNMF) to extract
mechanical characteristics of foot functional units during
walking and running. Their results demonstrate that walking
and running can be decomposed into two foot functional units,
namely, buffering and push-off. The forefoot occupies a certain
weight in both buffering and push-off functions indicating that
there may be a complex foot function transformation
mechanism in the transverse arch of the foot. Their study
suggests that NNMF is feasible for analyzing foot mechanical
characteristics. Moon et al. used a musculoskeletal modeling
approach to investigate the effect of an increase in sprinting
velocity on the load of the anterior cruciate ligament and knee
joint. Their results indicate that factors such as knee joint shear
force, extended landing posture with increasing sprinting
velocity, internal rotation moment, and femoral muscle
activity imbalance influence the increase of anterior cruciate
ligament load during a sidestep cutting maneuver. He et al. used
a musculoskeletal modeling approach to investigate the
differences in lumbar and pelvis movements between cross-
court and long-line topspin forehand strokes in table tennis.
They found that the lumbar and pelvis embody greater weight
transfer and greater energy production mechanisms in cross-
court compared to long-line topspin forehand. Xi et al.
intended to address soft tissue artifacts when quantifying the
motion of the spine using optical motion capture with
retroreflective markers. They found that anatomical
direction, marker location, and anatomical segment depend
on soft tissue artifacts. These findings could help develop
location- and direction-specific weighting factors for use in
global optimization algorithms aimed at minimizing the effects
of soft tissue artifacts on the calculation of lumbar joint
kinematics.

Because human systems are complex, the use of linear and
non-complex methods might not allow a comprehensive
understanding of how pathological diseases, as well as aging
and growth, affect the performance of the human
musculoskeletal system and movement. In this Research
Topic, finite element modeling has been used to quantify these
interactions. Wang et al. evaluated the effectiveness of an

innovative hourglass-shaped graft versus a traditional
columnar graft for restoring joint stability and avoiding notch
impingement following anterior cruciate ligament
reconstruction. Using finite element modeling, the authors
found that with a knee flexion angle of 30°, an hourglass-
shaped graft was better able to restore joint stability compared
to columnar grafts. Another finite element simulation was
conducted by Wan et al. to investigate the cause of
polyethylene liner dissociation after reverse shoulder
arthroplasty. Their results demonstrate that humeral
adduction impingement could lead to the deformation of the
claw-shaped liner fixation structure, which might be one of the
reasons for the linear dissociation, and the increased stiffness of
the liner material helps to reduce the deformation of the fixation
structure. Hsieh et al. proposed a non-articulating, additively
manufactured hybrid total disc replacement (TDR) with an ultra-
high molecular weight polyethylene core and polycarbonate
urethane fiber jacket to mimic the motion of normal discs. A
finite element study was conducted to optimize the lattice
structure and assess the biomechanical performance of the
proposed TDR. Their finding suggests the feasibility of
implanting an additively manufactured multi-material artificial
disc that allows for better physiological motion than the current
ball-and-socket design. Wei et al. investigated the mechanical
properties of tibial plateau fractures after internal fixation and
bone using a finite element model. Their results indicate that the
internal fixation system tolerates some of the body’s typical
actions and may sustain all or part of the weight early in the
postoperative period.

This Research Topic also highlights novel applications of non-
linear dynamic and complexity methods in assessing the
musculoskeletal system and movement in various
pathophysiological conditions. Xv et al. used the common
chimpanzee to elucidate the evolution mechanisms of hominin
bipedality by exploring the effect of skeletal architecture and
muscle properties on bipedal standing. The authors proposed a
musculoskeletal model with themechanical relationships of the Hill-
type muscle-tendon units. Their finding bridges the gap between
skeletal architecture, along with muscle properties, and the
biomechanical performance of the common chimpanzee during
bipedal standing, which advances the understanding of bipedal
evolution in humans. Luis et al. compared estimated muscle
excitation and muscle fiber lengths among model selection, and
performance criteria to solve muscle redundancy and approaches for
scaling muscle-tendon properties at various walking speeds. They
found that there were discrepancies in estimating fiber lengths and
muscle excitations among the models and no single model
combination estimated the most accurate muscle excitations for
all muscles.

It is evident from the articles in this Research Topic that non-
linear and complex properties and their interactions exist in the
human movement and musculoskeletal system. The Research Topic
of articles available within this Research Topic provides the
foundation for further communication between clinical and non-
linear dynamics and complexity researchers to advance our
understanding of complex human musculoskeletal systems and
related systems and movement for making better clinical
decisions on assessments and treatments. Our Research Topic
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provides novel insights into the effects of various pathophysiological
mechanisms, aging, and growth as well as rehabilitative
interventions on the musculoskeletal system and movement, and
thereby opens up new avenues for improved diagnosis and
treatment of conditions of the musculoskeletal system.
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Lumbar segment-dependent soft
tissue artifacts of skin markers
during in vivo weight-bearing
forward–Backward bending

Xin Xi1,2†, Zhi Ling3†, CongWang3, Chunya Gu4, Xuqiang Zhan1,2,
Haixin Yu5, Siqi Lu1,2, Tsung-Yuan Tsai3,6*, Yan Yu1,2* and
Liming Cheng1,2

1Department of Spine Surgery, Tongji Hospital, School of Medicine, Tongji University, Shanghai, China,
2Key Laboratory of Spine and Spinal Cord Injury Repair and Regeneration, Ministry of Education,
Department of Spine Surgery, Tongji Hospital, School of Medicine, Tongji University, Shanghai, China,
3School of Biomedical Engineering, Shanghai Jiao Tong University, Shanghai, China, 4Department of
Spinal Rehabilitation, Tongji Hospital, School of Medicine, Tongji University, Shanghai, China,
5Department of Orthopedic Surgery, YangpuHospital, School ofMedicine, Tongji University, Shanghai,
China, 6TAOiMAGE Medical Technologies Corporation, Shanghai, China

Traditional optical motion capture (OMC) with retroreflective markers is

commonly used to measure joint kinematics but was also reported with

unavoidable soft tissue artifacts (STAs) when quantifying the motion of the

spine. Additionally, the patterns of the STA on the lumbar spine remain unclear.

This study aimed to 1) quantify the in vivo STAs of the human lower back in

three-dimensional directions during weight-bearing forward–backward

bending and 2) determine the effects of the STAs on the calculated flexion

angles between the upper and lower lumbar spines and adjacent vertebrae by

comparing the skin marker (SM)- and virtual bone marker (VM)-based

measurements. Six healthy volunteers were imaged using a biplanar

radiographic system, and thirteen skin markers were mounted on every

volunteer’s lower back while performing weight-bearing forward–backward

bending. The STAs in the anterior/posterior (AP), medial/lateral (ML), and

proximal/distal (PD) directions were investigated. The flexion angles between

the upper and lower lumbar segments and adjacent intervertebral segments

(L2–L5) throughout the cycle were calculated. For all the participants, STAs

continuously increased in the AP direction and exhibited a reciprocal trend in

the PD direction. During flexion, the STA at the lower lumbar region (L4–L5:

13.5 ± 6.5 mm) was significantly higher than that at the upper lumbar (L1–L3:

4.0 ± 1.5 mm) in the PD direction (p < 0.01). During extension, the lower lumbar

(L4–L5: 2.7 ± 0.7 mm) exhibited significantly less STAs than that exhibited by the

upper lumbar region (L1–L3: 6.1 ± 3.3 mm) (p < 0.05). The STA at the spinous

process was significantly lower than that on both sides in the AP direction (p <
0.05). The present results on STAs, based on dual fluoroscopicmeasurements in

healthy adult subjects, presented an anatomical direction, marker location, and

anatomic segment dependency, which might help describe and quantify STAs

for the lumbar spine kinematics and thus help develop location- and direction-

specific weighting factors for use in global optimization algorithms aimed at
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minimizing the effects of STAs on the calculation of lumbar joint kinematics in

the future.

KEYWORDS

lumbar spine, forward–backward bending, in vivo kinematics, soft tissue artifacts, dual
fluoroscopy

1 Introduction

Low back pain (LBP) is one of the most common

musculoskeletal disorders and a leading cause of disability,

globally creating a substantial personal, community, and

financial burden (Airaksinen et al., 2006; Delitto et al., 2012;

Itz et al., 2013; Maher et al., 2017). Approximately 85%–95% of

LBP cases have no identifiable cause or pathology and are,

therefore, classified as non-specific LBP (NS-LBP). Hoy et al.

(2012), Maher et al. (2017), and Wallbott (1989) characterized

the way patients with NS-LBP perform daily activities and

defined movement quality (MQ) as “the way in which human

movement is executed with respect to the dimensions of time and

space.” Observation, analysis, and the influence of whole-body

movements on the MQ are the key elements of LBP management

(Laird et al., 2012; Hodges et al., 2013).

The common final manifestation of LBP is a change in spine

kinematics (Liguori and ACSM, 2021). Accurately quantifying

three-dimensional (3D) joint kinematics during in vivo lumbar

motion is essential for a detailed understanding of joint function,

investigating pathologies, and assessing the success of therapies

(Aiyangar et al., 2014). 3D motion analysis, such as optical

motion capture (OMC), using skin markers is the most

common method for measuring spine joint kinematics in vivo

(Wang et al., 2016; Huang et al., 2021). Unfortunately, when

skin-marker trajectories are used in human motion analysis, the

skin-mounted markers move over the underlying bone,

generating the so-called soft tissue artifact (STA), which

makes the estimation of the instantaneous skeletal pose

difficult (Leardini et al., 2005). Motions of soft tissue covering

the spine may cause large errors (Mo¨rl and Blickhan, 2006). STA

represents one of the main limitations in obtaining accurate and

reliable skeletal kinematics from motion capture (Cereatti et al.,

2017).

Many previous studies have demonstrated that the extent of

STAs, caused by a combination of skin stretching and sliding,

muscle contraction, gravity, and inertia, is unique to each specific

body segment (Akbarshahi et al., 2010), the physical

characteristics of individuals (Holden et al., 1997), marker

locations (Schwartz et al., 2004), and the nature of the

performed movement task (Fuller et al., 1997). Several studies

have validated the STAs of skin markers on different body

regions (Wang et al., 2016; Camomilla and Bonci, 2020;

Metcalf et al., 2020). However, validation studies for lumbar

spine segments are rare (Zemp et al., 2014, Mo¨rl and Blickhan,

2006). Moreover, most studies investigated lumbar STAs in a

seated upright position (Mo¨rl and Blickhan, 2006) or static

sitting position (Zemp et al., 2014), and a few have been validated

against global spinal shape.

It is also important to quantify the propagation of STAs to

estimate lumbar joint kinematics. Various studies have used

intrusive techniques to quantify STAs; for example, intra-

cortical pins (Fuller et al., 1997; Benoit et al., 2006; Dal Maso

et al., 2016), external fixators (Cappozzo et al., 1996), and

percutaneous skeletal trackers (Manal et al., 2000) have been

used to quantify joint motion in vivo. Unfortunately, these

devices restrict the movement of the participant and alter the

normal, unimpeded sliding of the soft tissues relative to the

underlying bone. Moreover, these techniques are invasive;

therefore, their use is limited. To overcome these problems,

non-invasive methods, such as magnetic resonance imaging

(MRI) (Sangeux et al., 2006; Zemp et al., 2014) and X-ray

fluoroscopy (Garling et al., 2007), have been used to quantify

joint motion in vivo. However, the methods proposed in these

studies have several limitations: 1) they capture several terminal

static poses in different directions rather than measuring a

continuous dynamic motion; 2) they use a skin marker set

and compare the measurements collected from 2D images to

quantify STAs at the lower back; and 3) they investigate only a

single motor task (Garling et al., 2007; Zemp et al., 2014). The

dual fluoroscopy imaging system (DFIS) has been recognized as

an accurate and validated in vivo evaluation technique for

determining vertebra translations and orientations with the

accuracy of 0.3 mm and 0.70° (Wang et al., 2008). Recent

studies have demonstrated that the motion tracking technique

based on dual fluoroscopic imaging is a reliable method for

determining intervertebral motion and adjacent segment

kinematics in various functional spine motions (Wawrose

et al., 2020; Zhou et al., 2020). Therefore, in this study, we

used a DFIS combined with a validated 3D-to-2D registration

technique (Wang et al., 2020; Zhou et al., 2021) to quantify in

vivo intervertebral and upper-lower lumbar segment kinematics

in asymptomatic subjects during forward–backward bending.

The present study aimed to describe patterns andmagnitudes

of STAs in vivo in three different directions on the full region of

the human lumbar spine during weight-bearing

forward–backward bending. Vertebral movement through the

cycle was measured using the DFIS. It also aimed to determine

the effects of STAs on the calculated flexion angles between the

upper and lower lumbar spine and adjacent intervertebral levels

for L2–L5 by comparing the skin marker (SM)- and virtual bone

marker (VM)-based measurements. We hypothesized that the in

Frontiers in Bioengineering and Biotechnology frontiersin.org02

Xi et al. 10.3389/fbioe.2022.960063

9

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2022.960063


vivo patterns of skin markers in the lumbar region would be

direction- and segment-dependent patterns and that STAs would

significantly affect the kinematic variables in human spinal

motion investigation.

2 Materials and methods

2.1 Participant preparation

The present study was conducted with the approval of the

institutional review board at Tongji Hospital, Shanghai, China

(Protocol Number: 2021-011-SK), and followed the guidelines

of the Helsinki Declaration (2013) (World Medical Association,

2013). The recruitment was conducted in the personal and

workplace environment of the investigators. Ten asymptomatic

adults without prior diagnosed spinal disorders were recruited.

All the participants provided written informed consent before

any personal or health-related data were collected. The

inclusion criteria were as follows: age between 18 and

75 years, ability to perform the required functional tasks, and

sufficient understanding of Chinese. Individuals were excluded

in the case of any history of LBP in the past 6 months; injuries or

operations on the spine, hip, knee, or ankle; and any

comorbidities or circumstances (e.g., pregnancy) that could

limit the forward–backward bending capabilities.

Additionally, yoga practitioners, dancers, gymnasts, and

those who had physical therapy within the last three months

were ineligible owing to potential bias toward bending

activities.

All the participants underwent a lumbar spine computed

tomography (CT) scan (United Imaging, uCT760, voltage

120 kV, resolution 512 × 512, layer spacing 1.0 mm) in a

supine, relaxed position. The CT images were imported into

the 3D visualization and modeling software, Amira 6.7 (Thermo

Fisher Scientific, Rockford, IL, United States), to reconstruct 3D

bone models of the lumbar spine. All images were processed

using Digital Imaging and Communications in Medicine

(DICOM) and bitmap file formats. Four participants were

excluded because of poor biplane image quality of the lumbar

spine due to abdominal obesity and difficulties in later

registration. Eventually, six pain-free female adults (age:

26.17 ± 3.55 years, body mass index (BMI): 19.76 ± 1.36 kg/

m2) were included in this study.

2.2 Experiment procedure

A trained physiotherapist (7 years of experience in motion

analysis) equipped all the participants through manual

palpation with the subject standing upright. Based on our

lumbar marker set (Gombatto et al., 2017; Papi et al., 2019),

13 custom reflective spherical markers (diameter: 14 mm)

with a lead core (diameter: 3 mm) were used. The central

marker was always positioned on the L1, L3, and L5 spinous

processes (Markers 1, 3, and 5), which were identified

following the palpation guidelines (Field and Hutchinson,

2012). Six lateral markers were placed 5 cm on either side

from the spinous process of the first (Markers L1 and R1),

third (Markers L3 and R3), and fifth (Markers L5 and R5)

lumbar vertebrae separately. Four markers were attached

2.5 cm to each side of the spinous process of the second

(Markers L2 and R2) and fourth (Markers L4 and R4)

lumbar vertebrae (Papi et al., 2019). The primary goal of

this marker set (Table1) was to constrain the lumbar segment

(L1–L5) so that the flexion angles between the upper and lower

lumbar spine and adjacent vertebrae could be obtained via

kinematic calculation (Figure 1).

Quasi-static dual-digital radiography (DR) images

(TAOiMAGE, Shanghai, China; image resolution 2804 ×

2804 pixels) were initially captured during a static standing

trial with the subject’s feet shoulder-width apart for two

seconds. Next, each participant performed weight-bearing

forward–backward bending from maximum extension to

approximately 45° of flexion (measured using a protractor)

to keep the participants within view of the system (Figure 2).

In order to reduce the overlapping of skin markers and various

internal bony structures in dual fluoroscopic lumbar spine

images and enhance the efficiency and accuracy of

registration and recognition, the participants stood in an

oblique position of 45°. Before the formal collection, we

pasted marked lines at different heights of the participants’

lower limbs, instructed the participants to place their palms in

front of their lower limbs, and moved down to the designated

marking line in an orderly manner. While reaching the

designated marked position, they were asked to cross their

hands behind their heads and keep still. Participants were

TABLE 1 Marker placement and abbreviations.

Abbreviations Marker placement description

L5 5.0 cm left lateral back on the fifth lumbar vertebrae

5 Spinous processes of the fifth lumbar process

R5 5.0 cm right lateral back on the fifth lumbar vertebrae

L4 2.5 cm left lateral back on the fourth lumbar vertebrae

R4 2.5 cm right lateral back on the fourth lumbar vertebrae

L3 5.0 cm left lateral back on the third lumbar vertebrae

3 Spinous processes of the third lumbar process

R3 5.0 cm right lateral back on the third lumbar vertebrae

L2 2.5 cm left lateral back on the second lumbar vertebrae

R2 2.5 cm right lateral back on the second lumbar vertebrae

L1 5.0 cm left lateral back on the first lumbar vertebrae

1 Spinous processes of the first lumbar process

R1 5.0 cm right lateral back on the first lumbar vertebrae
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trained to keep both knees straight throughout the process.

After the preparation above, anteroposterior and lateral

biplanar images of the lumbar vertebrae were recorded

synchronously at different bending angles. Participants

practiced the activities before the actual testing to get

familiar with the tasks. The testing was repeated if the

participants violated the task instructions, resulting in non-

valid trials. During the experiment, all the participants were

required to wear lead protective clothing in non-collection areas

to reduce unnecessary radiation. During testing, the participant

was exposed to approximately seven pairs of fluoroscopic

projections. The entire image collection process took around

10 min to complete. According to the product manual provided

by the manufacturer, the effective dose under our typical testing

conditions (78 Kv, 40 mA) is 0.16 mSv for each paired image of

the lumbar or less than 1.20 mSv per test, approximately 6% of

the average dose limit for occupational exposure in a year.

2.3 In vivo kinematics measurements

Two multi-segmental kinematic models of the lumbar spine

were used to derive lumbar spine kinematics based on virtual

bone and skin markers. At each vertebral level and lumbar

segment, anatomical coordinate systems were defined based

on the recommendations of the International Society of

Biomechanics (Wu et al., 2002).

1) At each vertebral level, the origin was in the middle of the

upper and lower endplates. The y-axis (proximal/distal, PD)

was defined as the line passing through the centers of the

upper and lower vertebral endplates. The z-axis (medial/

lateral, ML) was defined as the line parallel to a line

joining similar landmarks on the bases of the right and left

pedicles, pointing to the right. The x-axis (anterior/posterior,

AP) was perpendicular to the y- and z-axes and pointed

anteriorly.

2) The upper lumbar segment was defined by its origin at L3, a

vertical axis from the spinous process of L3 to L1 (PD, +y), an

AP axis (+x) orthogonal to the plane formed by the PD axis,

the line connecting the left and right transverse processes of

L3, and a horizontal axis (ML, +z) cross-product of AP and

PD axes. The lower lumbar segment was defined by its origin

at L5, a vertical axis from L5 to L3 (PD, +y), an AP axis

orthogonal to the plane formed by the PD axis, the line

connecting the left and right transverse processes of L5, and a

horizontal axis cross-product of the AP and PD axes

(Gombatto et al., 2017) [Figure 1A (a2)].

2.4 Data processing and analysis

The STA-free trajectories of the markers (i.e., “virtual bone

markers”) were derived from the kinematics of the bones. 2D DR

images and 3D models were imported into a registration

program (MATLAB, R2018a MathWorks, Natick, MA,

United States). The 3D positions of each lumbar vertebra and

marker were adjusted until they matched the corresponding

outlines on the DR images. The 3D positions of the skin

markers relative to the underlying vertebra in each frame were

defined. This technique was validated by the roentgen

stereophotogrammetric analysis technique as the gold

FIGURE 1
(A) Schematic of marker placement and spine anatomical frames of reference (a1); joint coordinate system axes of rotation for the upper and
lower lumbar segment considered (a2), (B) lumbar DR image (b1) and retroreflective marker schematic (b2).
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standard for achieving submillimeter accuracy in our preliminary

study (Li et al., 2009). Bone landmark positions from CT

measurements were transformed into the biplanar DR

coordinate system and combined with a skin marker to

determine the flexion angles of the upper lumbar relative to

the lower lumbar segment. In order to evaluate the higher

derivatives of the motion parameter based on the two systems,

flexion angles between the adjacent lumbar vertebra (L2–L3,

L3–L4, and L4–L5) were also examined. Lumbar joint angles

were calculated using the relevant segment poses following a

z-x-y cardanic rotation sequence (Robertson et al., 2004; Lees

et al., 2010), which corresponded to flexion+/extension−, right

bend+/left bend−, and right twist+/left twist−. The effects of

STAs on lumbar kinematics were quantified throughout the

motion using the differences between the SM-determined and

VM-determined kinematics.

Each local coordinate system was located at the center of

gravity of the respective vertebral bodies. The global coordinates

of the markers were converted into the corresponding local

vertebral coordinate system. STA was calculated by

subtracting the displacement of the skin marker under the

coordinate system of each vertebra from the corresponding

marker in the static standing position. The overall flexion

angle of the lumbar spine was described as the angle between

the fitting line through the center of all vertebrae in each frame

and the static standing position. The STA at each tested flexion

angle of each subject was normalized to one bending cycle, from

full extension (0% of normalized cycle) to maximal flexion (100%

of normalized cycle), through data interpolation. The flexion

angle ranged from −15° to 45° with an interval of 7.5°. The mean

values and range of the STAs in the AP, ML, and PD directions

among all the participants were investigated. The mean STAs at

the lower lumbar (Markers R5, 5, L5, R4, and L4) and upper

lumbar regions (Markers L3, 3, R3, L2, R2, L1, 1, and R1) among

all the participants during extension and flexion were calculated.

Meanwhile, the STAs at the spinous processes (Markers 1, 3, and

5) and both sides (Markers L1, R1, L2, R2, L3, R3, L4, R4, L5, and

R5) were calculated.

2.5 Statistical analysis

Continuous variables are presented as means and standard

errors. Normal distribution was verified using the Shapiro Wilk

test and Q-Q-plot inspection for discrete parameters. A paired

t-test with a significance level of 0.05 was used to compare 1) the

STAs at the lower and upper lumbar regions, 2) the STAs at the

spinous processes and both sides, and 3) the SM- and VM-

determined flexion angles among all the participants at each

tested frame. The correlation between the flexion angles based on

the two measurements throughout the entire cycle was estimated

using the Spearman correlation coefficient.

3 Results

3.1 Lumbar soft tissue artifact patterns and
magnitudes in three directions during
forward–backward bending

3.1.1 Anterior–posterior direction
The quantitative plots of STAs during the bending cycle

demonstrated that the amount of movement of skin markers

relative to the underlying bi-planar DR-measured bone STAs at

each lumbar level showed a similar increasing trend from full

extension to flexion in the AP direction (Figure 3). All the

markers were anteriorly shifted during the entire cycle. The

smallest STA through the bending cycle occurred at marker

FIGURE 2
Experimental setup of the dual fluoroscopic system for capturing lumbar spine and marker positions in vivo; virtual reproduction of the dual
fluoroscopic system and vertebral positions.
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spinous processes of L1, ranging from −2.3 ± 3.3 mm at full

extension to 4.7 ± 1.9 mm at maximal flexion. The largest STAs

occurred at the marker right side of the spinous process of L3,

ranging from −6.9 ± 4.2 mm to 17.8 ± 5.9 mm (Table 2).

3.1.2 Proximal–distal direction
In the PD direction, the STA exhibited an approximately

reciprocal pattern during the lumbar extension and flexion

(Figure 3). The STA underwent a sharp increase during

FIGURE 3
STA of the thirteen skin markers from L1 to L5 level during the bending cycle (0%, 25%, and 100% represent extension, neutral, and flexion,
respectively). The solid line represents themean STA for all the subjects, and the shaded-area error bands represent the standard deviation of the STA.
The vertical dotted line represents the neutral position.
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flexion at the L5 level (Markers L5, 5, and R5 shifted 16.3 ±

5.2 mm, 14.8 ± 3.8 mm, and 19.1 ± 5.2 mm proximal from the

static position to maximal flexion, respectively), followed by the

L4 level (Markers L4 and R4 shifted 9.5 ± 4.3 mm and 8.0 ±

6.5 mm proximal from the static position to maximal flexion,

respectively), and slightly increased at the L1-L3 level (maximal

STA < 6.5 mm). At the extension phase, the STA in the PD

direction slightly decreased at the L3–L5 level (maximal STA <
4.9 mm), and the greatest decrease occurred at the L1 level

(Markers L1, 1, and R1 shifted 11.4 ± 5.6 mm, 8.9 ± 4.0 mm,

and 8.9 ± 6.0 mm distal from full extension to the static position,

respectively), followed by L2 (Markers L2 and R2 shifted 5.5 ±

4.1 mm and 4.5 ± 3.5 mm distal from full extension to the static

position, respectively) (Table 2). The positions of the markers did

not move either to the right or left during the bending motion.

3.1.3 Medial–lateral direction
Throughout the bending cycle, the changing trend of the STA in

theMLdirectionwas stable relative to theAP and PD. In the extension

phase, the largest STAoccurred atMarkerR1 (−3.3± 5.5 mm), and the

smallest STA occurred at Marker R3 (−0.3 ± 2.1 mm). During flexion,

the smallest STA occurred at Marker R4 (0.1 ± 2.9 mm), and the

largest STA occurred at Marker L1 (−4.0 ± 5.3 mm) (Table 2).

In conclusion, as the gross spinal angle increased, the STA

became prominent in the AP and PD directions. Specifically, the

skin markers moved from posterior to anterior with respect to

the underlying vertebra through the bending cycle in AP,

whereas, in the PD direction, it shifted from proximal to

distal during extension and from distal to proximal during

flexion (Figure 3).

3.2 Quantification and characteristics of
lumbar soft tissue artifact in upper and
lower lumbar regions during
forward–backward bending

The results showed that the range of STAs during flexion was

13.0 ± 3.4, 7.7 ± 5.6, and −0.8 ± 1.8 mm in the AP, PD, and ML

directions, respectively, and −5.2 ± 2.0, 4.8 ± 3.1, and −0.7 ±

2.0 mm in the AP, PD, ML directions, respectively, during

extension. During flexion, the STA at the lower lumbar (L4,

L5: 13.5 ± 6.5 mm) was significantly higher than that at the upper

lumbar regions (L1–L3: 4.0 ± 1.5 mm) in the PD direction (p <
0.01). During extension, the STA at the lower lumbar (L4–L5:

2.7 ± 0.7 mm) was significantly less than that at the upper lumbar

region (L1–L3: 6.1 ± 3.3 mm) in the PD direction (p < 0.05). The

STA at the spinous process was significantly lower than that on

both sides in the AP direction during extension and flexion (p =

0.02) (Table 3).

3.3 Effects of soft tissue artifact on the
calculation of flexion angles between the
upper and lower lumbar spine and
adjacent intervertebral levels

Significant effects of STAs on the calculated vertebral flexion

angles were observed. VM measurement demonstrated a

consistent increase in intervertebral flexion with overall body

flexion, with an intervertebral range of motion (ROM) of 2.70 ±

4.23°, 2.30 ± 2.74°, and 3.06 ± 3.95° during extension and 8.62 ±

TABLE 2 Direction-related (AP, PD, and ML) mean marker artifact (mean) with their standard deviations (SDs) of all the lumbar skin markers in the
flexed and extended positions.

Marker AP (mm) PD (mm) ML (mm)

Ext. (mean ±
SD)

Flex. (mean ±
SD)

Ext. (mean ±
SD)

Flex. (mean ±
SD)

Ext. (mean ±
SD)

Flex. (mean ±
SD)

L5 −5.4 ± 2.1 13.0 ± 7.5 2.3 ± 7.5 16.3 ± 5.2 0.8 ± 3.5 2.2 ± 3.5

5 −4.3 ± 2.0 13.4 ± 6.7 3.0 ± 7.1 14.8 ± 3.8 1.0 ± 3.1 1.1 ± 3.2

R5 −4.2 ± 2.4 15.5 ± 7.5 2.2 ± 5.1 19.1 ± 5.2 1.9 ± 2.0 −1.0 ± 3.3

L4 −4.7 ± 3.0 16.4 ± 5.1 3.8 ± 5.1 9.5 ± 4.3 1.1 ± 2.9 −0.6 ± 2.1

R4 −4.2 ± 3.3 16.7 ± 5.2 2.1 ± 3.8 8.0 ± 6.5 −0.4 ± 1.8 −0.1 ± 2.9

L3 −7.3 ± 3.5 14.1 ± 4.1 4.9 ± 3.2 2.8 ± 6.4 0.9 ± 3.9 0.9 ± 3.9

3 −2.7 ± 2.0 9.6 ± 5.1 2.9 ± 4.7 3.7 ± 6.3 0.4 ± 2.4 1.3 ± 4.3

R3 −6.9 ± 4.2 17.8 ± 5.9 1.8 ± 4.7 3.6 ± 5.4 −0.3 ± 2.1 0.3 ± 3.9

L2 −6.0 ± 4.5 11.0 ± 4.4 5.5 ± 4.1 6.5 ± 5.2 4.0 ± 3.6 −2.9 ± 3.2

R2 −6.0 ± 4.9 12.1 ± 5.0 4.5 ± 3.5 2.7 ± 4.5 −0.9 ± 3.0 0.6 ± 3.2

L1 −5.1 ± 5.9 13.8 ± 7.3 11.4 ± 5.6 6.1 ± 6.9 −1.9 ± 7.1 −4.0 ± 5.3

1 −2.3 ± 3.3 4.7 ± 1.9 8.9 ± 4.0 3.4 ± 4.7 −2.9 ± 5.2 −2.2 ± 3.6

R1 −9.8 ± 5.2 11.0 ± 2.9 8.9 ± 6.0 3.4 ± 6.0 −3.3 ± 5.5 −0.8 ± 3.4

AP, anterior/posterior; ML, medial/lateral; PD, proximal/distal; Flex., flexion; Ext., extension.
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5.78°, 13.57 ± 3.36°, and 15.39 ± 2.61° during flexion for L2–L3,

L3–L4, and L4–L5 levels, respectively. The overall patterns of

joint angles measured by SM over the bending cycle were

opposite to VM for the L2–L3 (r = −0.95, p < 0.01) and

L4–L5 levels (r = −0.62, p = 0.08), but similar for the

L3–L4 level (r = 0.98, p < 0.01) (Figure 4). However, the

amplitude of variation of the flexion angle at the L3–L4 level

was overestimated by SMmeasurements, with L3 more extended

during the 0%–50% cycle and more flexed during the 50%–100%

cycle. Significant differences in the joint angles among all the

participants occurred during the 0%–25%, 75%–100%; 0%–

37.5%, 100%, and 0%–50% cycles for L2–L3, L3–L4, and

L4–L5 levels, respectively (p < 0.05). The zero kinematic

errors of L2/L3, L3/L4, and L4/L5 under the two

measurement methods are at 46%, 59%, and 72%, respectively

(Figure 4), indicating that the skin movement characteristics of

the upper and lower lumbar segments were different. These

discrepancies can be explained by the skin deformation

mechanism caused by complex lumbar muscle deformation.

Second, it is speculated that the kinematic error of zero for

the two measurements at 50% of the bending cycle occurs near

the L3 level, which may be related to its anatomical and

biomechanical characteristics because L3 is the apex of lumbar

lordosis and the center of lumbar motion.

TABLE 3 Segment-related (upper lumbar, lower lumbar) meanmarker artifact (mean) with their standard deviations (SD) of the lumbar skinmarkers in
the flexed and extended positions and the 95% confidence interval (95% CI) of difference.

Segment Flex. (mm) Ext. (mm)

AP (mean ±
SD)

PD (mean ±
SD)

ML (mean ±
SD)

AP (mean ±
SD)

PD (mean ±
SD)

ML (mean ±
SD)

Upper lumbar 11.8 ± 3.8 4.0 ± 1.5 −0.9 ± 2.0 −5.8 ± 2.5 6.1 ± 3.3 −0.5 ± 2.4

Low lumbar 15.0 ± 1.7 13.5 ± 6.5p 0.3 ± 1.3 −4.6 ± 0.5 2.7 ± 0.7p 0.9 ± 0.8

p-value 0.105 0.009p 0.268 0.309 0.023p 0.239

95%CI of difference (−7.3,0.8) (−15.2,3.8) (−3.4,1.0) (−3.7,1.3) (0.6,6.2) (−3.8,1.1)

AP, anterior/posterior; ML, medial/lateral; PD, proximal/distal; Flex., flexion; Ext., extension.

pSignificant differences with upper lumbar (p < 0.05).

FIGURE 4
[(A)①–④] In vivo kinematics measured by two measurements at adjacent vertebral levels (L2–L3, L3–L4, L4–L5) and upper and lower lumbar
levels (upper to lower). The solid line represents the mean values for all the subjects measured by DR. The dotted line represents the mean values for
all the subjects measured by skin markers. Statistical significance between the twomeasurements is marked by the solid orange line along the x-axis
of top-row graphs. [(B)①–④] Rotational error at adjacent vertebral levels (L2–L3, L3–L4, L4–L5) and upper and lower lumbar levels (upper to
lower). The shaded area represents the standard deviation of the values.
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The flexion angles between the upper and lower lumbar levels

from full extension to maximal flexion demonstrated a similar

increasing trend in SM and VM measurements (Figure 4). The

VM- and SM-derived flexion angles were 4.99 ± 6.57° and 9.44 ±

11.84° during extension and 23.53 ± 4.66° and 29.00 ± 7.87°

during flexion, respectively. A significant difference in the flexion

angle was observed among all the participants during the entire

cycle (p < 0.05). A linear relationship was found between the

flexion angles during the bending cycle and both measurements

(r = 1, p < 0.01). The error in the measured flexion angle

decreased from the extension to the flexion phase.

4 Discussion

The most important finding of the present study is that the

extent of STAs in the lumbar spine differed by anatomical

direction, marker location, lumbar segment, and bending

phases when the participants performed forward–backward

bending under the weight-bearing condition. Specifically, the

STA was prominent in the AP and PD directions. As the flexion

angle increased, the STA continuously increased in the AP

direction and exhibited a reciprocal trend in the PD direction

during extension and flexion. The STA in the lower lumbar

region was significantly smaller than that in the upper lumbar

region during extension and larger during flexion in the PD

direction. The STA at the spinous process was significantly

smaller than that on either side. These findings were

consistent with those of the previous studies that described

the factors that influence the STA extent (Fuller et al., 1997;

Holden et al., 1997; Schwartz et al., 2004). These specific patterns

and magnitudes of STAs in the lumbar spine might help

clinicians and physical therapists assess kinematic errors and

devise methods to minimize its effects on the calculation of

lumbar joint kinematics.

STA is particularly evident in the analysis of the lumbar

spine because the markers are close to each other, and small

relative movements among them may lead to large errors in the

assessment of vertebral position and orientation (Ciavarro et al.,

2006). Previous studies showed that some general features

might be identified. For instance, for tasks performed by

non-obese volunteers and motor tasks that do not involve

high accelerations or impacts, the largest proportion of the

STA-affecting markers located on a given body segment is

closely correlated to the relevant joint movement (Cappozzo

et al., 1996; Bonci et al., 2014; Camomilla et al., 2015). Evidence

showed that forward bending (Corkery et al., 2014; van

Wingerden et al., 2008), lifting (Hemming et al., 2018;

Pranata et al., 2018), and walking (Henchoz et al., 2015;

Lamoth et al., 2006) are key activities in assessing subjects

with NS-LBP, also corresponding to the most frequently

reported treatment goals of patients with LBP on the

Patient-Specific Functional Scale (Stratford, 1995). In this

study, we chose forward–backward bending, which is

relatively simple in execution and acquisition, as the daily

activity for evaluating MQ in healthy participants. To ensure

the accuracy and validity of the registration and final

quantification data, we finally selected six participants with a

relatively low BMI and good image quality.

To the best of our knowledge, only a few studies have

reported STA results in the spinous process (Mo¨rl and

Blickhan, 2006; Zemp et al., 2014). They showed that the

largest STA was 27.4 mm for marker spinous process L5 in

the flexed position, and the largest absolute value of STA was

18.3 mm for marker spinous process L3 in the extended position

(Zemp et al., 2014). It is higher than our results for the

corresponding marker location and task position (L3: 7.6 mm,

L5: 20.1 mm). This may be because our experiment was

performed under the weight-bearing condition, which is

different from those in previous studies using magnetic

resonance imaging MRI or CT machines, which limit the

positions of the subject to only passive posture (Mo¨rl and

Blickhan, 2006; Zemp et al., 2014). In fact, increasing the load

significantly affects the movement of the lumbar joints (Wen

et al., 2022), and flexion of the spine under active conditions is

the most commonmechanical cause of lumbar injuries (Shahbazi

Moheb Seraj et al., 2018). During extension, the STA in the lower

lumbar region was significantly smaller than that in the upper

lumbar region in the PD direction, whereas, in the flexion phase,

the STA gradually increased from proximal to distal. The

maximum STA reached approximately 20 mm at the L5 level,

followed by approximately 10 mm at the L4 level, and fell below

10 mm from L1–L3. A high degree of lumbar STA variability was

observed during lumbar extension and flexion. The

characteristics of STAs at each specific lumbar level may help

quantitatively describe the lumbar segment-related kinematic

errors caused by STAs, thus providing a better understanding

of the normal and pathological biomechanics of the lumbar spine

during functional activities.

Various marker placement methods have already been used

to track the movement of the human lumbar spine, which is

mainly separated into upper and lower segments, to study the

kinematic characteristics of LBP (Gombatto et al., 2015;

Hemming et al., 2018; Papi et al., 2019). Our study is the first

to investigate the in vivo 3D STA of markers on either side of the

spinous process. The overall direction of the marker shift was

similar to that reported in a previous study (Zemp et al., 2014).

We demonstrated that the 3D STA at the spinous process was

significantly smaller than that on either side, which means that

markers at anatomical landmarks would be least affected by

lumbar motion. This is consistent with not only the STA’s

markers’ location-related characteristics but also the

theoretical conjecture. Because the marker at the spinous

process is the closest to the osseous structure of the internal

spinous process, there are relatively few soft tissues, such as

muscle and fat, between the two, which ultimately results in the
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least amount of surface-skin deformation caused by internal-

muscle deformation.

The present study demonstrated a linear correlation

between the flexion angle measured using skin markers and

dual DR focused on the upper and lower lumbar segments.

This result supports previous findings that the marker set is

reliable in assessing lumbar kinematics regardless of the STAs

(Seerden et al., 2016). On the contrary, intervertebral rotations

measured by the skin markers in our study were far from the

intrinsic values measured by fluoroscopy for the L2–L3 and

L4–L5 levels. Although a high correlation between the flexion

angles at the L3–L4 level (r = 0.98, p < 0.01) derived by the two

methods was found, the irregular STA of markers on different

lumbar levels in the AP direction together led to a significant

overestimation of the flexion angles. The consistency of

marker positions and vertebral motion at the L3–L4 level

was aligned with some previous studies (Mo¨rl and

Blickhan, 2006; Hashemirad et al., 2013); however, the

errors should be considered when performing marker-based

motion tracking on the lumbar spine. Moreover, given that the

overall distribution of the STAs in the lumbar area is lacking,

the effectiveness of our markers in estimating the joint angles

needs further verification.

This study had several limitations. First, only young

women with relatively low BMI were included in the

experiment. This experiment was designed to maintain high

image quality for accurate in vivo vertebral-motion tracking

with thinner fat on the back of the participants. However,

large individual differences still exist because of the

heterogeneity of each person. While the STA and its effects

on spinal kinematics may be affected by the subject’s BMI, age,

and sex (Tsai et al., 2011), participants of a larger age and male

sex could be involved in the future. Second, to improve the

accuracy of STAs and reduce unnecessary radiation, we

focused on the flexion-extension direction for acquisition

and analysis; therefore, the distribution characteristics and

quantitative results of lumbar spine STAs in other degrees of

freedom were lacking. However, learning the displacement of

the marker set in the full region of the lumbar

forward–backward bending could provide a useful reference

for estimating 6DOF lumbar motions using SMs. Third, the

quasi-static images captured in the current study presented

the STA during different bending phases but still could not

represent the instantaneous dynamic positions of the marker

relative to the vertebra. However, “quasi-static” indicates a

dynamic effect, and quasi-static load indicates that the load is

applied slowly such that the structure deforms significantly

slowly (at a considerably low strain rate); therefore, the

inertial force is significantly small and can be ignored. Last

but not least, the experimental collection was carried out

asynchronously under the motion capture and DFIS, and

the errors in OMC measurement differ from the SM

measured radiographically, which might limit the utility of

this study in future research. However, the quantitative results

and patterns of STAs on the lumbar spine might help develop

factors for use in global optimization algorithms aimed at

minimizing the effects of STAs on the building of specific

lumbar kinematic models and calculation of lumbar joint

kinematics in the future.

In summary, the extent of STAs in the lumbar spine

differed with respect to anatomical direction, marker

location, lumbar segment, and flexion phases when the

participants performed forward–backward bending under

the weight-bearing condition. The STA was prominent in

the AP and PD directions during the forward–backward

bending motion. As the flexion angle increased, the STA

continuously increased in the AP direction and exhibited a

reciprocal trend in the PD direction during extension and

flexion. The STA in the lower lumbar region was significantly

smaller than that in the upper lumbar region during extension

and larger during flexion in the PD direction. Skin markers at

the spinous process were least affected by the motion of the

lumbar spine. The STA characteristics at different lumbar

vertebral levels may help clinicians and physical therapists

assess kinematic errors and devise methods to minimize its

effects on the calculation of lumbar joint kinematics. Credible

and valid lumbar spine kinematic results are important for

future studies aiming to provide personalized clinical

management for LBP.
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Evaluation of musculoskeletal
models, scaling methods, and
performance criteria for
estimating muscle excitations
and fiber lengths across walking
speeds
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1KTH MoveAbility Lab, Department of Engineering Mechanics, KTH Royal Institute of Technology,
Stockholm, Sweden, 2Department of Movement Sciences, KU Leuven, Leuven, Belgium, 3Department
of Women’s and Children’s Health, Karolinska Institutet, Stockholm, Sweden

Muscle-driven simulations have been widely adopted to study muscle-tendon

behavior; several generic musculoskeletal models have been developed, and

their biofidelity improved based on available experimental data and

computational feasibility. It is, however, not clear which, if any, of these

models accurately estimate muscle-tendon dynamics over a range of

walking speeds. In addition, the interaction between model selection,

performance criteria to solve muscle redundancy, and approaches for

scaling muscle-tendon properties remain unclear. This study aims to

compare estimated muscle excitations and muscle fiber lengths, qualitatively

and quantitatively, from several model combinations to experimental

observations. We tested three generic models proposed by Hamner et al.,

Rajagopal et al., and Lai-Arnold et al. in combination with performance criteria

based on minimization of muscle effort to the power of 2, 3, 5, and 10, and four

approaches to scale the muscle-tendon unit properties of maximum isometric

force, optimal fiber length, and tendon slack length. We collected motion

analysis and electromyography data in eight able-bodied subjects walking at

seven speeds and compared agreement between estimated/modelled muscle

excitations and observed muscle excitations from electromyography and

computed normalized fiber lengths to values reported in the literature. We

found that best agreement in on/off timing in vastus lateralis, vastus medialis,

tibialis anterior, gastrocnemius lateralis, gastrocnemiusmedialis, and soleus was

estimated with minimum squared muscle effort than to higher exponents,

regardless of model and scaling approach. Also, minimum squared or cubed

muscle effort with only a subset of muscle-tendon unit scaling approaches

produced the best time-series agreement and best estimates of the increment

of muscle excitation magnitude across walking speeds. There were

discrepancies in estimated fiber lengths and muscle excitations among the

models, with the largest discrepancy in the Hamner et al. model. The model

proposed by Lai-Arnold et al. best estimated muscle excitation estimates
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overall, but failed to estimate realistic muscle fiber lengths, which were better

estimated with the model proposed by Rajagopal et al. No single model

combination estimated the most accurate muscle excitations for all muscles;

commonly observed disagreements include onset delay, underestimated co-

activation, and failure to estimate muscle excitation increments across walking

speeds.

KEYWORDS

musculoskeletal modeling, optimal control, muscle-tendon parameter, performance
criteria, EMG, fiber length

Introduction

Neuromusculoskeletal modeling enables the study of

individual muscle-tendon unit (MTU) behavior, joint

kinematics, dynamics, and neuromuscular control strategies by

non-invasive means. Simulation studies have provided insights

into the MTU mechanics in able-bodied individuals (Heintz and

Gutierrez-Farewik, 2007; Hamner et al., 2010; Arnold et al., 2013;

Swinnen et al., 2019; Delabastita et al., 2020), and in individuals

with disabilities in unassisted motions (Krogt et al., 2016) and

with the support of assistive devices (Lotti et al., 2020). A realistic

representation of MTU behavior depends on adequately

modeling skeletal anatomy and muscle architecture and

decoding neuromuscular control. The most challenging aspect

is to perform in vivo measurements, i.e., muscle and ligaments

properties (Charles et al., 2019a), anatomical degrees of freedom

(Zandbergen et al., 2020), or muscle dynamics, and to validate

them with experimental observations (Hicks et al., 2015). As

such, simplifications of the neuromusculoskeletal system are

necessary. Consequently, it is critical to review and refine

these methods to gain confidence in their use.

Neuromusculoskeletal modeling integrates musculoskeletal

modeling, which describes the mechanics of the human

biological system, and neuromuscular control, which

synthesizes the principles for controlling such a system.

Musculoskeletal models incorporate a description of the bone

geometry, degrees of freedom, and body-segment physical

properties: mass, inertia, and center of mass, and muscle

geometry, architecture, and dynamics. Muscle dynamics is

subdivided into activation and contraction dynamics (Zajac,

1989). Activation dynamics describes the relationship between

the motor unit discharges from the nerve to the muscle, muscle

excitation, and the concentration of calcium ions within the

intracellular space, muscle activation. Contraction dynamics

describes the force-generating capacity of the muscle and the

behavior of connective tissue: tendon and aponeurosis and is

commonly represented by a Hill-type model. This model

includes parameters such as maximum isometric force (MIF),

maximum contraction velocity (MCV), optimal fiber length

(OFL), pennation angle (PA) at OFL, and tendon slack length

(TSL). Muscles’ contractions are mainly responsible for the

development of skeletal motion. However, their coordination

pattern is not trivial as human movement is highly redundant;

there are more muscles than degrees of freedom. To address this

redundancy in neuromuscular control, it is typically assumed

that human movement control is governed through optimizing

some performance criterion. Therefore, muscle controls are

estimated by solving an optimization problem. Different

performance criteria, e.g., minimal muscle activation, joint

force, metabolic demand, etc., have been proposed to solve for

individual muscle forces (Heintz and Gutierrez-Farewik, 2007).

The combination of musculoskeletal models and optimal control

provides a framework for investigating MTU behavior

underlying an observed movement pattern.

A series of generic musculoskeletal models have been

proposed in previous decades, but a comprehensive

comparison of how model choice influences the estimation of

underlying muscle excitations involved in movement is lacking.

Musculoskeletal models have progressively increased their

physiological fidelity, initially developed from cadaveric

databases, and currently integrating in vivo observation of

MTU characteristics through biomedical imaging and

computational optimization techniques. Several generic

musculoskeletal models have been revised, updated, and

implemented in biomechanical modeling and simulation

software, such as OpenSim. Frequently used models include

those by Delp et al. (Delp et al., 1990), Hamner et al.

(Hamner et al., 2010), Arnold et al. (Arnold et al., 2010),

Rajagopal et al. (Rajagopal et al., 2016), and Lai et al. (Lai

et al., 2018). In pioneering work, Delp et al. (Delp et al.,

1990) formulated a lower limb model with MTU parameter

values mainly obtained from five cadavers and TSL estimation

from the model itself. Hamner et al. (Hamner et al., 2010)

incorporated torso and arm segments in the Delp et al. model

to study muscle contributions during running. Arnold et al.

(Arnold et al., 2010) further developed the model by updating

bone geometry (Arnold et al., 2000) and by implementing muscle

architecture from a more comprehensive dataset from

21 cadavers (Ward et al., 2009). This model allowed a detailed

description of the operating range of multiple muscles (Arnold

et al., 2013), for instance, the soleus, which was aligned with

experimental findings (Rubenson et al., 2012). Rajagopal et al.

(Rajagopal et al., 2016) further updated the model of Arnold et al.

by incorporating the relationship between individual muscle
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volume and leg volume in able-bodied young adults (Handsfield

et al., 2014) and included torso and arm segments. Rajagopal

et al. reported that this model overestimated fiber length change

and passive fiber force due to the limitation of modeling theMTU

with only a one-dimensional path, and that the excessive passive

forces led to anomalous compensatory muscle excitations at the

knee (Rajagopal et al., 2016) and hip extensors (Lai et al., 2018).

Lai et al. refined the Rajagopal model by increasing knee range of

motion and updating the tibiofemoral kinematics, as well as

attachment points, wrapping surfaces, and TSL and OFL of

gastrocnemius lateralis, gastrocnemius medialis, gluteus

maximus, rectus femoris, semimembranosus, soleus, vastus

intermedius, vastus medialis, and vastus lateralis. Lai et al.

reported that their model estimated lower muscle co-

activation and muscle excitations that overall agreed better

with recorded EMGs in walking, running, and pedalling (Lai

et al., 2018) than the model by Rajagopal et al. This succession of

models has incorporated more information about MTU

geometry and parameters that are likely to estimate with

increasing accuracy MTU time-dependent behavior, such as

muscle excitation. However, validation has only been

performed in a few physical activities. To the best of our

knowledge, a quantitative evaluation and comparison of their

biofidelity over a range of walking speeds, compared with

experimental data, has not been performed.

A generic musculoskeletal model must be scaled to a subject’s

anthropometry to be suitable for analyzing muscle behavior

during measured movement patterns, though how to scale

MTU parameters is not fully known. In OpenSim, scaling is

performed based on a calibration trial, wherein dimensions of

model segments are modified to fit the subject’s anthropometry.

Muscle-tendon attachment points are scaled linearly,

proportionally to generic and scaled model segment lengths,

as are OFL and TSL, by maintaining the same OFL/TSL ratio.

However, this procedure has questionable validity, as OFL has

been reported to not correlate linearly to leg length (Charles et al.,

2020). In addition, MIF is generally not scaled, which is also

questionable as muscle volume (and indirectly physiological

cross-sectional area) has been reported to vary with height

and weight (Handsfield et al., 2014; Charles et al., 2019b), age,

gender, among other factors (Thelen et al., 2003). Computational

methods have been proposed to scale MTU parameters (Winby

et al., 2008; Krogt et al., 2016; Modenese et al., 2016). Modenese

et al. implemented an algorithm to estimate OFL and TSL based

on mapping a muscle’s operating range of a generic model onto a

scaled model (Modenese et al., 2016). Rajagopal et al. scaled the

MIF based on individual muscle volume, which was in turn

estimated based on a regression equation from a study using

magnetic resonance imaging (Rajagopal et al., 2016), and van der

Krogt et al. scaled MIF by taking into account the generic and

scaled models’ mass ratio (Krogt et al., 2016). Despite the

introduction of numerous scaling methods, studies that

evaluate their effect in the estimation of the muscle-tendon

dynamics are scarce. Recently Charles et al. reported a better

estimation of joint torque during maximum voluntary

contraction trials in a model that scaled MIF as per van der

Krogt et al. and OFL/TSL as per Modenese et al., compared to

generic MTU parameters (Charles et al., 2020). This finding

provided evidence that supports MTU parameter scaling.

However, it is unknown whether scaling methods can

improve estimation of MTU mechanics in different

musculoskeletal models.

Simulation studies examining performance criteria are

also numerous. Ackermann and van den Bogert simulated

motion pattern and foot-ground contact forces with a two-

dimensional musculoskeletal model walking at 1.1 m/s and

solved the redundancy using performance criteria of

minimum sum of muscle activations to the powers of 1, 2,

3, and 10, and with or without scaling muscle volume, with an

aim to identify which combination provide the best estimation

of muscle excitation, joint kinematics, and ground reaction

force (Ackermann and van den Bogert, 2010). The best

agreement was obtained using minimum sum of muscle

activation to the power of 10. Zargham et al. investigated

the effect of multiple performance criteria on estimated

muscle excitation in simulation with prescribed kinematics

and dynamics obtained from subjects with instrumented knee

prostheses at a self-selected speed (1 m/s) (Zargham et al.,

2019). They found that performance criteria of minimum sum

of muscle activations to a power of 3 or 4, with and without

scaled muscle volumes, resulted in better agreement with

experimental EMGs than other criteria such as minimizing

muscle force or contact force. In addition, both studies were

only performed at one walking speed, so it is unclear whereas

performance criteria based on minimal muscle effort allow to

estimate muscle activation trends across walking speed and

which power better performs.

In summary, although multiple generic musculoskeletal have

been developed, they have not been quantitatively examined to

determine which most accurately estimates underlying muscle

excitation in observed movements. It is also unclear how muscle

model parameter scaling, and different performance criteria

based on muscle effort influence MTU mechanics estimations.

As such, the goals of this study were to compute muscle

excitations with three different generic open-source models,

using four different performance criteria based on muscle

effort, and four different methods to scale MIF, OFL, and

TSL, of walking at 7 different speeds, and to qualitatively and

quantitively evaluate which combination(s) of model, scaling

method, and performance criterion yields muscle excitations that

agree best with experimentally observed EMGs in eight muscles.

Another goal was to evaluate indicators of validity of prescribed

musculoskeletal simulations by studying whether MTU actuators

were capable of reproducing the inverse dynamic joint torques

(Hicks et al., 2015). Subsequent goals were to compare estimated

fiber lengths of vastus lateralis, tibialis anterior, gastrocnemius
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medialis and lateralis, and soleus with those reported in

literature.

Materials and methods

Musculoskeletal models, MTU-scaled
parameters, and performance criteria

Three generic models available on the SimTK website were

examined, referred to as Hamner (Hamner et al., 2010),

Rajagopal (Rajagopal et al., 2016), and Lai-Arnold (Lai et al.,

2018) models. Each model was anisotropically scaled: muscle

attachments, skeletal geometry, and segment inertial properties

were scaled to anthropometric dimensions obtained from a static

calibration trial from 3D motion capture. Model segments were

scaled using themarker positions based on the Conventional Gait

Model with the extended foot model (CGM 2.4).

MTU parameters of the Hill-type muscle models were scaled

in 4 different ways. OFL and TSL were scaled in two ways -

linearly by the ratio between MTU lengths in the scaled and

generic model (anatomic position, OpenSim’s Scale Tool) or

non-linearly to preserve the operating range of the muscles

(Modenese et al. (Modenese et al., 2016)). For each of these,

MIF was either unscaled (generic MIF) or scaled based onmuscle

volumes derived from a regression equation that relates MRI-

based muscle volumes to the subject’s height and weight

(Handsfield et al., 2014). Thus, for each individual, each of

the 3 models was scaled in 4 scaling variants:

S1: Linear scaling of OFL and TSL, generic MIF.

S2: Non-linear scaling of OFL and TSL, generic MIF.

S3: Linear scaling of OFL and TSL, scaled MIF.

S4: Non-linear scaling of OFL and TSL, scaled MIF.

Scaled MIFs were computed based on the assumption that

MIF is proportional to the physiological cross-sectional area

(PCSA) and specific tension, as shown in Eq. 1

F0
Mi � Aiσ � VMiVT

l0Mi

σ (1)

Where F0
Mi is the maximum isometric force, Ai is the

physiological cross-sectional area, l0Mi is the optimal fiber

length, VT is the total leg volume, and VMi is the percentage

of muscle volume with respect to the total leg volume of the

muscle i, both estimated from Handsfield et al. (Handsfield et al.,

2014), and σ is the specific tension, which has a value of 60 N/cm2

for each muscle (Rajagopal et al., 2016). All models assume the

same MCV (10 OFL/s), activation time constant (10 ms), and

deactivation time constant (40 ms) for all muscles, and PA was as

per the original models. In addition, the non-linear tendon

stiffness of gastrocnemius medialis, gastrocnemius lateralis,

and soleus were set to 15 (nondimensionalized), according to

ultrasound studies (Swinnen et al., 2019; Delabastita et al., 2020)

that describe the Achilles tendon as highly compliant. Similarly,

the non-linear tendon stiffness of vastus lateralis, vastus medialis,

vastus intermedius, and rectus femoris was set to 20

(nondimensionalized), according to findings that modelling

the Patellar tendon as highly compliant agrees better with

experimental observations (Chleboun et al., 2007; Bohm et al.,

2018), including muscle fiber operating range (Son et al., 2018).

In addition, for each model and scaling variant,

4 performance criteria based on minimum muscle effort,

defined as the sum of muscle activations and excitations to

powers (p) of 2, 3, 5, and 10, were examined as shown in Eq. 2

Jp � ∫tf

ti

⎛⎝∑N
i�1

(epi (t) + api (t))
2

⎞⎠ dt (2)

Where ti is the initial time of the gait cycle, tf is the final time of

the gait cycle, ei is muscle excitation of the muscle i, ai is muscle

activation of the muscle i, and N the total number of muscles in

one leg of each model. These performance criteria are referred to

as J2, J3, J5, and J10

Subjects

Eight able-bodied adults (5 males, 3 females, mean [SD] age:

37.8 [9.6] years, height: 1.76 [0.10] m, mass: 76.6 [14.4] kg)

participated in this experiment as part of a more comprehensive

study to characterize energetics in locomotion.

Experimental setup and protocols

Subjects walked at different speeds based on the expected

preferred walking speed (PWS), based on each subject’s

gender, age, and height (Bohannon, 1997). The subjects

walked on a treadmill at 55%, 70%, 85%, 100%, 115%,

130%, and 145% of the PWS in randomized order, and

each subject’s cadence at each speed was recorded. Then,

for overground walking along a walkway, each of the

7 walking speeds was estimated by matching the cadence of

treadmill walking. Reflective marker positions (100 Hz) and

ground reaction forces (1,000 Hz) were measured during

overground walking using optical motion capture (Vicon

V16, Oxford, United Kingdom) and strain gauge force

platforms (AMTI, Watertown, MA, United States). Full-

body marker placement was implemented based on the

Conventional Gait Model with the extended foot model

(CGM 2.4). EMGs from eight muscles in one leg were

recorded (1,000 Hz): biceps femoris long head (BF),

semitendinosus (ST), vastus lateralis (VL), vastus medialis

(VM), tibialis anterior (TA), gastrocnemius lateralis (GL),

gastrocnemius medialis (GM) and soleus (SO), using

bipolar surface wireless electrodes (Myon aktos/Cometa

systems, Milan, Italy). The selection of the leg side for each
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subject was randomized. Skin preparation and electrode

placement followed Electromyography for the Non-Invasive

Assessment of Muscles guidelines (SENIAM) (Hermens et al.,

2000). Subjects were asked to perform functional tests, such as

standing heel raise, standing toe raises, squat, knee flexion,

and hip flexion/extension, to corroborate the placement of

the EMGs.

Data and statistical analysis

Generic models were scaled to each subject’s dimensions

as described above. Marker trajectories and ground reaction

forces during 21 gait cycles per subject (3 gait cycles at each

of 7 walking speeds) were used in 3D inverse kinematics (IK)

and inverse dynamics (ID) using OpenSim 4.1. IK tracking

weights were selected to minimize the error between

experimental markers and virtual markers placed on

the model. For each subject, the same weights were used

for each model, scaling variant and performance criteria.

Subtalar and metatarsal joints were fixed at anatomically

neutral positions. Muscle excitations and corresponding

fiber lengths were estimated using a direct collocation

dynamic optimization algorithm that incorporates

activation and contraction dynamics (De Groote

et al., 2016). IK and ID solutions were prescribed, and

the objective function consisted of three terms: the first

term refers to the muscle effort, as described above,

the second term to the torque produced by reserve

actuators, i.e., ideal actuators at each joint that served

to generate the joint torques that the MTU actuators are

not able to reproduce, and the third term, to the fiber

velocity to improve the numerical computation. The

mathematical expression of the objective function is

shown in Eq. 3

J � weJp + wr ∫tf

ti

⎛⎝∑J
j�1
e2Rj(t)⎞⎠dt + wv ∫tf

ti

⎛⎝∑N
i�1
v2i (t)⎞⎠dt (3)

Where eRj is the reserve actuator of the joint j, vi is the

muscle velocity of the muscle i, J the total number of joints in

one leg of each model, andwe, wr, and wv are the weight of the

terms related to muscle effort, reserve actuators, and fiber

velocities, respectively. The value of we is 1, the value of wr is

1,000, and wv is 0.01. As such, the use of the reserve actuators

was highly penalized in the objective function, and the

influence of the fiber velocity was relatively small. MTU

parameters MIF, OFL, TSL, and tendon compliance,

defined as OFL/TFL, as well as muscle excitations were

computed for each gait cycle for each of the

3 musculoskeletal models, the 4 scaling variants (S1, S2,

S3, and S4), and the 4 performance criteria (J2, J3, J5, and

J10), which resulted in 48 estimates per gait cycle.

Recorded EMGs were processed using a fourth order

zero-lag Butterworth band-pass filter (20–400 Hz), full-

wave rectification, and a fourth order zero-lag Butterworth

low-pass filter (6 Hz). Experimental muscle excitations were

processed throughout the same 21 gait cycles per subject

described above.

Scaled values of OFL, and TSL of each model and scaling

variant were compared to experimental values reported by Ward

et al. (Ward et al., 2009). Also, excessive reliance on reserve

actuators to reproduce inverse dynamic joint torque was reported

for each model combination.

Qualitative evaluation of estimated muscle excitation was

performed by examining on/off timing agreement, defined as

the period during which muscles are active, i.e., when EMGs

or computed muscle excitations exceed a threshold, in this

case 50% of the maximum value during each gait cycle.

Quantitative evaluation was performed by examining the

agreement between excitation patterns and average excitation

increments across walking speeds between EMGs and estimated

muscle excitations. Time-series agreement was evaluated by

computing correlation coefficients (r) and root-mean-squared

error (RMSE) between normalized EMGs and estimated muscle

excitations. Both EMGs and estimated excitations were

normalized to the maximum value during that gait cycle. As

such, we only evaluated correspondence of the pattern (Zargham

et al., 2019) but not of the magnitude.

We also computed excitation/speed increment rate m as

the rate at which the average muscle excitation increased

with walking speed via a linear regression between the

average excitation magnitude and walking speed. Thus, m

was computed from average EMG values (m exp) and from

the simulations (msim) for each model combination. Both

observed and estimated muscle excitations were normalized

to their average value observed during walking at PWS; thus

m exp≈1 and msim≈1 at PWS. Increment rate disagreement

md between m exp and msim was evaluated as their difference,

proportional to m exp and as a percent, shown in Eq. 4

md � (msim −mexp

mexp
) · 100[%] (4)

Therefore, md>0 indicates that the model overestimated

excitation/speed increments,md = 0 indicates that the model’s

excitation/speed increments were identical to those from

EMGs, and md<0 indicates that the underestimated

excitation/speed increments.

Finally, the fiber lengths were estimated for each model

combination and compared to reported values; estimated

normalized fiber lengths of VL, TA, and GL at PWS, as well as

GM and SO at low, normal, and fast walking speeds, were

compared to experimental values reported available in the

literature. To facilitate the comparison, the normalized fiber

length was divided into four categories based on muscle fiber
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TABLE 1 Average and SD of MIF [N], OFL [cm], TSL [cm], andMTU compliance, defined as TSL/OFL, among all subjects scaling variants: linear scaling of OFL and TSL and generic MIF (S1), non-linear scaling
of OFL and TSL and generic MIF (S2), linear scaling of OFL and TSL and scaledMIF (S3), and non-linear scaling of OFL and TSL and scaledMIF (S4), in Hamner (H), Rajagopal (R), and Lai-Arnold (L)models
in 8 muscles.

S1 S2 S3 S4

MIF OFL TSL TSL/
OFL

MIF OFL TSL TSL/
OFL

MIF OFL TSL TSL/
OFL

MIF OFL TSL TSL/
OFL

BF H 896.0 [0.0] 10.6 [0.6] 31.7 [1.9] 3.0 [0.0] 896.0 [0.0] 11.6 [0.8] 30.6 [1.8] 2.6 [0.2] 1,207.7 [212.3] 10.6 [0.6] 31.7 [1.9] 3.0 [0.0] 1,096.9 [146.6] 11.6 [0.8] 30.6 [1.8] 2.6 [0.2]

R 1,313.2 [0.0] 9.4 [0.4] 31.4 [1.4] 3.3 [0.0] 1,313.2 [0.0] 10.0 [0.7] 31.0 [1.3] 3.1 [0.2] 1,357.6 [251.3] 9.4 [0.4] 31.4 [1.4] 3.3 [0.0] 1,274.5 [174.4] 10.0 [0.7] 31.0 [1.3] 3.1 [0.2]

L 1,313.2 [0.0] 9.4 [0.4] 32.2 [1.4] 3.4 [0.0] 1,313.2 [0.0] 10.0 [0.7] 31.7 [1.3] 3.2 [0.2] 1,356.4 [250.1] 9.4 [0.4] 32.2 [1.4] 3.4 [0.0] 1,273.7 [173.6] 10.0 [0.7] 31.7 [1.3] 3.2 [0.2]

ST H 410.0 [0.0] 19.7 [1.2] 25.0 [1.5] 1.3 [0.0] 410.0 [0.0] 21.2 [1.6] 23.2 [1.5] 1.1 [0.1] 579.2 [101.1] 19.7 [1.2] 25.0 [1.5] 1.3 [0.0] 535.2 [71.2] 21.2 [1.6] 23.2 [1.5] 1.1 [0.1]

R 591.3 [0.0] 18.8 [0.9] 24.1 [1.1] 1.3 [0.0] 591.3 [0.0] 19.8 [1.4] 23.1 [1.2] 1.2 [0.1] 607.4 [111.3] 18.8 [0.9] 24.1 [1.1] 1.3 [0.0] 574.7 [79.1] 19.8 [1.4] 23.1 [1.2] 1.2 [0.1]

L 591.3 [0.0] 18.8 [0.9] 24.0 [1.1] 1.3 [0.0] 591.3 [0.0] 19.8 [1.4] 23.0 [1.2] 1.2 [0.1] 607.6 [111.3] 18.8 [0.9] 24.0 [1.1] 1.3 [0.0] 574.1 [78.4] 19.8 [1.4] 23.0 [1.2] 1.2 [0.1]

VL H 1871.0 [0.0] 8.2 [0.4] 15.4 [0.8] 1.9 [0.0] 1871.0 [0.0] 8.1 [0.5] 15.5 [0.8] 1.9 [0.0] 6,217.2 [1,089.6] 8.2 [0.4] 15.4 [0.8] 1.9 [0.0] 6,319.3 [1,072.8] 8.1 [0.5] 15.5 [0.8] 1.9 [0.0]

R 5,148.8 [0.0] 9.8 [0.4] 21.7 [0.9] 2.2 [0.0] 5,148.8 [0.0] 9.5 [0.3] 21.8 [1.1] 2.3 [0.1] 5,235.3 [923.8] 9.8 [0.4] 21.7 [0.9] 2.2 [0.0] 5,387.7 [1,034.2] 9.5 [0.3] 21.8 [1.1] 2.3 [0.1]

L 5,148.8 [0.0] 11.5 [0.5] 21.7 [0.9] 1.9 [0.0] 5,148.8 [0.0] 11.6 [0.3] 21.6 [1.1] 1.8 [0.1] 4,446.5 [783.0] 11.5 [0.5] 21.7 [0.9] 1.9 [0.0] 4,392.6 [823.4] 11.6 [0.3] 21.6 [1.1] 1.8 [0.1]

VM H 1,294.0 [0.0] 8.6 [0.5] 12.2 [0.6] 1.4 [0.0] 1,294.0 [0.0] 8.8 [0.5] 12.1 [0.7] 1.4 [0.0] 3,089.2 [540.7] 8.6 [0.5] 12.2 [0.6] 1.4 [0.0] 3,006.2 [514.5] 8.8 [0.5] 12.1 [0.7] 1.4 [0.0]

R 2,747.8 [0.0] 9.5 [0.4] 19.5 [0.9] 2.1 [0.0] 2,747.8 [0.0] 9.4 [0.3] 19.6 [1.0] 2.1 [0.1] 2,808.4 [496.6] 9.5 [0.4] 19.5 [0.9] 2.1 [0.0] 2,835.1 [531.8] 9.4 [0.3] 19.6 [1.0] 2.1 [0.1]

L 2,747.8 [0.0] 10.8 [0.5] 20.3 [0.9] 1.9 [0.0] 2,747.8 [0.0] 11.1 [0.3] 20.1 [1.0] 1.8 [0.0] 2,470.2 [436.0] 10.8 [0.5] 20.3 [0.9] 1.9 [0.0] 2,390.4 [437.8] 11.1 [0.3] 20.1 [1.0] 1.8 [0.0]

TA H 905.0 [0.0] 10.1 [0.7] 23.1 [1.7] 2.3 [0.0] 905.0 [0.0] 10.0 [0.8] 23.2 [1.6] 2.3 [0.1] 824.5 [126.9] 10.1 [0.7] 23.1 [1.7] 2.3 [0.0] 839.6 [125.7] 10.0 [0.8] 23.2 [1.6] 2.3 [0.1]

R 1,227.5 [0.0] 7.0 [0.5] 24.7 [1.7] 3.5 [0.0] 1,227.5 [0.0] 6.9 [0.5] 24.7 [1.6] 3.6 [0.1] 1,193.9 [189.4] 7.0 [0.5] 24.7 [1.7] 3.5 [0.0] 1,203.0 [181.2] 6.9 [0.5] 24.7 [1.6] 3.6 [0.1]

L 1,227.5 [0.0] 7.0 [0.5] 24.6 [1.6] 3.5 [0.0] 1,227.5 [0.0] 6.9 [0.5] 24.7 [1.6] 3.6 [0.1] 1,195.4 [190.0] 7.0 [0.5] 24.6 [1.6] 3.5 [0.0] 1,204.6 [181.7] 6.9 [0.5] 24.7 [1.6] 3.6 [0.1]

GL H 683.0 [0.0] 6.6 [0.5] 39.2 [2.9] 5.9 [0.0] 683.0 [0.0] 6.2 [0.5] 39.6 [3.1] 6.4 [0.4] 1,397.9 [212.7] 6.6 [0.5] 39.2 [2.9] 5.9 [0.0] 1,487.2 [241.9] 6.2 [0.5] 39.6 [3.1] 6.4 [0.4]

R 1,575.1 [0.0] 6.0 [0.4] 38.3 [2.6] 6.4 [0.0] 1,575.1 [0.0] 5.9 [0.4] 38.4 [2.7] 6.5 [0.3] 1,541.7 [239.4] 6.0 [0.4] 38.3 [2.6] 6.4 [0.0] 1,564.4 [266.3] 5.9 [0.4] 38.4 [2.7] 6.5 [0.3]

L 1,575.1 [0.0] 7.0 [0.5] 38.0 [2.6] 5.4 [0.0] 1,575.1 [0.0] 6.8 [0.5] 38.2 [2.7] 5.6 [0.3] 1,315.8 [204.7] 7.0 [0.5] 38.0 [2.6] 5.4 [0.0] 1360.1 [233.7] 6.8 [0.5] 38.2 [2.7] 5.6 [0.3]

GM H 1,558.0 [0.0] 6.2 [0.5] 40.2 [3.0] 6.5 [0.0] 1,558.0 [0.0] 5.9 [0.5] 40.5 [3.1] 6.9 [0.4] 2,558.9 [389.7] 6.2 [0.5] 40.2 [3.0] 6.5 [0.0] 2,710.8 [440.7] 5.9 [0.5] 40.5 [3.1] 6.9 [0.4]

R 3,115.5 [0.0] 5.2 [0.4] 40.6 [2.7] 7.8 [0.0] 3,115.5 [0.0] 5.1 [0.4] 40.7 [2.8] 7.9 [0.4] 3,047.9 [474.5] 5.2 [0.4] 40.6 [2.7] 7.8 [0.0] 3,097.4 [533.9] 5.1 [0.4] 40.7 [2.8] 7.9 [0.4]

L 3,115.5 [0.0] 6.0 [0.4] 39.4 [2.6] 6.6 [0.0] 3,115.5 [0.0] 5.8 [0.4] 39.6 [2.7] 6.8 [0.4] 2,635.5 [409.9] 6.0 [0.4] 39.4 [2.6] 6.6 [0.0] 2,731.9 [479.6] 5.8 [0.4] 39.6 [2.7] 6.8 [0.4]

SO H 3,549.0 [0.0] 5.2 [0.4] 25.8 [1.9] 5.0 [0.0] 3,549.0 [0.0] 4.9 [0.5] 26.0 [2.0] 5.3 [0.5] 5,262.4 [802.3] 5.2 [0.4] 25.8 [1.9] 5.0 [0.0] 5,537.9 [875.6] 4.9 [0.5] 26.0 [2.0] 5.3 [0.5]

R 6,194.8 [0.0] 4.5 [0.3] 28.3 [2.0] 6.3 [0.0] 6,194.8 [0.0] 4.4 [0.4] 28.4 [2.0] 6.5 [0.5] 6,032.5 [935.0] 4.5 [0.3] 28.3 [2.0] 6.3 [0.0] 6,172.5 [1,047.2] 4.4 [0.4] 28.4 [2.0] 6.5 [0.5]

L 6,194.8 [0.0] 4.5 [0.3] 28.8 [2.0] 6.4 [0.0] 6,194.8 [0.0] 4.4 [0.4] 28.8 [2.0] 6.6 [0.6] 6,041.8 [938.1] 4.5 [0.3] 28.8 [2.0] 6.4 [0.0] 6,192.7 [1,050.8] 4.4 [0.4] 28.8 [2.0] 6.6 [0.6]
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length (LM) relative to optimal fiber length (OFL): steep

ascending limb (LM/OFL< 0.75), shallow ascending limb

(0.75 ≤LM/OFL < 0.95), plateau (0.95 ≤LM/OFL < 1.05),

and descending limb (1.05< LM/OFL) (Arnold and Delp,

2011).

Results

We found that muscle parameters estimated with scaled

OFL and TSL were similar to those reported by Ward et al.

(Ward et al., 2009) in most muscles and in all models. Scaling

MIF had a larger effect on estimated muscle parameters in the

Hamner model than in the other models (Table 1). Estimated

OFLs with OFL and TSL linearly (S1) and non-linearly (S2)

scaled in the Rajagopal model were within the expected values

reported by Ward et al. (Ward et al., 2009), whereas VL, TA,

and GM in the Hamner model, and GL in the Lai-Arnold

model were not (Supplementary Table S1). OFL tended to be

smaller with non-linearly scaled OFL and TSL in TA, GL, GM,

and SO, but larger in BF and ST than linearly scaled OFL and

TSL in all models. MTU compliance tended to be higher with

non-linearly scaled in TA, GL, GM, and SO and lower in BF

and ST than with linearly scaled OFL and TSL in all models.

The Rajagopal and Lai-Arnold models estimated higher MIF

than the Hamner model, with or without scaled MIF, for most

muscles, except GL, VL, and VM.

As an indicator of simulation validity, the number of gait

cycles that required excessive reserve actuators, defined

as >2.5 N·m, were computed (Supplementary Table S2). This

threshold represented approximately 5% of the average peak

values of all the joint torques at the slowest walking speed.

Acceptable reserve actuators were achieved in most muscles

with most of the model combinations. The Hamner model

required higher reserve actuators when MIF was not scaled

(S1 and S2), compared to the Rajagopal and Lai-Arnold

model using any scaling variant. Notably, higher reserve

actuator magnitudes were found in the Hamner model at the

ankle and hip joint in the sagittal plane, particularly at high

walking speeds (not reported).

Estimated on/off timing in most muscles was similar for all

model combinations. Estimated muscle excitations from all

model combinations presented some similar discrepancies to

EMGs, including lower co-activation and an excitation delay.

FIGURE 1
EMGs and estimated/modelled muscle excitations (average +/- 1 SD of all subjects) in 8 muscles with performance criterion J2 and scaling
variant S1 at walking speeds of 55%, 100% and 145% PWS. EMGs were normalized to the maximum value at 145% PWS. Horizontal lines above each
time series indicate on/off timing for EMG and each model, defined as >50% excitation.

Frontiers in Bioengineering and Biotechnology frontiersin.org07

Luis et al. 10.3389/fbioe.2022.1002731

26

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2022.1002731


FIGURE 2
On/off timing of EMGs, averaged over all subjects, and estimatedmuscle excitations of 8muscles at 3walking speeds, with performance criteria
based on minimization of muscle effort to the power of 2 (J2), 3 (J3), 5 (J5) and 10 (J10), and scaling variants with linear scaling of OFL and TSL and
generic MIF (S1), non-linear scaling of OFL and TSL and generic MIF (S2), linear scaling of OFL and TSL and scaled MIF (S3), and non-linear scaling of
OFL and TSL and scaled MIF (S4).
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Estimated on/off timing agreed well with EMGs for most

models and across walking speeds in ankle plantar- and

dorsiflexors TA, GL, GM, and SO, and to a lesser degree, in

knee extensors VL and VM, with performance criterion J2 and

with any scaling variant (Figures 1, 2). Estimated on/off

timing in GL, GM, and SO for all models agreed well with

EMGs and did not substantially change among speeds, nor

were they substantially influenced by performance criterion or

scaling variant. Estimated on/off timing in VL, VM, and TA

agreed least with EMGs with J10 compared to other

performance criteria (Supplementary Figure S1),

particularly in the Hamner model (Figure 2). All model

combinations failed to capture VL and VM excitation in

late swing at high speeds. Estimated ST excitation with all

model combinations agreed poorly with EMGs across speeds,

wherein on/off timing varied throughout the gait cycle among

models, particularly in the Hamner model. Similar

disagreements with EMGs can be observed for a few

muscles in all models. For instance, all model combinations

estimated very low or no excitation within certain periods of

the gait cycle, whereas average EMG values never reached zero

excitation. Thus, all model combinations estimated less co-

activation than were observed in EMGs. In addition, for all

model combinations, VL, VM, GL, GM, and SO estimates

closely resembled EMG patterns, but with a delayed onset

across all speeds.

For all models and scaling variants, excitation patterns

estimated with performance criterion J2 agreed better with

EMG, demonstrated by lower RMSE and higher correlation

coefficients, than excitation patterns estimated by with

performance criteria with higher powers (Figure 3). Muscle

excitations estimated with Hamner, and Lai-Arnold models

agreed better with EMG than those with the Rajagopal model

when combined with performance criterion J2. Among the

models, performance criterion had the largest influence on

estimated muscle excitations with the Hamner model.

Estimated muscle activation with the Lai-Arnold model agreed

better with EMG than with Rajagopal model for all performance

criteria.

The scaling variant had a smaller influence on agreement

between estimated muscle excitations and EMG than the model

or performance criterion. With Hamner model, regardless of

performance criterion, the agreement between estimated muscle

excitations and EMG was better when MIF was not scaled

(Supplementary Figure S1). With the Lai-Arnold model, the

agreement between estimated muscle excitations and EMG

was best with non-linearly scaled OFL and TSL and scaled

MIF (S4). With the Rajagopal model, the scaling variant had

little influence on the agreement between estimated muscle

excitations and EMG.

While muscle excitation time-series agreement with

EMG was higher with Hamner and Lai-Arnold models

than with the Rajagopal model, no single model estimated

excitation time-series with highest agreement for all muscles

(Figures 1, 4, Supplementary Tables S3, S4). The best time-

series agreement of TA and SO are obtained with the Hamner

FIGURE 3
RMSE versus correlation coefficient (r) between normalized EMGs and estimated muscle excitations, averaged values among all subjects,
speeds, and muscles, with performance criteria based on minimization of muscle effort to the power of 2 (J2), 3 (J3), 5 (J5), and 10 (J10), illustrated
with darkening colors, and scaling variants of linear scaling of OFL and TSL and generic MIF (S1), non-linear scaling of OFL and TSL and generic MIF
(S2), linear scaling of OFL and TSL and scaled MIF (S3), and non-linear scaling of OFL and TSL and scaled MIF (S4).
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FIGURE 4
RMSE versus correlation coefficient (r) between normalized EMGs and estimated muscle excitations in 8 muscles, averaged values among all
subjects and speeds, with performance criteria based on minimization of muscle effort to the power of 2 (J2), 3 (J3), 5 (J5), and 10 (J10), illustrated
with darkening colors, and scaling variants of linear scaling of OFL and TSL and generic MIF (S1), non-linear scaling of OFL and TSL and generic MIF
(S2), linear scaling of OFL and TSL and scaled MIF (S3), and non-linear scaling of OFL and TSL and scaled MIF (S4).

FIGURE 5
Increment rate disagreement between experimental and estimated excitations versus the coefficient of determination, averaged values among
all subjects, speeds and muscles, with performance criteria based on minimization of muscle effort to the power of 2 (J2), 3 (J3), 5 (J5), and 10 (J10),
and scaling variants with linear scaling of OFL and TSL and generic MIF (S1), non-linear scaling of OFL and TSL and generic MIF (S2), linear scaling of
OFL and TSL and scaled MIF (S3), and non-linear scaling of OFL and TSL and scaled MIF (S4). The best estimates can be considered to lie
approximately +/- 20%.
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model and scaling variants without scaled MIF (S1 and S2)

and the Lai-Arnold model with scaling method. Time-series

agreement in GM and GL were similar in all models with any

scaling variant. Time-series agreement in VL and VM were

similar with Rajagopal and Lai-Arnold models and any

scaling variant, and with the Hamner model and scaling

variants without scaled MIF (S1 and S2). Time-series

agreement in ST and BF was poor in all models (Figures 1, 4).

Average EMG increased approximately linearly with

increasing walking speed (Supplementary Figure S2), as did

estimated muscle excitation in all models, scaling variants and

performance criteria (Supplementary Figure S3). The

performance criterion had the largest influence on the

agreement between the predicted and observed excitation/

speed increments, with performance criteria J2 and

J3 resulting in the best agreement (lowest increment rate

disagreement and highest coefficient of determination with

EMG increment rate) in all models (Figure 5). Increment rate

agreement with the Hamner model was more influenced with

MIF scaling (S3 and S4) than with OFL and TSL scaling (S1 and

S2), but agreement was not notably better in any model with any

specific scaling variant.

In estimated excitation/speed increments in individual

muscles from all models, the lowest increment rate

disagreement was observed with performance criterion J2,

followed by J3. Increment rate agreement varied among model

combinations and muscles; no single model combination best

estimated increment rate for all muscles (Supplementary Table

S5). The increment rates in SO were best estimated with the

Rajagopal model, in GM and VM with the Lai-Arnold model,

and in GL and TA with the Hamner model using scaling variants

without scaled MIF (S1 and S2). The increment rate of VL was

highly influenced by scaling variant. Increment rates in ST and

BF were not estimated accurately with any model or scaling

variant. The Hamner model with scaling variants without scaled

MIF (S1 and S2) tended to overestimate increment rates in GM,

VM, and VL and to underestimate them in SO. The Rajagopal

model tended to underestimate increment rates in GM, GL, and

TA and to overestimate them in VL. The Lai-Arnold model

tended to underestimate increment rates in SO, GL, and TA.

FIGURE 6
Estimated normalized fiber length (average +/- 1 SD of all subjects) in 8 muscles with performance criterion J2 and scaling variant S1 at walking
speeds of 55%, 100% and 145% PWS. Reported experimental normalized fiber lengths of SO (Lai et al., 2015), GM (Farris and Sawicki, 2012), GL (Farris
and Raiteri, 2017), and VL (Chleboun et al., 2007; Bohm et al., 2018) are shown. Experimental fiber lengths were normalized based on average values
reported from a muscle architecture data set (Ward et al., 2009) if experimental studies did not provide normalized values. Horizontal lines
above time series indicate on/off timing for EMG and each model. Dashed horizontal lines indicate operating ranges between steep and shallow
ascending limb (lower), shallow ascending limb and plateau (middle), and plateau and descending limb (upper).
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Computed muscle fiber lengths varied among the different

models and scaling variants. All models with linearly scaled OFL

and TSL (S1) estimated different fiber lengths, largely visible as

length offsets but similar length changes. Fiber lengths estimated

by the Rajagopal model agreed best with reported experimental

findings in VL, GL, GM, and SO (Figure 6). MTU actuators of VL

and GM were active during shallow ascending limb region, and

SO, during shallow ascending limb and plateau regions, which

coincided with reported values in the literature. Fiber lengths of

BF, ST and TA estimated by Rajagopal, and Lai-Arnold models

operated at similar regions. The Hamner model estimated

shorter muscle fibers than the other models in all muscles.

The most notable fiber length differences between models

were observed in the VL, VM, and SO, where the muscles

contracted at distinct operating ranges within the gait cycle.

All models overestimated the excursion of the fiber lengths in GL

and GM (especially the Rajagopal model), none of them

estimated an isometric contraction in the VL during stance

(Chleboun et al., 2007; Bohm et al., 2018), and none of them

estimated the TA fiber length nor length changes well. In

addition, slight differences were observed when OFL and TSL

were linearly (S1) and non-linearly (S2) scaled (Supplementary

Figure S4). For example, larger GL an GM fiber excursion was

estimated with non-linear vs. linear OFL and TSL scaling,

associated with higher MTU compliance (Table 1).

Discussion

We have performed an extensive sensitivity analysis to

investigate the influence of musculoskeletal models, scaling

variants and optimization criteria for solving muscle

redundancy, as well on the interactions between them, on

estimation of muscle excitation as time series and over a

range of walking speed, specifically how well they agree with

experimentally observed EMG signals from a group of able-

bodied adults. For each gait cycle, 48 different model

combinations were computed and analyzed. We have

illustrated which combination(s) of musculoskeletal model,

MTU scaling variant, and performance criterion estimates 1)

muscle excitations as time series and as excitation/speed

increments that agree best with observed EMGs, and 2)

muscle fiber lengths that best agree with reported

experimentally-measured fiber lengths. We found that the best

excitation on/off timing agreement was estimated with

performance criterion J2 in all models The best time-series

agreement was estimated using a performance criterion

J2 with the Lai-Arnold model and any scaling variant, and

with the Hamner model and scaling variant without scaled

MIF (S1 and S2). The best excitation/speed increment rate

agreement was estimated with performance criterion J2,

followed by, J3 in all models. No single models best estimated

muscle excitation time series or increment rates for all muscles;

the agreement varied amongmodel combinations. The Rajagopal

model predicted fiber lengths and length change patterns that

most closely resembled those reported in literature, though some

discrepancies were observed in all models.

Among performance criteria, muscle excitations across

walking speeds were estimated best when minimizing muscle

effort to a power of 2 (J2) than to higher powers, which

corroborates findings in a recent study evaluating the effect of

performance criterion for walking at a self-selected speed

(Zargham et al., 2019). Ackermann and van den Bogert

proposed that neural commands were estimated better by

minimizing muscle effort to the power of 10 (Ackermann and

van den Bogert, 2010), which is practically equivalent to a min/

max criterion (Rasmussen et al., 2001). The results in the present

study contradict these findings to some degree; for instance, we

observed that a higher exponent produced higher excitations

during the swing phase, which did not correspond to observed

EMGs time-series profiles (Supplementary Figure S1). This

contradiction might be due in part to model sophistication;

Ackermann and van den Bogert used a simplified 2D

musculoskeletal model with eight muscles and estimated

ground reaction force and kinematics, whereas we used 3D

musculoskeletal models with a large number of muscles and

prescribed inverse kinematics and inverse dynamics solutions,

similar to Zargham et al. (Zargham et al., 2019). In addition, a

simulation study from Arnold et al. (Arnold et al., 2013) reported

good on/off timing estimations using computed muscle control

(Thelen et al., 2003), with performance criterion of minimization

of muscle effort to the power of 2. Our findings therefore support

a recommendation to optimize for muscle redundancy base on a

minimization of muscle effort to a power of 2 or perhaps 3 to

estimate muscle excitations over walking speeds when kinematics

and reaction forces are known.

Our findings do not clearly support any single MTUs

scaling variant. It is unlikely that simple methods to scale

MTUs accurately represent muscle architecture since muscle

properties do not correlate well with anthropometric

measurements, but scaling may improve muscle excitation

estimation. Medical imaging studies using MRI have shown

that muscle volume correlates reasonably well with height,

and with body mass in young, healthy adults (Handsfield

et al., 2014; Charles et al., 2019b). However, OFL did not

correlate well with leg length (Ward et al., 2009; Charles

et al., 2019b). It is hard to scale based on anthropometric

measurements, and its accuracy will affect MIF estimation

(Eq. 1). Specific tension at each muscle (Maganaris et al.,

2001) is not well known. In this regard, we found that no

single scaling method improved estimated muscle

excitations, i.e., agreement with EMGs, for all muscles and

all models, though some degree of personalization could

result in better estimations of muscle excitation. Using

non-linear scaling of OFL and TSL and scaled MIF (S4),

the Lai-Arnold model had better time-series estimations
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(Figure 3), and the Rajagopal model had better increment

rate agreement (Figure 5), than without scaling. Despite this

improvement, MIF scaling was based on estimating

observations in young adults (Handsfield et al., 2014).

Thus, these findings should not be extrapolated to other

populations, such as children or persons with neuromuscular

disorders.

Estimations of muscle excitations with the Hamner model

were not improved with non-linear vs. linear OFL and TSL

scaling and were even worse when MIF was scaled. Good

estimations of on/off timing were achieved at different speeds

in most muscles, but the magnitudes (Figure 1) were

considerably higher than those estimated by other models,

and normalized fiber lengths were shorter than those from

reported experimental observations (Figure 6). Substantially

high muscle excitations can be attributable to low MIF values

and shorter normalized fiber lengths, which also disagreed with

their corresponding values derived from experimental

observations. The Hamner model adopted MIF values from

the model developed by Delp et al. (Delp et al., 1990) with

some modifications. MIF was computed based on physiological

cross-sectional area from both cadavers (Delp et al., 1990) as in

the Delp model and also healthy individuals (Carhart, 2000), and

incorporated scaling factors that varied between muscles. These

tuned values were substantially lower than MIF values derived

from a single dataset based on muscle volume in healthy adults

(Handsfield et al., 2014), which the Rajagopal and Lai-Arnold

model incorporate. The scaled MIF values in the Hamner model

were slightly smaller than those in the Rajagopal and Lai-Arnold

models, except in VL and VM, where incidentally the lowest

time-series and excitation/speed increment agreement were

found. The scaled MIF in VL from the Hamner model was

even higher than those reported from maximal isometric knee

extension (Bohm et al., 2018). Also, normalized fiber lengths

estimated from musculoskeletal modelling are typically lower

than those measured experimentally with ultrasound (Figure 6).

The combination of low MIF values and short normalized fiber

lengths produced a low force-generation capacity, which, for

instance, resulted in an estimation that the SO reaches full

excitation at high walking speeds (Figure 1).

Some disagreements between estimated muscle excitations

and EMGs were common across models, scaling methods, and

performance criteria, which indicates that other modeling

simplifications or experimental limitations might underlie

these discrepancies. Estimated plantarflexor excitation was

delayed with respect to EMG, which may be attributable to

inaccuracies in representing MTU parameters and activation

dynamics. Delabastita et al. demonstrated better temporal

agreement with observed excitations when OFL, TSL, PA, and

tendon stiffness parameters were personalized using ultrasound

information and recorded EMGs (Delabastita et al., 2020). Also,

activation dynamics, rate encoding, and motor unit recruitment

were simplified into a first-order differential model with the same

activation and deactivation time constants for all muscles and all

subjects, whereas these parameters have been reported as

functions of muscle fiber-type composition (Winters, 1995)

and age (Thelen, 2003). The electromechanical delays, i.e. the

duration between muscle twitch and force production, also

depends on several factors such as muscle fiber-type

composition, firing rate dynamics, and viscoelastic properties

of the muscle and connective tissue (De Luca, 1997), none of

which were modeled in the current study.

All simulations estimated lower co-activation compared to

observed EMGs, which might be related to the optimization and

performance criteria. MTU controls generally minimize overall

muscle effort, whereas co-activation is a likely response to

increase stability in dynamics tasks (Oomen et al., 2015). A

high exponent in the performance criterion increased co-

activation (Supplementary Figure S1) but resulted in

excitation estimates that agreed poorly for all models and

scaling variants (Figures 3, 5). Modeling approaches in which

MTU controls are solved by minimizing muscle effort and

including feedforward and feedback control to account for

sensory and motor noise (Van Wouwe et al., 2022) or by

regulating mechanical impedance at the joints (Shourijeh and

Fregly, 2020), better represent intrinsic motor coordination

characteristics; these approaches are more likely to better

estimate co-activation than minimizing muscle effort with a

high exponent.

Some disagreements between estimated fiber lengths and

reported experimentally-measured fiber lengths in literature

are also common across models, scaling variants, and

performance criteria, and are related to the models’ simplified

muscle geometry. The Rajagopal model best estimated fiber

lengths in VL, GL, GM, and SO, though the estimated fiber

excursions were larger than those reported in the literature. A

major reason for this is that modelling a muscle as

unidimensional actuators does not provide a sufficient

representation to capture muscle contraction throughout the

volume; Aeles et al. report variations in fiber length and

length changes in different fascicles of the same muscle (Aeles

et al., 2022). Similarly, muscle attachments are modelled as

points, whereas they in reality are surface areas. A study

compared a three-dimensional fiber geometry and a lumped

parameter model and showed that lumped parameter models

overestimated fiber excursion (Blemker and Delp, 2006).

Another factor involved in overestimating muscle excursion

might be the tendon stiffness value. Modeling tendon as

compliance seems a critical assumption as its influences fiber

length excursion during walking (Lichtwark and Wilson, 2007;

Lai et al., 2015). This study adopted the value of the Achilles

tendon’s stiffness from a previous study (Delabastita et al., 2020)

which allowed us to estimate similar fiber length patterns in GL,

GM, and SO similar to reported with experimental observations.

Nonetheless, it was assumed that triceps surae muscles shared the

same normalized stiffness (equal to 15), which affected each
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model differently as its absolute (non-normalized) value

depended upon MIF and TSL and, therefore, varied among

muscles.

Also, other modeling simplifications have likely influenced

fiber length estimations. For instance, patellar and quadriceps

tendons were not modeled independently in any of the models,

whereas they have been demonstrated to have different functions

and mechanical properties (Sprague et al., 2019). In addition,

measuring skeletal motion in the foot requires multi-segmental

foot models, which in turn influence fiber lengths in triceps surae

muscles (Zandbergen et al., 2020). By incorporating a more

detailed description of patellar and quadriceps tendons, and

bone foot geometry, it would be expected to capture muscle

paths better and improve the representativeness of MTU

mechanics in generic models.

Further limitations in studying the validity of

musculoskeletal models should be noted. First, evaluation of

estimated muscle excitations as time series largely consisted of

comparing them to observed surface EMGs, but surface EMG

signals in turn are sensitive to electrode placement, muscle

fatigue, crosstalk from nearby muscles, and data post-

processing methods. Furthermore, surface EMGs were

measured with one bipolar sensor per muscle. It has been

reported that EMG signals may vary among different regions

of the same muscle (Vigotsky et al., 2018). In addition, modelled

MTU time-dependent behavior will change if a different

simulation approach is adopted, for instance, in dynamically

consistent or in EMG-informed simulations. Thus, the results of

these studies should be interpreted in the context of the

modelling approach.

In terms of the generalizability of the results, the evaluation

was performed using a direct collocation dynamic optimization

which represents some advantages with respect to other

algorithms used to solve muscle redundancies such as static

optimization and computed muscle control (Thelen et al.,

2003). For instance, the tendon deformation is neglected in

static optimization, which might not be an appropriate

assumption in large tendons such as the Achilles tendon (Lai

et al., 2015) and patellar tendon (Bohm et al., 2018), and

computed muscle control is sensitive to mass and inertia

properties, as well as the initial time of the simulation

(Wesseling et al., 2014). In contrast, the algorithm developed

by DeGroote et al. incorporates tendon compliance and has a

more robust formulation of the dynamic optimization than using

direct shooting methods (De Groote et al., 2016). In addition, the

software toolkit OpenSim Moco has been recently implemented

in OpenSim, and uses direct collocation methods similar to the

algorithm used in this study (Dembia et al., 2020). In this regard,

our results should be compatible with the ones provided by

OpenSimMoco when the inverse kinematic and inverse dynamic

solutions are prescribed.

Future work to improve biofidelity of estimated muscle

excitations from generic musculoskeletal models may include

more detailed descriptions of muscle and bone geometry and

paths and incorporate more experimental observations for their

validation. We also conclude that evaluating biofidelity with on/

off timing agreement and reliance on reserve actuators is

insufficient to characterize MTU mechanics, as different

musculoskeletal models, scaling methods, and optimization

criteria estimate different fiber length patterns with good on/

off timing agreement and no dependency in reserve actuators. As

such, caution must be taken in interpreting estimations across

different load conditions, for instance, the prediction of

metabolic energetics within different walking speeds, as

estimates might be misleading if MTU time-dependent

behavior such as muscle excitations or fiber lengths are not

adequately validated.

Finally, the Lai-Arnold model using non-linear scaling of

OFL and TSL and scaled MIF with a performance criterion based

on muscle effort squared better captured muscle excitations

among all the variants evaluated in this study. Interestedly,

the Rajagopal model, using either linear or non-linear scaling

of OFL and TSL and scaled MIF with a performance criterion

based on muscle effort squared, better captured fiber lengths

compared to reported data in the literature. The Lai-Arnold

model was derived from the Rajagopal model, and similarities

were therefore expected. However, the modifications performed

by Lai et al. (Lai et al., 2018) in the original formulation of the

Rajagopal model improved muscle excitation estimations across

walking speeds, particularly in the BF, and ST (Figures 1, 4), but

yielded a higher disagreement of fiber lengths, especially in the

VL. Thus, it is suggested that, among all the variants evaluated in

this study, the Lai-Arnold model using non-linear scaling of OFL

and TSL and scaled MIF with performance criterion based on

muscle effort squared might be preferred if muscle excitation

estimates are the outcomes of interest, but caution is advised in

interpreting fiber length estimations. On the other hand, the

Hamner model had the lowest biofidelity, which also led to the

low force-generation capacity of the MTU actuators compared to

other models. Therefore, the accuracy of the estimations of the

muscle-tendon dynamics, particularly at high walking speeds,

should be considered in the context of its application.

Conclusion

In this study, three generic musculoskeletal models, four

scaling variants, and four performance criteria based on

muscle effort minimization were performed to examine

how they influence estimated muscle excitations as time

series, based on experimental data at different walking

speeds. Interactions between them were analyzed to

determine which modelling combination estimated muscle

excitations and fiber lengths that best agreed with observed

EMGs at different walking speeds. We found best on/off

timing and excitation/speed increment rates agreement
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with the performance criterion of minimized muscle effort to

the power of 2 in all models and scaling methods, compared to

criteria with higher powers. Among models and scaling

variants, we found best time-series agreements with the

Hamner model without scaled MIF and with the Lai-

Arnold model with non-linearly scaled OFL and TSL and

scaled MIF. Overall, muscle excitations were best estimated

with the Lai-Arnold model, but fiber lengths best agreed with

previously reported experimentally-measured fiber lengths

with the Rajagopal model. Despite moderately good

estimated excitations in most muscles, the Hamner model

required higher reserve actuators and estimated fiber lengths

that agreed least with those reported in the literature.

Common disagreements with EMG were observed in all

model combinations, such as excitation delays and

underestimated co-activation, which point to both model

simplifications and to human motor behavior complexity.
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Background: Dissociation of the polyethylene liner after reverse shoulder

arthroplasty could cause shoulder dislocation that could not achieve closed

reduction. The cause of liner dissociation is currently unclear.

Method:Non-homogeneous model of the bone was constructed and dynamic

finite element analysis was utilized to simulate the impingement of the

polyethylene liner and scapula during humeral adduction. The stress

distribution of the fixation claws, their degree of deformation (DOD), and the

stress of the impingement sites in three initial humeral postures (neutral, 30°

flexion, and 30° extension) were measured and analyzed. The influence of the

liner material stiffness was also investigated.

Result: The impingement stress on the liner and scapula was 100–200 MPa,

and different humeral postures caused different locations of impingement

points. The fixation claws’ maximum principal stress (MPS) results were

below 5 MPa. In the connection area between some fixation claws and the

liner, compressive stresses on the inside and tensile stresses on the outside

were observed, which showed that the fixation claws were prone to deform

toward the center direction. The maximum DOD results of three initial humeral

postures (neutral, 30° flexion, and 30° extension) were 3.6%, 2.8%, and 3.5%,

respectively. The maximum DOD results of neutral initial humeral posture were

0.51% and 11.4% when the elastic modulus of the liner was increased and

decreased by a factor of 10, respectively.

Conclusion: The humeral adduction impingement could lead to the

deformation of the claw-shaped liner fixation structure, which might be one

of the reasons for the liner dissociation. The increased stiffness of the liner

material helped to reduce the deformation of the fixation structure.

KEYWORDS

reverse total shoulder arthroplasty, finite element analysis, polyethylene liner
dissociation, shoulder dislocation, fixation, impingement
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1 Introduction

The reverse shoulder prosthesis was invented to compensate

for the loss of rotator cuff function in the 1970s, which was the

opposite design of the anatomic shoulder prosthesis (Hansen and

Routman, 2019). The incidence of primary reverse total shoulder

arthroplasty (RTSA) has increased substantially in recent years. It

reached 19.3 cases per 100,000 in 2017 in the United States,

which was 2.64 times the incidence in 2012 (Best et al., 2021).

However, the design of reverse shoulder prosthesis frequently

causes impingement between the scapular pillar and the

polyethylene liner of the humeral component (Friedman et al.,

2019). This impingement was considered related to scapular

notching, polyethylene wear, and glenoid implant loosening

(Mollon et al., 2017; Griffiths et al., 2020). Efforts were made

to reduce impingement by altering the design or placement of the

prosthesis. Inferior tilt of the glenosphere, lateral offset of the

glenosphere, placing the glenosphere inferiorly, and decreasing

the neck shaft angle of the humeral component are considered to

decrease the tendency of the impingement. However, these

parameters are not independent, they influence each other

and affect the deltoid moment, the stress on the prosthesis,

etc (Ackland et al., 2015). Therefore, the optimal prosthesis

design and placement are not yet conclusive.

Dislocation of the shoulder joint is a common complication

after RTSA, sometimes accompanied by the dissociation between

the polyethylene liner and the metal tray in some cases, which

prevents closed reduction and necessitates operative revision.

This poses significant challenges for surgeons (Nizlan et al., 2009;

Patel et al., 2017; Paynter et al., 2020). There have been some case

reports of polyethylene liner dissociation (Nizlan et al., 2009;

Patel et al., 2017; Paynter et al., 2020). However, the

biomechanical mechanism of liner dissociation is still unclear.

In a case series of four patients with liner dissociation reported by

Patel et al, (2017), the fixation structure of the liner was severely

deformed, resulting in fixation failure. Patel speculated that the

cause of the liner dissociationmight be the impingement between

the liner and the scapula (Figure 1A). Nevertheless, further

mechanism investigation was not conducted. The liner

dissociation also happened to one of our patients. The used

polyethylene liner of the prosthesis had a similar claw-shaped

fixation structure to that used in Patel’s case, which was found to

be deformed (Figure 1B). There was a clinical study showed that

80% of late postoperative shoulder dislocations had evidence of

adduction impingement and polyethylene liner failure (Kohan

et al., 2017), so it is reasonable to suppose that the liner

dissociation is related to the adduction impingement between

the liner and the scapula.

To verify this hypothesis, observation of the liner fixation

structure deformation during the adduction impingement is

necessary. However, it is hard to capture the deformation via

video radiography because of the precision limitation of the

radiography system and the non-visualization of the

polyethylene liner (Miranda et al., 2011; Patel et al., 2017).

Computer simulation is a suitable method to investigate this

question. Finite element analysis (FEA) has increasingly been

used in the medical field, particularly in orthopedics where it can

guide the design and optimization of prostheses (Liu et al., 2020;

FIGURE 1
Illustration of adduction impingement and intraoperative photograph. (A), Illustration of adduction impingement. (B), Exposed joint cavity with
visible polyethylene liner dissociation and intraoperative comparison of the new and the old liner.
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Zhang et al., 2021). Using this technique, we could dynamically

simulate the impingement between the liner and the scapula, and

precisely observe the deformation and the stress state of the

polyethylene liner.

In this study, based on a case of shoulder dislocation with

liner dissociation after RSTA, the FEA was selected to investigate

whether adduction impingement is a cause of the liner

dissociation of the prosthesis with this kind of claw-shaped

fixation structure. The impingement between the polyethylene

liner and the scapula during humeral adduction was dynamically

simulated. Meanwhile, solutions to decrease the incidence of

liner dissociation were also proposed.

2 Materials and methods

2.1 Clinical data

The patient was a 52-year-old male with a complaint of right

shoulder joint pain and limited movement for two months. The

patient had undergone an anatomical shoulder arthroplasty

11 years ago. Due to prosthesis loosening and limited

shoulder movement, the patient underwent a customized 3D

printed reverse shoulder prosthesis (AK Medical, Beijing, China)

revision surgery 7 years ago. The neck shaft angle of the

prosthesis was 140°. The baseplate was positioned neutrally

and centrally on the glenoid. Detailed treatment information

was presented in a case report (Zou et al., 2018). The

postoperative functional examination of the shoulder joint

revealed that when the patient’s arm was adducted close to

the chest wall, the deltoid muscle was tense due to stretching.

This is caused by the leverage generated by the contact between

the liner and the scapula. At subsequent follow-up, the patient

reported feeling friction within the joint during the walking arm

swing. These demonstrated the presence of impingement and

friction between the polyethylene liner and the scapula. The

patient now has shoulder pain and limited movement. X-rays

showed that the right shoulder was dislocated. After clinical

evaluation, the surgeon decided to perform revision surgery.

2.2 Surgical procedure

The patient was placed in the left lateral position, and the

right shoulder joint was routinely disinfected with iodophor.

The right shoulder joint was incised from the rostral process,

along the anterior border of the deltoid muscle, and ends at the

humeral stop of the deltoid muscle, about 15 cm long. The

patient had intact infraspinatus, teres minor, and teres major

muscles. There was a moderate tear in the supraspinatus and

subscapularis muscles. The deltoid muscle was separated

under direct vision, and the anterior portion of the humeral

shaft was incised at its stop to prevent damage to the axillary

nerve branches. The short head of the biceps tendon was held

medially, and the shoulder joint was flexed to reveal the joint

cavity. The polyethylene liner was found to be completely

detached and was removed. The fixation claws of the old liner

had deformed and contracted towards the middle disc-shaped

protrusion (Figure 1B), which caused the fixation claws to fail

to snap into the metal tray. The scapular component of the

prosthesis was properly polished and fitted with a suitable new

liner. Accordingly, the humeral component was cleaned and

trimmed to the proper size. The shoulder joint was reset and

had good mobility and stability. The postoperative

X-ray showed a satisfactory position of the shoulder

joint. The patient had satisfactory shoulder function and

was able to complete daily life activities at the 3-month

follow-up.

2.3 Finite element analysis

A finite element (FE) model was developed to dynamically

simulate the impingement between the polyethylene liner and the

scapular pillar during humeral adduction. The entire

experimental procedure is summarized in Figure 2.

Supplementary Video S1 shows the impingement process and

the Von Mises stress distribution.

FIGURE 2
Overview of the FEA process. (A), Shoulder CT data
processing. (B), Generation of scapula and humerus 3D models.
(C), Bone model and prosthesis model assembly and Meshing. (D),
Dynamic FEA. The lower border of the scapula is divided into
a flat anterior crest and a narrow posterior crest.

Frontiers in Bioengineering and Biotechnology frontiersin.org03

Wan et al. 10.3389/fbioe.2022.1038116

38

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2022.1038116


2.3.1 Model building
This study was approved by the ethics committee of The

Second Hospital of Jilin University approved. Informed consent

was offered by the volunteer. The CT data of the volunteer’s

shoulder were collected through the Philips iCT 256 CT scanner

at 156 mA and 120 kVp with a slice thickness of 0.602 mm and

exported in DICOM format. MIMICS 21.0 (Materialise,

Belgium) was used to reconstruct the shoulder joint. Then the

shoulder joint model was exported in standardized trigonometric

language (STL) format. The medial part of the scapula was

truncated to improve the simulation efficiency. The type of

prosthesis was customized to the shape of the patient’s bone

defect and 3D printed by the prosthesis manufacturer (AK

Medical, Beijing, China). Its fixation structure was the claws

on the underside of the liner (Figure 3C). The reverse shoulder

prosthesis used in this study consisted of a scapular component

and a humeral component. The scapular component included

the glenoid base and glenosphere. The humeral component

included the polyethylene liner, metal tray, and shaft

(Figure 3). The assembly of the prosthesis and bone was

performed under the supervision of an experienced surgeon.

Both the humeral component and the glenosphere were placed in

a neutral position without lateralization or tilt.

2.3.2 Meshing and boundary condition setting
For discretization, all components were imported into

Hypermesh 2020 (Altair Engineering, Troy, MI, United States)

software. The components were divided into tetrahedral meshes of

different sizes. A convergence test was performed to ensure the

precision of the analysis. Three mesh sizes (1.5 mm, 1.2 mm, and

1.0 mm) of the liner were tested. The stress results difference for

1.2 mm and 1.0 mmwas 1.1%. Four mesh sizes (4 m, 3 mm, 2.5 mm,

and 2.0 mm) of the scapula were tested. The stress results difference

for 2.5 mm and 2.0 mm was 6.0%. The mesh size of 1.0 mm for the

liner and 2.0 mm for the scapula could meet the accuracy

requirements of the analysis. The mesh size of the scapular

component, glenosphere, and humeral shaft was set to 2 mm. Due

to the small features and the region of interest to observe the stress

distribution, the mesh size of the polyethylene liner and the humeral

tray was refined to 0.75 and 1mm, respectively.

The model was then imported into Abaqus 2021 (Dassault

Systèmes, France) for the boundary conditions setting. Contact

between the glenosphere and the shoulder glenoid, as well as the

contact between the humeral shaft and the metal tray, were set to

tie constraint (no relative movement was allowed between the

parts in contact). All other surface contacts were set to be friction

contacts with a friction coefficient of 0.07 (Quental et al., 2015).

Because of the large difference in the elastic modulus between the

metallic components and the polyethylene, all metallic materials

were set up as analytical rigid bodies to improve the simulation

efficiency. The material property of polyethylene liner was

defined as isotropic linear elastic. The Young’s modulus was

850 MPa, the Poisson’s ratio was 0.44, and the density was 0.94 g/

cm3. The Poisson’s ratio value used for bone was 0.3. The density

(ρ) and the elastic modulus (E) of the bone were calculated from

the following formulas based on the grayscale values (HU) of the

CT images (Mo et al., 2019):

ρ g/m3( ) � −13.4 + 1017HU (1)
E Pa( ) � −388.8 + 5925ρ g/m3( ) (2)

The rotator cuff in the shoulder joint aids in internal rotation,

external rotation, and abduction. It also squeezes the humeral

head toward the scapular glenoid to stabilize the shoulder joint

and prevent dislocation (Ackland et al., 2015). Since the active

force processes of the muscles were not involved in this study, the

rotator cuff was simplified to two nonlinear springs assemblies

with anterior-posterior symmetry, which served to stabilize the

shoulder joint and prevent dislocation (Hettrich et al., 2015)

(Figure 4A). A 3.5 kg point mass was placed at the end of the

humeral shaft (near the arm’s center of gravity) to represent the

arm’s weight. The initial posture of the humeral component was

set to 40° of abduction (Figure 4A). Except for the neutral initial

posture, 40° abduction accompanied by 30° flexion or extension

was also simulated (Figure 4B) to investigate the effect of

different arm initial postures on the impingement. The medial

plane of the scapula was set to be fully fixed, and then a

gravitational acceleration of 9.8 m/s2 was applied to the entire

system. The entire simulation was performed as an explicit

dynamic analysis with an analysis time of 0.4 s. The arm was

FIGURE 3
Reverse shoulder joint prosthesis model. (A), Composition of
the reverse shoulder joint prosthesis. (B), Metal humeral tray with a
groove that can catch the polyethylene liner. (C), Polyethylene
liner with eight symmetrical “claw” structures for fixation to
the tray. The interspace between the claws and the intermediate
disc-like protrusion was used as an indicator for this study.
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simulated to adduct under gravity and impinge. In addition, the

cases of 10* and 0.1* elastic modulus of the liner were simulated

to study the effect of liner material stiffness.

2.3.3 Evaluation indicators
The Von Mises stress at the impingement location and the

maximum principal stress (MPS) on the polyethylene liner were

obtained. The Von Mises stress was used to assess the material

failure of the polyethylene liner and the bone. The MPS was

obtained to show the tendency of the fixation claw’s deformation.

The interspaces between the fixation claws and the central disc

protrusion before and after impingement were also recorded and

analyzed to quantify the degree of deformation (DOD) of the

fixation claw (Figure 3C). It was measured at four randomly

selected points on each claw. The DOD was defined as the

percentage change in the interspace before and after the

impingement, which could be expressed as the following formula:

DOD � average
intb − inta

inta
p 100%( ) (3)

where intb was the interspace before impingement, inta was the

interspace after impingement.

3 Result

3.1 Von Mises stress of the impingement
point

The Von Mises stress at the impingement point in neutral,

flexion, and extension humeral postures is shown in Figure 5. In the

neutral posture, the liner impinged on both the anterior and

posterior crest of the scapular pillar, with a maximum stress of

120MPa on the scapula. There were two impingement points on the

liner, located posteromedially, with a maximum stress of 145.7 MPa

at the impingement point. In the 30° flexion posture, the

impingement point for the scapular pillar and the liner was the

anterior crest and posteromedial of the liner. The maximum stress

on the scapula and the liner were 125.4 MPa and 152.9 MPa,

respectively. In the 30° extension posture, the impingement point

for the scapular pillar and the liner was the posterior crest and

medial of the liner. The maximum stress on the scapular pillar and

the liner were 160.7 MPa and 211.3 MPa, respectively.

3.2 Maximum principal stress distribution
in fixation claws

Unlike the impingement point, the magnitude of the stress value

on the fixation claws was much smaller, with the absolute value

mostly less than 5MPa (Figure 6). In the connection area between

some fixation claws and the liner, compressive stress on the inside

(Figure 6B) and tensile stress on the outside (Figure 6C) were

observed. It represented a tendency for this part of the fixation

claws to deform inward during liner impingement. Such regions

were observed in the liner’s anterior-medial, anterior, and lateral

positions when the humerus was in neutral, flexion, and extension

postures, respectively (Figure 6A).

3.3 Degree of deformation

The DOD results are shown in Table 1 and Figure 7,

consistent with the fixation claws’ MPS results. The DOD was

FIGURE 4
Schematic diagram of model working condition setting. (A) In the coronal plane, the humerus was initially abducted at 40°. (B) In the sagittal
plane, the humerus had three initial postures of neutral, 30° flexion, and 30° extension.

Frontiers in Bioengineering and Biotechnology frontiersin.org05

Wan et al. 10.3389/fbioe.2022.1038116

40

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2022.1038116


relatively large in the area where high MPS occurred. In neutral,

flexion, and extension postures, the maximum DOD were 3.6%,

2.8%, and 3.5%, respectively (Figure 7A). Changing the elastic

modulus of the liner could affect the deformation of the fixation

claws (Figure 7B). In the neutral initial posture, when the elastic

modulus of the liner was multiplied by 10, the maximum DOD

was only 0.51%. Furthermore, due to the significant elastic

modulus difference between cortical bone and UHMWPE, the

maximum Von Mises stress at the scapular impingement point

was 155.8 MPa, similar to the results of normal liner stiffness.

FIGURE 5
Von Mises Stress at the impingement point. (A&D), Neural posture. (B&E), Flexion posture. (C&F), Extension posture.

FIGURE 6
MPS at fixation claws. (A), maximum principal stresses distribution. (B&C), details of the inner side and outer side of the connection area.
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When the elastic modulus was reduced by 10 times, DOD

reached 11.4%. The maximum Von Mises stress at the

scapular impingement point was 45.8 MPa.

4 Discussion

Polyethylene liner wear and deformation is one of the most

common causes of late failure after reverse shoulder arthroplasty,

which originates from the impingement of the scapula and the

polyethylene liner (Friedman et al., 2019). Dislocation of the

shoulder joint after RTSA causes great trouble when

accompanied by the dissociation of the polyethylene liner

(Garberina and Williams, 2008; Nizlan et al., 2009; Patel et al.,

2017). In this study, FEA was used to investigate whether the

liner dissociation of the prosthesis with this kind of claw-shaped

fixation structure was related to adduction impingement.

Most FEA studies of reverse shoulder prosthesis used the

static analysis method, so the role of inertia was not essential and

could be ignored (Denard et al., 2017; Ingrassia et al., 2018;

Zhang et al., 2020). However, the impingement is a high-speed

and dynamic process, and a fully dynamic finite element model is

necessary (Cooper et al., 2019). It is tough to apply muscle forces

with constantly changing magnitude and direction during this

fully dynamic process. Therefore, the process of arm adduction

under gravity and without the active muscle forces was simulated

in this study. Nevertheless, in real life, the adduction of the arm is

often accompanied by muscle force control, making the

impingement of the scapula with the liner less intense than

under the action of gravity alone. Thus, the stress and

deformation due to the impingement obtained were higher

due to the neglect of muscle forces.

The acquired results indicated two impingement points on

the liner when the humerus was in neutral posture during the

adduction process (Figure 5B). This was due to an anatomical

detail that was easily overlooked. The lower edge of the scapular

pillar is divided into two crests: the anterior and posterior crest,

where the anterior crest is flatter, and the posterior crest is

narrower (Figures 1A, Figure 2D). When the humerus

adducted from the neutral posture, the liner impinged with

both crests. The impingement points were located on the

posteromedial side (Figure 5A), which was consistent with

TABLE 1 DOD*100% for different fixation claws.

Neutral Flexion Extension High elastic
modulus

Low elastic
modulus

Lateral 0.52 0.90 3.48 0.17 2.20

Lateral-anterior 1.28 2.10 2.99 0.26 7.25

Anterior 3.04 2.78 1.44 0.51 11.36

Anterior-medial 3.55 1.76 −0.47 0.42 9.63

Medial 2.59 1.02 0.24 0.19 6.62

Medial-posterior 1.76 0.71 −0.56 0.15 6.48

Posterior 0.99 0.11 −0.17 0.09 0.64

Posterior-lateral 0.58 0.17 1.97 0.04 −1.10

FIGURE 7
Distribution of DOD for different fixation claws. (A), Comparison of different humeral postures. (B), Comparison of different liner stiffnesses. la =
lateral, an = anterior, me = medial, po = posterior.
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previous clinical studies (Lewicki et al., 2017). The impingement

point of the liner was directly medial (Figure 5F) only when the

humerus was in extension posture during adduction. At this

time, the liner impinged with the narrower posterior crest,

resulting in a stress of 160.7 MPa, higher than that of neutral

posture and flexion posture. Nevertheless, humerus adduction

from extension posture is less common in daily life than neutral

and flexion posture.

Whether the impingement started from flexion, extension, or

neutral posture inward, the stress generated on the liner exceeded

100 MPa, far beyond the yield stress of the UHMWPE (Pascual

et al., 2012). There was no obvious difference in the magnitude of

impingement stress generated by different impingement

postures. Even though the real-life impingement with muscle

control might not be that fierce, the liner was easily damaged. The

maximum stress at the impingement point of the scapula reached

160 MPa in the extension posture and 120 MPa in both the

flexion and neutral postures, which is less than the yield stress of

the cortical bone (Heiner, 2008). According to these results, we

might suspect that the scapular notch was not generated based on

direct stress damage brought by adduction impingement, but

based on the frictional wear. The particle debris produced by

polyethylene wear was reported to contribute to the generation of

the scapular notch (Levigne et al., 2008). The mechanism of the

scapular notch generation needs further study.

The locations and the stress of the impingement points were

discussed above. However, the direct reason for the liner dissociation

was the failure of the fixation structure. In order to reflect the

deformation direction of the fixation claws, the MPS was chosen to

demonstrate the stress state of the liner fixation structure. When the

stress on the structure was positive or negative, it meant that the

structure was under tension or compression. The MPS distribution

indicated that some fixation claws tended to deform inward. In the

adjacent area between the fixation claws and the liner, the inner side

was subjected to compressive stress while the outer side was

subjected to tensile stress (Figures 6B,C). The fixation claws with

high MPS varied when the impingement postures varied

(Figure 6A). It is worth mentioning that the stress on the

fixation claws did not reach the yield stress (Pascual et al., 2012),

so the fixation claws did not enter the plastic deformation stage. The

deformation might be the creep deformation caused by long-term

stress (Glyn-Jones et al., 2008). A study of the creep behavior of

polyethylene liner in hip prosthesis showed that creep deformation

accounted for a large portion (up to 63%) of polyethylene liner

deformation during gait simulation (Penmetsa et al., 2006).

However, the creep behavior of polyethylene liner in reverse

shoulder prosthesis has not been studied.

The MPS distribution was verified by the DOD results of the

fixation claws. Figure 7 shows that most fixation claws deformed

inward after the impingement. The areas with the greatest

deformation were those with high MPS. The location where the

maximum deformation occurred changed with the impingement

posture, which explained the deformation of almost allfixation claws

in our clinical case. Our arms are regularly in a neutral or flexion

posture in daily life. Thus, when the impingement occurs in these

postures, the fixation claws’ anterolateral, anterior, and anterolateral

regions are more prone to deform (Figure 6A). In a case reported by

Patel et al., a portion of the fixation claws were deformed (Patel et al.,

2017). However, it is unknownwhether this was the anterior fixation

claw from the pictures in the paper. Therefore, the results above need

to be validated by more multicenter long-term follow-ups.

To find a solution to reduce the incidence of liner dissociation,

whether changing the elastic modulus of the liner material

contributes to reducing the deformation of the liner fixation

structure was investigated. As we know, the higher the elastic

modulus of a material, the smaller its deformation at the same

state of stress. However, the results of our analysis showed that

increasing the elastic modulus of the polyethylene liner also

increased the stress on its fixation claws. So, the effect of the

change in the elastic modulus on the deformation of the fixation

structure is worth exploring. The elastic modulus of the liner was

increased or decreased tenfold, respectively. The results showed that

changing the elastic modulus of the liner material could affect the

deformation of the liner (Figure 7A). After the elastic modulus of the

liner was multiplied by 10, the average deformation of the fixation

claws was reduced to only 12.9% of the original. At the same time,

the maximum impingement stress on the scapula was 155.8 MPa,

which increased by 29.8% compared to the original. Based on this

result, ideas for liner improvement could be proposed: we could

improve the elastic modulus of UHMWPE by modifying the

manufacturing process to decrease the deformation of the

fixation structure (Ansari et al., 2016). We could use ceramic

material, which also significantly reduces the osteolysis from

debris generation (Sonntag et al., 2012). Besides, the claw-shaped

fixation structure may be one of the important reasons for

deformation and causing dissociation of the liner, and further

research on improved fixation structure is needed.

In addition to improving the material of the liner to reduce liner

dissociation, changing the shape parameter and placement of the

prosthesis to reduce the impingement is also a viable option and has

been studied extensively (Friedman et al., 2019). Reducing the neck

shaft angle of the humeral component, and inferior overhang/

inferior tilt/lateral offset of the glenosphere could reduce the

impingement and improve the adduction angle (Gutierrez et al.,

2008; Roche et al., 2013; Langohr et al., 2016). There are also

eccentric glenospheres designed to increase inferior overhang

while keeping screw fixation in the glenoid (Poon et al., 2014).

However, some alterations might have a negative impact at the same

time. Inferior tilt of the glenosphere would cause uneven distribution

of the joint reaction load compared to the neutral tilt (Gutierrez

et al., 2011). An excessive inferior overhang of the glenospheremight

cause hypertonicity of the deltoid muscle (Friedman et al., 2019).

Reducing the neck shaft angle of the humeral component causes the

glenosphere to contact at the edge of the polyethylene liner,

increasing contact pressure and increasing the generation of wear

particles (Langohr et al., 2016). Therefore, the surgeon has to choose
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the appropriate prosthesis and its placement according to the

anatomical characteristics of the patient’s shoulder.

Some aspects of this study need to be improved in the future.

Firstly, the UHMWPE was defined as a linear elastic material. Since

the stress at the impingement point already exceeded the yield stress

of UHMWPE, the linear elastic material did not fully reflect the

properties of UHWPMPE. However, the stresses of the fixation

claws, which were the focus of this study, did not exceed the yield

stress. Liner elastic material definition was enough and would not

affect the significance of the results. Secondly, this study was based

on a clinical case, and the results acquired in this simulation study

need to be validated by more multicenter long-term follow-ups.

5 Conclusion

In this paper, based on a case of dissociation of the polyethylene

liner in a reverse shoulder prosthesis, the adduction impingement of

the liner and the scapular pillar was analyzed using finite element

analysis, and the results showed contraction and deformation of the

fixation claws of the liner, consistent with the case observation. Thus

adduction impingement may be one of the reasons for the

dissociation of the liner with this claw-shaped fixation structure.

Creep might be one of the mechanisms for the permanent

deformation of fixed structures, however, further experimental

verification is needed. The stiffness of the liner material could

affect the degree of deformation of the fixation claws. In the

future, we can prevent liner dissociation by reducing the

occurrence of impingement (by modifying the prosthesis design)

or by strengthening the liner material.
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Hourglass-shaped grafts are
superior to conventional grafts
for restoring knee stability and
graft force at knee flexion angle
of 30° following anterior cruciate
ligament reconstruction: A finite
element analysis

Huizhi Wang1†, Chaohua Fang1,2†, Mingzhu Tao1, Qinyi Shi1,
Kaixin He1 and Cheng-Kung Cheng1*
1Engineering Research Center for Digital Medicine of the Ministry of Education, School of Biomedical
Engineering, Shanghai Jiao Tong University, Shanghai, China., 2Department of Joint Surgery, The 6th
Hospital of Ningbo, Ningbo, Zhejiang, China

Background: Anterior cruciate ligament reconstruction (ACLR) using a

generally columnar graft is considered the gold standard for treating anterior

cruciate ligament ruptures, but such grafts cannot replicate the geometry and

mechanical properties of the native anterior cruciate ligament.

Purpose: To evaluate the effectiveness of an innovative hourglass-shaped graft

versus a traditional columnar graft for restoring joint stability and graft force,

while avoiding notch impingement following anterior cruciate ligament

reconstruction.

Methods: Finite element models of a human knee were developed to simulate

① An intact state, ② anterior cruciate ligament reconstruction using columnar

grafts with different diameters (7.5–12 mm in 0.5 mm increments), ③ anterior

cruciate ligament reconstruction using columnar grafts with different Young’s

moduli (129.4, 168.0 and 362.2 MPa) and ④ anterior cruciate ligament

reconstruction using hourglass-shaped grafts with different Young’s moduli.

The knee model was flexed to 30° and loaded with an anterior tibial load of

103 N, internal tibial moment of 7.5 Nm, and valgus tibial moment of 6.9 Nm.

The risk of notch impingement, knee stability and graft forces were compared

among the different groups.

Results: This study found that columnar grafts could not simultaneously restore

knee stability in different degree of freedoms (DOFs) and graft force to a level

similar to that of the intact knee. The anterior tibial translation and graft force

were restored to a near-normal condition when the internal tibial rotation was

over-restrained and valgus tibial rotation was lax. A graft diameter of at least

10 mm was needed to restore knee stability and graft force to physiological

levels, but such large grafts were found to be at high risk of notch impingement.
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In contrast, the hourglass-shaped graft was able to simultaneously restore both

knee stability and graft force at knee flexion of 30° while also having a much

lower risk of impingement.

Conclusion: Under knee flexion angle of 30°, an hourglass-shaped graft was

better able to restore joint stability and graft force to a near-physiological level

than columnar grafts, while also reducing the risk of notch impingement.

KEYWORDS

ACL reconstruction, graft geometry, graft force, notch impingement, knee stability

1 Introduction

The anterior cruciate ligament (ACL) is important for normal

functionality and movement of the knee joint. However, given the

substantial multi-directional loads placed on the ACL, the ligament

is prone to injury, particularly from non-contact athletic activities

involving side-step cutting, heavy landing and rapid deceleration

with the knee near full extension (Hashemi et al., 2007). In cases of

ACL rupture when conservative non-invasive treatment is not

viable, reconstruction surgery is considered the gold standard

treatment. Replacing the ruptured ligament with a graft is

expected to restore normal joint kinematics and function.

Commonly used ACL grafts include autologous tendons such as

the hamstring tendon and the patellar tendon, allogeneic tendons

and artificial grafts (Wang et al., 2020a). Different positions, shapes

and quantities of bone tunnels have also been used to achieve

anatomic and non-anatomic reconstructions of the bone insertions

(Yao et al., 2012; Wang et al., 2020b; Cheng et al., 2021; Cheng et al.,

2022). Clinical outcomes have been reported to be good to excellent

at 2 years post-surgery (Komzak et al., 2021). However, the long-

term outcome of reconstruction is less encouraging, with a high

incidence of secondary knee osteoarthritis (OA) at 14 years after

surgery (Barenius et al., 2014). Other common complications

following ACL reconstruction include impingement of the graft

on the femoral intercondylar notch and graft rupture (Orsi et al.,

2017; Schmucker et al., 2021).

The geometric features andmaterial properties of common graft

materials have been found to be significantly different to those of the

native ACL. The graft size is often chosen regardless of the size of the

native ACL, while the material properties are dependent on the

source of the graft (Musahl et al., 2022). The ACL has an hourglass

shape, with the areas of its bone insertion sites being over three times

larger than themidsubstance (Wang et al., 2022). In contrast, tendon

grafts typically have a relatively constant cross-sectional area (Han

and Lee, 2019; Ayanoglu et al., 2022), termed a “columnar” shape in

this study. Such differences may result in different mechanical

behaviors. Similarly, studies have reported variations in the

elasticity of commonly used ACL grafts (Wilson et al., 1999),

which can have a direct effect on the resulting mechanical

behavior (Han and Lee, 2019). Snaebjornsson et al. (2017) found

that each incremental increase of 0.5 mm in graft diameter reduced

the likelihood of needing revision surgery by 86%. Wang et al.

(2020b) reported that larger graft diameters could better restore joint

stability, allowing the graft to withstand greater forces while reducing

stress concentrations on the articular cartilage. However, Orsi et al.

(2017) found a potential for graft impingement on the femoral

intercondylar notch if themid-section of the graft was too large, with

small differences in graft size leading to a considerable increase in

impingement forces. Wang et al. (2020a) reported that more flexible

grafts (low stiffness) may induce less bone tunnel enlargement and

exhibit lower graft wear by reducing the stress concentrations at the

contact area between the tunnel entrance and the graft. These studies

indicate that a small diameter on a columnar graft may compromise

joint stability and function, while an overly large diameter may lead

to impingement. Also, the graft material is critical for proper

functionality of the knee joint. Achieving a balance between these

factors may be key to improving the longevity and performance of

ACL reconstruction. However, it is unclear whether the size and

properties of columnar grafts can be effectively tailored to replace the

function of the hourglass-shaped native ACL.

As such, using finite element modeling, this study aims to

assess 1) whether the diameter and elasticity of columnar grafts

can be tailored to fully restore knee joint stability and graft force

while avoiding graft impingement, and 2) whether an hourglass-

shaped graft or columnar graft can better replicate the function of

the native ACL. Finite element analysis (FEA) was used in this

study because it allows the variate to be repeatedly changed

without damaging the sample and the variate can be strictly

controlled to one factor when the other factors are maintained

constant. These advantages allow for different diameters,

material properties and shapes of grafts used for ACLR to be

assessed individually in this study. The outcomes of this study

may provide a scientific basis for improving the design of ACL

grafts and improving the clinical outcome of ACL reconstruction.

2 Materials and methods

2.1 Finite element model of the human
knee joint

This study used a previously validated finite element (FE)

model (Figures 1A, 3A) for all simulations (Wang et al., 2020c).

The geometry of the femur, tibia, fibula, articular cartilage,
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menisci, ACL, posterior cruciate ligament, medial collateral

ligament and lateral collateral ligament were segmented from

MRI images taken with a scan resolution of 0.2 mm × 0.2 mm

and slice thickness of 0.2 mm. The model was meshed in

HyperMesh 12.0 (Altair Engineering, Tokyo, Japan) using 4-

node tetrahedron elements. A mesh convergence test was used to

optimize the element size, whereby a 2.5-mm translational load

was applied to the tibia while the femur was fixed at full extension

of the knee joint to calculate the in situ force in the ACL. The

element size was decreased until there was a negligible change in

the in situ force in the ACL. The resulting element size was 1 mm.

The model had a total of 659,251 elements. The material

properties of the tissues were defined according to previous

literature (Song et al., 2004; Wang et al., 2019). Bones

(Young’s modulus = 0.4 GPa, Poisson’s ratio v = 0.33) and

cartilage (Young’s modulus = 5 MPa, Poisson’s ratio v = 0.46)

were assumed to be linear isotropic elastic tissues. Menisci were

assumed to be orthotropic elastic tissues (Eθ = 125 MPa, ER =

EZ =27.5 MPa, GθR = GθZ = 2 MPa, GRZ = 10.34, VθR = VθZ =

0.1 and VRZ = 0.33). Ligaments were defined as isotropic

hyperelastic tissues using strain energy functions. The

Veronda-Westmann function was used to define the

properties of the ACL and PCL (αACL = 0.3 MPa, βACL =

12.20, αPCL = 0.18 MPa and βPCL = 17.35), while the Mooney-

Rivlin material model was used to define the mechanical

properties of the MCL and LCL. The coefficients of the LCL

were assumed to be identical to those of theMCL (C1 = 30.1 MPa

and C2 = −27.1 MPa). The model was validated using data from

cadaveric experiments in terms of joint kinematics and ACL

forces under an anterior tibial load, valgus tibial moment and

internal tibial moment. The model had a calculation accuracy of

0.1 mm for anterior tibial translation, 1 ° for valgus tibial rotation
and 1 N for ACL force.

2.2 Simulation groups, boundary and
loading conditions, and evaluation
indicators

The following simulation groups were included in this study:

1) Intact state (group I); 2) ACL reconstruction (ACLR) using a

columnar graft with different graft diameters (group II); 3) ACLR

using a columnar graft with different graft elasticities (group III);

4) ACLR using an hourglass-shaped graft resembling the

dimensions of the native ACL in terms of the cross-sectional

area (CSA) of its bone insertion sites and isthmus (group IV).

Using the software Abaqus/CAE 6.14–2 (Simulia, Inc.,

United States), all simulation groups were assigned the same

boundary and loading conditions (Figure 2A). First, the tibial

shaft was fixed in 6 degrees of freedom (DOFs) and the femur was

flexed to 30°. Next, the femoral shaft was fixed in six DOFs while

the tibial shaft was fixed only in flexion-extension. The bottom

surface of the tibial shaft was then subjected to an anterior tibial

load of 103 N, internal tibial moment of 7.5 Nm, and valgus tibial

moment of 6.9 Nm. A flexion angle of 30° was used because a

previous study has shown the peak ACL force during normal gait

to occur at this joint position. Besides, the ACL was previously

reported to be mainly functional for restraining anterior tibial

loads and pivot shift loads (internal and valgus tibial moments)

(Sakane et al., 1997; Kanamori et al., 2000), thus the combined

loads used in this study represented the maximum values

experienced during normal gait and were considered as a

worst case for tensioning the ACL (Kutzner et al., 2010).

Joint stability under the above loading conditions were

recorded to evaluate the stability and stiffness of the knee,

including the anterior tibial translation (ATT), internal tibial

rotation (ITR) and valgus tibial rotation (VTR). Greater knee

displacement than the intact state indicates knee instability in the

FIGURE 1
Three dimensional model of a cadaveric knee. (A) Intact knee; (B) Knee after ACL reconstruction using a columnar graft. The transparent model
shows the fixation of the graft to the bone tunnel using an endoscrew. One end of the endoscrew was tied with the graft while the outside surface of
the screw was tied with the inside wall of the bone tunnel. LCL, lateral collateral ligament; MCL, medial collateral ligament.
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corresponding DOFs, and less knee movement may indicate

over-restraint of the joint. The in situ forces in the ACL and

grafts were also obtained to evaluate the restoration of normal

functionality. A lower force borne by the graft in comparison to

the native ACL would indicate insufficient restoration, which

may produce greater loading in other joint tissues and increase

the risk of secondary damage.

The risk of graft impingement on the femoral notch was

evaluated by comparing the effective diameter at the graft

isthmus (D) against the minimum width of the space between

the femoral notch and the tibial plateau (Lmin) (Figure 2B). For

the columnar graft, the diameter was constant along the whole

graft, while the D value for the hourglass-shaped graft was

calculated by Eq. 1. Then, Eq. 2 was used to calculate the risk

for graft impingement on the femoral notch. Higher values for

RImP indicate a greater risk of graft impingement, and a value

greater than 1 indicates that the graft cannot be adequately

accommodated within the femoral intercondylar notch at full

knee extension.

D � 2 ×

������
Sisthmus

π

√
(1)

RImP � D

Lmin
× 100% (2)

where D is the effective diameter at the graft isthmus, Sisthmus is

the cross-sectional area of the graft isthmus, and RImP is the risk

of impingement.

The results from the ACLR groups (group II, III, IV) were

compared with the intact group (group I) to evaluate the

effectiveness of each technique at restoring graft and knee

function.

2.3 ACL reconstruction using columnar
grafts with different diameters

This study simulated anatomical single bundle ACL

reconstruction (Figure 1B). The centers of the femoral and

tibial bone insertion sites were set as the entrances for the

femoral and tibial bone tunnels respectively. The angles

between the femoral tunnel axis and the horizontal and

sagittal planes were 45° and 25°, respectively, and the angles

between the tibial tunnel axis and the horizontal and sagittal

planes were 65° and 25°, respectively (Wan et al., 2012). The

columnar grafts were modeled as cylindrical bodies using Creo

Parametric 7.0 (Parametric Technology Corporation,

United States) to simulate the geometry of an auto-hamstring

tendon graft or an artificial graft. The Endoscrew was similarly

modeled as a cylinder of length 10 mm and with the same

diameter as the graft to fix the graft to the bone tunnel (Hung

et al., 2014). One end of the endoscrew was tied with the end of

the graft and its exterior wall was tied with the bone tunnel wall to

simulate a secure fixation (no relative motion was allowed

between the tied contact surfaces). The length of the graft

inside the femoral tunnel was 20 mm and inside of the tibial

tunnel was 10 mm due to a shorter tunnel. The length of the graft

inside the femoral tunnel was decreased by 10 mm to explore the

effect of fixation position on themain outcomes of this study. The

endoscrew had a Young’s modulus of 110 GPa and Poison’s ratio

of 0.35 to simulate a Titanium material.

For the simulation group II, different graft diameters were

evaluated, but the material properties were constant across all

models (Young’s moduli = 129.4 MPa), thus to simulate different

diameters of a certain type of graft tendon (e.g., hamstring

FIGURE 2
(A) Loading conditions and (B) Measurement of the minimum width of the space between the femoral notch and tibial plateau (Lmin). L1 was
plotted as a line tangent to the tibial plateau and parallel to L2 and L2 was tangent to the top contour of the femoral notch. ITM, internal tibial
moment; VTM, valgus tibial moment; ATL, anterior tibial load.
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tendon with a diameter of 8 mm vs. 10 mm). Pujol et al. (2013)

reported that the effective diameter of an auto-hamstring tendon

graft is approximately 10% larger than the native ACL, and,

accordingly, this study considered graft diameters ranging from

7.5 to 12 mm, increasing in increments of 0.5 mm (Figure 3C).

The diameter of the bone tunnels was the same as the graft

diameter used.

2.4 ACL reconstruction using columnar
grafts with different material elasticity

Previous studies reported a wide variation in the elasticity of

commonly used materials for ACL reconstruction (Butler et al.,

1984; Wilson et al., 1999; Smeets et al., 2017; Chivot et al., 2020).

For groups III and IV, the grafts were modeled with three

different Young’s moduli (129.4, 168.0, and 362.2 MPa)

(Butler et al., 1984; Wilson et al., 1999) and a Poisson’s ratio

of 0.45 to assess whether the material properties of columnar

grafts can be effectively tailored to replicate the functionality of

the native ACL. All values for the Young’s moduli were obtained

from literature. The Young’s modulus of 129.4 MPa was sourced

from a previous experimental study on a subject of a similar age

to the current study (Wilson et al., 1999), simulating an auto-

graft source. And the moduli of 168.0 MPa (Wilson et al., 1999)

and 362.2 MPa (Butler et al., 1984) were obtained from

anatomical data from younger people, which may be

considered as the properties of allografts obtained from

younger tissue donors.

2.5 ACL reconstruction using hourglass-
shaped grafts

Group IV used an hourglass-shaped graft to replace the

native ACL in the knee joint (Figure 3B). The graft model

was built in Creo Parametric 7.0 (Parametric Technology

Corporation, United States) using mixed scanning whereby

three sections of the graft (proximal, isthmus and distal

sections) were defined and then connected by a smooth

wrapped surface. The proximal and distal sections were

centered on the bone insertion sites, and the isthmus was

aligned with the native ACL. The cross-sectional area of the

three sections replicated those of the native ACL (121.3, 35.3, and

185.6 mm2, respectively). The normal lines of the proximal and

distal sections were parallel to the tunnel axes in group II and the

normal line of the isthmus section was parallel to the cross-

sectional plane of the native ACL isthmus.

3 Results

3.1 Evaluation of risk of notch
impingement

The minimum height between the femoral notch and tibial

plateau was measured as 10 mm. The corresponding values of

RImP for the columnar and hourglass-shaped grafts are shown in

Figure 4. The red dotted line represents a value of 1 for RImP.

Grafts with data points lying at and above the red dotted line

FIGURE 3
Models of the ACL and grafts. (A) Native ACL; (B) Hourglass-shaped ACL; (C) Columnar grafts with different diameters (D).
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(columnar grafts with a diameter of 10–12 mm) could not be

adequately accommodated within the femoral intercondylar

notch at full knee extension, and thus were at higher risk of

impingement (Rimp = 100%–120%). Grafts with data points

below the red dotted line (columnar grafts with a diameter of

7.5–9.5 mm, and the hourglass-shaped graft) were at lower risk of

notch impingement (Rimp = 75%–95%), and the risk decreased as

the diameter was reduced. The hourglass-shaped graft had a

lower risk of notch impingement than all of the columnar grafts

(Rimp = 74%).

3.2 Evaluation of knee stability and graft
force using columnar grafts with different
diameters

Knee stability in different DOFs and ligament force for

groups I and II are shown in Table 1. Compared with the

intact knee (group I), ACLR using a columnar graft with a

diameter of 7.5 mm resulted in increased anterior tibial

translation (ATT) (4.2 mm vs. 4.7 mm) and valgus tibial

rotation (VTR) (0.9° vs. 1.3°), but a reduced in situ force in

the graft (128 N vs. 111 N). However, internal tibial rotation

(ITR) was consistent with the intact knee (12.1°). Increasing the
graft diameter resulted in a reduction in ATT, ITR and VTR, but

lead to greater force on the graft. None of the columnar grafts

simulated were capable of replicating both the stability and

ligament force of the intact knee at the knee flexion angle of

30°. Although the results from the knee with a 11.5 mm graft

could be considered most similar to the intact knee, the ITR was

still over-restrained (12.1° vs. 11.0°) and the VTR was under-

restrained (0.9° vs. 1.1°).

3.3 Evaluation of knee stability and graft
force using columnar grafts with different
elasticity

As shown in Table 2, increasing the Young’s modulus of the

graft resulted in a reduction in ATT, ITR and VTR and an

increased force in the graft. The results also indicate that smaller

diameter grafts are needed to maintain physiological knee

stability and graft force when stiffer materials (high Young’s

modulus) are used for the graft. A graft with a Young’s modulus

of 168.0 MPa required a diameter of 9 mm to fully restore ATT in

line with the intact knee at the knee flexion angle of 30°, which

was 2.5 mm smaller than the graft diameter needed for a material

of lower Young’s modulus (129.4 MPa). With a larger Young’s

modulus of 362.2 MPa, the knee was over-restrained in ATT

even with a relatively small graft diameter of 7.5 mm. The ITR for

all ACLR knees was all over-restrained regardless of graft

diameter or Young’s modulus, except for when using the

most flexible graft (129.4 MPa) with the smallest diameter

(7.5 mm).

3.4 Evaluation of knee stability and graft
force using hourglass-shaped grafts with
different elasticity

As shown in Table 3, an hourglass-shaped graft resembling

the dimensions of the native ACL with a Young’s modulus of

129.4 MPa could restore joint stability and graft force in line with

the intact knee at the knee flexion angle of 30°. Similar to the

columnar grafts, increasing the Young’s modulus of the hourglass

graft lead to a reduction in ATT, ITR and VTR, but an increase in

graft force. Using stiffer grafts with a higher Young’s modulus

(168.0 and 362.2 MPa) caused the knee to be over-constrained in

all DOFs assessed, and also lead to a considerable increase in

force on the graft in comparison to the intact knee.

3.5 Comparing the restoration of knee
stability and graft force between the
conventional columnar graft and
hourglass-shaped graft with the same
elasticity

Figure 5 shows that with grafts of the same elasticity (Young’s

modulus = 129.4 MPa), the hourglass-shaped graft was better

able to simultaneously restore the knee stability and graft force to

a level resembling the intact knee at the knee flexion angle of 30°.

In contrast, the conventional columnar graft with varying

diameters resulted in a lax ATT and VTR, but with the ITR

over-constrained and a graft force lower than the intact ACL.

FIGURE 4
Plot of RImP for columnar grafts with different diameters and
the hourglass-shaped graft.
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3.6 Effect of the position for graft fixation
inside the bone tunnel on the main
outcomes

As shown in Figure 6, comparing with the simulation group

using a graft length of 20 mm inside the bone tunnel, a shorter

graft length (10 mm) inside the bone tunnel caused less ITR,

when the ATT, VTR and graft force were not changed. Changing

the length of the graft inside the bone tunnel did not change the

outcome that comparing with the conventional ACLR group, the

hourglass-shaped graft was better able to simultaneously restore

the knee stability and graft force at the knee flexion angle of 30°.

4 Discussion

This study found that the diameter and elasticity of columnar

grafts in ACLR could not be tailored to simultaneously replicate

the knee stability and graft force of an intact knee at the knee

flexion angle of 30°. Although increasing the diameter and/or

Young’s modulus of the graft could improve knee stability and

graft force, it was not possible to restore both the joint stability

and graft force at the same time. Larger diameter columnar grafts

were also found to be at risk of impingement with the femoral

notch. In contrast, an hourglass-shaped graft resembling the

dimensions of the native ACL was better able to simultaneously

restore knee stability and graft function at the knee flexion angle

of 30°, while avoiding graft impingement, and thus may be at

lower risk of rupture, instability and over-restraint of the knee.

In comparison to the intact knee, the results showed an

increase in ATT and VTR after ACLR using a columnar graft of

diameter 7.5 mmwith a Young’s modulus of 129.4 MPa. Notably,

a graft diameter of 7.5 mm is commonly used in clinical practice

when using an auto-hamstring tendon graft (Pujol et al., 2013).

Higher values of ATT and VTR represented greater knee

instability than the intact knee, which may cause an abnormal

stress environment on the articular cartilage and, in the long

term, may lead to knee OA. Meanwhile, the graft force was lower

than the force in the native ACL, indicating the graft may not be

capable of withstanding physiological joint forces at the knee

flexion angle of 30°. This may impart larger forces on other

tissues in the knee joint, such as the menisci or articular cartilage.

Increasing the graft diameter improved knee stability and

increased the force in the graft, indicating that choosing a

suitable graft diameter is critical for restoring knee kinematics

and forces in the tissues (Snaebjornsson et al., 2017; Wang et al.,

2020b). However, this study found that columnar grafts could

not replicate both the knee stability and ligament force of the

intact joint at the same time. It was possible to restore one

parameter to a physiological level, but at the expense of the other.

For example, ATT was restored to the level of the intact joint only

when ITR was over-restrained, indicating that the knee joint after

conventional ACLR might be in the state of instability in one

DOF while being over-restrained in another. When the knee

moves in a different way to the intact knee, this may change the

magnitude and distribution of articular stress (Wang et al.,

2020b), which may cause degeneration of the cartilage in the

long term (Arokoski et al., 2000). The results also showed that

graft diameters larger than 10 mm are at high risk of

impingement with the intercondylar femoral notch. This may

be problematic when the data suggests that a graft diameter larger

than 10 mm is needed to adequately restore knee functionality to

a physiological level. Similarly, Howell et al. (1991) found that

most columnar grafts suffer impingement on the femoral notch if

TABLE 1 ATT, Anterior tibial translation; IRT, internal tibial rotation; VTR, valgus tibial rotation and ACL/graft force in the intact knee and knee after ACLR
using columnar grafts of different diameters.

ATT (mm) ITR (°) VTR (°) ACL/graft force (N)

Intact knee with the native ACL 4.2 12.1 0.9 128

Diameter of columnar graft in ACLR (mm)
(Young’s modulus of the graft = 129.4 MPa)

7.5 4.7 12.1 1.3 111

8 4.5 11.9 1.3 113

8.5 4.5 11.8 1.3 116

9 4.5 11.7 1.2 117

9.5 4.4 11.6 1.2 119

10 4.4 11.5 1.2 119

10.5 4.3 11.3 1.2 122

11 4.3 11.2 1.2 124

11.5 4.2 11.0 1.1 129

12 4.0 10.8 1.0 133
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TABLE 2 ATT, Anterior tibial translation; IRT, internal tibial rotation; VTR, valgus tibial rotation and ACL/graft force in the intact knee and knee after ACLR
using columnar grafts with different elasticity.

ATT (mm) ITR (°) VTR(°) ACL/graft
force (N)

Intact knee with the native ACL 4.2 12.1 0.9 128

Diameter of columnar graft in ACLR (mm) (Young’s modulus of the graft = 129.4 MPa) 7.5 4.7 12.1 1.3 111

8 4.5 11.9 1.3 113

8.5 4.5 11.8 1.3 116

9 4.5 11.7 1.2 117

9.5 4.4 11.6 1.2 119

10 4.4 11.5 1.2 119

10.5 4.3 11.3 1.2 122

11 4.3 11.2 1.2 124

11.5 4.2 11.0 1.1 129

12 4.0 10.8 1.0 133

Diameter of columnar graft in ACL reconstruction (mm) (Young’s modulus of the graft =
168.0 MPa)

7.5 4.4 11.8 1.3 115

8 4.3 11.6 1.2 116

8.5 4.3 11.5 1.2 120

9 4.2 11.4 1.2 122

9.5 4.2 11.3 1.2 124

10 4.2 11.2 1.1 127

10.5 4.1 11.0 1.1 129

11 4.1 10.9 1.1 134

11.5 4.0 10.7 1.0 139

12 3.8 10.4 0.9 147

Diameter of columnar graft in ACL reconstruction (mm) (Young’s modulus of the graft =
362.2 MPa)

7.5 3.8 11.2 1.1 127

8 3.6 11.0 1.0 132

8.5 3.6 10.8 1.0 139

9 3.6 10.6 0.9 142

9.5 3.6 10.5 0.9 147

10 3.6 10.3 0.9 152

10.5 3.6 10.0 0.8 157

TABLE 3 ATT, Anterior tibial translation; IRT, internal tibial rotation; VTR, valgus tibial rotation and ACL/graft force in the intact knee and knee after ACLR
using an hourglass-shaped graft with different elasticity.

ATT (mm) ITR (°) VTR(°) ACL/graft force (N)

Intact knee with the native ACL 4.2 12.1 0.9 128

ACLR using an Hourglass-shaped graft with a Young’s modulus of 129.4 MPa 4.2 11.7 0.9 129

ACLR using an Hourglass-shaped graft with a Young’s modulus of 168.0 MPa 4.1 11.6 0.8 142

ACLR using an Hourglass-shaped graft with a Young’s modulus of 362.2 MPa 4.1 11.3 0.5 169
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the bone tunnels are placed at the centers of the bone insertion

sites of the native ACL, and thus roofplasty or posterior

placement of the tibial tunnel are often required to prevent

such impingement. Unfortunately, from the author’s point of

view, placing the bone tunnels away from the native bone

insertion sites may result in abnormal joint movement and

damage to the knee. Notchplasty is also commonly performed

by the surgeons to avoid the impingement. However, notchplasty

disrupts the normal structure of the knee and may introduce

other unforeseen complications. In this case, use of an hourglass-

shaped graft may be helpful for avoiding these issues.

Increasing the Young’s modulus of the graft was shown to

restrict joint movement and increase the graft force, which

could be expected to improve knee stability and reduce the risk

of secondary damage to the other joint tissues. Beveridge et al.

(2019) reported that 90% of the variability in gross cartilage

changes (measured by macroscopic scoring) was associated

with ACL stiffness (obtained by ex vivo tensile testing) at

6 months after ACL repair, with a higher ACL stiffness

producing less cartilage damage (Beveridge et al., 2019).

This finding is supported by the results of this current

study, where an increase in graft elasticity was shown to

improve knee stability and graft force, and thus may

improve the articular stress and reduce damage to the

cartilage. Also, increasing the Young’s modulus allowed for

a smaller graft diameter to be used while maintaining similar

levels of knee stability and graft force, meaning less tissue

needs to be harvested from the donor site. However, regardless

of the Young’s modulus or diameter, this study found that

columnar grafts were not able to simultaneously restore both

knee function and graft force to a near-physiological level at

the knee flexion angle of 30°.

In contrast, using an hourglass-shaped graft resembling

the dimensions of the native ACL may allow for the graft

isthmus to be more easily accommodated by the femoral

notch. This may reduce the risk of graft impingement after

ACLR. The hourglass-shaped graft was also able to

simultaneously restore both knee stability and graft force to

levels resembling the intact knee at the knee flexion angle of

30°. The graft was developed by measuring the area of the

native bone insertion sites and ACL isthmus and then blending

these areas to create a smooth graft model. This development

method is both accurate and easy to replicate, making it

suitable for clinical applications in cases where the bone

insertion sites and ACL isthmus can be measured in vivo. It

should be noted that increasing the Young’s modulus of the

hourglass graft restricted knee movement and increased graft

force, indicating that choosing suitable mechanical properties

based on the required graft size is critical for the success of

ACLR surgery. Also, given that an hourglass-shaped graft may

be difficult to obtain directly from human tissue, allografts or

artificial grafts may be a more suitable way for applying this

method to clinical practice.

This study has some limitations. 1) The Young’s moduli of

the grafts were obtained from literature, but the reported

properties of grafts in literature can vary considerably and

so the moduli used in this study may be different from those

FIGURE 5
Comparison of a conventional columnar graft to an
hourglass-shaped graft for restoring knee stability and ligament
force. The values were standardized against an intact knee.
D8 signifies a graft diameter of 8 mm. ATT, anterior tibial
translation; ITR, internal tibial rotation; VTR, valgus tibial rotation.

FIGURE 6
Comparison of a conventional columnar graft (diameter
10 mm, Young’s moduli = 129.4 MPa) to an hourglass-shaped
graft for restoring knee stability and ligament force, with varying
position of graft fixation in the femoral tunnel (10 mm vs.
20 mm) for the conventional ACLR. GraftInFT20 means the graft
length inside the femoral tunnel was 20 mm. The values were
standardized against an intact knee. ATT, anterior tibial translation;
ITR, internal tibial rotation; VTR, valgus tibial rotation.
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used in clinical practice. As shown by this study, larger graft

elasticity resulted in lower knee laxity and greater graft force.

This study suggests that the mechanical properties of ACL

grafts should be carefully evaluated and selected for ACLR to

adequately restore knee functionality. 2) All grafts were

considered to have isotropic material properties. However,

in clinical practice, the graft properties is anisotropic and can

undergo minor changes during implantation due to its

viscoelasticity. Nevertheless, the main function of the ACL

is to bear tensile forces and the loading conditions used in this

study primarily act to tension the ACL and grafts. Assigning

isotropic properties to the ligaments should have little effect

on the main findings of this study. The models in this study did

not consider graft viscoelasticity, which may result in a stiffer

joint than a physical knee. As such, future studies may further

explore the effect of viscoelasticity on graft functionality after

ACLR. 3) The internal tibial rotation (ITR) may be over-

constrained in this FE model in comparison to the native ACL

because the longitudinal fibers of the ligament were not

considered, and thus the rotations of fibers could not be

simulated. This may result in a lower simulated ITR of the

knee. 4) Only a static loading condition was considered.

Effectiveness of using the hourglass-shaped graft may vary

in different knee flexions and different loadings such as

dynamic loadings representing different daily activities.

Future studies should further evaluate its effectiveness

under more complex loading environments. 5) Different

fixation techniques may lead to variation in the stiffness of

the bone-graft-bone complex. In the current study, a good

fixation between the graft and bone tunnel was

assumed, which permits no relative motion between

them. Such a completely rigid fixation neglected the graft

sliding along the longitudinal axis of the bone tunnels and

may result in a lower knee laxity after ACLR than the real

situation.

In the current clinical practice, auto-grafts are often more

convenient to use and can reduce the risk of immune reactions,

but they can also compromise knee functionality, as shown in the

current study. The currently used graft size is usually depending

on the used tendon. We thus look forward to future

developments of advanced biotechniques for better processing

allografts and biomaterials to produce more effective artificial

grafts for better restoring the joint functionality.

5 Conclusion

At the knee flexion angle of 30°, the hourglass-shaped graft

was better able to restore joint stability and graft force after ACLR

than columnar grafts. The hourglass graft might also be beneficial

for reducing the risk of impingement on the femoral notch. The

findings of this study provide information on designing and

choosing suitable grafts depending on the conditions of the

native knee, and thus may improve the clinical outcome

of ACLR.

This study provides innovative concepts for designing and

choosing suitable grafts for ACLR, especially when using

allografts or artificial grafts, and thus may improve the clinical

outcome of ACLR.
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Effect of sprinting velocity on
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The purpose of the study was to investigate the effect of an increase in sprinting
velocity on the anterior cruciate ligament (ACL) load, knee joint load, and activation
of femoral muscles using the musculoskeletal modeling approach. Fourteen high
school male athletes were recruited (age: 17.4 ± 0.7 years, height: 1.75 ± 0.04 m,
weight: 73.3 ± 8.94 kg), with the right foot dominant and physical activity level of
about 3–4 h per day. The kinematics, kinetics, and co-contraction index (CCI) of the
extensors and flexors of the right leg’s femoral muscles were calculated. The anterior
cruciate ligament load was estimated using the musculoskeletal modeling method.
In the results, it was observed that the anterior cruciate ligament load (p < 0.017)
increased as sidestep cutting velocity increased, resulting in increased adduction (p <
0.017) and the internal rotation moment of the knee joint. This was significantly
higher than when sprinting at a similar velocity. The co-contraction index result,
which represents the balanced activation of the femoral extensor and flexormuscles,
showed a tendency of decrement with increasing sprinting velocity during sidestep
cutting (p < 0.017), whereas no significant differences were observed when running
at different sprinting conditions. Therefore, we postulate that factors such as knee
joint shear force, extended landing posture with increasing sprinting velocity, internal
rotation moment, and femoral muscle activity imbalance influence the increase of
anterior cruciate ligament load during a sidestep cutting maneuver.

KEYWORDS

musculoskeletal modeling, ACL injury, velocity, cutting, opensim

1 Introduction

Anterior Cruciate Ligament (ACL) injuries frequently occur when the knee joint is
subjected to high loading during a sudden change in the whole body velocity (Pflum et al.,
2004; Kernozek and Ragan 2008; O’Connor et al., 2009; Laughlin et al., 2011) such as a stop
jump (Lin et al., 2009) or sidestep cutting (McLean et al., 2004; Pollard et al., 2005; McLean et al.,
2008). Various biomechanical approaches have been employed to speculate on the mechanism
of ACL injury by quantifying changes in kinematics, kinetics, and muscle activities (Weinhandl
et al., 2010; Weinhandl et al., 2011). Studies report ACL injuries occur when landing with the
knee elongated in the abduction position (Olsen et al., 2004; Krosshaug et al., 2005).
Particularly, knee joint angles in the range of 9°~27° while impacting the ground after
jumping and the height of the knee were reported to significantly increase the risk of an
ACL injury (Olsen et al., 2005). Moreover, changes in shear force and internal rotation of the
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knee joint have a greater effect on ACL load than the external rotation
of the knee (Markolf et al., 1995).

The involvement of femoral muscle activation should be
emphasized to better understand the ACL injury mechanism.
When both agonistic and antagonistic muscles contract
simultaneously, this is known as the “co-contraction of muscles”
(Kellis et al., 2003). Hurd and Snyder-Mackler (2007) observed that
high antagonistic muscle co-contraction can exhibit a knee stiffening
strategy and improve the stability of the knee joint. The strong
quadriceps femoris contraction increases ACL load and also
correlates with ground reaction force (GRF). Further, when the
knee is extended, the coupled moment acts on the posterior joint,
increasing the risk of ACL injury (Fleming et al., 2001; DeMorat et al.,
2004). Boden et al. (2000) reported that co-contraction of the
quadriceps femoris and the biceps femoris (BF) decreases ACL
strain. Khandha et al. (2019), on the contrary, argued that
prolonged high muscle co-contraction may result in high joint
loads, adversely affecting knee cartilage integrity. Additionally,
several studies indicate that pre-activation of the quadriceps
femoris before landing and co-contraction of the quadriceps
femoris with the biceps femoris may aid in preventing the ACL
load from increasing (Hewett et al., 2005; Kernozek and Ragan
2008; Hashemi et al., 2010).

Studies that investigated the factors contributing to ACL injuries
caused during the sidestep cutting maneuver were conducted at a
constant sprinting velocity (McLean et al., 2004; O’Connor et al., 2009;
Weinhandl et al., 2013). ACL loading has been reported to occur as a
result of a complex interaction between sagittal plane shear forces
(i.e., quadriceps, hamstrings, and tibiofemoral) and frontal and
transverse plane knee moments (Bedo et al., 2021; Weinhandl
et al., 2013). Importantly, the findings of previous studies suggest
that unanticipated movements such as sidestep cutting increase
anterior cruciate ligament loading. Although the majority of non-
contact ACL injuries in sporting scenarios are caused by excessive
pressure or load on the knee joint during the weight-shifting process,
little attention has been paid to the effect of running velocity and
weight-shifting situations (i.e., sidestep cutting) on ACL injuries.
According to Olsen et al. (2004), when running at a high velocity
(5–8 m/s), increased ACL loading in the sagittal plane increases the
vulnerability of injury. The increased ACL load was attributed to
increased peak posterior GRF, knee extension moment, and stiffness,
as well as decreased knee flexion range of motion (Yu and Garrett
2007; Lin et al., 2009; Taylor et al., 2011; Dai et al., 2012; Taylor et al.,
2013).

Therefore, the purpose of the study was to investigate whether
increasing sprinting velocity (3 m/s, 4 m/s, or 5 m/s) has an influence
on ACL load, knee joint load, and femoral muscle co-activation using a
musculoskeletal modeling technique.We hypothesize that 1) an increase in
running velocity will increase the knee joint angle in all three directions, 2)
an increase in running velocity will increaseACL load, and 3) an increase in
velocity will decrease the co-contraction index.

2 Materials and methods

2.1 Participants

The study included fourteen high school male athletes (age:
17.4 ± 0.7 years, height: 1.75 ± 0.04 m, weight: 73.3 ± 8.94 kg). All

of the individuals were right-foot dominant and engaged in varied
sports activities for an average of 3–4 h per day. None of the
subjects had a history of morbidity or musculoskeletal injury
within the preceding 6 months. All individuals volunteered to
participate in the experiment and gave their consent after reading
the research instructions and signed the consent forms. The
Institutional Review Board of Seoul National University (IRB
Number: 1511/022-001) approved the research to ensure that it
adhered to the Declaration of Helsinki’s ethical principles (1975,
revised 1983).

2.2 Apparatus

Nineteen infrared cameras (Oqus 7+, Gothenburg, Sweden) and a
single force plate (Kistler Type 9287BA, Winterthur, Switzerland)
were used to measure the motion data and the GRF. The muscle
activities were measured using a wireless electromyography (EMG)
system (Noraxon DTS, Scottsdale, AZ, United States). The three
measurement systems were synchronized, and the set of
synchronized data was sent to the main computer. The sampling
rates were set at 200 Hz for the motion data, GRF at 2,000 Hz, and
EMG at 1,500 Hz.

2.3 Experimental procedures

The participants were provided with a set of experimental attire and
shoes prepared by the experimenter. Before the main experiment, the
participants performed warm-up exercises for about 15 min. Thereafter,
their skin was shaved with an alcohol pad to clean the skin and reduce the
skin’s impedance. Disposable dual-electrodes (Noraxon TM, Scottsdale,
Arizona) were also attached to the belly of five muscle sites (Hermens
et al., 1999) in the right lower extremities, including the rectus femoris,
vastus medialis, and vastus lateralis, as well as flexors such as the biceps
femoris and semitendinosus. The electrodes were further secured with
adhesive cotton tape to minimize motion artifacts during the tasks. We
then measured the manual isometric maximum voluntary contraction
(MVC) test for extensors and flexors separately with the method
described by Konrad (Konrad 2005). For the MVC test of the rectus
femoris, vastus medialis, and vastus lateralis, participants were instructed
to do a single-leg knee extension from a seated posture with the leg
strapped to the chair and the knee flexed from 90° to 70°. For the MVC
flexor test, participants lay in a prone position with their hips firmly
fastened with a belt and conducted a unilateral knee flexion at 20–30°. In
both tests, participants were asked to slowly increase the force until they
reached their maximum after 3–5 s, hold for at least 5 s, and relax
promptly. Throughout the MVC test, the experimenter verbally
encouraged the participants to perform at their maximum. For each
muscle group, the MVC test was repeated three times, and a 1-min rest
was given after each repetition (Rutherford et al., 2011). The MVC values
of eachmuscle site from three trials were averaged and later used for EMG
normalization. After the MVC tests, participants were given 10–15 min
for recovery. We then attached spherical passive reflective markers
(12.7 mm in diameter) at the anatomically bony landmarks to define
joints and segments (Cappozzo et al., 1997; Wu et al., 2002; Wu et al.,
2005; Collins et al., 2009). A 13-segment kinematic model was employed,
which consisted of the head, trunk, pelvis, and bilateral upper arms, lower
arms, thighs, shanks, and feet.
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The main experiment included two sprinting TYPES, i.e., sidestep
cutting and straight running at three constrained sprinting velocities (3 m/s,
4 m/s, and 5m/s) (McLean et al., 2004; Weinhandl et al., 2013; Xu et al.,
2018). We monitored the participants’ sprinting velocity using two timing
gates (Witty Microgate, Bolzano, Italy), which measure the average passage
time. The timing gates were installed at intervals of 2.5 m before the force
plate (Figure 1). Considering the variability in performance, we collected
data for only successful trials that came within ±5% for each velocity
condition. Participants in both the sidestep cutting and straight running
conditions ran a total of 10m and were required to plant their right foot on
the force plate. They were asked to maintain a constant velocity throughout
the run and were given enough time for practice runs for each condition
and type. Before the initiation of trials, the participants were notified of the
types and velocities required for each trial. For the sidestep cutting
condition, the participants were instructed to change their running
direction to the left after planting on the force plate with the right leg.
The range of sidestep cutting was set at 35°–55° to the left of the proceeding
direction (Donnelly et al., 2012; McLean et al., 2004; McLean et al., 2008;
Weinhandl et al., 2013). For the straight running condition, the participants
were instructed to plant their right foot at the same location and run straight
forward without any deceleration (Weinhandl et al., 2013). The order of
conditions was randomized using MATLAB’s random number generator
function (version 2016b, MathWorks, Inc., United States). Each participant
performed five trials for each condition, and a 3-min rest was given between
each trial. Thus, a total of 30 trials were collected (5 trials × 3 velocities ×
2 running types).

2.4 Data analysis

The measured data was labeled and extracted to a C3D file for
further processing with Visual3D software. For kinematics data, spline

interpolation up to 10 frames and a Butterworth 4th order low-pass
filter at a cut-off frequency of 15 Hz was applied (Donnelly et al., 2012;
Mudie et al., 2017). The kinetics data were filtered using a Butterworth
4th-order low-pass filter at a cut-off frequency of 20 Hz (Weinhandl
et al., 2013). Similarly, raw EMG signals were filtered using a
Butterworth 4th-order high-pass filter at a cut-off frequency of
20 Hz (De Luca et al., 2010). This was followed by full-wave
rectification and re-filtering conducted with a Butterworth 4th-
order low-pass filter at a cut-off frequency of 15 Hz (Laughlin
et al., 2011).

2.4.1 Kinematic and kinetic data analysis
The femoral epicondyle markers (Fonseca et al., 2020) and the

malleoli markers (Wu et al., 2002) were used to define the knee and
ankle joint centers, respectively. The three-dimensional knee joint
angle was calculated using an inverse kinematics algorithm. Negative
values for flexion, abduction and external rotation were used to define
the knee joint angles. The knee joint force and moment were
calculated using an inverse dynamics algorithm. Positive values for
extension, adduction and internal rotation were used to define the
knee joint moments. The shear force that acts in the anterior-posterior
and medial-lateral directions was referred to as the knee joint force.
Peak values for different parameters were calculated at the instant of
planting for each trial, which was identified by a force profile in the
vertical direction (Fz). For interparticipant comparability, body mass
was used to normalize the shear force and body mass and height to
normalize the knee joint moment.

2.4.2 ACL modeling
The ACL force was calculated using the OpenSim musculoskeletal

simulation software (version 3.3, Stanford University, Stanford, CA,
United States). We employed the gait2354 model, which has twelve

FIGURE 1
Experimental Procedure. (A) The sidestep cutting technique was carried out between 35° and 55° to the left of the path of travel. Sprinting velocity was
controlled by monitoring the participant’s velocity in the 2.5 m range prior to contact with the ground reaction force measurement apparatus. (B,C) The two
running condition types performed in the study. The image were extracted at using open source model provided in OpenSim (Stanford University, Stanford,
CA, United States).
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segments with twenty-three degrees of freedom, including the lower
leg and trunk (DOF). Fifty-four muscles were included, but only one
DOF (flexion/extension) for the knee joint (Delp et al., 1990; Anderson
and Pandy 1999). The ACL load was calculated using a model that
took into account the knee joint’s flexion/extension, adduction/
abduction, internal/external rotation, and the maximum isometric
force of the muscles acting around the knee joint. As a result, the
improved model was a 3-DOF ball-and-socket joint with flexion/
extension ranges of −120 to +10°, adduction/abduction ranges of +15
to −15°, and internal/external rotation ranges of +30 to −45° (Kar and
Quesada 2012; Kar and Quesada 2013). Previous studies were used to
obtain detailed ACL parameters such as location, length, cross-section,
and strain (Cohen et al., 2009; Kar and Quesada 2012; Kar and
Quesada 2013).

The inverse kinematics and dynamics calculations were performed
after the participants’ static standing information data was scaled on
the modified ACL model. After reproducing the measured motion
using the residual reduction algorithm, the computed muscle control
(CMC) was used to construct a set of muscle excitations (Delp et al.,
1990; Thelen et al., 2003; Thelen and Anderson 2006). Finally, the ACL
force was computed using Hill’s model, which may be found in the
formula below (Hill 1938; Kar and Quesada 2012; Kar and Quesada
2013).

f*
m � a*mflv l*m, i

*
m( ) + fpsv l*m( )[ ] cos α*m( )

Here, a*m refers to muscle activity, flv refers to the active force exerted
by the force-length-velocity curve based on Hill’s model, l*m is the
muscle’s length, i*m refers to the velocity of the tendon acting in the
muscle direction, fpsv is the passive force, a*m is the pennation angle of
the muscle. The model was validated using a standard protocol, for
which the residual force values of the RRA and CMC were considered.
The outputs were compared to the threshold values presented in the
OpenSim software used to evaluate simulations of walking and
running (Lee et al., 2020).

2.4.3 Co-contraction index of electromyography
The co-contraction index (CCI) was calculated for the femoral

extensors (rectus femoris, vastus medialis, vastus lateralis) and flexors
(biceps femoris, semitendinosus) muscles following normalization
with the MVC test. The analytical duration was set to
100 milliseconds before and following the GRF peak. All
calculations were performed using Matlab (R2009b, MathWorks,
Inc., Natick, MA, United States), and the following formula was
used to perform the computations (Park et al., 2011).

CCI � 1 − MExtensor| | − MFlexor| |
MExtensor| | + FFlexor| | � 2

MFlexor| |
MExtensor| | + MFlexor| |

2.5 Statistical analysis

Repeated-measured ANOVAs were used to explore the effect of
the main outcome variables by the two factors, VELOCITY (3 levels: 3,
4, and 5 m/s) and TYPE (2 levels: straight-run and cutting-run).
Mauchly’s sphericity test was employed to confirm or reject the
assumptions of sphericity. The Greenhouse-Geisser corrections
were used when the sphericity assumption was rejected. The
statistical power for all comparisons was computed, and for all

planned comparisons, the power was over 0.7 from the pool of
fourteen participants. For post-hoc comparison, paired t-tests were
performed to explore further significant effects of three levels of
velocity with Bonferroni p-value adjustments for multiple
comparisons (p < 0.0083 instead of the nominal p < 0.05). For all
statistical tests, the level of significance was set at p 0.05.

3 Results

3.1 Knee joint angle

In general, the knee flexion angles and knee abduction angles
increased with running velocity, while there was no clear effect of
the running velocity on the maximal internal rotation of the knee joint
(Figure 2) (See Supplementary Files for details). For the knee flexion
angle and knee abduction angle, the significant difference between the
running types (e.g., straight and sidestep cutting runs) was only
observed at the highest velocity (i.e., 5 m/s), which showed a larger
knee flexion angle during straight running than during side step cutting.
There was no significant difference in the knee internal rotation angle
between the two running types. These findings were supported by a two-
way repeated measure ANOVA separately on knee flexion angle, knee
abduction angle, and knee internal rotation angle with factors TYPE
(two levels: sidestep cutting and straight running) and VELOCITY
(three levels: 3, 4, and 5 m/s). The main effects of VELOCITY (F[2, 24] =
31.46, p < 0.001) and TYPE (F[1, 12] = 5.49, p < 0.05) were significant on
knee flexion angle only. The factor interaction TYPE × VELOCITY was
significant on both the knee flexion angle and the knee abduction angle,
which reflected the fact that a significant effect ofTYPE on both the knee
flexion angle and the knee abduction angle was observed only at the
5 m/s condition (p < 0.001 for flexion angle, p < 0.01 for abduction
angle). A post-hoc comparison on knee flexion angle showed that knee
flexion angle of 3 m/s < 5 m/s during the sidestep cutting condition (p <
0.017), and a knee flexion angle of 3 and 4 m/s < 5 m/s during the
straight running condition (p < 0.017). Similarly, post-hoc comparison
on knee abduction angle only showed a knee abduction angle of 3 m/s <
5 m/s during the sidestep cutting condition (p < 0.017), which
confirmed a significant factor interaction on knee flexion angle and
knee abduction angle.

3.2 ACL force and knee shear force

The ACL force normalized by the body mass (ACLFNORM)
increased with running velocity in both sidestep cutting and
straight running conditions, and ACLFNORM in sidestep cutting
and straight running conditions was similar in magnitude for
3 and 4 m/s velocity conditions (Figure 3) (See Supplementary
Files for details). These findings were supported by the results of
a two-way repeated measures ANOVA, which confirmed a
significant main effect of VELOCITY on ACLFNORM (F[2, 24] =
14.95, p < 0.001) with a significant factor interaction (F[2, 24] =
9.95, p < 0.01). Post-hoc comparisons showed ACLFNORM at 3 m/s <
4 m/s < 5 m/s for the sidestep cutting condition (p < 0.017), and 3 m/
s < 4 m/s and 5 m/s for the straight running condition (p < 0.017),
which confirmed a significant factor interaction.

The knee shear force (KSF) normalized by the body mass of
individual subjects (KSFNORM) increased with running velocity in both
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sidestep cutting and straight running conditions (Figure 4) (See
Supplementary Files for details). Also, KSFNORM at 4 and 5 m/s
velocities were larger in the sidestep cutting condition than in the

straight running condition. A two-way repeated measures ANOVA
with factor TYPE and VELOCITY confirmed the significant main
effect ofVELOCITY (F[2, 24] = 76.46, p < 0.001) with a significant factor

FIGURE 2
The mean and standard deviation of calculated variables during sidestep cutting (Gray) and straight running (Yellow). (A,B) Peak knee flexion angle, (C,D)
Peak knee abduction angle. Note: Units expressed in degrees. Knee extension, adduction, and internal rotation are positive. Significant differences between
VELOCITY denoted by asterisks (*) (p < 0.05). Significant differences between running TYPES for each condition denoted by hash (#) (p < 0.05).

FIGURE 3
The mean and standard deviation of ACL force during (A) sidestep cutting (Gray) and (B) straight running (Yellow). Note: Units expressed in newton.
Significant differences between VELOCITIES denoted by asterisks (*) (p < 0.05). Significant differences between running TYPES for each condition denoted by
hash (#) (p < 0.05).

FIGURE 4
Themean and standard deviation of knee shear force during (A) sidestep cutting (Gray) and (B) straight running (Yellow). Note: Units expressed in newton.
Significant differences between VELOCITIES denoted by asterisks (*) (p < 0.05). Significant differences between running TYPES for each condition denoted by
hash (#) (p < 0.05).
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interaction (F[2, 24] = 6.68, p < 0.01). The post-hoc comparison showed
KSFNORM in sidestep cutting > straight running at 4 and 5 m/s
conditions (p < 0.017), not at 3 m/s conditions.

3.3 Knee joint moment

The normalized knee extension moment (KEMNORM)
increased only at medium velocity (i.e., 4 m/s) in the sidestep

cutting condition, while no differences were observed in the
straight running condition (Figures 5A, B) (See Supplementary
Files for details). A two-way repeated measure ANOVA with
factor TYPE and VELOCITY confirmed the significant main
effect of TYPE (F[1, 12] = 44.83, p < 0.001). The post-hoc
comparison showed KEMNORM at 3 m/s < 4 m/s for the
sidestep cutting condition (p < 0.017), and KEMNORM in
sidestep cutting > straight running at 3, 4, and 5 m/s
conditions (p < 0.017).

FIGURE 5
Themean and standard deviation of calculated variables during sidestep cutting (Gray) and straight running (Yellow). (A,B) Peak knee extension moment,
(C) Peak knee abduction moment, (D) Peak knee adduction movement, (E,F) Internal rotation moment. Note: Units expressed in Newton-meters (Nm). Knee
extension, adduction, and internal rotation are positive. Significant differences between VELOCITY denoted by asterisks (*) (p < 0.05). Significant differences
between running TYPES for each condition denoted by hash (#) (p < 0.05).

FIGURE 6
The mean and standard deviation of co-contraction index during (A) sidestep cutting (Gray) and (B) straight running (Yellow). Note: Significant
differences between VELOCITIES denoted by asterisks (*) (p < 0.05). Significant differences between running TYPES for each condition denoted by hash (#)
(p < 0.05).
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The normalized knee adduction moment (KADMNORM)
increased with running velocity in the sidestep cutting condition,
while the normalized knee abduction moment (KABMNORM)
increased only at the highest velocity (i.e., 5 m/s) in the straight
running (Figures 5C, D) (See Supplementary Files for details). These
findings were supported by the results of a two-way repeated
measures ANOVA, which confirmed the significant main effects
of TYPE on KADMNORM (F[1, 12] = 168.76, p < 0.001) and
VELOCITY on KADMNORM (F[2, 24] = 18.97, p < 0.001) with a
significant factor interaction (F[2, 24] = 38.89, p < 0.001). The post-hoc
comparison showed KADMNORM at 3 m/s < 4 m/s < 5 m/s for the
sidestep cutting condition (p < 0.017), and KABMNORM at 3 and 4 m/
s < 5 m/s for the straight running condition (p < 0.017), which
confirmed a significant factor interaction.

In the straight running condition, the normalized internal rotation
moment (KIRMNORM) increased with running velocity, while no clear
effect of running velocity was observed for KIRMNORM in the sidestep
cutting condition (Figures 5E, F) (See Supplementary Files for details).
The results of the two-way repeated measure ANOVA revealed that
the main effects of VELOCITY and TYPE had no statistical
significance, but the factor interaction was significant on
KIRMNORM (F[2, 24] = 21.28, p < 0.001). Post-hoc comparison only
showed KIRMNORM at 3 and 4 m/s < 5 m/s for the straight running
condition (p < 0.017).

3.4 Co-contraction index (CCI)

The CCI of the flexors and extensors of femoral muscles
decreased with running velocity during the sidestep cutting,
while no clear effect of running velocity was observed in the
straight running (Figure 6) (See Supplementary Files for details).
Also, CCI at 4 and 5 m/s velocity were larger in the sidestep
cutting condition than in the straight running condition. A two-
way repeated measures ANOVA with factor TYPE and VELOCITY
confirmed the significant main effects of TYPE (F[1, 12] = 10.24, p <
0.01) and VELOCITY (F[2, 24] = 14.85, p < 0.001) with a significant
factor interaction (F[2, 24] = 19.86, p < 0.001). Post-hoc
comparisons showed CCI at 3 m/s < 4 and 5 m/s in the
sidestep cutting condition (p < 0.017), while CCI during
sidestep cutting < straight running and statistical significance
was observed only in the 5 m/s condition (p < 0.017), but not at
3 and 5 m/s.

4 Discussion

The purpose of the study was to investigate the effect of
increasing sprinting velocity on ACL load, knee kinematics, and
CCI, for which we employed a musculoskeletal modeling approach.
Our findings indicated that an increase in running velocity during
the sidestep cutting condition increased knee abduction angles, while
the increase in velocity during straight running increased knee
flexion angles. In line with our initial hypothesis, the ACLFNORM,
KSFNORM, KEMNORM, KADMNORM, and CCI increased with
running velocity, as predicted, and had higher values in the
sidestep cutting condition than in the straight running condition.
KIRMNORM, on the other hand, showed no differences in running
velocity or type.

4.1 Mechanism of changes in ACL loading
with running velocities and types

The amplitude of ACL load is known to be influenced by knee
flexion, with the maximum load found when the knee is flexed beyond
30° (DeMorat et al., 2004; Gabriel et al., 2004). The cadaveric
investigation by Gabriel et al. (2004) confirmed this, revealing that
the peak magnitude of ACL load was around 120 N at 15°–20° of knee
flexion. The angle of knee flexion at the maximum magnitude of ACL
load was also in the same range as the results of the current study. The
angle of knee flexion increased with increasing running velocity, which
coincided with an increase in ACL loading force during both the
sidestep cutting and straight running. The highest ACL loading force
was detected during the cutting run (5 m/s), although a considerably
greater degree of knee flexion was observed during the straight
running, which had a lower ACL loading force than the sidestep
cutting. This indicates that knee flexion is not the only element to
consider when estimating the risk of ACL injury (i.e., the ACL loading
force). Running with cutting (rapid directional shift) at a faster velocity
is likely to be more damaging to ACL damage, as shown by a greater
loading force. The observed findings are consistent with the general
assumption of ACL injury in terms of the level of ACL loading as a
function of running velocity and type. Aside from knee flexion
kinematics, the knee abduction/adduction kinematics differed
across the two running types used in this study. The knee was
adducted during straight running and abducted as the velocity
increased. Even during the sidestep cutting, the knee was adducted
at a slower pace.

In the study conducted by Markolf et al. (1995) applied a 100 N
shear force to the tibia while varying the knee flexion (−)/extension (+)
angles between −10° and 90°. The study found that knee abduction and
internal rotation moments were the primary factors contributing to
the increase in ACL load. While another female study found a knee
abduction angle of 15°–20° during the sidestep cutting and landing
(McLean et al., 2004; Olsen et al., 2004). When abrupt directional
changes or deceleration were undertaken, analysis of real video from
matches revealed external to internal tibial rotation (Boden et al.,
2000). This type of situation can be referred to as movement behavior
that frequently occurs with athletes during competitive matches.
However, individuals in our study were able to predict the
direction of the sidestep cutting in advance, which resulted in the
direction switching being carried out in a state with the knee internal
rotation angle.

4.2 Effect of running velocity and type on ACL
load

Using our musculoskeletal model, we demonstrated the effect
of running VELOCITY (i.e., the greater the running velocity, the
greater the ACL loading force) and TYPE on the estimated maximal
ACL load during the sidestep cutting. Previous studies have
indicated a maximal ACL load of 681 N during sidestep cutting
at a running velocity of 4.5–5.0 m/s, which is similar to our findings
(Kernozek and Ragan 2008; Weinhandl et al., 2013). In comparison
to our investigation, the result of the knee joint moment from
Weinhandl et al., (2013) was significantly lower. Although the
movement differed, when executing a double leg landing task at a
height of 50 cm, the ACL loading was reported to be 1,150 N for the

Frontiers in Bioengineering and Biotechnology frontiersin.org07

Moon et al. 10.3389/fbioe.2023.1033590

63

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1033590


right and 1,136 N for the left in a study by Kar and Quesada (2012),
who used a similar biomechanical model as our work. Additionally,
the ACL load estimated using this musculoskeletal model is more
likely to be true, given that the ACL injury threshold is
approximately 2,000 N (Stapleton et al., 1998).

Previously, research indicated that the ACL load was influenced by
the knee shear force acting on the knee adduction and internal
moments as well as the contraction of the quadriceps femoris
(Markolfet al., 1995; Fukuda et al., 2003; DeMorat et al., 2004).
However, there are conflicting perspectives regarding the effect of
the external rotation moment on the rise in ACL load (Markolfet al.,
1995; Fleming et al., 2001). Similarly, several investigations have
indicated that when a force of 2,000 N or greater is applied, the
shear force causes an ACL injury (Shin et al., 2007; McLean et al.,
2008). The knee shear force at 5 m/s was the greatest in our study, at
864.2 ± 204.7 N (1.156 ± 0.241 N/BW) in the sidestep cutting
condition, but it was much lower than the 2,000 N reported in
other investigations. Furthermore, our findings are consistent with
the findings of McLean et al., 2004, who concluded that the shear force
acting on the knee joint cannot cause the injury on its own.

The adduction moment of the knee joint has been implicated in
prior research as a factor impacting ACL loading (Markolfet al.,
1995; Fukuda et al., 2003; McLean et al., 2004; McLean et al., 2008).
Additionally, when executing a sidestep cutting, the adduction
moment of the knee was greater than the abduction moment
(Weinhandl et al., 2013). Furthermore, previous research has
indicated that the internal rotation moment of the knee joint is
a significant factor in increasing ACL load (Markolfet al., 1995;
Shin et al., 2009). Markolfet al, (1995) used a shear force of 100 N
and a moment of 10 Nm at a constant knee angle (flexion from 5° to
90°) to observe variations in ACL stress. As a result, the ACL load of
shear force and internal rotation moment was around 180 N when
the knee joint was flexed at 15°, which is nearly 2.6 times higher
than a load of shear force and external rotation moment of 70 N.
However, in this investigation, the internal rotation moment at the
ACL maximum load was unaffected by increasing running velocity
during sidestep cutting but was greatest at 5 m/s during straight
running. These findings suggest that the task performed in this
study can be predicted in advance, thereby shortening the time
spent in the transverse plane (Weinhandl et al., 2013).
Additionally, further research is required to determine the
degree of injury threshold for internal rotation moments
(McLean et al., 2004).

4.3 Effect of running velocity and type on the
femoral muscle

Another factor that has been shown to affect ACL load around
knee joints is quadriceps and biceps femoris muscle contractions.
Previous research has found that excessive quadriceps femoris
muscle contraction causes forward displacement of the tibia,
which increases ACL load (Markolfet al., 1995; Fleming et al.,
2001; DeMorat et al., 2004). Furthermore, it has been reported that
if the femoral muscles are imbalanced, they become less mobilized
or fatigued, causing a delay in muscle contraction time, which
increases the ACL load (Boden et al., 2000; Hewett et al., 2005).
However, Simonsen et al. (2000) hypothesized that the biceps
femoris would have a negligible effect on ACL load reduction

during the sidestep cutting since the biceps femoris has a low
level of muscle activity (34%–39% of MVC). Additionally, the CCI
of the extensor and flexor muscles during the sidestep cutting at
5 m/s was 0.244 ± 0.107%, which was found to be statistically less
than the CCI in the 3 m/s condition. When the running velocity
was increased, the ratio of muscular activity in the rectus femoris,
vastus medialis, and vastus lateralis (extensor muscles) increased.
While the flexor muscle’s biceps femoris and semitendinosus
muscular activation ratios were observed to be relatively lower
and are considered to increase the risk of injury.

5 Conclusion

The goal of this study was to determine the effect of increasing
sprinting velocity on ACL load, knee kinematics, and CCI, which was
achieved using musculoskeletal modeling. As a result, the shear force,
extended landing posture with increased running velocity, and femoral
muscle imbalance activity all influenced the ACL load during a sidestep
cutting. We suggest that to compensate for muscular imbalances in the
lower limb and the increased load associated with increasing sidestep
cutting velocity, it would be beneficial to strengthen the hamstring
muscles and concentrate on knee flexion during landing.
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The analysis of gait patterns and plantar pressure distributions via insoles is
increasingly used to monitor patients and treatment progress, such as recovery
after surgeries. Despite the popularity of pedography, also known as
baropodography, characteristic effects of anthropometric and other individual
parameters on the trajectory of the stance phase curve of the gait cycle have not
been previously reported. We hypothesized characteristic changes of age, body
height, body weight, body mass index and handgrip strength on the plantar
pressure curve trajectory during gait in healthy participants. Thirty-seven
healthy women and men with an average age of 43.65 ± 17.59 years were
fitted with Moticon OpenGO insoles equipped with 16 pressure sensors each.
Data were recorded at a frequency of 100 Hz during walking at 4 km/h on a level
treadmill for 1 minute. Data were processed via a custom-made step detection
algorithm. The loading and unloading slopes as well as force extrema-based
parameters were computed and characteristic correlations with the targeted
parameters were identified via multiple linear regression analysis. Age showed
a negative correlation with the mean loading slope. Body height correlated with
Fmeanload and the loading slope. Body weight and the bodymass index correlated
with all analyzed parameters, except the loading slope. In addition, handgrip
strength correlated with changes in the second half of the stance phase and
did not affect the first half, which is likely due to stronger kick-off. However, only
up to 46% of the variability can be explained by age, body weight, height, body
mass index and hand grip strength. Thus, further factors must affect the trajectory
of the gait cycle curve that were not considered in the present analysis. In
conclusion, all analyzed measures affect the trajectory of the stance phase
curve. When analyzing insole data, it might be useful to correct for the factors
that were identified by using the regression coefficients presented in this paper.
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1 Introduction

The analysis of gait patterns and pressure distributions under
the feet via insoles is increasingly used to study specific questions in
the everyday lives of people, i.e., to analyze recovery after surgeries
(Braun et al., 2017) and to monitor training or health (Subramaniam
et al., 2022). Instrumented insoles have become more usable in
recent years, as several technical issues could be resolved. These
include durability, usability, calibration, hysteresis and drift, limited
battery life and data storage capacity, and related to that, the
restriction to low sample frequencies that are associated with
higher error rates (North et al., 2012; Elstub et al., 2022;
Subramaniam et al., 2022). Currently, the usability is still limited
by the complexities of data analysis and the need for advanced
algorithms and tools to be able to drawmeaningful conclusions from
these data (Anderson et al., 2022; Chatzaki et al., 2022). For
machine-learning-based analyses, it is important to find
parameters that are known to have an effect on the stance phase
curve and could serve as input variables. This is why the authors
conducted the present study in the first place. In addition, one could
correct for such confounders when analyzing insole data.
Characteristic effects of anthropometric and other individual
parameters on the trajectory of the stance phase curve measured
by insoles have not been previously reported.

Known gait alterations typical for higher age include a more
cautious gait, reductions of the preferred walking speed, cadence,
step and stride length plus width, as well as increases in speed-
normalized cadence and gait speed variability (Herssens et al.,
2018; Niederer et al., 2021). The underlying causes include
physical performance declines in advancing age that are
associated with progressive losses of muscle mass, decreased
joint flexibility, declines in force- and power-generating
capacity, as well as age-related changes of the cardiovascular
system (Ganse and Degens, 2021). In obesity, the spatiotemporal
gait parameters, parameters of pedography and joint kinematics
differed compared with normal-weight matched control groups
(Choi et al., 2021; Pau et al., 2021). In detail, during walking
significantly greater peak pressure values were reported for the
front and rear of the foot in normal compared to obese people
(Choi et al., 2021). In addition, obese people had a lower gait
speed and stride length, shorter stance and swing phases, as well
as longer double support phases (Pau et al., 2021). The ankle,
knee and hip ranges of motion were smaller in the obese
compared to the non-obese (Pau et al., 2021). Compared to
obese people, people who are both, obese and old walked with
higher center of pressure (CoP) velocity, shorter stride, and spent
more time in the support phase (Maktouf et al., 2020). Known
gait changes associated with body height include negative
correlations of height with cadence (every 10 cm increase in
height decreased cadence by 5.6 steps/min), ankle velocity,
stride time and stride length (every 10 cm increase in height
extended the stride length by 5 cm) (Mikos et al., 2018). In a study
with 120 healthy subjects by Senden et al. (2012), together,
height, age and gender explained 51% of the variability in step

length, 41% of the variability in cadence, and 34% of the
variability in age. In addition, age and gender accounted for
34% of the variability in walking speed.

Muscle power is likely to influence the stance phase curve,
i.e., via more forceful movements and a stronger or weaker push-
off (Kim et al., 2022). Maximal voluntary contraction measurements
of the legs due to risks of re-injury and worsening are problematic in
patients with injuries or degenerative conditions of the lower
extremities. In clinical settings, handgrip strength measurements
are already widely established, also since they are much easier to
perform, and far less time-consuming than leg force measurements.
Handgrip strength varies substantially with sex, age and body height,
and it correlates with the remaining years of life (Scherbov et al.,
2022). Low handgrip strength and gait speed are associated with
cardiovascular mortality and markers of neurodegeneration
(Chainani et al., 2016; Jacob et al., 2022). It is known that stride
length at preferred walking speed correlates positively with muscle
mass, and the variance in the double support phase correlates with
muscle strength (Kim et al., 2022).

Apart from these known characteristic gait changes, it is
currently unknown how these factors affect the trajectory of the
stance-phase curve derived from plantar-pressure data. The
M-shaped curve of ground reaction forces during the stance
phase is defined by two maxima, one minimum, the loading and
unloading slope, as well as the force during defined periods (Larsen
et al., 2008). We hypothesized characteristic changes of age, body
height, body weight, body mass index (BMI) and handgrip strength
on the plantar pressure stance-phase curve trajectory in healthy
participants. In detail, we hypothesized higher forces and steeper
loading and unloading slopes in younger, stronger and taller people,
and in those with a higher body mass and body mass index.

2 Materials and methods

Ethical approval was obtained from the IRB of Saarland Medical
Board (Ärztekammer des Saarlandes, Germany, application number
30/21). The study is part of the project Smart Implants 2.0 –Weight-
bearing and Gait Observation for Early Monitoring of Fracture
Healing and Individualized Therapy after Trauma, funded by the
Werner Siemens Foundation. It is registered in the German Clinical
Trials Register (DRKS-ID: DRKS00025108).

2.1 Measurement protocol

Data were collected from healthy volunteers. The inclusion
criteria were the ability to walk on a treadmill, and age 18 years
and older. Exclusion criteria were immobility, previous injury of the
lower legs or pelvis, use of walking aids, inability to give consent,
pregnancy, and age under 18 years.

The healthy participants of both sexes (none of them identified as
diverse) were fitted with OpenGO insoles (Moticon GmbH, Munich,
Germany) matching their shoe size that were individually calibrated.
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Forces were recorded from both feet with one insole each.
Measurements were conducted in the record mode of the device
with a recording frequency of 100 Hz. Each insole is fitted with
16 pressure sensors. Raw data were exported for further analyses.
The participants walked on a level treadmill at 4 km/h (Mercury,
HP Cosmos, Nussdorf-Traunstein, Germany) for 1 minute, while
insole data were collected. The participants were asked to walk for
1 minute straight, and recording was only commenced when the
walking was already in progress to avoid bias by including altered
steps upon gait initiation. Age was calculated from the date of birth.
Body weight was measured with a Beurer MS 50 scale. Body height was
measured with a Seca 206 roll-up measuring tape with wall attachment
(Seca, Hamburg, Germany). Handgrip strength was measured with a
hand dynamometer (Kern MAP 130K1, Kern, Balingen, Germany) by
asking the participant while standing to hold the device in the dominant
handwith the elbow extended and the armhanging down (Ireland et al.,
2014; Xu et al., 2021; Chen et al., 2022). Participants were asked to
perform three maximal contractions with breaks, and the highest of the
three values was chosen for statistical analysis. Handgrip strength is
reported in kg. Of note, handgrip strength measured while standing
with the elbow fully extended is greater than that measured while sitting
(Xu et al., 2021).

2.2 Data management

The data obtained by the 16 force sensors in the insole devices were
aggregated by the inbuilt data processing units and exported as
described previously (Braun et al., 2015; Stöggl and Martiner, 2017).
In detail, the pressure readings of the individual force sensors present in
the insole device yield a weighted sum as the total vertical ground
reaction force reading. Every summand is weighted by its sensor area (to
compute the force) and a respective scaling factor accounting for the
sensor’s surrounding area, as well as gaps between sensors, which also
depend on the insole size. This process is conducted by the Moticon
software as an automated processing step before the file export takes
place. The raw data acquired by the devices were transferred to desktop
computers and converted into csv-formatted ASCII-files. The resulting
files were then loaded into a custom-developed data platform for further
processing and parameter calculation.

2.3 Data processing

As a first processing step, stance phases of the gait cycles were
identified and extracted from the time-series data (step detection). For
this, any activity with consecutive force readings above 30N was
considered. We applied a tolerance of up to three missing values
due to possible recording device faults and discarded any activity
with a duration of less than 300 ms or more than 2000 ms. To
allow for inter-subject comparability of the derived gait parameters,
normalization is required. Since the parameters presented in this
publication are based on total force (force extrema and averages), as
well as force over time (slope -based parameters), this applies to both the
force and time axes. Force readings were transformed from Newton to
proportion of body weight of the respective subject. It should be noted
that since ground reaction force was measured instead of weight, due to
acceleration, this value regularly exceeds the body weight for peak load

bearing instances. Normalizing the time axis requires a more complex
approach, as lack of a fixed cadence results in varying step activity
lengths and thus amounts of true measurements for each step. Hence, a
natural cubic spline interpolation was conducted on the original raw
data. Based on the resulting curve for each stance phase, 100 equidistant
samples were taken, yielding one (interpolated) force measurement
point for every 1% of overall stance phase length.

When compared with other conventional gait measuring tools,
such as sensor-equipped treadmills or ground-mounted force plates,
insole sensors feature a lower recording frequency and higher sensor
noise. Similar to the different gait phases, further parameters are usually
based on or derived from the characteristic local extrema (first and
second force peak, local minimum in between force peaks, which are
also considered parameters themselves); sensor jitter can cause the issue
of having multiple ambiguous candidates for those extrema. To remedy
this problem, a Gaussian filter was applied to the original raw data while
repeating the normalization process. This filtering strategy with the
corresponding parameters (Sigma = 3, kernel size 7) prioritized the
elimination of extrema ambiguity at the expense of signal precision,
which can result in overcorrection in areas where a higher signal
volatility is to be naturally expected (e.g., at the start and end of the
stance phase). Therefore, in order to avoid losing high-frequency detail,
the filtered and normalized curve was only used to determine
unambiguous time-axis positions (indices) for the extremum
candidates; those indices were then re-applied to the non-filtered,
normalized data to yield the corresponding ground reaction force
measurement closer to the original raw data. For cases in which
using the filtered data still yielded inconclusive extremum
candidates, additional detection strategies were applied in the
following order: (a) Time plausibility: Extremum candidates
occurring within the first or last 10 indices (first/last 10% of overall
time span) are eliminated. (b) Max/Min-pool filtering: Should multiple
extremum candidates occur within a pool size of five indices (equals to
5% of overall time span), choose candidate with highest/lowest force
value. (c) Monotony-check: In case of multiple extremum candidates
remaining, eliminate those candidates from which the curve does not
display a strict monotonous decrease/increase in both directions within
five indices each. (d) Monotony grace: In case monotony-check has
eliminated too many candidates (less than twomaximum candidates or
less than one minimum candidate remaining), reinstate eliminated
candidates in descending order of their highest achieved monotony
distance until the target number of candidates is reached.

Every stance activity with an irregular amount of
unambiguous extremum candidates remaining after the
application of those strategies in the context of step detection
was considered a non-step event, and thus removed from the
dataset. In total, an average of 96.51 stance phase curves were
extracted per participant, out of which an average of 7.35 had the
additional extremum elimination strategies applied, as outlined
above. An average of 14.86 events per participant had to be
excluded over the entire experiment.

2.4 Parameters of the stance phase curve

Figure 1 shows the analyzed parameters of the stance phase
curve, which we computed for each step after applying the pre-
processing procedure as described (Larsen et al., 2008; Stöggl and
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Martiner, 2017). In detail, the underlying curves for parameter
extraction were not filtered, but are instead a product of the
normalization process described in 2.3. Since the time-
normalization in most cases produces more interpolated data
points than the raw data provides, this can cause a smoothing
effect similar to filtering. All curves were time-normalized to yield
100 force data points. The average was calculated by the mean of
every data point at the same time index, respectively (0–99), which
again produces a curve with 100 averaged force data points. All
stance phase curves were extracted for each participant across the
minute of walking. Mean forces were acquired using the arithmetic
mean of all force values in a defined section given as proportions of
body weight. Descriptions of all parameters are shown in Table 1.

2.5 Statistical analyses

All statistical tests were executed with IBM SPSS Statistics
version 29 (IBM SPSS Statistics, Armonk, NY, United States).
Normal distribution of data was tested by the Kolmogorov-
Smirnov and Shapiro-Wilk tests. Significance was defined as

p < 0.05. Multiple linear regression analyses were conducted with
forced entry for each of the nine parameters of the stance phase
trajectory separate (Figure 1; Table 1) as the dependent variable.
Forced entry was chosen, as the number of independent variables is
low and all variables have an explainable influence (Kucuk et al.,
2016). The relationships of each of these parameters with age,
weight, BMI, body height and handgrip strength as independent
variables were explored. As body height, body weight and BMI
intercorrelate, they could not be entered in the same model. Instead,
two separate models were run, the main one including body weight
and height, and a second one with BMI instead of body weight and
height, but otherwise identical. Data visualization was conducted
using the Matplotlib in Python. Due to lack of comparable data in
the literature, the authors could not run an a priori sample size
calculation. The sample size of 37 was an estimate based on what is
common in the field, and taking into account the aim to measure a
very diverse group of volunteers.

3 Results

A total of 37 participants (18 women and 19 men) with an
average age of 43.65 ± 17.59 years were included in the study (for
participant characteristics see Table 2). All models were significant,
whichmeans all models could be used. Table 3 shows the adjusted R2

values and non-standardized and standardized (Beta) regression
coefficients for all parameters. Figure 2 serves to illustrate differences
in the trajectory of the insole-derived stance phase curve for younger
and older, taller and shorter, heavier and lighter people, as well as
those with a lower and higher handgrip strength.

3.1 Age

The only parameter of the stance phase curve that showed a
significant negative correlation with age was the mean loading slope
(p = 0.014). Younger participants had higher loading slope values,
indicating a steeper increase. All other analyzed parameters were
independent of age.

FIGURE 1
The plantar pressure gait curve with the determined parameters.

TABLE 1 Parameter definitions and units.

Parameter name Definition Unit

Fmeanstance Mean force over the entire stance phase % body weight

Fmeanload Mean force between start of loading-phase and Fz2 % body weight

Fmeanmid Mean force between Fz2 and Fz4 % body weight

Fmeanunload Mean force between Fz4 and the end of the unloading-phase % body weight

Fz2 First force maximum marking the end of the loading-phase % body weight

Fz3 Force minimum during the mid-phase between Fz2 and Fz4 % body weight

Fz4 Second force maximum marking the end of mid-phase and beginning of unloading-phase % body weight

Loading slope Slope of the line between the start of the loading-phase and the first force reading equal or higher than 80%
of Fz2

% body weight/% stance phase
duration

Unloading slope Slope of the line between the first force reading in the unloading-phase below 80% of Fz4 and the end of the
stance phase event

% body weight/% stance phase
duration
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3.2 Body height

The body height correlated negatively with Fmeanload (p =
0.046) and the loading slope (p = 0.023). All other analyzed
parameters were independent of body height.

3.3 Body weight and BMI

The body weight correlated with all the analyzed parameters of the
stance phase, except the loading slope (Fmeanstance: p < 0.001,
Fmeanload: p = 0.002, Fmeanmid: p = 0.002, Fmeanunload: p < 0.001,
Fz2: p= 0.002, Fz3: p= 0.007, Fz4: p< 0.001, unloading slope: p= 0.002).
Identical to the body weight, the BMI (separate model) also correlated
with all parameters, except the loading slope (Fmeanstance: p < 0.001,
Fmeanload: p = 0.005, Fmeanmid: p = 0.002, Fmeanunload: p = 0.002, Fz2:
p = 0.003, Fz3: p = 0.008, Fz4: p < 0.001, unloading slope: p = 0.002).

3.4 Handgrip strength

The handgrip strength correlated positively with the parameters
of the mid and unloading phase, Fmeanstance (p = 0.015), Fmeanmid

(p = 0.036), Fmeanunload (p = 0.012), Fz3 (p = 0.041), Fz4 (p = 0.015)
and the unloading slope (p = 0.032). There was no correlation with
Fmeanload, Fz2 and the loading slope, which are the parameters of
the early stance phase.

3.5 Variability

The adjusted R2 values shown in Table 3 indicate that only up to
46% of the variability in the analyzed parameters can be explained by
age, body weight, height, BMI and hand grip strength. Thus, further
factors must affect the trajectory of the gait cycle curve, that have not
been considered in the present analysis.

TABLE 2 Participant characteristics.

Total Women Men

N 37 18 19

Mean age [years] ± SD (range) 43.65 ± 17.59 (18–87) 38.35 ± 15.28 (23–65) 48.57 ± 18.49 (18–87)

Mean height [cm] ± SD (range) 173.70 ± 11.22 (157–203) 165.47 ± 6.03 (157–174) 181.23 ± 8.83 (163–103)

Mean weight [kg] ± SD (range) 79.81 ± 27.85 (43.9–170.8) 63.01 ± 13.42 (43.9–78.9) 96.67 ± 32.71 (63.4–170.8)

Mean BMI [kg/m2] ± SD (range) 22.78 ± 7.04 (13.81–45.63) 19.03 ± 3.98 (13.81–27.66) 26.56 ± 8.49 (18.11–45.63)

Mean handgrip force [kg] ± SD (range) 35.41 ± 12.46 (19.6–68.7) 26.14 ± 4.60 (19.6–38.0) 43.30 ± 11.59 (21.0–68.7)

TABLE 3 Adjusted R2 values of the main model that includes body weight and height, and of the model that includes BMI instead. In addition, non-standardized
and standardized (Beta) coefficients of the computed parameters are shown, if significant, separated by a comma. The values shown for BMI are derived from the
BMI model, the others from the main model. Units are either kg, cm, or years per percent body weight, or in case of slope kg, cm or years per percent body weight
per percent stance phase duration. The non-standardized coefficients can be used to correct for age, height, weight, BMI and handgrip strength when analysing
such data.

Adjusted R2

(main model)
Adjusted R2

(BMI model)
Age [years] Body

height [cm]
Body
weight [kg]

BMI
[kg/m2]

Handgrip
strength [kg]

Fmeanstance [% body
weight]

0.400 0.365 −0.007, −0.882 −0.022, −0.761 0.120, 0.696

Fmeanload [% body weight] 0.460 0.391 −0.008, −0.413 −0.005, −0.715 −0.018, −0.595

Fmeanmid [% body weight] 0.285 0.267 −0.007, −0.818 −0.026, −0.716 0.130, 0.652

Fmeanunload [% body
weight]

0.335 0.338 −0.006, −0.946 −0.019, −0.831 0.010, 0.764

Fz2 [% body weight] 0.376 0.350 −0.008, −0.748 −0.028, −0.646

Fz3 [% body weight] 0.199 0.182 −0.006, −0.734 −0.020, −0.646 0.012, 0.672

Fz4 [% body weight] 0.282 0.278 −0.010, −0.899 −0.035, −0.790 0.019, 0.763

Loading slope [% body
weight/% stance phase
duration]

0.292 0.177 −0.067, −0.394 −0.145, −0.543

Unloading slope [% body
weight/% stance phase
duration]

0.264 0.255 0.083, 0.835 0.283, 0.723 −0.150, −0.677
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4 Discussion

In summary, the present study demonstrated influences of age,
body height, body weight, body mass index and handgrip force with
parameters derived from the trajectory of the stance phase curve in
healthy participants. However, only up to 46% of the variability in the
analyzed parameters can be explained by age, body weight, height, BMI
and hand grip strength. Thus, further factors affect the trajectory of the
gait cycle curve, that have not been considered in the present analysis.
When analyzing insole data, it might be useful to use the identified
factors as input for machine-learning algorithms, or to correct for them
by using the regression coefficients presented in this paper.

Pressure insoles are increasingly used to study gait in patients, as
well as for lifestyle and health monitoring (Braun et al., 2017;
Subramaniam et al., 2022). In addition to continuous
measurements with insoles in patients with injuries, insoles are
used in neurological patients for home-based treatment monitoring
and as a rehabilitation tool for neuro-impaired gait, such as in
Parkinson’s disease (Sica et al., 2021; Das et al., 2022). Such long-
term monitoring, especially if combined with further sensors, may
produce large amounts of data that require automated analyses.
Among the possibilities is the use of machine-learning algorithms
trained with annotated data for pattern recognition of which

activities a person is performing or has been able to perform
(Harris et al., 2022). Such algorithms could be trained to
recognize not only level walking and running, but also activities
such as climbing stairs, cycling, driving a car, riding a train or bus,
indicate falls and events with excessive loads, and quantify the
overall time a person has been active. In addition, prediction
algorithms could be implemented for falls and diseases. Machine-
learning algorithms are already in use for many applications in gait
analyses, including spatiotemporal human gait recognition (Harris
et al., 2022; Konz et al., 2022). Such analyses in real time open up the
possibility to deliver patient feedback, including warning of
excessive forces and movements, as well as to remind patients
that it is time to get up and exercise (Zheng and Chen, 2017).
The inherent limitations in computing power of small wearable
devices are increasingly targeted by both algorithmic optimization
techniques in machine-learning like reservoir computing, network
pruning, dimensionality reduction and so on, as well as hardware
innovations. Together, these advances will ultimately allow real-time
feedback based on data from various sources combined in the near
future (Chiasson-Poirier et al., 2022; Zhang et al., 2022).
Alternatively, extracting decision making systems (symbolic
artificial intelligence), such as threshold-based methods, might
offer an immediate route to real-time feedback.

FIGURE 2
Characteristic differences in the stance phase curve. This figure is independent of the multiple regression analysis purely for illustration purposes.
Pooled data of 18 out of 37 participants in each group are shown comparing the 18 (A) oldest and youngest participants, (B) tallest and smallest
participants, (C) with the highest and lowest body mass, and (D) those with the highest and lowest handgrip strength. The solid lines indicate the mean.
The 95% confidence intervals are shown in orange and blue, while the overlap shows up in brown. Higher normalized force values (in % body weight)
can be observed in the younger and shorter participants with a lower body mass and handgrip strength.
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As shown in the present study, individual characteristics of gait
should be taken into account when analyzing continuous gait data in
the field and daily life, and especially when deriving advice and
warnings or alarms from these data. The present study revealed that
the loading slope decreased with increasing age. This finding is novel,
but in line with previous studies that showed amore cautious gait (more
focus on gait combined with a slower walking speed) as well as age-
related reductions of the preferred walking speed, and cadence
(Herssens et al., 2018; Niederer et al., 2021). The more cautious gait
in the present study is reflected in the slower loading of the foot, while
the force maxima did not change with age. Larsen et al. (2008) showed
that elderly compared to young participants had elevated muscular
coactivation along with greater electromyographic activation when
walking stairs, which illustrated the more cautious gait. Interestingly,
in a different study, in participants 70 years and older, the center ofmass
push-off power was shown to be significantly decreased (Sloot et al.,
2021). This effect did not show up in the present study, likely as the
average participant age was relatively low. The finding, however,
matches the increasing decline in performance with age that
accelerates from the age of around 70 years onward (Ganse et al.,
2020; Ganse et al., 2021). It should thus be assumed that the force
maxima of the plantar pressure stance phase curvemight decrease in the
oldest-old, and particularly the secondmaximum that reflects the push-
off force.

The body height affected Fmeanload and the loading slope, and
thereby delivered a characteristic change in the curve trajectory. This
finding is not surprising, as devices are usually calibrated to body
weight, but not to body height. Known changes in gait characteristics in
taller participants include lower cadence due to longer steps, lower ankle
velocity due to fewer steps, and increased stride time and stride length
(Mikos et al., 2018). Taller people with longer legs often prefer higher
walking speeds than smaller people. Walking speed has been shown to
impact spatio-temporal gait parameters, and the perception of what the
most comfortable walking speed is certainly varies among individuals
(Andriacchi et al., 1977; Kirtley et al., 1985). The walking speed of 4 km/
h, however, that was used in the present study, is usually in the range of
what healthy participants consider comfortable. In patients with
walking impairments, however, 4 km/h might be too fast, and
slower speeds should be selected when studying gait (Linder et al.,
2022; Zhu et al., 2022).

The body weight and BMI both had an influence on all the
analyzed parameters of the stance phase curve, except the loading
slope. The latter is an interesting detail, since age only affected the
loading slope, which allows to determine the influence of weight/
BMI independent from the effect of age.

The handgrip strength affected the mean force values of the later
stance phase curve, the minimum and the push-off force (second
maximum), as well as the unloading slope. There was, however, no
effect on the average force of the initial phase, the first maximum
and the loading slope. This very clear picture shows that the
handgrip strength correlates only with the second half of the
stance phase curve, while it leaves the first half unaffected. The
underlying cause is likely the muscle force available for push-off, that
is usually stronger in individuals who also have more handgrip
strength. The hip abductors and adductors contribute the most
muscle power in adult normal walking and are thus the muscles that
would need to be studiedmore closely in future studies that deal with
correlations of muscle strength and gait (Bogey and Barnes, 2017).

In future studies, also further parameters should be assessed that
may affect the stance phase curve to enable for advanced analyses in the
daily life. These may include the shoe and surface type, as well as a
variety of characteristic activities. In addition, children and people aged
70 years and older should be studied. It is currently unknown how
different injury types and degenerative musculoskeletal conditions
affect the gait cycle curve, such as bone fractures, ligament injuries
or arthritis of the legs. In case characteristic differences can be found
among injury types, analyses of the stance phase curve may even have
diagnostic and potentially even predictive value.

The main limitation of the study is that the effect of walking
speed was not considered, as only one pre-defined walking speed
was used for the measurements. Another limitation is that the data
were recorded on a treadmill that is known to differ from walking on
a ramp or on normal ground (Strutzenberger et al., 2022). The setup
and walking speed were chosen to get the best standardization
possible. In addition, differences in the pressure distribution
under the feed via the 16 sensors were not analyzed per sensor
in the present study and could be assessed in the future. Of note, the
parameters analyzed in the present study can only be used when a
regular gait curve is present. If this is not the case, other methods
need to be applied, i.e., machine-learning or the analysis of other
parameters, including possibly slopes and averages.

5 Conclusion

Age, body height, body weight, body mass index and handgrip
force affect the trajectory of the stance phase curve in characteristic
ways, but only explain up to 46% of the variability. When analyzing
insole and ground-reaction-force data, it might be useful to correct
for such factors, especially in automated data analyses via wearables,
when the data are analyzed to give warnings and deliver live
feedback. Smart healthcare applications that use insole data could
help to improve patient health and facilitate treatment after injuries.
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Objective: The relationship between muscle activation during motor tasks and
cerebral cortical activity remains poorly understood. The aim of this study was to
investigate the correlation between brain network connectivity and the non-linear
characteristics of muscle activation changes during different levels of isometric
contractions.

Methods: Twenty-one healthy subjects were recruited andwere asked to perform
isometric elbow contractions in both dominant and non-dominant sides. Blood
oxygen concentrations in brain from functional Near-infrared Spectroscopy
(fNIRS) and surface electromyography (sEMG) signals in the biceps brachii (BIC)
and triceps brachii (TRI) muscles were recorded simultaneously and compared
during 80% and 20% of maximum voluntary contraction (MVC). Functional
connectivity, effective connectivity, and graph theory indicators were used to
measure information interaction in brain activity during motor tasks. The non-
linear characteristics of sEMG signals, fuzzy approximate entropy (fApEn), were
used to evaluate the signal complexity changes inmotor tasks. Pearson correlation
analysis was used to examine the correlation between brain network characteristic
values and sEMG parameters under different task conditions.

Results: The effective connectivity between brain regions in motor tasks in
dominant side was significantly higher than that in non-dominant side under
different contractions (p < 0.05). The results of graph theory analysis showed that
the clustering coefficient and node-local efficiency of the contralateral motor
cortex were significantly varied under different contractions (p < 0.01). fApEn and
co-contraction index (CCI) of sEMG under 80% MVC condition were significantly
higher than that under 20% MVC condition (p < 0.05). There was a significant
positive correlation between the fApEn and the blood oxygen value in the
contralateral brain regions in both dominant or non-dominant sides (p <
0.001). The node-local efficiency of the contralateral motor cortex in the
dominant side was positively correlated with the fApEn of the EMG signals
(p < 0.05).

Conclusion: In this study, themapping relationship between brain network related
indicators and non-linear characteristic of sEMG in different motor tasks was
verified. These findings provide evidence for further exploration of the interaction
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between the brain activity and the execution of motor tasks, and the parameters
might be useful in evaluation of rehabilitation intervention.

KEYWORDS

fNIRS, electromyography, brain network, fuzzy approximate entropy, muscle isometric
contraction

1 Introduction

Human execute motor tasks and promote individuals to
complete activities of daily life and social interaction (Shumway-
Cook andWoollacott, 2014). The completion of motor tasks consists
of corresponding muscle contractions and stretches, so it is
important to generate accurate motor control, which is
considered to be the fundamental factor of movement
(Yokoyama et al., 2019). Previous studies, such as
electroencephalography (EEG) and functional magnetic resonance
imaging (fMRI), have found that upper limb movement is regulated
by corresponding regions of the cerebral cortex (Long et al., 2016;
Lin et al., 2017). It is believed that the relationship between the
muscle contractions and correlated cerebral hemodynamic is
essential to the understanding of motor control such as the
planning and execution of motor tasks (Winter 2009; Zhou et al.,
2022). However, the low spatial resolution of EEG and the high costs
of fMRI limit the development of relevant motor studies and it is also
very challenging to combine the fMRI with human daily activity due
to the strict requirement of subject’s stabilization during the scan.

Functional Near-infrared Spectroscopy (fNIRS) is a non-
invasive brain functional imaging technology based on optical
principles (Ferrari and Quaresima, 2012) and it has the
advantages of being safe and non-invasive, easy to move, anti-
motion and electromagnetic interference, high spatial resolution,
and allowing long-term monitoring (Herold et al., 2018).
Neuroscience research has highlighted the importance of brain
networks between different brain regions in motor tasks
(Felleman and Van Essen, 1991). fNIRS technique facilitated the
investigation of elucidating cerebral hemodynamic changes during
muscle contraction motor tasks (Zimmermann et al., 2013).
Functional connectivity, effective connectivity and graph theory
analysis between different brain regions have been applied to the
study of neural function and motor function. Xu et al. found that
brain network indicators, including clustering coefficient and global
efficiency, could be used to evaluate the rehabilitation effects of post-
stroke exercise training (Xu et al., 2022). However, it remains
unclear whether the connections between the cerebral cortex are
related to motor performance during execution of motor tasks, so
the relationship between muscle excitability and brain network
changes warrants further investigation.

Recording of muscle activity by electromyography (EMG) from
skin surface, so called sEMG, has proved to be useful for evaluating
central and peripheral determinants of motor function (Donaldson
et al., 2003). The analysis of sEMG signals can explore the activity
state of muscle tissue and the control mechanism of the nerve center
under different task states, which is of great significance for the
training and evaluation of rehabilitation intervention (Vigotsky
et al., 2017). sEMG is characterized by high complexity and
chaos (Hong-Chun et al., 2005), so it is imperative to use

non-linear characteristic analysis methods to analyze sEMG
signals (Sun et al., 2014). Entropy indicates the complicated
properties of the researched signal with a simple yet effective
approach and high consistency in order to analyze biological
signals such as sEMG. Chen et al. proposed fuzzy approximate
entropy (fApEn) based on the entropy theory by introducing the
idea of a fuzzy set (Chen et al., 2007). Previous studies have shown
that fApEn can be used as an indicator of changes in the complexity
of sEMG signals to determine the alterations in motor control
during task execution (Ao et al., 2015; Deng et al., 2021).
However, the relationship between changes in muscle complexity
and brain network during task execution remains unclear.
Understanding the coupling mechanism between the cerebral
cortex and muscle is essential in the study of human motor
control (Bao et al., 2021; Colamarino et al., 2021).

Therefore, in current study, fNIRS and sEMG were used to
investigate the interaction between brain region activation and
peripheral muscle contraction in different motor control tasks.
The connectivity parameters between brain regions in motor
tasks (functional connectivity, effective connectivity and graph
theory indicators) and the non-linear analysis of muscle
activation from fApEn were conducted. We hypothesize that the
brain network connectivity is correlated to the efficiency of
peripheral motor control, and the findings of current study may
help to understand the underlying mechanism of corticomuscular
coupling.

2 Methods

2.1 Participants

Twenty-one healthy subjects (mean age: 23.86 ± 1.35, 12 males
and 9 females) were recruited from Northwestern Polytechnical
University for this study. All of the subjects were right-hand
dominant with normal vision and did not have any history of
epilepsy or other psychiatric disorders according to the
Edinburgh Handedness Inventory. This study was approved by
the local institutional ethics committee and was registered in the
Chinese Clinical Trial Registry (ChiCTR2200057839). All
participants understood the content of the experiment and signed
the informed consent before participating in the study. In addition,
subjects were allowed enough time to rest to ensure their attention
during the experiment.

2.2 Experimental procedures

Before the data collection, the operator explained the entire
procedure to each participant until they fully understood. Figure 1A
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shows the experimental setup in this study. In the process of
experiment, participants were asked to sit on a chair, facing the
computer screen. The subject’s forearm was fixed to the slot of the
homemade handrail. Their elbows were flexed at 90°, and their
shoulders were turned at 90° of abduction. All participants practiced
muscle contraction to achieve the target values in response to visual
feedback. The visualization experiment program was provided by a
custom LabVIEW (LabVIEW 2012; National Instruments, Austin,
TX, United States) program. First, the subjects were asked to
produce consecutive maximum voluntary contractions (MVC)
lasting 5 s each, repeating three times with a 2-min rest interval
to avoid muscle fatigue. Secondly, subjects completed isometric
elbow contraction under visual feedback regulation. Each trial
included two conditions, 20% MVC and 80% MVC, repeated five
times each. Subjects were required to complete 20 trials in both the
dominant and non-dominant sides. Each trial consisted of a 3-min
relaxation phase, a 15-s task phase, and a 30-s rest phase. The
experimental procedure is shown in Figure 1C.

2.3 Data acquisition

fNIRS signals with NIR wavelengths of 730 and 850 nm were
collected using a multichannel fNIRS system (NirSmart,
Danyang Huichuang Medical Equipment Co. Ltd., China) at a
sampling rate of 11 Hz. Figure 1B demonstrates the usage of a
standard cap with an international 10–20 system to reference the
NIR probe layout. The distance between the source and the
detector was 30 mm to ensure that the signal was detected
from the brain’s gray matter. A total of 30 channels were used
to cover the left and right prefrontal cortex (LPFC, RPFC), left
and right motor cortex (LMC, RMC), and left and right occipital
lobe (LOL, ROL). To collect the sEMG signals, the skin above the
subjects’ muscle was scraped and cleaned with alcohol. Ag-AgCl

bipolar electrodes were placed on the belly of muscle with a
constant distance of 20 mm between electrodes. sEMG signals
were recorded by a custom sEMG amplifier and sampled by a data
converter at 1,000 Hz. fNIRS and sEMG were synchronized
through the LabVIEW program. A two-channel sEMG
amplifier with a gain of 5,000 was applied to record the sEMG
signals. The acquisition rate of the sEMG signals was at 1,000 Hz,
sampled by a 16-bit data converter (DAQ-6341, National
Instruments, Austin, TX, United States). A LabVIEW program
was used to monitor and save the raw sEMG signals. To
synchronize the EMG and fNIRS devices, timestamp signals
were sent simultaneously to two devices at the beginning and
end of each task recording using the same computer that
presented the task and visual feedback, and each “go” cue was
stored by each device as its time reference (Ortega et al., 2020;
Wang et al., 2020). In addition, EMG and FNIRS signals were
aligned using the synchronization program developed in
LabView (Jian et al., 2021).

2.4 Data analysis

2.4.1 Data preprocess
In this experiment, raw sEMG signals of BIC and TRI were first

filtered with a fourth-order bandpass Butterworth filter (20–450 Hz)
and then filtered with a notch filter (50 Hz). For the preprocessing of
fNIRS signal, the original fNIRS signal was first converted into the
hemodynamic signal by the modified bill-lambert law. Each fNIRS
channel could obtain an oxygenated hemoglobin (HbO2)
concentration signal and a deoxyhemoglobin (HbR)
concentration signal. Since the HbO2 signal showed a better
signal noise ratio than the HbR signal, the HbO2 signal was
chosen as a marker of cortical activation, and the task-related
HbO2 concentration was calculated (Ye et al., 2009). After

FIGURE 1
The experimental design of the evaluation test. (A) Experimental set-up. (B) The layout of fNIRS channels. The red dots represented sources, and the
blue dots represented detectors. The 15 sources and 15 detectors constitute 30 channels, overlaying six brain regions: LPFC, RPFC, LMC, RMC, LOL, and
ROL. (C) Experiment procedure. Each trial consisted of a combination of a 15 s task and a 30 s rest and was repeated five times in each condition.
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removing invalid channels and motion artifacts, the HbO2 signal
was bandpass Butterworth filtered (0.01–0.2 Hz) to remove
physiological signal interference, including interference caused by
heartbeat and respiratory activity.

2.4.2 EMG data analysis
Off-line EMG signals were digitally filtered by a zero-phase-

shift fourth-order Butterworth bandpass filter with 10–490 Hz
and a notch filter with a notch point at 50 Hz to cancel noise and
power-line interference. Manual visual inspection was
performed on each trial to determine segments of the 5-s
EMG signal, with a consistent, steady flat response after
RMS-smoothing.

2.4.2.1 fApEn of EMG
Entropy is an effective non-linear method to represent

physiological signals (Ao et al., 2015). The increase of entropy
indicates the increase of complexity and the decrease of
regularity of motor tasks. fApEn analysis was performed to
calculate the complexity of EMG signal for each chopped
segment. The theory of fApEn has been developed in previous
studies so that a brief of the algorithm is described here (Xie
et al., 2010; Sun et al., 2014):

For the time series T containing N EMG signal data point {e(i):
1 ≤ i ≤ N}, the following vector sequence can be formed as:

Smi � e i( ), e i + 1( ),/e i +m − 1( ) − e0 i( ) (1)
where Smi represents m consecutive e values, commencing with the
ith point. e0(i) is the baseline of the vector to be removed:

e0 i( ) � 1
m

∑m−1
j�0 e i + j( ) (2)

Then, the distance dmij between two vectors Smi and Smj is
defined as:

dm
ij � d Smi , S

m
j[ ]

� max
k ∈ 0, m − 1( ) e i + k( ) − e0 i( ) − e j + k( ) − e0 j( )( )(∣∣∣∣ ∣∣∣∣ (3)

The similarity degree of dmij between Smi and Smj can be
determined by an ambiguity function μ(dmij , n, r), where n and r
represent the width and gradient parameters of the boundary of the
exp function respectively.

Dm
ij n, r( ) � μ dm

ij , n, r( ) � exp( − dm
ij( ) n /

r) (4)

The function ϕm is defined as:

ϕm n( ) � 1
N −m + 1

∑N−m+1
i�1 ln

1
N −m − 1

∑N−m+1
j�1,j ≠ i

Dm
ij( ) (5)

Repeatedly, the function ϕm+1 can be defined as:

ϕm+1 n( ) � 1
N −m + 1

∑N−m+1
i�1 ln

1
N −m − 1

∑N−m+1
j�1,j ≠ i

Dm+1
ij( ) (6)

Finally, the function of fApEn of the EMG signal can be
expressed as:

fApEn m, r, n,N( ) � ϕm r( ) − ϕm+1 r( ) (7)

2.4.2.2 Co-contraction index estimation
Co-contraction Index (CCI) is the EMG-based model to

estimate the simultaneous contraction of antagonists and agonists
during dynamic movement base. Several CCI calculation methods
have been discussed in a previous study (Souissi et al., 2017). The
method proposed by winter was applied in this study (Winter, 2009).

%CCI � 2 × commonArea

AreaA + Area B
× 100 (8)

Area A and Area B represent the area under the enveloped EMG
antagonists and agonists curve, and the common area is the overlap
area between Area A and Area B. Trapezoidal method is suggested
for the integral calculation to estimate the areas. The CCI should
vary from 0 to 100, where 0 indicates no overlap of the two EMG
envelopes and 100 indicates that both muscles were fully activated to
100% MVC during the trial.

2.4.3 fNIRS data analysis
The general linear model is a standard linear estimation

method commonly used to extract hemodynamic responses
from fNIRS data to examine brain-activated regions (Zhou
et al., 2022). NirSpark software was used to process the
original data to obtain the data on brain activation and
functional connectivity strength under different task conditions
(https://openfnirs.org/). After brain activation analysis, brain
network analysis was performed to explore connectivity
between brain regions further (Friston et al., 2013). Thus, there
are dynamic interactions between each functional brain region to
coordinate and respond to specific environmental and task
demands.

Finally, common brain network indicators, including node-
local efficiency and clustering coefficient, were calculated to
characterize the functional connectivity of brain regions
(http://www.brain-connectivity-toolbox.net) (Bullmore and
Sporns, 2009; Rubinov and Sporns, 2010). The clustering
coefficient measures network isolation and global efficiency
index network integration (Wang et al., 2019). In contrast,
node-local efficiency represents the ability to integrate
neighboring nodes of a given node corresponding to brain
regions (Yuan et al., 2022).

2.4.4 Statistical analysis
All experimental data were statistically analyzed using IBM

SPSS Statistics 26 (IBM Inc., WA, United States) and MATLAB
R2021a (The MathWorks, United States) software. Data of
functional connectivity were analyzed by independent sample
t-test. The functional connectivity and effective connectivity of
brain regions between different groups were analyzed by one-way
ANOVA. Paired sample t-test was performed on the indexes such
as clustering coefficient and node-local efficiency calculated in
graph theory analysis as well as the EMG correlation
characteristic values. Finally, Pearson correlation analysis was
used to test the correlation between the activation intensity of
each brain region and the fApEn of the EMG signal under
different task conditions. p < 0.05 was considered statistically
significant for all the statistical analyses and false discovery rate
(FDR) correction was performed.
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3 Results

3.1 Functional connectivity

Figure 2 showed the functional connectivity matrix of brain
channels of the dominant and non-dominant side during different
levels of muscle contraction. Compared with the resting state, the
functional connectivity between the corresponding channels in the
contralateral and ipsilateral motor cortex was more robust under the
20%MVC condition of the dominant side (LMC-RMC: 0.44 ± 0.17).
In contrast, the functional connectivity between other brain regions
was weaker. Similarly, functional connectivity was stronger between
the contralateral and ipsilateral motor cortex and between the
contralateral and ipsilateral prefrontal cortex in the dominant
side, with 80% MVC condition compared to the resting state
(LPFC-RPFC: 0.63 ± 0.16; LMC-RMC: 0.52 ± 0.23) (Figures
2A–C). Under the 20% MVC condition of the non-dominant
side, the functional connectivity between the corresponding
channels of the contralateral motor cortex and the ipsilateral
motor cortex was also stronger compared with the resting state
(LMC-RMC: 0.44 ± 0.19). In comparison, the functional
connectivity between other brain regions was weaker. Similarly,
functional connectivity between the contralateral motor cortex and
ipsilateral prefrontal cortex was also more significant in the 80%

MVC of the non-dominant side compared to the resting state, as was
functional connectivity between the contralateral prefrontal cortex
and ipsilateral prefrontal cortex (LPFC-RPFC: 0.59 ± 0.17; LMC-
RMC: 0.51 ± 0.20) (Figures 2D–F).

The comparison results of functional connectivity of brain
regions under different muscle contraction levels showed that the
functional connectivity between the motor cortex and prefrontal
cortex (LPFC-RMC: p = 0.017; RPFC-ROL: p = 0.020; LMC-LOL:
p = 0.025; LMC-ROL: p = 0.049) was significantly enhanced under
80% MVC condition compared with 20% MVC condition of the
dominant side, especially the functional connectivity between the
contralateral motor cortex, contralateral prefrontal cortex and
ipsilateral prefrontal cortex (LPFC-RPFC: p = 0.000; LPFC-LMC:
p = 0.000; LPFC-LOL: p = 0.001; LPFC-ROL: p = 0.005; RPFC-LMC:
p = 0.000; RPFC-RMC: p = 0.003; RPFC-LOL: p = 0.005) was
significantly enhanced (Figures 3A, B). Similarly, functional
connectivity between the motor cortex and prefrontal cortex
(LPFC-LMC: p = 0.012; LPFC-RMC: p = 0.014; LPFC-ROL:
p = 0.019; RPFC-ROL: p = 0.013) was significantly enhanced in
the non-dominant side 80% MVC condition compared to 20%
MVC, especially between contralateral motor cortex, contralateral
prefrontal cortex, and ipsilateral prefrontal cortex (LPFC-RPFC:
p = 0.000; RPFC-LMC: p = 0.009; RPFC-RMC: p = 0.006)
(Figures 3C, D).

FIGURE 2
The results of the functional connectivity between 30 channels in different conditions (p < 0.05). (A) Correlation matrix between 30 channels under
20% MVC of the dominant side. (B) Correlation matrix between 30 channels under 80% MVC of the dominant side. (C) The significant difference of
functional connectivity of the 80% MVC relative to the 20% MVC between 30 channels under the dominant side. (D) Correlation matrix between
30 channels under 20% MVC of the non-dominant side. (E) Correlation matrix between 30 channels under 80% MVC of the non-dominant side. (F)
The significant difference of functional connectivity of the 80% MVC relative to the 20% MVC between 30 channels under the non-dominant side.
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3.2 Effective connectivity

Figure 4 showed the effective connectivity between the different
brain regions of the dominant and non-dominant sides under the
same force conditions. Under the 80% MVC condition, the effective
connectivity between other brain regions of the dominant and non-
dominant sides showed that the effective connectivity was
significantly enhanced under the dominant side condition from
RMC to LMC (p = 0.046), from LMC to the RMC (p = 0.049), and
from LMC to LOL (p = 0.032) (Figures 4A, B). Under the 20%MVC
condition, the effective connectivity between different brain regions
of the dominant and non-dominant sides showed that the effective
connectivity from RPFC to LRPC (p = 0.039), from RPFC to LMC
(p = 0.033), from RPFC to RMC (p = 0.047), from RMC to LPFC

(p = 0.016), from RMC to LOL (p = 0.022), from RMC to LOL (p =
0.035) and from LMC to LOL (p = 0.028) was significantly enhanced
under the dominant side condition (Figures 4C, D).

3.3 Brain network analysis

As shown in Figure 5, only significant differences were
observed in the clustering coefficient (p = 0.008) and node-local
efficiency (p = 0.006) of the contralateral motor cortex under
different force conditions of the dominant side. However, no
significant difference was observed in the contralateral motor
cortex under other force conditions of the non-dominant side.
But the clustering coefficient of the dominant side under the same

FIGURE 3
The results of significant differences in functional connections between brain regions in different conditions. (A,B) The change is represented by the
functional connectivity of the 80%MVC relative to the 20%MVC under the dominant side. (C,D) The change is represented by the functional connectivity
of the 80% MVC relative to the 20% MVC under the non-dominant side. The red line (p < 0.01) and blue line (0.01 < p < 0.05) indicate significant increase
statistically.
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conditions was higher than those of the non-dominant side (C

dominant side_80% = 0.21; C non-dominant side_80% = 0.18; C dominant side_

20% = 0.18; C non-dominant side_20% = 0.17). Similarly, the node-local
efficiency of the dominant side under the same conditions was
higher than that of the non-dominant side (E dominant side_80% =
0.25; E non-dominant side_80% = 0.20; E dominant side_20% = 0.22; E non-

dominant side_20% = 0.19). The results showed that the information
connection efficiency was higher in the brain network of the
contralateral motor cortex under 80% MVC condition of the
dominant side. The information connection efficiency was lower
in the brain network of the contralateral motor cortex with the
non-dominant side.

3.4 EMG analysis

Figures 6A, B depicted the fApEn of the EMG signal extracted
from the BIC and TRI under different conditions as the window
N increases from 100 points to 5,000 points in the step of
100 points size. Figures 6C, D respectively depicted the fApEn
of the EMG signal when the admissible window r is increased
from 0.02 to 1 at a step r of 0.02 for the picked EMG signal of BIC
and TRI under four different conditions, respectively. Combined
with the results reported in previous studies and the test results in
this study, N was set as 5,000, r was fixed as 0.15, and the five
repeated tests were averaged. Comparing the fApEn of EMG

FIGURE 4
The results of significant differences in effective connectivity between brain regions in different conditions. (A,B) The change is represented by the
effective connectivity of the dominant side relative to the non-dominant side under 80% MVC. (C,D) The change is represented by the effective
connectivity of the dominant side relative to the non-dominant side under 20% MVC. The red line indicates a significant increase statistically (p < 0.05),
where * indicates p < 0.05.
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FIGURE 5
Significant global and local metric changes of elbow flexion in the contralateral motor cortex. (A)Global metrics results of the clustering coefficient
(ΔHbO2). (B) Local metrics results of the node-local efficiency (ΔHbO2), where ** indicates p < 0.01. Abbreviation: DS, dominant side; NDS, non-dominant
side.

FIGURE 6
(A)Change of fApEn of BIC with the change of window N. (B) Change of fApEn of TRI with the change of windowN. (C)Change of fApEn of BIC with
the change of tolerance r. (D) Change of fApEn of TRI with the change of tolerance r. EMG signals were picked out from four different conditions from a
subject. Abbreviation: DS, dominant side; NDS, non-dominant side.
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signals of the BIC, the results showed that fApEn under the
condition of 80% MVC was significantly higher than that under
the condition of 20% MVC, no matter it was dominant or non-
dominant sides (p < 0.0001) (Figure 7A). Comparing the fApEn
of EMG signals of the TRI, the results showed that the value
under the 80% MVC condition was significantly higher than that
under the 20% MVC condition, whether it was the dominant or
non-dominant sides (p < 0.0001) (Figure 7B). The results showed
that in the non-dominant side condition, the CCI of 80% MVC
was significantly higher than that of 20% MVC (p = 0.000)
(Figure 7C). Similarly, in the dominant side condition, the
CCI of 80% MVC was significantly higher than that of 20%
MVC (p = 0.048) (Figure 7C).

3.5 Correlation analysis

As shown in Figure 8, fApEn of EMG signals in both
dominant and non-dominant conditions was significantly
correlated with activation in the contralateral prefrontal
cortex, contralateral motor cortex, and contralateral occipital

lobe regions. The results showed that there was a significant
positive correlation between the fApEn of EMG signal of the BIC
and the HbO2 integral value of the contralateral motor cortex
under the dominant side condition (r = 0.6268, p < 0.0001)
(Figure 8B). In addition, the results showed that fApEn of EMG
signal of the BIC was significantly positively correlated with
HbO2 integral value in both contralateral prefrontal cortex
(r = 0.6995, p < 0.0001) and contralateral occipital lobe
(r = 0.4815, p = 0.0012) under the dominant side condition
(Figures 8A, C). The same trend was observed during elbow
isometric contractions of the non-dominant side. The results
showed that the fApEn of EMG signal of BIC was also
significantly positively correlated with the HbO2 integral value
of the contralateral prefrontal cortex (r = 0.5949, p < 0.0001),
contralateral motor cortex (r = 0.5091, p = 0.0006) and
contralateral occipital lobe (r = 0.5749, p < 0.0001) under the
non-dominant side condition (Figures 8D–F).

fApEn of EMG signals and brain network related indicators,
mainly including node-local efficiency and clustering coefficient
were further analyzed. The results showed that fApEn of EMG
signal of BIC was significantly positively correlated with node-local

FIGURE 7
(A) fApEn values of EMG signals of BIC. (B) fApEn values of EMG signals of TRI. (C) The CCI of EMG signals in different conditions. The significant
difference between different conditions was represented by *p < 0.05 and ****p < 0.0001. Abbreviation: DS, dominant side; NDS, non-dominant side.
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efficiency of contralateral motor cortex under the dominant side
condition (r = 0.3789, p = 0.0133) (Figure 9A). However, no
significant correlation was found between the fApEn of EMG
signal of BIC and clustering coefficient of contralateral motor
cortex under the dominant side condition (r = 0.2797, p =
0.0728) (Figure 9C). Similarly, no significant correlation was
found between the fApEn of EMG signal of BIC and node-local
efficiency (r = 0.0371, p = 0.8157) and clustering coefficient (r =
0.2045, p = 0.1939) of contralateral motor cortex under the non-
dominant side condition (Figures 9B, D).

4 Discussion

In this study, the correlation between muscle coordination,
cerebral cortex activation, and brain networks during isometric
elbow contraction were investigated by simultaneously collecting
and analyzing EMG and fNIRS signals. The results showed fApEn
of EMG signals was significantly positively correlated with
changes in HbO2 integral value in the contralateral brain
region of the dominant and non-dominant sides. In addition,
fApEn of EMG signals was significantly positively correlated with
the changes in node-local efficiency of the contralateral motor
cortex under the dominant side. The results also revealed that the
effective connectivity between brain networks was significantly
enhanced when the dominant side exerted muscle contraction,
compared with that of the non-dominant side. This implies that
there might be a mapping correlation between the central nervous
system of the brain and peripheral muscle contractions during
motor tasks.

4.1 The change in brain networks during
motor tasks

Previous studies using fNIRS on relevant mechanisms of action
in motor tasks have focused on brain region activation analysis (Lee
et al., 2019; Shamsi and Najafizadeh, 2019; Shamsi and Najafizadeh,
2021; Kim et al., 2022). Based on the activation analysis of brain
regions, the changes related to the brain network during exercise
tasks and compared functional connectivity, effective connectivity,
and graph theory analysis of the brain network under different
motor tasks were investigated in current study. As shown in
figure 2 and figure 3, it was found that functional connections
between the prefrontal cortex, motor cortex, and occipital cortex
were significantly enhanced in both dominant and non-dominant
sides with greater contraction level, especially between the
contralateral prefrontal cortex, ipsilateral prefrontal cortex, and
contralateral motor cortex. Previous studies have shown the
correlation between the complexity of neural activity in the brain
and the complexity of the task caused by the level of force applied
(Spraker et al., 2012; Alahmadi et al., 2015). The results of our study
are consistent with those of previous studies.

Although many neuroimaging studies have analyzed
handedness, the mechanism of the relationship between
handedness and brain networks in motor tasks still needs to be
fully understood (Klöppel et al., 2007; Lin et al., 2017). Many studies
have shown that dominant hands perform better than non-
dominant hands in motor tasks (Pool et al., 2014; Xiao et al.,
2019). As shown in Figure 5, the results revealed that the
contralateral motor cortex’s clustering coefficient and node-local
efficiency increased significantly when the dominant side exerted

FIGURE 8
(A–C) Correlation of HbO2 and fApEn of the dominant side in LPFC (r = 0.6995, p < 0.0001), LMC (r = 0.6268, p < 0.0001) and LOL (r = 0.4815, p =
0.0012). (D–F) Correlation of HbO2 and fApEn of the non-dominant side in RPFC (r = 0.5945, p < 0.0001), RMC (r = 0.5091, p = 0.0006) and ROL (r =
0.5749, p < 0.0001).
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force in a larger MVC. Meanwhile, under the same force conditions
in this study, the effective connectivity of the brain network in the
dominant side was significantly higher than that in the non-
dominant side (Figure 4). In a review article from Hammond,
the author also concluded the similar findings of the correlates of
the handedness in primary motor cortex (Hammond, 2002). In
addition, a fNIRS study from Yokoyama et al. showed that non-
dominant side had greater variability in adjustment time than the
dominant side under the same muscle relaxation and contraction
conditions (Yokoyama et al., 2019). These findings suggest that there
are significant differences in motor control between the dominant
and non-dominant sides of healthy adults, and motor control might
be more difficult on the non-dominant side.

4.2 The change in muscle control during
motor tasks

Some of previous studies on approximate entropy or sample
Entropy recommended using the standard deviation of segmented
data for the determination of the r value (Zhou et al., 2011; Zhang
and Zhou, 2012). But Sun and others asserted that the r value should
be upheld as a universal constant for fuzzy approximate entropy
analysis, with the aim of mitigating the impact of noise on the
complexity of EMG signals (Sun et al., 2014). Figures 6C, D illustrate

the response of tolerance r and fApEn and our results were similar
with Sun’s finding and the N was set at 5,000 and r was fixed at 0.15.
As shown in Figure 7, the study revealed that the fApEn of the EMG
signals were significantly higher under the larger MVC force than
under the smaller MVC force in both dominant and non-dominant
sides, indicating more MUs were involved and more complicated
motor firing pattern were triggered in the larger contraction force.
Previous studies revealed the composition of EMG signals were the
summation of a temporal superposition of the motor unit action
potentials (MUAPs) sequence produced by the various motor units
of the contracted muscles (De Luca, 1984; Gazzoni et al., 2004; Chen
and Zhou, 2016). As the task intensity increased, the neuromuscular
control strategy adjusted and structure in motor execution
increased, leading to more complicated muscle firing patterns
(Enders et al., 2015; Ma et al., 2017; Deng et al., 2021). As
muscle power increases, more motor units are recruited,
increasing the fApEn of the EMG signals (Kamavuako et al.,
2012; Chen et al., 2018). Our results confirm that the complexity
of BIC activation increases considerably with increasing strength
levels, suggesting the motor control strategy may be adjusted
accordingly.

The CCI can evaluate the degree of upper limb muscle activation
and muscle coordination (Sheng et al., 2022). As shown in Figure 7,
the results revealed that the CCI of EMG signals increased
significantly in both dominant and non-dominant sides with

FIGURE 9
(A,B) Correlation of node-local efficiency and fApEn of the dominant side in LMC (r = 0.3789, p = 0.0133) and the non-dominant side in RMC (r =
0.0371, p = 0.8157). (C,D) Correlation of clustering coefficient and fApEn of the dominant side in LMC (r = 0.2797, p = 0.0728) and the non-dominant side
in RMC (r = 0.2045, p = 0.1939).
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higher MVC force. This may be because increased strength levels
require more muscles to maintain strength output, leading to a
significant increase in muscle co-contraction. A previous study
reported that expert drummers reduced co-contraction in wrist
flexor and extensor muscles (Beveridge et al., 2021). The lower
CCI value hypothesized the for more exercised side qualified more
precise and more efficient movement control.

4.3 The effects of corticomuscular
interaction during motor tasks

As shown in Figure 8, we found that the fApEn of EMG signals
was positively correlated with the changes in blood oxygen in
contralateral motor cortex under both dominant and non-
dominant sides (Figures 8B, E). Kumai et al. also found a
significant correlation between brain activation and lower limb
muscle activity during postural control tasks (Kumai et al., 2022).
In addition, Liu et al. showed a substantial correlation between
EEG and EMG and coherence in the beta band during both arm
flexion and extension tasks (Liu et al., 2021). At high strength
levels, muscles produce stronger contractions and activate more
motor neurons (Xi et al., 2021). Therefore, the above findings
might provide evidence that the higher the force intensity, the
more numbers of motor units are involved in the motor task and
correlated with the higher activation of corresponding brain
regions. As the increase in the number of motor units leads to
the increase in the density of the EMG signal, the non-linear
characteristic (fApEn) of the EMG signal also increases. However,
the number of motor units may not be the only factor for the
variation of the non-linear characteristics of the EMG signal. The
coherence of motor units and the firing rate may also change the
variation of the EMG signal (Cashaback et al., 2013). McManus
et al. showed a significant correlation between sEMG-based non-
linear features and the underlying motor unit coherence. The
results of our study are consistent with those previous studies
(McManus et al., 2019). In addition, the motor control of the
corresponding brain regions is strengthened, resulting in the
increase of oxygen metabolism rate in local brain regions, thus
enhancing the activation of the cerebral cortex (Leff et al., 2011).
Takahashi et al. used a combination of EMG and fNIRS to study
changes during muscle fatigue in healthy adults (Takahashi et al.,
2021). The results showed that there was a correlation between
peripheral muscles and cerebral blood oxygen during muscle
fatigue, and the premotor cortex was specifically activated. The
results of our study showed a consistent trend with this study
(Takahashi et al., 2021). Another interesting finding from current
study is that the fApEn of EMG was positively correlated with the
changes of blood oxygen in the prefrontal and occipital cortex on
both dominant and non-dominant sides (Figures 8A, C, D, F).
Although many previous studies have suggested that motor tasks
are primarily controlled by the motor cortex, the prefrontal cortex
which is related to cognitive function may also be highly involved
(Dayan and Cohen, 2011; Rizzolatti et al., 2014). Zou and
coworkers’ finding also revealed that cognitive control plays an
important role in complex motor tasks in a subject group of stroke
patients (Zou et al., 2018). Since the task of 80% MVC is more
challenging and the subject kept increasing their attention on

screen to continuously follow the target line, it may cause the
significant correlations between occipital cortex hemodynamics
and complexity of muscle contraction. Therefore, all these
findings provide evidence of a mapping relationship between
the brain activity and the execution of motor tasks. The results
also imply that exploring the coupling mechanism between the
cerebral cortex and muscle contraction might provide a new
evaluation method for rehabilitation intervention for motor
function.

Previous studies have shown dynamic changes in
corticomuscular coupling and brain network during muscle
contraction (Siemionow et al., 2010; Xi et al., 2021). Similarly, we
found that the fApEn of EMG signals was significantly positively
correlated with changes in the node-local efficiency of the
contralateral motor cortex (LMC) on the dominant side
(Figure 9A). However, we did not find the significant relationship
on the non-dominant side (Figure 9B). Furthermore, no significant
correlation was found between the fApEn of EMG signals and
clustering coefficient of the contralateral motor cortex on both
dominant and non-dominant sides (Figures 9C, D). In previous
studies of brain network, node-local efficiency reflects the
integration ability and fault-tolerant ability of neighboring nodes
(Li et al., 2013). This might mean that the brain network efficiency of
contralateral motor cortex is still vital in the performance of motor
tasks (Zimmermann et al., 2013). Clustering coefficient can be used
to characterize the efficiency and ability of local information
transmission in the network (Watts and Strogatz, 1998).
However, due to the limited number of nodes in the brain
network in this study, this might cause the non-significant
correlation between node efficiency and muscle contraction tasks.
By comparing Figures 8, 9, it indicated that the activations of local
brain regions are different with the brain network node connections
during elbow contractions. It means the connectivity between
different brain regions might play a more important role to
coordinate the completion of motor tasks than the local
hemodynamic changes, but further evidence is needed (Thiebaut
de Schotten and Forkel, 2022). Previous studies have also shown
better recovery of local brain networks in stroke patients after
completion of motor task training (Rehme and Grefkes, 2013; Xu
et al., 2022). In general, our correlation results of brain network
indicators demonstrated that the complexity of muscle contraction
is significant related to the node-local efficiency of the contralateral
motor cortex when performing isometric elbow contraction. This
might provide a useful method for future clinical research to
evaluate the rehabilitation of motor function and help us
understand the mechanism behind these interventions.

4.4 Limitations

There were several limitations in the study. First, the experiment
only recruited young, healthy people, and the interpretation may not
be directly applied in older people and those with neurological
conditions such as stroke. Second, the task of elbow isometric
stretching was not set in the study, so the results did not address
the task of the TRI as an active muscle to detect the co-contraction
changes during elbow extension. In future studies, the relevant
aspects of the elbow isometric stretch task will be further
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explored. Finally, only the cerebral hemodynamics in the time
domain were analyzed, but not in the frequency domain. The
physiological significance of cerebral hemodynamics in different
frequency domains remains to be further studied.

5 Conclusion

In summary, this study demonstrated the changes of brain
network related indexes and the non-linear characteristics of
EMG signals under different motor task conditions, and
explored the differences between dominant and non-dominant
sides in motor tasks. The results found that effective connectivity
between brain networks was significantly enhanced when the
dominant side performed muscle contractions compared to the
non-dominant side, which may imply that brain network analysis
is a potential way to explore brain function during motor tasks. At
the same time, fApEn of EMG signals increased significantly
under greater MVC force, which was related to the increasing
complexity of motor tasks. Finally, this study demonstrated a
significant positive correlation between cerebral oxygen changes
and EMG signals during motor tasks. This finding provides
evidence for further exploration of the mapping relationship
between the brain activity and the execution of motor tasks
and can guide the movement function damage in patients with
clinical rehabilitation.
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Exploring the effects of skeletal
architecture and muscle
properties on bipedal standing in
the common chimpanzee (Pan
troglodytes) from the perspective
of biomechanics

Xiao-Wei Xv, Wen-Bin Chen*, Cai-Hua Xiong*, Bo Huang,
Long-Fei Cheng and Bai-Yang Sun

State Key Lab of Digital Manufacturing Equipment and Technology, School of Mechanical Science and
Engineering, Institute of Medical Equipment Science and Engineering, Huazhong University of Science
and Technology, Wuhan, Hubei, China

Introduction: It is well known that the common chimpanzee, as both the closest
living relative to humans and a facultative bipedal, has the capability of bipedal
standing but cannot do so fully upright. Accordingly, they have been of exceeding
significance in elucidating the evolution of human bipedalism. There are many
reasons why the common chimpanzee can only stand with its hips–knees bent,
such as the distally oriented long ischial tubercle and the almost absent lumbar
lordosis. However, it is unknown how the relative positions of their
shoulder–hip–knee–ankle joints are coordinated. Similarly, the distribution of
the biomechanical characteristics of the lower-limb muscles and the factors that
affect the erectness of standing as well as the muscle fatigue of the lower limbs
remain amystery. The answers are bound to light up the evolutionalmechanismof
hominin bipedality, but these conundrums have not been shed much light upon,
because few studies have comprehensively explored the effects of skeletal
architecture andmuscle properties on bipedal standing in common chimpanzees.

Methods: Thus, we first built amusculoskeletal model comprising the head-arms-
trunk (HAT), thighs, shanks, and feet segments of the common chimpanzee, and
then, the mechanical relationships of the Hill-type muscle-tendon units (MTUs) in
bipedal standing were deduced. Thereafter, the equilibrium constraints were
established, and a constrained optimization problem was formulated where the
optimization objective was defined. Finally, thousands of simulations of bipedal
standing experiments were performed to determine the optimal posture and its
corresponding MTU parameters including muscle lengths, muscle activation, and
muscle forces. Moreover, to quantify the relationship between each pair of the
parameters from all the experimental simulation outcomes, the Pearson
correlation analysis was employed.

Results: Our results demonstrate that in the pursuit of the optimal bipedal
standing posture, the common chimpanzee cannot simultaneously achieve
maximum erectness and minimum muscle fatigue of the lower limbs. For uni-
articular MTUs, the relationship between muscle activation, relative muscle
lengths, together with relative muscle forces, and the corresponding joint
angle is generally negatively correlated for extensors and positively correlated
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for flexors. For bi-articular MTUs, the relationship between muscle activation,
coupled with relative muscle forces, and the corresponding joint angles does
not show the same pattern as in the uni-articular MTUs.

Discussion: The results of this study bridge the gap between skeletal architecture,
along with muscle properties, and biomechanical performance of the common
chimpanzee during bipedal standing, which enhances existing biomechanical
theories and advances the comprehension of bipedal evolution in humans.

KEYWORDS

common chimpanzee, bipedal standing, musculoskeletal model, Hill-type MTU,
constrained optimization, simulation experiments

1 Introduction

Apart from modern humans (Homo sapiens), there are various
other species of primates, such as the common chimpanzee (Pan
troglodytes), that have acquired the ability of bipedal standing;
however, they cannot stand fully upright (Jenkins, 1972). As our
closest living relative (Goodman, 1999; Waterson et al., 2005),
common chimpanzees (chimps) share with us the post-cranial
features related to orthograde modes of locomotion (Hunt, 1991)
while lacking the human-like skeletal architecture that aligns the
shoulder, hip, knee, and ankle joints in the sagittal plane (Thorpe
et al., 1999; Payne et al., 2006b; Pontzer, 2018). Circumscribed to the
distally oriented long ischial tubercle and the almost absent lumbar
lordosis (Robinson, 1972; McHenry, 1975), chimps are unable to
extend their hip joint so that they stand bipedally in a bent-hip, bent-
knee manner, a position in which the center of mass (CoM) is
located anterior to the hip (Sockol et al., 2007). When a human
stands upright, the CoM, hip, knee, and ankle joints approximately
line up (Neumann, 2013), diminishing the necessity for the lower-
limb muscles to be activated (Pontzer et al., 2009). In the case of a
chimp, muscle activation of the hind limbs is required to generate
muscle forces and joint moments on account of balance when it
comes to standing on two feet. However, how do chimps coordinate
the relative positions of their shoulder, hip, knee, and ankle joints?
How is the muscle activation of the hind limbs assigned in pursuit
after maintaining balance? How do biomechanical factors such as
skeletal architecture and muscle properties affect the erectness of
standing? Although the bipedal locomotion pattern of chimps has
been studied since 1944 (Elftman, 1944), few studies have explored
this topic in depth.

The road to uncovering the aforementioned questions is paved
with challenging puzzles. Although laboratory-based experiments
have been widely conducted in the bipedal walking or running of
chimps (Demes et al., 2015; Thompson et al., 2015; Kozma et al.,
2018), their application remains unfeasible in bipedal standing since
it is barely possible to keep untrained chimps standing bipedally for
a sufficient amount of time (Doran, 1992a; Doran, 1992b; Hunt,
1992; Hunt, 1994). Training may not be a feasible alternative either
because trained primates have been proven to develop changes in the
musculoskeletal structure (Nakatsukasa, 2004). Modeling and
simulation can not only overcome these problems but can also
provide internal parameters that are difficult to measure. However,
existing musculoskeletal models (Yamazaki, 1985; O’Neill et al.,
2013; O’Neill et al., 2015; O’Neill et al., 2018; O’Neill et al., 2022;
Sellers et al., 2013) are still far from effective for investigating the

biomechanical performance of chimps during bipedal standing.
Yamazaki (1985) measured the net joint moments of chimps
during bipedal locomotion under controlled conditions and
derived the corresponding muscle forces using computer
simulations. However, Yamazaki assumed constant values of the
muscle moment arms that apparently vary with joint angles and did
not specify whether anatomical or physiological cross-sectional
areas were used to estimate muscle forces from stresses. O’Neill
et al. (2013, 2015, 2018, 2022) quantified the variation in moment
arms and muscle forces of hind limb muscles with joint angles
during bipedal locomotion in chimps through modeling and
simulations on the OpenSim platform, combined with detailed
muscle–tendon parameters. However, their model merely
contained the pelvis and hind limbs and could not predict the
maximum erectness that chimps can achieve during bipedal
standing and the corresponding posture. Sellers et al. (2013)
established a whole-body model of the common chimpanzee on
the GaitSym platform to explore changes in performance, such as
footfall sequences, locomotion velocity, and energy expenditure
during quadrupedal locomotion within the domain. However,
their model simplified the pattern of muscle activation according
to the motor function, which is solely applicable to rhythmic
movements.

Numerical optimization is recognized as a viable technique for
predicting animal behavior (Pandy, 2001), where it is crucial to translate
appropriate biomechanical metrics into optimization objectives (Lee
and Umberger, 2016). Experimental studies have indicated that the
larger the hip and knee joint angles, that is, the greater the erectness, the
smaller the activation volume of the hind limb muscles during bipedal
walking in chimps (Pontzer et al., 2014). This implies that erectness and
muscle activation can be considered as the objective function for
optimization. Furthermore, muscle fatigue, as a pivotal
biomechanical indicator, can be regarded as an objective function
that characterizes muscle activation (Crowninshield and Brand,
1981). The constrained optimization is thus applicable for exploring
the bipedal standing postures (BSPs) of chimps and corresponding
biomechanical factors. This methodology thoroughly assesses multiple
biomechanical factors of the skeletal muscles, such as the isometric
force, deformation, and muscle fatigue. To the best of our knowledge,
this approach is the first-ever attempt to predict the optimal bipedal
standing posture of chimps and is a valuable complement to existing
biomechanical theories.

This study aimed to investigate the biomechanical effects of
skeletal architecture and muscle properties on bipedal standing in
chimps. First, a musculoskeletal model based on anatomical data
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comprising the head–arms–trunk (HAT), thighs, shanks, and feet
segments of the common chimpanzee was developed. Second, the
static relationships among the Hill-type muscle–tendon units
(MTUs) in bipedal standing were deduced. Next, the equilibrium
constraints and the optimization objective were set up, which
transformed the investigation into a constrained optimization
problem. Subsequently, thousands of simulations of bipedal
standing experiments in chimps were conducted. Finally, the
optimal posture that simultaneously maximizes erectness and
minimizes muscle fatigue of the hind limbs was determined via
numerical searching within the domain, and MTU parameters
including muscle activation, muscle length, and muscle force
were drawn. In addition, the biomechanical effects under
investigation were stipulated by the Pearson correlation analysis
of the outcomes from simulating experiments.

2 Materials and methods

2.1 Musculoskeletal modeling

In the strictest sense, the analysis of bipedal standing in chimps
should be conducted in three dimensions. However, reckoning with
the reality that the mechanical behaviors of bipedal standing in

chimps mainly occur in the sagittal plane, we subsequently
generated the musculoskeletal model in the sagittal plane.

2.1.1 Segmental and skeletal properties
The body of the common chimpanzee can be represented as

seven segments: the HAT (including the pelvis), bilateral thighs
(including femurs), bilateral shanks (including tibias and fibulas),
and bilateral feet.

Without loss of generality and to ensure computational
efficiency, the following hypotheses were presented: 1) the thigh
length and femur length were the same; 2) the shank length was the
same as the tibia length; 3) the foot was subdivided into the forefoot,
midfoot, and rearfoot, and the midfoot and rearfoot were integrated
as one rigid piece; 4) the hip joint connecting the HAT and the thigh,
the knee joint connecting the thigh and the shank, the ankle joint
connecting the shank and the foot, and the metatarsophalangeal
(MP) joint connecting the forefoot andmidfoot were all simplified as
smooth hinges; 5) the ground reaction force was evaluated as a
resultant force and its acting point at the foot was the center of
pressure (CoP); and 6) the external force only involved the
gravitational force and the support force from the ground, and
friction was neglected.

The segments, CoMs, joints, segmental angles, and ground reaction
force (GRF) are shown in Figure 1A. Annotations of the segmental

FIGURE 1
Musculoskeletal model of a bipedally standing common chimpanzee in the sagittal plane. (A) The skeletal elements include seven segments (HAT,
bilateral thighs, bilateral shanks, and bilateral feet) and the ischium, with mobile articulations at the hip, knee, ankle, and metatarsal-phalangeal joints. (B)
Annotations of segmental parameters (length of each segment and sub-segment, and position of CoM in each segment) and joint angles. (C) The
muscular elements include the primary extensors and flexors of each lower limb [gluteus maximus (GM), hamstrings (Ham) (biceps femoris long
head, semimembranosus, and semitendinosus), vastus (Vas), rectus femoris (RF), gastrocnemius (Gas) (gastrocnemius lateralis and gastrocnemius
medialis), soleus (Sol), and tibialis anterior (TA)]. Blue dots: a) anterior-inferior iliac spine; b) the combined origin point of the vastus intermedius, vastus
lateralis, and vastus medialis; c) midpoint of the most superior and to the most inferior points of the ischial tuberosity face; d) midpoint of the posterior
femur shaft; e) medial and lateral femoral condyles and knee capsule; f) patella; g) fibular head; h) proximal end of the metatarsal I; j) distal end of the rear
foot. Adapted from Diogo et al. (2013), Thorpe et al. (1999), Payne et al. (2006b), Myatt et al. (2011).
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parameters and joint angles are shown in Figure 1B. The precise values
of the segmental parameters are listed in Supplementary Table S1, and
their sources are disclosed in Section 2.1.3. The positive direction of the
joint angles was defined as the hip joint extension, knee joint extension,
and ankle joint extension. Given that the hip joint of chimps cannot be
entirely extended owing to the orientation and length of the ischium
(Kozma et al., 2018), the acute angle between the ischium andHATwas
fixed as a constant β.

Considering computational efficiency, a global Cartesian
coordinate system with the rotation center of the ankle joint as
the origin was created.

2.1.2 Muscle geometry and Hill-type MTU
Conscientious observations of the anatomy of chimps (Thorpe

et al., 1999; Payne et al., 2006b; Myatt et al., 2011; Diogo et al., 2013)
have revealed that the extensor and flexor muscles, which primarily
produce forces and joint moments in the sagittal plane in each hind
limb, incorporate a total of 10muscles in sevenmuscle groups, as shown
in Figure 1C. It should be noted that the gluteus maximus (GM) only
comprises the gluteus maximus ischiofemoralis according to Stern
(1972), Tuttle et al. (1978), and Lieberman et al. (2006).

After careful estimation of bone landmarks and muscle maps of
chimps (Thorpe et al., 1999; Payne et al., 2006b; Myatt et al., 2011;
Diogo et al., 2013), the points of origin and insertion for each muscle
were designated, located as close to the center of the attachment area as
possible, as shown in Figure 1C. In accordance with the attachment
points and wrapping paths of muscles, the functional relationship
between the lengths and moment arms of muscles with respect to
joint angles can be verified. In particular, because the femoral condyle
contour in chimps is significantly more circular than that in humans
(Heiple and Lovejoy, 1971), the femoral condyle was approximated as a
circular arc in the sagittal plane. The tibia was presumed tomove wholly
along the femoral condyle contour, and the patella was presumed to
move completely along the femoral–tibial condyle contour (O’Neill

et al., 2013). Consequently, the moment arms of the rectus femoris (RF)
and vastus (Vas) around the knee joint were constant (Rp), and the
moment arm of gastrocnemius lateralis and gastrocnemius medialis
(Gas) around the knee joint was constant (Re) when tangential to the
femoral condyle. With reference to the measurements (Thorpe et al.,
1999; Payne et al., 2006a), the moment arm of RF about the hip joint
was assumed constant (Ri).

A generic Hill-type model (Zajac, 1989) was applied to
enumerate metrics such as the lengths and forces of muscles
and tendons in each hind limb under isometric contraction as
the joint angle changed (Sawicki and Khan, 2015), as illustrated
in Figure 2. It was the posture of bipedal standing that this
study intended to analyze. Therefore, the muscle contraction
velocity vM was approximated to zero, and the bipedal
standing of the common chimpanzee was statically analyzed.

The Hill-type model treats each muscle as an MTU. Every
MTU consists of two portions: a part associated with the traits of
the muscle fibers and another part equated to the tendon. They
are in series with each other, between which is the pennation
angle θpen. The muscle part is composed of an active contractile
element (ACE) arranged in parallel with a passive non-linear
elastic element (PEE), while the tendon part consists of a series
elastic unit (SEE). Because no θpen of any MTU in chimps is
greater than 30°, which means cos θpen ≈ 1 (Thorpe et al., 1999),
all θpen were approximated to zero (Payne et al., 2006).
Furthermore, the muscle and tendon in MTUs were confined
to the following force and length relationships:

FMTU � FM � FT , (1)
LMTU � LM + LT , (2)

where FMTU denotes the force of MTU, FM denotes the muscle force,
FT denotes the tendon force, LMTU denotes the length of MTU, LM

denotes the muscle length, and LT denotes the tendon length.

FIGURE 2
Hill-type MTU of the common chimpanzee. (A) Structure of the Hill-type MTU. (B) Non-linear relationship between the tendon force and tendon
strain for SEE. (C) Non-linear relationships between the relative muscle force and relative muscle length, respectively, for ACE and PEE.
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The biomechanical characteristics of each MTU were confirmed
by five internal parameters: the mass of MTU (mMTU), optimal fiber
length (LMopt), physiological cross-sectional area (PCSA), optimal
isometric muscle force (FM

opt), and tendon slack length (LTS ), the
values of which are shown in Table 1 and explained in Section 2.1.3.

With the aforementioned parameters, FM and FT can be
addressed by the following formula:

FM � FM
opt · act · fM

L act + fM
L pas( ) , (3)

FT � KT · LT − LT
S( ) , (4)

where act is the muscle activation between [0, 1], fM
L act is the active

coefficient of the muscle force–length relationship, fM
L pas is the passive

coefficient of the muscle force–length relationship, and KT is the
coefficient of the tendon stiffness. In addition, fM

L act and fM
L pas are

both functions of LM. KT is a function of FT, and FT � FM
opt when

(LT − LTS )/LTS � 0.033 (Zajac, 1989). Subsequently, under
circumstances wherein every LMTU has been counted from θHip,
θKnee, and θAnkle, together with the knowledge of LMopt, F

M
opt, and LTS ,

all the unknown variables inMTUs can be articulated as functions ofLM.

2.1.3 Musculoskeletal dataset
Full sets of anatomical data of the common chimpanzee are

limited (Zihlman and Cramer, 1978; Thorpe et al., 1999; Wang and
Crompton, 2004; Isler et al., 2006; Kozma et al., 2018), among which
source sample Chimp 95 (Thorpe et al., 1999) stands out for
integrity. To construct the complete dataset of the skeletal and
muscular parameters in need, the anatomical data from other
sources were scaled to match that of sample Chimp 95 (Thorpe
et al., 1999), depending on the geometric similarity between different
individuals of the same species.

The segmental masses of sample Pa1 in Table 3 from Isler et al.
(2006) were scaled according to the ratio of the mass of Chimp
95 mChimp95 to that of Pa1 mPa1 for obtaining the corresponding
head mass mHead, trunk mass mTrunk, upper arm mass mUarm,
forearm mass mFarm, hand mass mHand, thigh mass mThigh, shank
mass mShank, and foot mass mFoot of Chimp 95. The HAT mass
mHAT of Chimp 95 was calculated as follows:

mHAT � mHead +mTrunk + 2 × mUarm +mFarm +mHand( ) . (5)
The segmental lengths of sample Pa1 in Table 3 from Isler et al.

(2006) were scaled according to the ratio of masses as (mChimp95

mPa1
) 1

3 for
attaining the corresponding head length lHead, trunk length lTrunk,
and foot length lFoot of Chimp 95. The HAT length LHAT of Chimp
95 was calculated as follows:

LHAT � lHead + lTrunk . (6)
The relative position of each segmental CoM of sample Pa1 in

Table 3 from Isler et al. (2006) was, respectively, multiplied by the
segmental lengths of Chimp 95 worked out previously to attain the
corresponding segmental CoM positions of Chimp 95, that is, the
distance from the HAT CoM to the hip joint DCoM

HAT, the distance
from the thigh CoM to the knee joint DCoM

Thigh, the distance from the
shank CoM to the ankle joint DCoM

Shank, and the distance from the foot
CoM to the heel DCoM

Foot .
The average fibular length �Xfibula of samples Pan troglodytes in

Table 1 from Zihlman and Cramer (1978) was scaled according to
the ratio of the tibial length of Chimp 95 Ltibia to the average tibial
length of Pan troglodytes �Xtibia for obtaining the corresponding
fibula length Lfibula of Chimp 95.

The foot length parameters of the chimpanzee species in Table 1
in the paper by Wang and Crompton (2004) were scaled by the ratio
of the foot length of Chimp 95 LFoot to that of the species
chimpanzee FL for attaining the corresponding foot height Hf,
rearfoot length Lrf, midfoot length Lmf, forefoot length Lff, and
third metatarsal length Lfm of Chimp 95.

To obtain the corresponding ischial length Lisc of Chimp 95, the
ischial lengths of the 20 samples of Pan troglodytes in Supplementary
Table S1 from the study by Kozma et al. (2018) were averaged.

The value of β was elicited from the maximum hip angle (162°)
in the presence of the dimensionless mechanical advantage of
samples of Pan troglodytes in Table S1 from Kozma et al. (2018):

β � 180° − 162° � 18° . (7)
The values of mMTU, LMopt, and PCSA were obtained from sample

Chimp 95 by Thorpe et al. (1999). The value of FM
opt, which

TABLE 1 Hill-type MTU parameters.

mMTU (g) PCSA (cm2) LMopt (mm) FM
opt (N) LTS (mm)

Gluteus maximus 300 27.9 101 837 35.4

Biceps femoris (long head) 85 5.1 157 153 123.6

Semimembranosus 67 4.0 158 120 122.4

Semitendinosus 100 3.6 260 108 74.9

Rectus femoris 93 11.3 78 339 260.4

Vastus 455 44.7 95.3 1,341 196.6

Gastrocnemius lateralis 67 7.9 80 237 206.6

Gastrocnemius medialis 90 10.6 80 318 207.2

Soleus 128 22 55 660 212.1

Tibialis anterior 50 5.3 88 159 137.9
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FIGURE 3
(A–C) Results of optimization objective, standing erectness, and muscle fatigue of the lower limb in the 3,536 simulation experiments of bipedal standing.
Marked points: purple hexagram: both the optimal and easiest BSP; yellow diamond: both theworst and hardest BSP; green downward-pointing triangle: lowest
BSP; red upward-pointing triangle: highest BSP. (D) Domain of the hip, knee, and ankle joint angles. (E) Results of the hip, knee, and ankle joint angles in the
3,536 simulationexperimentsof bipedal standing. (F) Joint angles, respectively, at (purple hexagram) both theoptimal andeasiest BSP, (yellowdiamond) both
the worst and hardest BSP, (green downward-pointing triangle) lowest BSP, and (red upward-pointing triangle) highest BSP.

FIGURE 4
Distribution and value ranges of activation, relative muscle lengths, and relative muscle forces of the lower-limb MTUs. Marked lines: purple: both
the optimal and easiest BSP; yellow: both the worst and hardest BSP; green: lowest BSP; red: highest BSP.
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characterizes the capacity of muscle force production, can be acquired
by multiplying the PCSA with the maximum isometric muscle stress,
which was set to 0.3 MPa according to previous studies (Wells, 1965;
Thorpe et al., 1999). The value of LTS was obtained using the constrained
non-linear optimization function (fmincon) in the MATLAB
optimization toolbox (MathWorks, Natick, MA, United States)
(O’Neill et al., 2013), following the force and length relationships
between muscles and tendons in MTUs (Zajac, 1989; Manal and
Buchanan, 2004; Sawicki and Khan, 2015).

2.2 Search of solutions

It is well-known that chimps, like any primate, are
constrained in their erectness when standing bipedally by

their skeletal architecture and muscle properties; for example,
they must maintain balance and stability, and their muscles and
tendons should not exceed the force ranges (O’Neill et al., 2013).
These constraints were translated into numerical boundaries
merged with the geometric and mechanical relationships of the
musculoskeletal system, as described in Section 2.1.
Subsequently, the objective function was interpreted in
accordance with the principle of simultaneously maximizing
erectness and minimizing the muscle fatigue of the hind limbs.
Finally, the constrained optimization was carried out through
random initial values and random directions within the domain,
and this process was repeated to globally search for the bipedal
standing postures (BSPs) of chimps. During the procedure, every
set of optimization results was equivalent to one simulation
experiment of bipedal standing in chimps.

FIGURE 5
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of activation, relative muscle lengths, and joint angles for the uni-
articular MTUs (gluteusmaximus, vastus, soleus, and tibialis anterior). Marked points: purple hexagram: both the optimal and easiest BSP; yellow diamond:
both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.
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2.2.1 Biomechanical constraints
To guarantee the stability of bipedal standing, the overall CoM

of the common chimpanzee was assumed to be maintained directly
above the ankle joint:

XCoM � 0 , (8)
where XCoM is the horizontal coordinate of the CoM about the
origin, which is a function of θHip, θKnee, and θAnkle.

To ensure the balance of bipedal standing in chimps, the MTU
of the hind limbs must be able to produce the torque desired by the
hip, knee, and ankle joints:

Mneed
i � Mprod

i

i � Hip,Knee, Ankle( ), (9)

where Mneed
i is the required moment of the hip, knee, and ankle

joints, and Mprod
i is the moment produced by the hip, knee, and

ankle joints. Referring to Figure 1A, Mneed
i can be expressed as a

function of θHip, θKnee, and θAnkle. Referring to Figure 1C, combined
with Section 2.1, Mprod

i can be, respectively, expressed as functions
of θHip, θKnee, θAnkle, and LM.

2.2.2 Constrained optimization
Considering that chimps seek the maximum erectness and

minimum muscle fatigue of hind limbs during bipedal standing,
the optimization objective was defined as the square of the ratio of
erectness to the muscle fatigue of hind limbs:

Object � Erectness2/Fatigue2 , (10)

FIGURE 6
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of activation, relative muscle lengths, and joint angles for bi-articular
MTUs [biceps femoris (long head), semimembranosus, and semitendinosus]. Marked points: purple hexagram: both the optimal and easiest BSP; yellow
diamond: both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.
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where Erectness is the ratio of height to the full length of the body
during bipedal standing:

Erectness � H

Hf + LShank + LThigh + LHAT
, (11)

where H is the height during bipedal standing. Thus, Erectness is a
function of θHip, θKnee, and θAnkle.

The muscle fatigue of hind limbs was manifested as follows
(Anderson and Pandy, 2001):

Fatigue � ∑
i

acti( )2

i � GM, bflh, semimem, semiten, Vas, RF, Gasl, Gasm, Sol, TA( ).
(12)

Consequently, Fatigue is a function of LM.
To sum up, Object is a function of θHip, θKnee, θAnkle, and LM.

2.2.3 Data analysis
To obtain the numerical solution of Object that is as close to the

global optimal solution as possible, the values of θHip, θKnee, θAnkle, and
LM were randomly initiated within the range of 0.60≤Erectness≤ 1
and every variable threshold. In addition, the search direction was
randomly selected on the foundation of the gradient descent method;
this process was repeated 3,536 times. The largest Object among these
3,536 sets of numerical results was approximated as the global optimal
solution. During the course, other sets of optimization results were also
weighted as simulation experiments of bipedal standing in chimps.

FIGURE 7
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of activation, relative muscle lengths, and joint angles for bi-articular
MTUs (rectus femoris, gastrocnemius lateralis, and gastrocnemius medialis). Marked points: purple hexagram: both the optimal and easiest BSP; yellow
diamond: both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.

Frontiers in Bioengineering and Biotechnology frontiersin.org09

Xv et al. 10.3389/fbioe.2023.1140262

99

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1140262


Probing deeper into the relationship between each pair of the
biomechanical parameters, the Pearson correlation analysis of the
outcomes from simulating experiments was accomplished.

3 Results

In this study, the effects of skeletal architecture and muscle
properties on bipedal standing in chimps were investigated using
modeling and simulation. The global optimal solution ofObject was
achieved from 3,536 sets of optimization results to ascertain the
optimal posture for bipedal standing in chimps. It is worth noting
that these 3,536 sets of numerical results can also be considered as
3,536 simulations of bipedal standing experiments. Based on these
simulations, the numerical relationships among Object, Erectness,
and Fatigue can be analyzed, and the biomechanical relationships

among the hip, knee, and ankle joint angles; muscle activation;
muscle lengths; and muscle forces of the hind limbs can be further
analyzed.

3.1 Numerical trade-offs between erectness
and fatigue

Taking Object as the objective function, simultaneously
maximizing Erectness and minimizing Fatigue, numerical
optimization was conducted 3,536 times, and 3,536 randomized
simulations of bipedal standing experiments in chimps were
performed.

As shown in Figures 3A–C, the same degree of Erectnessmay
correspond to different degrees of Fatigue, and in turn, the same
degree of Fatigue may correspond to different degrees of

FIGURE 8
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of relative muscle forces, relative muscle lengths, and joint angles for
uni-articular MTUs (gluteus maximus, vastus, soleus, and tibialis anterior). Marked points: purple hexagram: both the optimal and easiest BSP; yellow
diamond: both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.
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Erectness. As the value of Object gradually increased from a
minimum of 0.096 to a maximum of 4.480, the degree of Fatigue
generally decreased from a maximum of 3.060 to a minimum of
0.407, whereas the degree of Erectness did not show a clear
pattern of change. When Object reached a maximum of 4.480,
which is the optimal BSP, although Fatigue also reached a
minimum of 0.407 (the easiest BSP), Erectness reached neither
the minimum of 0.600 nor the maximum of 0.959, but 0.861. This
indicated that Fatigue is higher than 0.407 when Erectness is
either less than or more than 0.861, so that Object is reduced.
Moreover, when Fatigue reached a maximum of 3.060 (the
hardest BSP), Erectness was 0.947, which is not significantly
different from its maximum of 0.959. Additionally, the degree of
Fatigue was higher at the maximum value of Erectness (the
highest BSP) than at the minimum value of Erectness (the lowest
BSP), which were 2.702 and 1.486, respectively. This result is
rather counterintuitive, indicating that too high a degree of
Erectness would not lead to a decrease in Fatigue. These
results contrast with those for humans, where the optimal BSP
corresponds to both the highest Erectness and the lowest Fatigue
(Pontzer et al., 2009), with Erectness and Fatigue being almost
negatively correlated (Neumann, 2013).

As a result, there is a numerical trade-off between the degree of
Erectness and the degree of Fatigue in the quest of the optimal BSP
for chimps.

Although Object is the ratio of Erectness to Fatigue, the latter two
are not completely independent variables. The degree of Erectness is
directly dependent on θHip, θKnee, and θAnkle. The degree of Fatigue
is directly dependent on the muscle activation of hind limb MTUs acti
(i � GM,bflh, semimem, semiten,Vas,RF,Gasl,Gasm,Sol,TA), which
indirectly depends on LMTU and LM (see Section 2.1.2 for details).
Because LMTU depends directly on θHip, θKnee, and θAnkle, Fatigue is
indirectly affected by θHip, θKnee, θAnkle, and
LMi (i � GM,bflh, semimem,semiten,Vas,RF,Gasl,Gasm,Sol,TA).

In summary, the numerical trade-off between the degree of
Erectness and the degree of Fatigue requires a comprehensive
consideration of θHip, θKnee, θAnkle, act, and LM.

3.2 Numerical trade-offs among
hip–knee–ankle angles by skeletal
architecture

As shown in Figure 3D, the degree of Erectness increased
with θHip, θKnee, and θAnkle, wherein the change caused by θHip

was the most evident. This is attributable to the fact that the
hip, knee, and ankle joints, respectively, drive the HAT, thigh,
and shank segments, among which the HAT segment is the longest.

As shown in Figure 3E, the motion range of θHip was
105.59 ± 48.49°, the motion range of θKnee was 118.07 ± 43.83°,

FIGURE 9
Results of the correlation analysis of joint angles, relative muscle lengths, activation, and relative muscle forces among the 3,536 simulation
experiments for the uni-articular MTUs (gluteus maximus, vastus, soleus, and tibialis anterior).
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and the motion range of θAnkle was 95.42 ± 17.05° in
3,536 simulation experiments of bipedal standing in chimps.

As shown in Figure 3F, the corresponding θHip, θKnee, and θAnkle
of the optimal BSP and easiest BSP were, respectively, 110.02°,
131.19°, and 99.92°, which is consistent with the existing
measurement data of the middle stance during bipedal walking
in chimps (Jenkins, 1972; O’Neill et al., 2015).

Taking the optimal BSP as the benchmark, the lowest BSP showed a
significant decrease in θHip (−40.60%) and insignificant changes in
θKnee (−3.07%) and θAnkle (+6.80%), while the highest BSP showed a
significant increase in θHip (+32.24%) and insignificant changes in

θKnee (+3.36%) and θAnkle (−6.59%). This is not only consistent with the
pattern shown in Figure 3D, but also suggests that θHip, θKnee, and θAnkle
cannot be increased or decreased at the same time compared to the
optimal BSP in the effort to maintain balance in chimps.

It is noteworthy that the maximum degree of Fatigue (the
hardest BSP) did not correspond to the highest or lowest BSP,
whereas θHip increased significantly (+38.32%), θKnee decreased
slightly (−6.18%), and θAnkle decreased significantly (−16.55%)
compared to the optimal BSP. This signifies that simultaneous
changes in θHip and θAnkle cause a greater degree of Fatigue
than simultaneous changes in θHip and θKnee.

FIGURE 10
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of relative muscle forces, relative muscle lengths, and joint angles for
bi-articular MTUs [biceps femoris (long head), semimembranosus, and semitendinosus]. Marked points: purple hexagram: both the optimal and easiest
BSP; yellow diamond: both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.
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Therefore, there is a numerical trade-off between the
hip–knee–ankle joint angles in the quest of the optimal BSP for chimps.

The hip–knee–ankle joint angles directly decided LMTU of the
hind limbs, thereby influencing the range of values for LM, which, in
turn, indirectly influenced the value of the degree of Fatigue.

For uni-articular MTUs, the larger the θHip was, the smaller the
LMTU of the extensor GM; the larger the θKnee was , the smaller the
LMTU of the extensor Vas; the larger the θAnkle was, the smaller the
LMTU of the extensor Sol and the larger the LMTU of the flexor TA.

For bi-articular MTUs, bflh, semimem, and semiten were both
hip extensors and knee flexors, RF was both the hip flexor and knee

extensor, and gasl and gasm were both knee flexors and ankle
extensors. The variation in the LMTU in bi-articular MTUs
depended on the specific magnitude of the angular variations.

As shown in Figures 5–7, as long as θHip, θKnee, θAnkle, and LMi
(i � GM,bflh, semimem, semiten,Vas,RF,Gasl,Gasm, Sol,TA) were
settled, acti
(i � GM,bflh, semimem, semiten,Vas,RF,Gasl,Gasm,Sol,TA) could be

uniquely certified. Ergo, Fatigue can be derived.

To summarize, the numerical trade-offs between θHip, θKnee, and
θAnkle also demand the contemplation of muscle activation of lower-
limb MTUs.

FIGURE 11
Domains (surfaces) and results in the 3,536 simulation experiments (scatters) of relative muscle forces, relative muscle lengths, and joint angles for
bi-articular MTUs (rectus femoris, gastrocnemius lateralis, and gastrocnemius medialis). Marked points: purple hexagram: both the optimal and easiest
BSP; yellow diamond: both the worst and hardest BSP; green downward-pointing triangle: lowest BSP; red upward-pointing triangle: highest BSP.
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FIGURE 12
Results of the correlation analysis of joint angles, relative muscle lengths, activation, and relative muscle forces among the 3,536 simulation
experiments for the bi-articular MTUs [biceps femoris (long head), semimembranosus, semitendinosus, rectus femoris, gastrocnemius lateralis, and
gastrocnemius medialis].
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3.3 Numerical trade-offs among muscle
parameters of MTUs by muscle properties

The distribution and value ranges of the activation, relative
muscle lengths, and relative muscle forces of the lower-limb MTUs
in the 3,536 experimental simulations are shown in Figure 4.

3.3.1 Relative muscle lengths
According to Section 2.1.2, the degree of muscle activation in

the lower-limb MTUs directly depends on the relative muscle
lengths.

As shown in Figures 5, 8, 9, for uni-articular MTUs, there was a
correspondence between the relative muscle lengths and joint
angles. For the hip extensor GM, lGMm

lGMopt
was negatively correlated

with θHip (r � −1.00, p< 0.05). For the knee extensor Vas, lVasm

lVasopt

was negatively correlated with θKnee (r � −0.95, p< 0.05). For the
ankle extensor Sol, l

Sol
m

lSolopt
was negatively correlated with θAnkle (r � −0.78,

p< 0.05). For the ankle flexor TA, lTAm
lTAopt

was positively correlated with
θAnkle (r � 0.99, p< 0.05).

As shown in Figures 6, 7, 10, 11, and 12, for bi-articular MTUs,
the correspondence between the relative muscle lengths and joint
angles still existed but the degree varied among joints. For bflh,
semimem, and semiten, which are both hip extensors and knee
flexors, the relative muscle lengths were negatively correlated
with θHip (l

bflh
m

lbflhopt

: r � −0.98, p< 0.05; lsemimemm

lsemimemopt
: r � −0.98, p< 0.05; lsemitenm

lsemitenopt
:

r � −0.97, p< 0.05) and less correlated with θKnee (
lbflhm

lbflhopt

: r � −0.31,
p< 0.05; l

semimem
m

lsemimem
opt

: r � −0.30, p< 0.05; l
semiten
m

lsemiten
opt

: r � −0.30, p< 0.05). For
RF, both the hip flexor and knee extensor, the relative muscle
length was positively correlated with θHip ( l

RF
m

lRFopt
: r � 0.90, p< 0.05)

and less correlated with θKnee (
lRFm
lRFopt

: r � 0.07, p< 0.05). For gasl and
gasm, which are both knee flexors and ankle extensors, the
relative muscle lengths were positively correlated with θKnee

(l
Gasl
m

lGaslopt
: r � 0.57, p< 0.05; lGasmm

lGasmopt
: r � 0.59, p< 0.05) and less

correlated with θAnkle (l
Gasl
m

lGaslopt
: r � 0.20, p< 0.05; lGasmm

lGasmopt
:

r � 0.21, p< 0.05).

3.3.2 Muscle activation
As shown in Figures 5, 9, for uni-articular MTUs, there was a

correspondence between the muscle activation and joint angles.
For the hip extensor GM, actGM was positively correlated with
θHip (r � 0.56, p< 0.05). For the knee extensor Vas, actVas was
negatively correlated with θKnee (r � −0.80, p< 0.05). For the
ankle extensor Sol, actSol was negatively correlated with θAnkle
(r � −0.40, p< 0.05). For the ankle flexor TA, actTA was positively
correlated with θAnkle (r � 0.66, p< 0.05). Among them, GM did
not satisfy the rule that muscle activation is negatively correlated
with joint angles for extensors and positively correlated with
joint angles for flexors, which will be discussed in detail in
Section 4.

As shown in Figures 6, 7, 12, for bi-articular MTUs, the
correspondence between the muscle activation and joint angles
still existed in some but the degree was much lower. For bflh,
semimem, and semiten, which are both hip extensors and knee
flexors, the muscle activation was positively correlated with θHip

(actbflh: r � 0.20, p< 0.05; actsemimem: r � 0.14, p< 0.05;
actsemiten: r � 0.09, p< 0.05) and also positively correlated with
θKnee (actbflh: r � 0.28, p< 0.05; actsemimem: r � 0.26, p< 0.05;

actsemiten: r � 0.18, p< 0.05). For RF, both the hip flexor and
knee extensor, the muscle activation was negatively correlated
with θHip (actRF: r � −0.29, p< 0.05) and also negatively
correlated with θKnee (actRF: r � −0.22, p< 0.05). For gasl and
gasm, which are both knee flexors and ankle extensors, the
correlation was neglectable.

These results suggest that the corresponding relationship
between muscle activation and joint angles in bi-articular
MTUs does not match that in uni-articular MTUs. It was
speculated that bi-articular MTUs play a paramount role in
regulating balance during bipedal standing in chimps.

3.3.3 Relative muscle forces
As shown in Figures 8, 9, for uni-articular MTUs, there was a

correspondence between the relative muscle forces and joint
angles. For the hip extensor GM, FGM

m

FGM
opt

was negatively correlated with
θHip (r � −0.68, p< 0.05). For the knee extensor Vas, FVas

m

FVas
opt

was
negatively correlated with θKnee (r � −0.81, p< 0.05). For the
ankle extensor Sol, FSol

m

FSol
opt

was negatively correlated with θAnkle
(r � −0.44, p< 0.05). For the ankle flexor TA, FTA

m

FTA
opt

was
positively correlated with θAnkle (r � 0.66, p< 0.05).

These results satisfied the rule that relative muscle forces are
negatively correlated with joint angles for extensors and positively
correlated with those for flexors.

As shown in Figures 10, 11, 12, for bi-articular MTUs, the
correspondence between the relative muscle forces and joint
angles was too weak to form a pattern. These results indicate that
the relative muscle forces of bi-articular MTUs cannot be
conjectured directly from θHip, θKnee, and θAnkle, which
likewise took the next step in validating that bi-articular
MTUs play a fundamental role in regulating balance during
bipedal standing in chimps.

4 Discussion

Our study substantiated the premise that when the common
chimpanzee is bipedal standing, 1) it cannot simultaneously
achieve the maximum Erectness and the minimum Fatigue,
and excessive Erectness would not lead to the reduction of
Fatigue; 2) the hip–knee–ankle joint angles corresponding to
the optimal BSP are consistent with the measurement data
(Jenkins, 1972; O’Neill et al., 2015) of the middle stance
during bipedal walking of chimps; 3) for uni-articular MTUs,
the relationship between the muscle activation and the
corresponding joint angle, that between the relative muscle
lengths and the corresponding joint angle, together with that
between the relative muscle forces and the corresponding joint
angle is, generally negatively correlated for extensors and
positively correlated for flexors; and 4) for bi-articular MTUs,
the relationship between the relative muscle lengths and the
corresponding joint angles is still negatively correlated for
extensors and positively correlated for flexors, but that
between the muscle activation and the corresponding joint
angles, coupled with the relationship between the relative
muscle forces and the corresponding joint angles, is hardly
correlated.
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4.1 Biomechanical effects of skeletal
architecture on the bipedal standing posture
of chimps

The lumbar lordosis is absent in chimps; their almost-rigid
lumbar spine restrains further extension of the HAT, which
compels the lower-limb MTUs to bear greater lumbar-bending
stresses during bipedal standing (Lovejoy et al., 2009). In this
study, the pelvis was included in the HAT segment, and not as a
separate segment, when we established the musculoskeletal model,
ignoring the degree of freedom between the lumbar spine and pelvis.

The lower limbs of chimps are evidently shorter than the slender
legs of humans (Schultz, 1937; Young et al., 2010); evidently, their
HAT segment is longer than the thigh and shank segments. The
results presented in Section 3.1 unmasked that this very skeletal
architecture leads to the variation in the degree of Erectness, which
was induced mainly by the hip joint angle.

The elongated and laterally oriented ischia of chimps limit the
range of motion of the hip joint. When the hip joint is extended, the
moment arms of the GM and hamstrings (bflh, semimem, and
semiten), together with the length of the GM, rapidly decrease
(Robinson, 1972; McHenry, 1975; Kozma et al., 2018). The
results obtained in Section 3.3.1 suggest that this very skeletal
architecture leads to the relative muscle lengths of bi-articular
MTUs that span the hip and knee joints, namely, the bflh,
semimem, semiten, and RF, to be more susceptible to the hip
joint angle.

The elongated and dorsally oriented ilia of chimps entail that
only the movement of the gluteus maximus ischiofemoralis is
regulated in the sagittal plane, whereas the movement of the
gluteus maximus poprius is mainly curbed in the coronal plane
(Stern, 1972; Tuttle et al., 1979; Lieberman et al., 2006). The
results obtained in Section 3.3.2 indicate that this skeletal
architecture leads to a positive correlation between the
muscle activation of GM, uni-articular extensor, and hip joint
angle, in contrast to the pattern satisfied by other uni-articular
MTUs, where muscle activation was negatively correlated with
joint angles for extensors and positively correlated with joint
angles for flexors.

4.2 Biomechanical effects of muscle
properties on the bipedal standing posture
of chimps

The structure of the MTU governs its muscle–tendon length
distribution and its ability to produce force (Biewener and
Roberts, 2000; Charles et al., 2022). For instance, the MTU
with a shorter muscle and longer tendon is designed to
generate more economic force, and that with a longer muscle
and shorter tendon is suitable for maintaining the stability of
joints. The skeletal muscles of chimps have, on average, longer
muscle fibers (Isler, 2005); thus, the maximum dynamic force
output in muscles of the same size is 1.35 times greater than that
of humans (O’Neill et al., 2017). The results presented in Section
3.3.2 and Section 3.3.3 suggest that this muscle property leads
the muscle activation and relative muscle forces of bi-articular
MTUs to the violation of the pattern conformed by uni-articular

MTUs, where these parameters were negatively correlated with
joint angles for extensors and positively correlated with joint
angles for flexors. It was meditated that during the bipedal
standing of chimps, bi-articular MTUs mainly played a role
in harmonizing balance, owing to the longer muscle fibers than
those of uni-articular MTUs.

The gluteus maximus of chimps originates from the sacro-iliac
region, coccyx, sacrotuberous ligament, and ischial tuberosity, while
it inserts in the vastus lateralis aponeurosis (a part of the iliotibial
tract) and along the lateral side of the femoral diaphysis (Stern,
1972). Therefore, compared with humans, the gluteus maximus of
chimps faces more laterally and then acts more in the coronal plane
than that in the sagittal plane (Lovejoy et al., 2002). The results of
Section 3.3.2 indicated that this muscle property leads to a positive
correlation between the muscle activation and the hip joint angle for
the uni-articular extensor GM, in contrast to the pattern met by
other uni-articular MTUs where muscle activation was negatively
correlated with joint angles for extensors and positively correlated
with joint angles for flexors.

The gluteus maximus of chimps is considerably smaller than
that of humans, deteriorating the complementary function of the
hamstrings in extending the hip joint (Stern and Susman, 1981;
Lieberman et al., 2006). The results presented in Section 3.3.2 and
Section 3.3.3 indicate that this muscle property leads to a further
increase in both the muscle activation and muscle forces of the
hamstrings when the hip joint is extended.

Unlike humans, chimps lack the external Achilles tendon in the
triceps surae (gasl, gasm, and Sol), the PCSAs of which are relatively
small. Therefore, the force production of all these MTUs is small
within themotion range of the ankle joint (Thorpe et al., 1999; Payne
et al., 2006b).

4.3 Limitations and practical implications

Due to the incompleteness of anatomical information from a
single specimen of the common chimpanzee, multiple different
specimens were used to build the musculoskeletal model.
Therefore, parameters of the skeletal architecture and muscle
properties were scaled based on the principle of geometric
similarity, which might not be an appropriate assumption.
Muscle force-generating capacities of mammals in general
were found to be proportional to the body mass raised to the
power of 0.8 (Alexander et al., 1981) and to differ in divergent
muscles. However, research studies also suggested that while
peak isometric muscle forces calculated by the scaling method
significantly differed from those measured, the gleaned muscle-
force functions were quite similar (Scovil et al., 2006; Redl et al.,
2007; Correa & Pandy, 2011). This indication supports the
application of mass–length scaling in the musculoskeletal
model development.

Though mainly lower-limb MTUs were considered in the
musculoskeletal model, core muscles, such as multifidus, also
play a critical role in the bipedalism (Wang et al., 2023).
Research studies implied that multifidus controls trunk
movement primarily in the sagittal plane during the bipedal
and quadrupedal movements in chimps (Shapiro & Jungers,
1988; Shapiro & Jungers, 1994). Consequently, multifidus is
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worth being used in the model, only if the anatomical data are
available.

The musculoskeletal model proposed in this paper is able to
predict how changes in the skeletal architecture and muscle
properties could alter the force-generating capacity of MTUs.
This will enhance the understanding of causal relationships
between the musculoskeletal system and locomotor
characteristics in primates and advance the comprehension of
bipedal evolution in humans.

The biomechanical limitations of the common chimpanzee
were elucidated in this paper, which inspire the design of
prosthetic devices and assistive technologies for people with
impaired mobility, and of robotic systems that better mimic
the movements of humans.

5 Conclusion

In this study, to explore the effects of skeletal architecture and
muscle properties on bipedal standing in chimps from the
perspective of biomechanics, we established a whole-body
musculoskeletal model of the common chimpanzee and
developed experimental simulations of bipedal standing.
Chimps bipedally stand in a “bent-hip, bent-knee” posture due
to their skeletal architecture, such as the almost rigid lumbar
spine, relatively long HAT segment, elongated and laterally
oriented ischia, and elongated and dorsally oriented ilia. The
relationship between muscle activation, relative muscle lengths,
together with relative muscle forces, and the corresponding joint
angle varies between uni-articular and bi-articular MTUs because
of muscle properties, such as the muscle–tendon length
distribution, insertion, and shape. It would appear that bi-
articular MTUs chiefly contribute to balance. Future research
could continue to complete the anatomical dataset of chimps,
refine the relationships between the musculoskeletal system and
locomotor characteristics in primates, and even design wearable
equipment or bipedal robotics based on the drawn mechanism.
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Biomedical Engineering, Chang Gung University, Taoyuan, Taiwan, 3Department of Mechanical
Engineering, Chang Gung University, Taoyuan, Taiwan, 4Department of Mechanical Engineering, National
Taipei University of Technology, Taipei, Taiwan

Ball-and-socket designs of cervical total disc replacement (TDR) have been
popular in recent years despite the disadvantages of polyethylene wear,
heterotrophic ossification, increased facet contact force, and implant
subsidence. In this study, a non-articulating, additively manufactured hybrid
TDR with an ultra-high molecular weight polyethylene core and polycarbonate
urethane (PCU) fiber jacket, was designed to mimic the motion of normal discs. A
finite element (FE) study was conducted to optimize the lattice structure and
assess the biomechanical performance of this new generation TDR with an intact
disc and a commercial ball-and-socket Baguera

®
C TDR (Spineart SA, Geneva,

Switzerland) on an intact C5-6 cervical spinal model. The lattice structure of the
PCU fiber was constructed using the Tesseract or the Cross structures from the
IntraLattice model in the Rhino software (McNeel North America, Seattle, WA) to
create the hybrid I and hybrid II groups, respectively. The circumferential area of
the PCU fiber was divided into three regions (anterior, lateral and posterior), and
the cellular structures were adjusted. Optimal cellular distributions and structures
were A2L5P2 in the hybrid I and A2L7P3 in the hybrid II groups. All but one of the
maximum von Mises stresses were within the yield strength of the PCU material.
The range of motions, facet joint stress, C6 vertebral superior endplate stress and
path of instantaneous center of rotation of the hybrid I and II groups were closer to
those of the intact group than those of the Baguera

®
C group under 100 N follower

load and pure moment of 1.5 Nm in four different planar motions. Restoration of
normal cervical spinal kinematics and prevention of implant subsidence could be
observed from the FE analysis results. Superior stress distribution in the PCU fiber
and core in the hybrid II group revealed that the Cross lattice structure of a PCU
fiber jacket could be a choice for a next-generation TDR. This promising outcome
suggests the feasibility of implanting an additively manufactured multi-material
artificial disc that allows for better physiological motion than the current ball-and-
socket design.
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Introduction

Total disc replacement (TDR) has been proven to preserve level
motion at the treated level and reduce adjacent segment degeneration,
which are advantages over anterior cervical discectomy and fusion
(ACDF) (Findlay et al., 2018). Between 2006 and 2013, a total of
1,059,403 ACDF and 13,099 TDR surgeries were performed in the
United States. During this same time period, the annual number of
ACDF and TDR increased non-linearly by 5.7% and 190% (Saifi et al.,
2018). The preservation of physiologic motion at the treated level
leads to longevity of the facet joints and decreases the adjacent
segment degeneration rate, which would otherwise lead to
additional revision surgery (Bhattacharya et al., 2019; Rajakumar
et al., 2017; Yang et al., 2017). Ball-and-socket TDR have been
more popular than other designs in recent years, but their
potential disadvantages include polyethylene (PE) wear,
heterotrophic ossification, increased contact forces, and disc
subsidence and migration (Virk et al., 2021; Shen et al., 2021; Shen
et al., 2022; Cao et al., 1976; Parish et al., 2020). A new-generation
prosthesis with a compressible central core allows for six kinematic
degrees of freedom and mimics normal biomechanics has been
developed and used (Patwardhan et al., 2012; Phillips et al., 2021;
Oltulu et al., 2019). The non-articulating TDR was designed to model
normal discs by using PE fiber as the annulus, polycarbonate urethane
(PCU) core as the nucleus pulposus, and covered polymer to catch soft
tissue growth and debris. However, the overall biomechanical
performance of the fiber network of the TDR was determined not
only by the geometric properties of the layeredmaterial but also by the
physical similarity, complexity, lattice geometry, and distributions of
the materials, which should be taken into consideration (Mahbod and
Asgari, 2019; Maconachie et al., 2019). The open porous cellular
architecture of the lattice plays an important role in energy absorption
and stress distribution (Mahbod and Asgari, 2019; Maconachie et al.,
2019; Gutiérrez, 2020).

The applications of additive manufacturing (AM) technologies,
also known as rapid prototyping or three-dimensional (3-D)
printing, in the biomedical field have increased substantially in
recent years (Puppi and Chiellini, 2020; Kumar et al., 2021). Five
key benefits that AM has over traditional manufacturing include
cost, speed, quality, innovation/transformation, and impact. Small
volume, on-demand and component manufacturing enables quality
improvement and time and cost savings (Attaran, 2017). AM 3D
printing has been used in several biomedical applications, including
anatomical models, customized implants, and tissue and organ
fabrication (Attaran, 2017; Mobbs et al., 2017). Preoperative
planning in the reconstruction of C1-2 chordoma, sacral
osteosarcoma, and vertebral fracture was also successfully applied
(Siu et al., 2018; Kim et al., 2017; Phan et al., 2016).

With recent progress in micro-fabrication technology by AM,
lattice structures can now be made with diameters ranging from
millimeter to submicron levels (Tancogne-Dejean et al., 2016). The
mechanical and biological performance of implants can be greatly
affected by internal architecture, and implant design can be tailored
by using AM techniques.

Our study utilized additive manufacturing to create a TDR
with a multi-material elastomeric design consisting of a PE core
and a PCU fiber jacket. This design was chosen to replicate the
anisotropic mechanical properties of natural discs at the
frequently degenerated C5-6 cervical level (Teraguchi et al.,
2014). The purpose of our finite element (FE) study was to
optimize the cellular structure, density and distribution of the
PCU fibers in the TDR produced by AM. The core stress,
C6 superior endplate stress, facet joint force, and range of
motion at the treated level of the cervical spine were
compared between the two optimized AM TDR and a
commercial product (Baguera®C, Spineart SA, Geneva,
Switzerland). Biomechanical comparison and finite element
analysis of various commercially available cervical artificial
discs have been conducted in recent years (Kowalczyk et al.,
2011; Lin et al., 1976; Chen et al., 2018; Choi et al., 2020). To the
best of the author’s knowledge, this is the first finite element
study optimizing an additively manufactured hybrid TDR and
comparing them with a commercially available TDR with ball-
and-socket designs.

Materials and methods

Development of an FE C5-6 intact cervical
spine model

An FE model of a C5-C6 spine segment was developed from
computed tomography (CT) images of the cervical spine of a
55 years/o male subject (The Visible Human Project, National
Library of Medicine, Bethesda, MD, United States) at 1-mm
intervals with an original disc height of 5.5 mm as the baseline
model (Kamal and Rouhi, 2016a). The development process
included the following steps: (1) The 3-D reconstruction of
the solid volume based on the CT images was set up by using
commercial segmentation and visualization software (Amira 4.1,
TGS, San Diego, CA). (2) The solid model was then exported into
a readable input file for the SolidWorks 2014 CAD software
(Solidworks Corp., Boston, MA, United States), where the
intervertebral disc was created. (3) The bony components and
intervertebral disc were meshed using linear tetrahedral elements
by FE pre-processing software (HyperMesh 2017, Altair
Engineering, Inc., Troy, MI, United States). The thickness of
the cortex and endplate were set as 0.5 mm (Kamal and Rouhi,
2016a; Kwon et al., 2020; Liu et al., 2020). (4) The material
properties and loading/boundary conditions of the FE analysis
were set up, and nonlinear, quasi-static analysis was performed
using Abaqus 2018/CAE software (Simulia Corp., Prvidence, RI,
United States).

The detailed material parameters used for the parts of the C5-
C6 spine model, including cortical bone, cancellous bone,
posterior bony elements, endplates, nucleus pulposus, annulus
fibrosus, and annulus ground substance, are shown in Table 1. All
materials were assumed to be linear elastic, homogeneous and
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isotropic, except orthotropic in cancellous bone and hyperelastic
in nucleus pulposus and annulus ground substance (Kowalczyk
et al., 2011; Lin et al., 1976; Chen et al., 2018; Choi et al., 2020).

Six major groups of ligaments of the C5-C6 spine model,
including anterior longitudinal (ALL), posterior longitudinal
(PLL), ligament flavum (LF), facet capsular (FCL), interspinous
(ISL), and supraspinous (SSL), were created. The points of
attachment of the ALL and PLL were along the anterior and
posterior surfaces of the vertebral bodies. The FCL was attached
between the articular processes, the LF between the lower margin of
the C5 laminae to the upper-third of the C6 laminae, and the ISL

between the two spinous processes. The ligaments were modeled
using two-node wire nonlinear link elements that permitted only
nonlinear tensile force transmission and are listed in Table 2
(Wheeldon et al., 2008).

Development and optimization of the AM
hybrid TDRs

The overall design process of the additive manufacturing of
hybrid TDRs consisted of four steps.

TABLE 1 Material parameters used for the C5-C6 spine model.

Young’s
modulus (MPa)

Poisson’s
ratio (ν)

Element
type

References

Cortical Bone 10,000 0.3 C3D4 Mackiewicz et al. (2016)

Cancellous Bone Exx = 100 vxy = 0.3 vxz = 0.1 C3D4 Mackiewicz et al., 2016, Whyne et al., 2001

Eyy = 100

Ezz = 300

Gxy = 38

Gyz = 77

Gzx = 77

Posterior Bone 3,500 0.3 C3D4 Toosizadeh and Haghpanahi (2011)

Endplate 500 0.4 C3D4 Zhang et al. (2006)

Annulus Ground Substance
(Mooney–Rivlin)

C10 = 0.56 0.45 C3D4 Toosizadeh and Haghpanahi, (2011), SchmidtHeuer
et al., 2006

C01 = 0.14

Annulus 175 0.3 SFM3D4

Fibrosus

Nucleus C10 = 0.12 0.4999 C3D4 Mackiewicz et al. (2016)

Pulposus (Mooney–Rivlin) C01 = 0.09

Rigid Body 1012 0.3 C3D4 Toosizadeh and Haghpanahi, (2011), SchmidtHeuer
et al., 2006

TABLE 2 Force-displacement data used for the ligaments in the spine model (Wheeldon et al., 2008).

All PLL ISL, SSL LF FCL

Displacement
(mm)

Force
(N)

Displacement
(mm)

Force
(N)

Displacement
(mm)

Force
(N)

Displacement
(mm)

Force
(N)

Displacement
(mm)

Force
(N)

0 0 0 0 0 0 0 0 0 0

1 35.5 0.9 1.33 1.2 0.75 1.7 2.2 1.7 2.452

2 64.9 2 29.0 2.7 16.9 3.74 45.9 3.9 53.6

4 89.7 3 51.4 4.0 24.4 5.6 82.9 5.8 87.9

5 108.6 4 71.38 5.4 29.5 7.48 119.6 7.7 109.4

6 119.6 5 85.8 6.7 32.9 9.35 133.7 9.7 125.8

- - 6 94.7 8.1 34.9 11.3 147.2 11.5 134.8
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First, the referenced geometric parameters were input. The
additively manufactured TDR, a multi-material elastomeric
design with ultra-high molecular weight PE (UHMWPE) core
and PCU fiber jacket, was designed. The superior and inferior
plates of the AM TDR were constructed with stainless steel
(316L). The geometric data of the UHMWPE core were 5.8 mm
in height, 14.0 mm in anterior-posterior length, and 17.9 mm in
width, and the distance between the core and the superior plate was
0.08 mm (Moroney et al., 1988). The lattice structure of the PCU
fiber jacket was constructed using the Tesseract or the Cross
structures from the IntraLattice model in the Rhinoceros
6 software (Rhino, McNeel North America, Seattle, WA) to
create the Hybrid I and Hybrid II groups, respectively (Figure 1).
The circumferential area of the PCU fiber jacket was divided into
three different regions (Figure 1A), and the lattice structures were
adjusted into different models: A3L5P2, A2L5P2, A1L5P2 and
A1L5P3 in the Hybrid I group (Figure 1B) and A2L6P3, A2L7P3,
A2L7P4 and A1L7P4 in the Hybrid II group (Figure 1C). According
to the biomechanical performance in the range of motion (ROM)
under various loadings compared to the intact model, the optimal
lattice structures from the Hybrid I and Hybrid II groups were
chosen, and their biomechanical performances were then compared

with a commercially available Baguera®C cervical joint prosthesis
(Spineart SA, Geneva, Switzerland).

Development of the FE model of the
Baguera

®
C TDR

The 3D computer-aided design (CAD) model of the Baguera®C
TDRwas reconstructed through anATOS scanning system (GOMmbH,
Braunschweig, Germany)with dimensions of 13, 16, and 7mm in length,
width and height, respectively (Figure 2). The internal nucleus of the
Baguera group is able to translate ±0.3 mm, anterior-posteriorly and
laterally. Two degrees of axial rotation of the nucleus and 8 degrees of
sagittal and coronal rotation of the entire implant were set before the
analysis. The CAD model was exported into a readable input file for
Solidworks 2014 software (SolidworksCorp., Boston,MA,United States),
and then a finite element model was created with tetrahedral elements in
Hypermesh 2017 FE pre-processing software (HyperMesh, Altair
Engineering, Inc., Troy, MI). The material properties and loading/
boundary conditions were set up, and FE analysis was performed
with Abaqus 2018/CAE software (Simulia Corp., Prvidence, RI,
United States).

FIGURE 1
Division of circumferential regions of the artificial fiber jacket structure (A). Definition of different Tesseract structure models for the hybrid I group
(B) and Cross structure models for the hybrid II group (C).
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Material parameters setup for TDR finite
element models

The detailed parts of the Hybrid I and Hybrid II models included
endplates, a fiber jacket, and a core and the Baguera®C model
included an endplate and a core. The material parameters were
set up and are listed in Table 3. All materials were assumed to be
linear elastic and homogeneous. The schematic diagrams for the
three TDR implantation models are shown in Figure 3.

Loading and boundary conditions

The inferior surface of the C6 vertebra was fixed in all degrees of
freedom, while a follower load of 100 N that simulating the head
weight and local muscle motion during daily activity was applied on
the superior surface of the C5 vertebra (Bell et al., 2018; Finn et al.,
2009). In loading control, pure moments of 1.5 Nm were generated
by a force couple during fiexion, extension, lateral bending, and axial
rotation of the cervical spine respectively (Figure 4) (Bell et al., 2018;

FIGURE 2
Detailed parts of the hybrid I, hybrid II and Baguera

®
C TDR models.

TABLE 3 Material parameters used for the artificial disc materials (Kamal and Rouhi, 2016b), (Jacobs et al., 2017).

Young’s modulus (MPa) Poisson’s ratio (ν) Element type References

Ti-6-Al-4-V 110,000 0.3 C3D4 Kamal and Rouhi (2016b)

316 L 52,000 0.3 C3D4

Stainless Steel

PCU 75D 188 0.3 C3D4 Jacobs et al. (2017)

UHMWPE 800 0.3 C3D4 Kamal and Rouhi (2016b)
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Finn et al., 2009). A friction coefficient of 0.1 was established for the
ball and socket joints of the implants (Galbusera et al., 2008). The
boundary condition between the implant endplates and vertebral
bodies was set to merge to achieve fully restrained components. To
prevent any relative sliding, a Tie contact was implemented between
the artificial annulus fibrosus and implant endplates.

Finite element model convergence test

The convergence criteria for the FE models were selected as the
total strain energy (ALLSE in Abaqus 2018/CAE software) between
different mesh refinements to be less than 5%. The final analysis

mesh sizes were chosen to be 1.3 mm for the intact group, 0.2 mm
for the Hybrid I group, 0.15 mm for the Hybrid II group and 0.2 mm
for the Baguera group after the mesh convergence tests
(Supplementary Table S1).

Biomechanical evaluation

To compare the primary stabilizing properties of the three TDR
groups, the ROMs of the operated C5-C6 motion segment with the
Hybrid I, Hybrid II, and Baguera groups were compared to those of
the Intact group under loadings of 100 N follower load and pure
moment of 1.5 Nm in four different motions (flexion, extension,

FIGURE 3
Schematic diagram of three TDR implantation models: (A) hybrid I group, (B) hybrid II group, (C) Baguera

®
C group.
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lateral bending, and axial rotation). To evaluate the strength of the
TDRs and the tendency of prosthesis subsidence, the stress
distributions of the core, facet joint and C6 vertebral superior
endplate were analyzed for different motions. The quality of the
spine movement was evaluated by the instantaneous center of
rotation (ICR). The detailed ICR paths were calculated from the
relative positions of the vertebrae during motion as described in the
literature (Muhlbauer et al., 2020).

Results

Model validation

Figure 5 shows the comparison of ROMs for the intact C5-C6
model and those obtained in previous biomechanical studies for
moments of 1.5 Nm (Finn et al., 2009; Purushothaman et al.,
2020). The ROMs of the intact C5-C6 FE model were 7.25,
3.7 and 2.31° during flexion/extension, lateral bending and axial
rotation, respectively. All ROMs of the intact model were
comparable with previously obtained experimental data, and
the comparison successfully verified the intact model used in the
current study for further biomechanical analysis of
implantation groups.

Optimization of two AM TDR groups

According to the comparison of the biomechanical
performance of the intact model for the range of motion
under various loadings, the optimal lattice structure
distributions from the Hybrid I and Hybrid II groups were
A2L5P2 in the Hybrid I groups and A2L7P3 in the Hybrid II
group, and they were selected to be compared with the
Baguera®C group (Figure 6). All the maximum von Mises
stresses of the PCU fiber jacket were within the yield
strength of the PCU material (less than 41.1 MPa) (Inyang
and Vaughan, 2020; Ford et al., 2018) except for one value of
41.28 MPa in the Hybrid I group under axial rotation (Figure 7).

Range of motion results for the two
optimized hybrid groups, Baguera

®
C group

and intact group

To compare the primary stabilizing properties of the three TDR
groups, the ROMs of the operated C5-C6 motion segments were
compared. The ROMs of the C5-C6 models of the Hybrid I, Hybrid
II, and Baguera groups were compared with those of the intact group
under the follower load of 100 N and pure moment of 1.5 Nm, and
the ROMs 33% less, 23% less, and 150.2% more in flexion;
unchanged (0%), 20.5% more, and 28.7% more in extension;
7.0% more, 11.1% more, and 279.5% more in lateral bending;
and 179.7% more, 165.4% more, and 638.1% more in axial
rotation, respectively (Figure 8).

Stress analysis among the two optimized
hybrid groups, Baguera

®
C group, and intact

group

Core stress
To evaluate the durability of the prostheses, the von Mises stress

distributions of the cores during four different motions were
analyzed (Figure 9). In flexion, the stress distribution in the
Hybrid I group was the lowest (0.28 MPa in the Hybrid I group,
10.77 MPa in the Hybrid II group and 34.47 MPa in the Baguera®C
group). In extension, lateral bending and axial rotation, both the
Hybrid I and Hybrid II groups showed considerably lower stress
values (0.01 MPa, 0.01 MPa and 0.02 MPa in the Hybrid I group;
0.03 MPa, 0.03 MPa and 0.02 MPa in the Hybrid II group) than the
Baguera group (25.88 MPa, 41.23 MPa, and 27.86 MPa,
respectively).

C6 vertebral superior endplate stress
To predict the tendency of prosthesis subsidence, the von Mises

stress distribution on the interface between the prosthesis and
C6 vertebral superior end plate was evaluated (Figure 10). In flexion,
the stress values were 52.56MPa in the Hybrid I group, 64.01MPa in
the Hybrid II group and 129.6 MPa in the Baguera group. In extension,

FIGURE 4
Finite element model of the intact C5–C6 motion segment with loading/boundary conditions: (A) coronal view, (B) sagittal view.
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the results were 61.08MPa in the Hybrid I group, 56.27MPa in the
Hybrid II group and 35.02 MPa in the Baguera®C group. In lateral
bending, the results were 44.80 MPa in the Hybrid I group, 41.52MPa
in the Hybrid II group and 65.28MPa for the Baguera group. In axial
rotation, the results were 36.89 MPa for the Hybrid I group, 34.73MPa
for the Hybrid II group and 61.03MPa for the Baguera®C
group. Overall, the von Mises stress level on the C6 superior
endplate was much greater in the Baguera group than in the Hybrid
I andHybrid II groups, as shown in Figure 10. In flexion, extension and
axial rotation, a larger stress concentration on themargin of the Baguera
group was observed, which indicated a greater risk of subsidence.

Facet stress
The facet stress distributions of the four groups during three

different motions (extension, lateral bending and axial rotation) are
shown in Figure 11. In extension, the stress values were 1.53 MPa in
the intact group, 0.0 MPa in the Hybrid I group, 0.0 MPa in the
Hybrid II group and 4.03 MPa in the Baguera group. In lateral
bending, 0.16 MPa in the intact group, 1.29 MPa in the Hybrid I
group, 0.92 MPa in the Hybrid II group and 17.70 MPa in the
Baguera group. In axial rotation, 0.10 MPa in the intact group,
3.01 MPa in the Hybrid I group, 1.60 MPa in the Hybrid II group
and 6.19 MPa in the Baguera group. Both the Hybrid I and Hybrid II

FIGURE 5
Comparisons of ROMs for the intact C5-C6 model and those obtained from previous biomechanical studies (Moroney et al., 1988), (Finn et al.,
2009).

FIGURE 6
ROMs for different lattice structure models for the hybrid I and hybrid II groups for different motions (FL: flexion, EX: extension, LB: lateral bending,
and AR: axial rotation) compared to those of the intact group: (A) hybrid I group, (B) hybrid II group.
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groups showed relatively lower facet stress than the Baguera group;
furthermore, facet stress values of the Hybrid II group showed a
similar tendency to the intact group than the Hybrid I
group. Among the three different motions in the Baguera group,
significantly increased facet stress was observed in lateral bending,
which indicated that lateral constraint of the prosthesis was lacking.

Paths of ICRs among the two optimized
hybrid groups, Baguera

®
C group, and intact

group

The path of the ICR, an alternative of ROM, has been proposed
to evaluate the quality of spine movement and to identify abnormal

FIGURE 7
VonMises stress distributions on the lattice fiber jacket for the hybrid I and hybrid II groups for different motions: (A) flexion, (B) extension, (C) lateral
bending, and (D) axial rotation. (unit: MPa).

FIGURE 8
ROMs of the C5-C6 segment of hybrid I, hybrid II and Baguera

®
C groups compared to those of the intact group.
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cervical spine kinematics (Kamal and Rouhi, 2016b; Kim et al.,
2019). The detailed ICR paths were calculated through the relative
positions of the vertebrae during motion as described in the
literature. During C5-C6 treated level movement, a total of
20 ICRs from each individual segment were calculated to form
the path of ICRs. In flexion, extension and lateral bending, the ICR

paths of the Hybrid I and Hybrid II groups did not change much,
whereas the ICR path of the intact group shifted sagittally in flexion/
extension and shifted coronally in lateral bending (Figure 12). In
axial rotation, the ICR paths of the intact and hybrid groups shifted
posteriorly, which was in agreement with other studies (Muhlbauer
et al., 2022; Venegas et al., 2020; Claessens, 2017). In the Baguera®C

FIGURE 9
Core stress distribution patterns for the Hybrid I, Hybrid II, and Baguera groups for different motions: (A) flexion, (B) extension, (C) lateral bending,
and (D) axial rotation. (unit: MPa).
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FIGURE 10
Von Mises stress distributions on the C6 superior endplate for the hybrid I, hybrid II and Baguera

®
C groups for different motions: (A) flexion, (B)

extension, (C) lateral bending, and (D) axial rotation. (unit: MPa).
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FIGURE 11
VonMises stress distributions on the facet joints for the intact, hybrid I, hybrid II and Baguera

®
C groups for three different motions: (A) extension, (B)

lateral bending, and (C) axial rotation. (unit: MPa).
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FIGURE 12
Paths of ICR for the intact, hybrid I, hybrid II and Baguera

®
C groups for different motions: (A) flexion, (B) extension, (C) lateral bending, and (D) axial

rotation.
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group, obvious anterior shift of the ICR in flexion, posterior-inferior
shift in extension, and deviated and irregular movements in lateral
bending and axial rotation were recorded.

Discussion

As observed in the literature, total disc replacement at the
C5–C6 segment with a non-articulating prosthesis, such as the
M6 cervical disk prosthesis (Spinal Kinetics, Sunnyvale, CA,
United States) with PCU core and PE fiber to mimic normal disc
anatomy, has been proven clinically to be a superior alternative
because of the benefits of maintaining ROM and smaller heterotopic
ossification rate (Patwardhan et al., 2012; Phillips et al., 2021; Oltulu
et al., 2019). The kinematic response and postoperative flexion/
extension stiffness were proven to be biomechanically compatible
with the intact motion segment. However, significantly greater
stiffnesses in lateral bending and axial rotation were still
obstacles (Patwardhan et al., 2012). Due to the load-bearing
capabilities and complexity of motion exposure to daily activities,
the importance of evaluating the material characteristics of the
prosthesis intended to replace the disc cannot be underestimated.
Furthermore, current failures associated with existing implants, such
as heterotopic ossification, insufficient stiffness, dislocation, wear
and improper ICR further buttress the need for assessing the
mechanical behavior of a material proposed to replace the disc
(Virk et al., 2021; Shen et al., 2021; Shen et al., 2022; Cao et al., 1976;
Parish et al., 2020). Thus, an appropriate material attribute design
using a PE core and PCU fiber jacket with adequate native geometry
could represent a suitable candidate for replacing the disc.
polycarbonate urethane (PCU) could be customized and adapted
based on a suitable choice of reinforcement fiber, and the property of
fiber-reinforced composite enabled the load-bearing nucleus from
dislocation and have been applied in joint replacement (Inyang and
Vaughan, 2020; Ford et al., 2018). Biomechanical properties such as
modulus of elasticity compatible to the annulus fibrosus make PCU
a more suitable surrounding fiber candidate than PE.

Lattice structures have become a key factor for AM prostheses
since AM processes enable the fabrication of cellular materials with
complex microstructures and mimic disc spatial biomechanical
behavior (dellaRipa et al., 2021; Pan et al., 2020; Chen et al.,
2017). Several lattice cell structures could be used in this study,
including X, Star, Tesseract, Vintiles, Cross, and Octet. However,
due to the potential for implant instability, lattice structures that
exhibited stress over-concentration at the implant endplate in X and
Vintiles, as well as a micro-buckling effect under compressive loads
in Octet, were excluded. Ultimately, the Tesseract (Hybrid I group)
and Cross (Hybrid II group) structures were selected for analysis due
to their stable and nonlinear mechanical properties, as well as their
ability to mimic the biomechanical behavior of natural discs
(Weeger et al., 2019). Because the material properties of the
annulus fibrosus were varied linearly in the circumferential and
radial directions histologically (Zhu et al., 2008), the circumferential
area of the PCU fiber jacket was divided into three different regions,
and the cellular density was adjusted. According to the
biomechanical performance in the range of motion under various
loadings compared to the intact disc, the optimal cellular densities
were A2L5P2 from the Hybrid I group and A2L7P3 from the Hybrid

II group. From the values and distributions of von Mises stress of
both chosen Hybrid groups, the Hybrid II group showed more
symmetric and lower stress than the Hybrid I group. The Tesseract
structure in the Hybrid I group was the four-dimensional analog of a
cube and lacked the ability to resist torsion due to vertical alignment,
whereas the Cross structure in the Hybrid II group absorbed direct
force and efficiently buffered the impact. In Figure 6, a Cross
structure with smaller size than the Tesseract structure was made
by the innate programed lattice structure, which induced greater
cellular density in the Hybrid II group than the Hybrid I group and
thus, more even stress distribution was found in the Hybrid II group.

The main purpose of this finite element study was to investigate
the biomechanical performance of the newly designed additively
manufactured hybrid TDR and compare it to the performance of the
Baguera®C prosthesis with downward mobile core under loadings
that simulated the daily activities of patients by imposing a pure
moment of 1.5 Nm combined with a follower load of 100 N. Our
data showed a difference in the lateral bending and axial rotation at
C5/C6 compared to a previous in vivo study using ten young
asymptomatic adults, which reported values of 6.11 and 3.01°,
respectively (Lin et al., 2014). It should be noted that the in vivo
study measured dynamic cervical intervertebral ROMs during active
motion in the sitting position, while our study imposed a pure
moment and a follower load passively. However, the ROMs of our
intact C5-C6 FE model were comparable to previously obtained
experimental data using the same moment and follower load (Finn
et al., 2009; Purushothaman et al., 2020).

From the results for each implant group, both hybrid groups
underwent similar ROMs and had core stress distributions similar to
that of the intact group in contrast to the Baguera®C group (Figures
8, 9). The deformation property of the intervertebral disc allowed
flexibility under smaller loadings and restricted excessive motion
under larger loadings. TDRs with ball-and-socket designs can
theoretically provide benefits as movable articulating prostheses,
but facts have shown that moments cannot be constrained in flexion,
lateral bending or axial rotation. The Baguera®C disc prosthesis had
been proven to have stiffness similar to that of the intact disc and
mobile core design in contrast to prostheses with other ball-and-
socket designs (Kamal and Rouhi, 2016a), but they still showed
obviously higher ROM values than our two hybrid groups.

One of the major complications of current commercial TDR
designs is subsidence resulting from interfacial stress concentration
on the bony endplate. Anchorage of ball-and-socket TDR using
central fins or teeth might cause higher stress concentrations, thus
initiating stress shielding and bone resorption (Lin et al., 1976).
Another reason for subsidence is hypermobility, which causes
excessive strain over the facet joint and surrounding capsular
ligaments and indirectly increases stress over the anchorage area
between the prosthesis and bone (Kerferd et al., 2017; Matgé et al.,
2015). The C6 vertebral superior endplate stress was focused
unevenly and mostly on the central regions in the Baguera group
but was evenly distributed in the peripheral region of both hybrid
groups in all ROMs (Figure 10). The top and bottom boundaries of
both hybrid groups were chosen to conform evenly to the vertebral
endplates with stainless steel. The nonlinear behavior of the lattice
structure arrangement in the PCU fiber jacket can resist
compression, constrain expansion and dissipate the
concentrated load.
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In extension, lateral bending and axial rotation, both the
hybrid I and hybrid II groups showed facet stress distributions
similar to that of the intact group (Figure 11). In the Baguera®C
group, stress focused on the lamina in extension, unilateral facet
in lateral bending and both facets in axial rotation due to the lack
of a constraint of the artificial annulus fibrosus, which was
compatible with other finite element studies (Rong et al.,
1976). Increased facet joint stress after ball-and-socket TDR
has been discussed as a reason for degenerative changes at the
surgical level and leads to poor clinical results (Rong et al., 1976;
Rousseau et al., 1976; Wang et al., 2021). Rousseau et al. showed
an increase in facet stress from 18% to 86% with increasing load
from 0.8 to 1.6 Nm in a FE model and recommended posterior
implantation of a larger radius prosthesis to diminish the
elevated stress (Rousseau et al., 1976). Gandhi et al. compared
two TDRs (Bryan and Prestige LP) in the C2-T1 reconstructed
finite element model and found that the facet contact force
increased by 50%–100% compared with the intact disc in the
C5-6 operated level (Rong et al., 1976). Wang et al. measured the
facet pressure in six C5-C6 cadaveric spines implanted with
different sizes of ball-and- socket TDRs and found
significantly elevated facet joint pressures from 25.2 to
44.6 psi in flexion and from 58.9 to 90.3 psi with a 2 mm
increment in prosthesis height (Wang et al., 2021). Improper
positioning or size of the device and intrinsic design defects
might have been the reasons for elevated stress. Elastomers
including a polymer fiber jacket resulted in nonlinear behavior
similar to that of an intact disc (van denBroek et al., 2012). This
nonlinearity provides a neutral zone to protect surrounding
tissues from high loading.

The ICR path has been proposed as an alternative to the
ROM for evaluating the quality of spine movement and for
identifying abnormal cervical spine kinematics. In normal
discs, the average location of the ICR path was observed to be
posterior to the geometric center of the inferior vertebral body
and move anterior-posteriorly during flexion/extension
(Anderst et al., 1976). The ICR location was not significantly
affected superior-inferiorly during motion. In our study, the ICR
paths of the Hybrid I and Hybrid II groups were similar to that of
the intact group in all ROMs; however, in the Baguera group, an
obvious anterior shift of the ICR in flexion, posterior-inferior
shift in extension, and deviated and irregular movement of
lateral bending and axial rotation were also observed. A
systematic review showed that the ICR of ball-and-socket
TDR tended to shift anteriorly or superiorly in finite element
studies or in vitro biomechanical studies and may have been
easily affected by the prosthesis implantation position
(Patwardhan et al., 2012; Sang et al., 2020). The Baguera®C
group, with a two-piece articulation design, constrained the
ICR to the center of the radius of curvature of the prosthesis,
and a downward center of rotation of Baguera®C caused ROMs
to be more similar to the intact model than other implant design
(Kowalczyk et al., 2011; Kamal and Rouhi, 2016a). In studies
using ProDisc-C® (Synthes, West Chester, PA, United States),
the ball on the lower endplate (possessing the same radius of
curvature as the socket on the upper plate) provided an ICR at a
more inferior location at the ROM. Studies comparing the
sagittal kinematics of postoperative ICRs above the midline of

the disc space with an upper-located ball design, Prestige LP®,
and a lower-located design, ProDisc-C®, suggested that the
location of postoperative ICR was strongly correlated with the
artificial disc design, and neither design could not fully replicate
the physiological ICR path (Rong et al., 1976).

In this study, we aimed to determine which additively
manufactured hybrid group was a cervical joint prostheses that
mimicked an intact disc and compared it to a commercial product
for further clinical recommendation. There were some limitations in
our study. First, certain assumptions were made in this parametrized
finite element model, and an in vivo animal study should be
performed for validation in the future. Second, more
commercially available cervical joint prostheses, including one
with a lower ball or a six-degree prosthesis with a PCU core and
PE fiber design, are still needed to make a comprehensive
comparison. Third, partial ALL or PLL should be removed to
reveal the clinical operative segment. Finally, a longer cervical
segment could be created for further evaluation of adjacent
segment stress and degeneration.

Conclusion

Ranges of motion and core stresses similar to those of the intact
group indicate the possible longevity of the proposed additively
manufactured hybrid TDR. Lower endplate stress and facet force
compared to those of the Baguera®C group offer a solution for
preventing implant subsidence. The ICR path of the additively
manufactured hybrid groups in all ROMs were similar to those
of the intact disc and can restore normal cervical spine kinematics.
Superior stress distribution of the PCU fiber jacket and core in the
additively manufactured hybrid II group compared to the Hybrid I
group revealed that the Cross lattice structure of the PCU fiber jacket
could be a choice for a next-generation TDR. In summary, this
promising outcome suggests the feasibility of implanting an
additively manufactured multi-material artificial disc that allows
for better physiological motion than the current ball-and-socket
design.
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Background:Complex bone plateau fractures have been treatedwith bilateral plate
fixation, but previous research has overemphasized evaluating the effects of internal
fixation design, plate position, and screw orientation on fracture fixation stability,
neglecting the internal fixation system’s biomechanical properties in postoperative
rehabilitation exercises. This study aimed to investigate themechanical properties of
tibial plateau fractures after internal fixation, explore the biomechanical mechanism
of the interaction between internal fixation and bone, and make suggestions for
early postoperative rehabilitation and postoperative weight-bearing rehabilitation.

Methods: By establishing the postoperative tibia model, the standing, walking and
running conditions were simulated under three axial loads of 500 N, 1000 N, and
1500 N. Accordingly, finite element analysis (FEA) was performed to analyze the
model stiffness, displacement of fractured bone fragments, titanium alloy plate,
screw stress distribution, and fatigue properties of the tibia and the internal fixation
system under various conditions.

Results: The stiffness of themodel increased significantly after internal fixation. The
anteromedial plate was themost stressed, followed by the posteromedial plate. The
screws at the distal end of the lateral plate, the screws at the anteromedial plate
platform and the screws at the distal end of the posteromedial plate are under
greater stress, but at a safe stress level. The relative displacement of the two medial
condylar fracture fragments varied from 0.002–0.072mm. Fatigue damage does
not occur in the internal fixation system. Fatigue injuries develop in the tibia when
subjected to cyclic loading, especially when running.

Conclusion: The results of this study indicate that the internal fixation system
tolerates some of the body’s typical actions and may sustain all or part of the
weight early in the postoperative period. In other words, early rehabilitative
exercise is recommended, but avoid strenuous exercise such as running.

KEYWORDS

biomechanical study, finite element analysis, internal fixation, tibial plateau fracture,
weight bearing, interfragmentary motion
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1 Introduction

The optimal treatment of complicated bicondylar tibial
plateau fractures has been a source of contention for decades
(McNamara et al., 2015), and bicondylar tibial plateau fractures
provide several challenges to surgical treatment techniques.
To achieve appropriate bone consolidation, surgical implants
must offer mechanical stability at the fracture location. As
a result, during the healing process, the internal fixation
operation should give the best possible placement and fixation
of the bone fragment (Bucholz et al., 2010). Bilateral plate fixation
is a well-known therapeutic technique with strong biomechanical
stability (Lee et al., 2013; Lee et al., 2018). An analysis of
complicated Schatzker V/VI fractures revealed that coronal
posteromedial split fragments occurred in 28%–74% of cases
(Barei et al., 2008; McGonagle et al., 2019), requiring separate
posterior fixing (Samsami et al., 2020). In complicated
tibial plateau fractures, the incidence and consequent
displacement of posteromedial split pieces are commonly
underestimated (Hua et al., 2019). The fracture pattern of
complicated bicondylar tibial fractures is characterized by a
combination of medial coronal and lateral multifragment
depression fractures (Eggli et al., 2008). The treatment of tibial
plateau fractures needs to be carried out with stable fixation
to allow early mobility. The mechanical environment is an
essential factor in fracture healing. Surgeons often prescribe a
6- to 8- week non-weight-bearing period following surgery
(Burdin, 2013). This time of non-weight-bearing significantly
hinders the patient’s function, potentially delaying the
outcome and increasing healthcare expenditures. Finally, a lack
of mechanical stress in the knee joint may have an impact on the
articular cartilage. During short-term reduced loading conditions
there was a significant degree of cartilage thinning; in other
words, the cartilage underwent some process of atrophy
without mechanical stimulation (Eckstein et al., 2006).
Previous research has overemphasized the effects of internal
fixation design, plate position, and screw orientation on
fracture fixation stability (Chen et al., 2017; Djuricic et al.,
2022; Ren et al., 2022). However, the biomechanical
environment and intensity of postoperative weight-bearing
exercise training in complex tibial plateau fractures remain
unknown, and more attention should be paid to the
biomechanical characteristics of complex tibial plateau
fractures postoperatively.

The AO/OTA classification and the Schatzker classification
are the most commonly used fracture classifications. Maurice
Muller, one of the founders of the Swiss AO/ASIF (Association
for the Study of Internal Fixation), established the Comprehensive
Classification of Fractures of the Long Bones, which describes
the site, morphology, and severity of long bone fractures through
a combination of letters and numbers. The American OTA (the
Orthopaedic Trauma Association) adopted Professor Muller’s
classification system for long bone fractures and applied its
classification method and principles to other bones throughout
the body to form the AO/OTA fracture classification system.
The principles of AO/OTA fracture classification, in general,
follow Muller’s principles of long bone fracture classification.

By typing, grouping and subgrouping, fractures of one site or
segment can have 27 subgroups. Schatzker typing is a proposed
six-class classification based on the radiographic plain view of
tibial plateau fractures. The strategies for reconstruction of the
tibial plateau depend on the fracture lines identified in the
preoperative CT scan. The established fracture classifications
cannot be used for the definition of operative treatment
algorithms for contemporary fracture management. In contrast,
these classifications do not consider the 3D manifestation of
the fracture offered by CT imaging. Its insufficiency has led
to criticism of the idea of treating bicondylar tibial plateau
fractures in the context of posteromedial coronal fractures
(Pätzold et al., 2017). According to Samsami et al. (2020),
the posteromedial split fragment has a significant biomechanical
role in the structural rigidity of bicondylar tibial plateau
fractures. Therefore, to conceptually comprehend the
biomechanical principles of anteromedial fracture block and
posteromedial fractured bone fragment fixation, a fracture
model is required. Titanium alloy plates and screws serving
as the primary biomechanical load-bearing mechanisms are
used in the model, which is based on a genuine case with a
typical fracture.

This study analyzed the biomechanical characteristics of a
bilateral plate fixation method used to treat bicondylar tibial
plateau fractures using FEA. The stability of the internal fixation
system, the risk of implant failure, and the risk of fracture instability
were evaluated under different motion conditions based on the
interaction with the mechanical environment. The mechanical
behavior of the fractured tibial plateau stability was determined
in this way. The model stiffness, implant stress distribution,
fracture block stress distribution, displacement distribution,
and tibial and screw plate fatigue life were analyzed to assist
surgeons and rehabilitation physicians in their evaluation. It is
clinically relevant to explore the biomechanical environment
features of internal fixation under three conditions common in
standing, walking, and running using FEA. Exploring the
biomechanical mechanism of the interaction between internal
fixation and bone guides the timing of early postoperative
rehabilitation. It provides a clinical reference for the stability
of the internal fixation system and the safety of rehabilitation
sports training after complex bicondylar tibial plateau fractures
in the clinic. The use of digital medicine for fracture surgery
and rehabilitation training guidance has been well integrated and
tried, which is a worthy approach to promote.

2 Materials and methods

The research was approved by the Science and Ethics Committee
of the School of Biological Science and Medical Engineering at
Beihang University (protocol code: BM20220087).

2.1 Subject

A Schatzker type V fracture of the tibial plateau was reproduced
using computer-aided-design (CAD) based on Computed
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Tomography (CT) images (female, 28 years old, height 164 cm, body
weight 60 kg); the patient has signed an informed consent. This case
is a typical fracture presentation and fits well with the research
requirements. The surgeon removed the internal fixation from the
patient 1.5 years after the surgery.

2.2 Surgical technique

The posteromedial incision of the right tibia revealed the
fracture end. After the posterior bone block reduction, the
Kirschner needle was temporarily fixed, the T-type plate was
placed, and four-length screws were drilled in turn. The fractured
end is reduced anteriorly at the medial plateau, and a moderate-
length tension screw is placed anteriorly to posteriorly. The
medial front fracture line is long, the 5-well bone plate is
placed, and 4-length screws are drilled in turn. A curved
incision was made through the middle and upper lateral
segments (see the longitudinal fracture line of the right lateral
tibial plateau), and plate was placed and drilled into the length
screw fixation.

2.3 Creating the base model

Pre- and post-operative high-resolution CT scans of patients to
obtain DICOM data (raw HD images from CT scanners) were
imported into Mimics 21.0 (Materialise, Leuven, Belgium) to obtain
the knee joint structure by threshold segmentation. The Schatzker
type V fracture consists of a bicondylar fracture, and the tibial was
divided into three fragments (Figure 1). The drawing of screws and
plates was done in 3-Matic (Materialise, Leuven, Belgium). To
obtain a high-quality tibia-fibula model, the model was processed
in Geomagic Studio 2013 (Raindrop Geomagic Inc., Morrisville, NC,
United States) for denoising, smoothing, and fitting the surface. The
entire model meshed was created in Hypermesh (Altair Engineering
Inc., Troy, MI, United States). Define material properties, set
boundaries, loading conditions, and computational conditions,
and complete the FEA in Abaqus (Simulia, Providence, Rhode
Island, United States). Import the calculation file. odb into Fe-
safe (Simulia, Providence, Rhode Island, United States) for fatigue
life calculation (Figure 2).

To make the computation more precise, the threaded screws
were simplified to smooth screws in this study, the screw holes of the

FIGURE 1
Full view of tibial plateau fracture before and after surgery (Yellow: lateral fracture block, Green: posteromedial fracture block, Red: posteromedial
fracture block) (A,D) Front View; (B,E) Back View; (C,F) Top View.

Frontiers in Bioengineering and Biotechnology frontiersin.org03

Wei et al. 10.3389/fbioe.2023.1199944

128

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1199944


steel plate were obtained using Boolean operations, and contact
relations can be easily added (Ren et al., 2022; Zeng et al., 2022). The
screws were numbered screws 1–16 (S1–S16), to assist in further

analysis (Figure 3). Titanium alloy plate placement: along the
longitudinal fracture line of the lateral tibial plateau, an
osteotomy plate (lateral plate) was placed along the axial

FIGURE 2
Flow chart of FEA experiments.

FIGURE 3
Final CAD models of the bone-implant sets. (A) 3D model (B) Plates and screws number.
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direction of the tibia. Along the anteromedial fracture line, a 5-hole
osteotomy plate (posteromedial plate) was placed along the medial
tibial condyle obliquely toward the anatomical axis of the tibia, and
along the posteromedial fracture line, a T-shaped osteotomy plate
(posteromedial plate) was placed along the medial tibial condyle
obliquely toward the anatomical axis of the tibia. Screw S16 was a lag
screw that was not attached to the plates. In this experiment, we
ignored the components that influence knee joint stress, such as
ligaments, muscles, and other soft tissues. The stiffness, stress, and
displacement distributions of the fractured bone fragments and
internal fixation system were determined for various motion
states, and a comprehensive report was produced. Select the node
with the largest tibial displacement value and plot the force-
displacement curve to calculate the model stiffness value
(Figure 5A). To achieve the main objective, the final relative
displacement was evaluated in eight measurement points located
at the fracture edge (Figure 8A). The magnitude of the relative
displacement between the two relative nodes of the bone backbone
and the fracture fragment was assessed at each site.

2.4 Loading conditions and boundary

The biomechanical load on the knee joint during normal gait is
approximately two to three times the bodyweight (Taylor et al., 2004),
and the percentage of load on the medial and lateral plateaus is
approximately 55% and 45%, respectively (Zhao et al., 2007). When a
healthy adult weighing 60 kg is standing, the pressure on the tibial
plateau is 60 kg × 9.8 N/kg × 85.6% = 503.33 N (Gao et al., 2022).

Walking and running generate two to three times the stress on the
tibial plateau than standing (Tai et al., 2009). The majority of
individuals spend their days standing, walking, and running. To
simulate the stress condition of the tibial plateaus during standing,
walking, and running in adults, three axial loads of 500, 1000, and
1500 N were chosen (Figure 4). Due to the incremental nature of the
nonlinear analysis, the prescribed loads were applied to the structure
in discrete increments. In this experiment, distributed coupling
constraints were used to apply loads. Reference points were
established medially and laterally on the tibial plateau, and then
the reference point was coupled to the reference surface. An axial
load was applied at the reference point. The fibula was bonded within
the area of the proximal tibial of non-fractured bone by multi-point
constraints (Wang et al., 2021). Fixed constraints of the distal tibia and
distal fibula. The fractured bone fragments were designed to be
frictionless, with a coefficient of friction of 0.3 between the implant
and bone and the plate and screws (Koh et al., 2019; Dehoust et al.,
2020). When the displacement under load is less than 2 mm, the bone
is usually considered undamaged (Haller et al., 2015), and considering
the brittle qualities of the material, cortical bone was defined as failing
at pressures up to 115 Mpa (Consortium, 2014), and the screws and
plates were of titanium alloy with a yield stress of 795 Mpa (Tian et al.,
2018; Boluda-Mengod et al., 2021).

2.5 Adopted mesh and material properties

The mesh was tetrahedral; the mesh sensitivity analysis was
performed under an axial load of 500 N and boundary conditions

FIGURE 4
The three conditions of standing, walking, and running.
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(see Section 2.4). The final mesh size was obtained by adjusting the
mesh size until the displacement value did not fluctuate by more
than 1% (Belaid et al., 2018). The resulting mesh is a tetrahedral cell
with an average size of 1.5–2 mm, which was consistent with
previous research (Dehoust et al., 2020). The node and element
numbers were 106,496 and 507,044, respectively. We assigned
cortical and cancellous bone separately to the corresponding
elastic, homogeneous, and orthotropic properties (Amini et al.,
2015). The material properties of the other structures were
assumed to have isotropic linear elasticity. Table 1 shows the
material properties of all constructs and relevant literature sources.

2.6 Fatigue properties

The fatigue life analysis is based on static analysis, and the results
of the static analysis are imported into Fe-safe software. The
program defines fatigue damage as several cycles more than 10 to
the power of 7 based on the stress amplitude and the estimated
number of cycles that fatigue damage may occur. The stress field and
strain field are calculated by Abaqus. The axial cyclic loads are set to
500, 1000, and 1500 N, the load amplitudes are set to 0 to +1, the
material parameters are set to “E-N Curve,” and the algorithm is
selected as the maximum principal stress algorithm.

2.7 Validation of the model

The stiffness and Von Mises stress of the model were
compared with the experimental data reported in previous
studies to validate the plausibility of the model. Gao et al.
(2022) showed that the max von Mises stress of the internal
fixation system was 69.54, 112.10, and 155.71 MPa for the three
conditions of 500, 1000, and 1500 N, respectively. Huang et al.
(2015) showed that the maximal stress value in the plate-screw

system was 256.20 MPa, while that of the screw was 225.12 MPa.
In this study, the max von Mises stress of the plate was
201.52 MPa and the max von Mises stress of the screw was
197.73 MPa. Karunakar et al. (2002) measured stiffness of
2026–2666 N/mm by loading the knee joint after internal
fixation. This study produced stiffness values of 2041–2129 N/
mm for the model without internal fixation and 2,781–2,868/mm
for the model with internal fixation. There were no significant
differences in the data, proving that the model was reasonable.

3 Results

3.1 Stiffness

The stiffness of the tibia increased significantly after internal
fixation by 738.57, 729.96, and 740.67 N/mm in the standing,
walking, and running states, respectively. The stiffness values of
the tibia did not vary significantly throughout sports (Figure 5B).

3.2 Von Mises stress distribution

3.2.1 Von Mises stress of plates
Under axial loads ranging from 500 to 1500 N, the stresses shared

by the plates gradually increase. The anteromedial plate was most
stressed, followed by the posteromedial plate, and the lateral plate
primarily serves as a support (Figure 6B). The shape of the lateral plate
is curved, and the stress cloud diagram shows that the stress of the
lateral plate was mostly in the region of the concave edge, with a larger
stress at the screw hole at the distal end. The forms of the anteromedial
plate and posteromedial plate are T-shaped, and the stress was mostly
in the corner of the near end of the plate, PII as a whole exhibits
relatively high-stress conditions, but they do not reach the yield stress
of titanium alloy and are in the safe stress range (Figure 7).

TABLE 1 Material properties.

Young modulus (MPa) Poisson’s ration

Cortical bone E3 = 12,847 υ12 = 0.381

E2 = 7,098 υ13 = 0.172

E1 = 6,498 υ23 = 0.160

G12 = 2,290 υ2 1 = 0.396

G13 = 2,826 υ31 = 0.376

G23 = 3,176 υ32 = 3.346

Cancellous bone E3 = 370.6 υ12 = 0.381

E2 = 123.4 υ13 = 0.104

E1 = 123.4 υ23 = 0.104

G12 = 44.84 υ21 = 0.381

G13 = 58.18 υ31 = 0.312

G23 = 58.18 υ32 = 0.312

Titanium alloy plate and screw E = 110,000 υ = 0.3
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3.2.2 Von Mises stress of screws
The general trend of each set of screws was comparable in the

three conditions of standing, walking, and running, and the screws
at the same location rose with the increase inmotion intensity. Screw
S7 at the most distal end of the lateral plate, has the highest stress,
whereas screws S1–S6 exhibit a rising and then declining pattern

(Figure 6A). Screws S8 and S9 at the proximal end of the
anteromedial plate have the largest stress, whereas the screw at
the distal end of the anteromedial plate gradually diminishes
(Figure 6C). The stresses in screws S12 and S13 near the
proximal end of the posteromedial plate are low, whereas those
in screw S14 were rather high (Figure 6D). S16 was not attached to

FIGURE 5
Stiffness of Tibia (A) Stiffness calculation (Force-displacement curve); (B) Comparison of stiffness between No internal fixation and internal fixation
models under different conditions.

FIGURE 6
The stress value of plates and screws in postoperative FEMs under different conditions (A) Stress value of S1–7 (B) Stress value of plates (C) Stress
value of S8–11 (D) Stress value of S12–15.
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the plates and did not appear in the bar graph. S16 did not
experience substantial axial stress, with stress values of 3.08, 6.16,
and 9.21 MPa for the three conditions of standing, walking, and
running.

Through the stress cloud, similar stress distribution features can
be seen, with large stress concentrations near the screw head. For
screw S2, stress concentrations were also detected close to the screw
tip due to the screw straddling the medial and lateral tibial plateaus
(Figure 7).

3.3 Displacement distribution

The anteromedial bone fragment experienced a large relative
displacement of 0.072 mm at the fracture line at the edge of the tibial
plateau, extending medially and decreasing in displacement. The
posteromedial bone fragment experienced a small relative
displacement value and a relatively large displacement value of
0.042 mm at the axial split (Figure 8B).

The total displacement (the maximum value of the cloud map)
variation in the anteromedial portion of the fractured bone fragments
and the posteromedial portion of the fracture block differs for the two
critical fractured bone fragments. The displacement values were
somewhat bigger in the anteromedial portion than in the
posteromedial portion under different conditions, and the

displacement values increased with increasing motion intensity.
The largest displacement occurred during running, 0.54 mm for
the anteromedial portion and 0.51 mm for the posteromedial
portion, neither of which exceeded 2 mm, indicating that the
fractured bone fragments were in a stable state (Figure 8C).

3.4 Fatigue properties

The fatigue life of the internal fixation system under the action of
the cyclic load was more than 10 to the power of 7 times in the three
conditions of standing, walking, and running, which may be
characterized as no damage. The screw path of S8 was damaged in
the walking state, and the minimum LOGlife-Repeats was 4.28, so the
fatigue life of this area was 10 to the power of 4.28 = 18973.164 times.
In the running state, the screw path of S8 was damaged again, and the
minimumLOGlife-Repeats was 3.42, so the fatigue life of this area was
10 to the power of 3.42 = 2605.264 times. The location where fatigue
occurs is the location of bone-screw contact (Figure 9).

4 Discussion

The surgical treatment of comminuted tibial plateau fractures is
challenging. The main purpose of surgery is to provide anatomic

FIGURE 7
Plates and screws (A) Lateral plate and screw 1–7; screw 16 (B) Anteromedial plate and screw 8–11 (C) Posteromedial plate and screw 12–15.
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FIGURE 8
Displacement of fractured bone fragments (A) Displacement Cloud Map (B) Relative displacement of fractured fragments (C) Total displacement of
fractured fragments.

FIGURE 9
Cloud map of LOGLife-Repeats (A) Internal fixation system in three states and the tibia in the standing state (B) The tibia in the walking state (C) The
tibia in the running state.

Frontiers in Bioengineering and Biotechnology frontiersin.org09

Wei et al. 10.3389/fbioe.2023.1199944

134

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1199944


restoration of the articular surface and rigid fixation to allow early
mobilization (Mueller et al., 2003). The displaced condyle must be
reduced for a good clinical outcome, the depressed plateau must
be elevated and adequately supported, and early rehabilitation
must be encouraged. In clinical practice, surgeons provide
conservative recommendations to ensure the solidity of
internal fixation by instructing patients to rest in bed. Still,
breaking the joint can bring about a loss of joint mobility.
This study uses the finite element approach to examine three
conditions typical of standing, walking, and running to
understand the peculiarities of the internal fixation system’s
biomechanical environment. The study provides a theoretical
foundation for the viability of early postoperative
rehabilitation by examining the biomechanical mechanism of
the interaction between internal fixation and bone. This study
makes recommendations for rehabilitation, emphasizing that
appropriate rehabilitation training is safe and helpful for
postoperative rehabilitation whereas intense activity is harmful
in the initial postoperative phase. A good combination and
attempt of fracture surgery and rehabilitation guidance using a
digital medicine approach is a worthy method to be promoted.

In one trial, 32 patients with tibial plateau fractures were
treated with internal fixation with plates and either immediate
postoperative weight-bearing (n = 12) or delayed weight-bearing
(n = 20), with no fracture displacement in either group and
comparable complication rates (Haak et al., 2012). In a large
study of 51 patients with comminuted plateau fractures, nearly
half were given internal fixation and early partial weight-bearing,
with no differences in reoperation rates, post-traumatic
osteoarthritis, or pain when compared to those given other
external fixation braces and limited weight-bearing. Patients
who had early weight-bearing treatment returned to work more
frequently than those who had limited weight-bearing (Blauth
et al., 2001). Kazemi and Archdeacon (2012), Thewlis et al. (2017)
have demonstrated that weight bearing did not have a deleterious
impact on the outcome of tibial plateau fractures and may thus be
safe for postoperative care. Our study provides a detailed analysis
of the internal fixation system’s stability and fatigue characteristics
during postoperative rehabilitation exercises, evaluates the
mechanical characteristics of tibial plateau fractures after
internal fixation, and makes recommendations for postoperative
weight-bearing rehabilitation.

This study produced stiffness values of 2041–2129 N/mm for
the model without internal fixation and 2,781–2,868 N/mm for
the model with internal fixation. Karunakar et al. (2002) reported
that the internal fixation model was 2,026–2,666 N/mm, which
was similar to the present study. Ion Carrera et al. (2016)
reported an internal fixation model of approximately
2,800–3,300 N/mm, which was greater than the present
experimental results. Although, the values reported by Ion
Carrera et al. (2016) are greater than the results of the present
study, the results have the same order of magnitude. One reason
may be that the experimental research focused on this
comparison is limited. Another reason is that the types of
fixation explored in their experiments differed from those
used in the current study. It can be seen that the stiffness
value significantly increases after implantation of the internal
fixation system. Internal fixation implantation greatly improves

the stability of the knee joint, which is the basis for the safety of
rehabilitative exercise training.

Gao et al. (2022) used three axial loads of 500, 1000, and 1500 N
to evaluate the stress of the internal attachment fixation system, and
the stress value ranged from 48.92 to 155.71 MPa, similar to the
results of this study. Many academics have studied the stability of the
internal fixation system, but none have examined the sites of the
stress distribution between the plate and the screw. The stress
distribution features of the specific steel plate and screw are
highlighted in detail in this experiment, and it is noted that the
front section of the medial condyle has the greatest stress
distribution. The tail of the screw attached to the steel plate has
the highest stress, which is consistent with the findings of other
investigations (Samsami et al., 2020). On the other hand, the
maximum stress of the plate and screw is substantially lower
than the maximum yield strength of titanium alloy. This
indicates that the strength of the internal fixation system meets
the normal activities of the body to some extent.

Displacement monitoring sites A, B, E, and F, which are situated
on the top surface of the tibial plateau, are crucial for determining
the relative displacement of the fractured bone fragments. This
region is related to the distal femoral epiphysis and is covered in
ligaments and articular cartilage. As a result, it is critical that this
surface recovers optimally to restore joint stability. Independent
movement of bone fragments is highly detrimental to fracture
fixation. This scenario means that following compressive
pressure, each bone fragment travels independently of the others.
The posteromedial fractured bone fragments demonstrated a
smooth transition of displacement on the fracture boundary,
implying increased mechanical stability. Ferre et al. (2022)
measured the relative displacement of the distal medial tibial
condyle between 0.02 and 0.03 mm. They proposed that locking
compression plate fixation of the medial tibial condyle reduced the
independent movement of the fracture. In our study, the medial
condyle was divided into anterior and posterior parts. The relative
motion was 0.002–0.072 mm, which is extremely small and indicates
the presence of micromovements between the fracture blocks, but
does not affect the weight-bearing function of the bone and is within
the safe range.

The implants should be developed to sustain the stress of the
broken bone and achieve the needed durability, in addition to
mechanical stability and biocompatibility. These implants are
subjected to repeated fluctuating loads during regular activities,
which can lead to implant fatigue failure. Several studies have
looked at implant fatigue failure (Kanchanomai et al., 2008;
Schüller et al., 2009; Gervais et al., 2016). These studies suggest
that unexpected implant fatigue failure may occur. As a result,
while proposing these implants for use in bone-damaged patients,
extra consideration should be given to their fatigue characteristics.
This study showed no fatigue damage to the implant when
standing, walking, or running and that the implant’s strength
was enough for regular living activities. Under cyclic stress,
however, fatigue damage was found in the tibia. In the standing
condition, the bone was entirely safe under the strain. Fatigue
damage to the bone occurred after 18973.164 cycles of loading in
the walking mode. After 2605.564 cycles of loading in the running
state, fatigue damage to the bone was seen. The location where
fatigue occurs is the location of bone-screw contact. This
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experiment did not consider the bone repair factor, which means
that in the true case, bone fatigue should appear later than in the
experiment, but to some extent, it means that when the stress on
the tibia exceeds its body weight numerous times, the likelihood of
bone disintegration increases significantly. The choice of
rehabilitation training intensity affects bone repair, and the
results of this study suggest that excessive loading can cause
bone destruction, suggesting that the rehabilitator should
choose an appropriate training level. As a result, regular
standing weight-bearing and a modest amount of walking
weight-bearing are allowed throughout the postoperative
rehabilitation period, although the intense activity is discouraged.

Limitations of this study: firstly, bone heterogeneity and
biological activity were not considered in the local calculation of
bone stresses because bone tissue has a high capacity for repair and
adaptation, which may be critical and needs to be investigated.
Second, only the effect of axial loading was considered in this study,
and shear forces from torsion and bending moment were not
considered. Third, the model was simplified by ignoring the
effects of the meniscus, cartilage, muscles, and ligaments, as well
as by simplifying the threads. All these factors can nonetheless
constitute a significant contribution to influencing the
biomechanical model, and their contribution has to be studied.
This study, combined with the calculation of patient-specific model
geometry should be part of the future assessment of immediate
bearing capacity after fracture reduction. For this purpose,
population-based customization of FEM is both feasible and
promising.

5 Conclusion

The method of creating a 3D internal fixation system from CT
images, the segmentation of the bone model, and the modeling
process described in this study demonstrate the high accuracy and
usability of 3D virtual objects with mechanical properties. In the case
of complicated tibial plateau fractures, the postoperative internal
fixation system satisfies some of the body’s normal activities. It can
sustain all or part of the weight in a static condition at an early stage.
When the load on the tibia exceeds the weight of the body multiple
times, the risk of bone deterioration increases significantly. As a
result, regular standing weight-bearing and limited amounts of
walking weight-bearing are permitted throughout the
postoperative rehabilitation phase, but vigorous movements such
as running and leaping are discouraged. This study may not be
enough to issue complete recommendations for the postoperative
period, but it may be a good start to provide some ideas for that
process. In the future, we will needmore clinical cases to validate this
process.
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Lumbar and pelvis movement
comparison between cross-court
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Introduction:Cross-court and the long-line topspin forehand is the common and
basic stroke skill in table tennis. The purpose of this study was to investigate the
differences in lumbar and pelvis movements between cross-court and long-line
topspin forehand strokes in table tennis based onmusculoskeletal demands using
OpenSim.

Materials and Methods: The eight-camera Vicon system and Kistler force
platform were used to measure kinematics and kinetics in the lumbar and
pelvis movement of sixteen participants (Weight: 69.89 ± 1.58 kg; Height: 1.73
± 0.03 m; Age: 22.89 ± 2.03 years; BMI: 23.45 ± 0.69 kg/m2; Experience: 8.33 ±
0.71 years) during cross-court and long-line topspin forehand play. The data was
imputed into OpenSim providing the establishment of the Giat2392
musculoskeletal model for simulation. One-dimensional statistical parametric
mapping and independent samples t-test was performed in MATLAB and SPSS
to analyze the kinematics and kinetics.

Results: The results show that the range of motion, peak moment, and maximum
angle of the lumbar and pelvis movement in cross-court play were significantly
higher than in the long-line stroke play. The moment of long-line in the sagittal
and frontal plane was significantly higher than cross-court play in the early stroke
phase.

Conclusion: The lumbar and pelvis embody greater weight transfer and greater
energy production mechanisms when players performed cross-court compared
to long-line topspin forehand. Beginners could enhance their motor control
strategies in forehand topspin skills and master this skill more easily based on
the results of this study.

KEYWORDS

pelvis rotation, lumbar movement, opensim, musculoskeletal model, trunk rotation,
topspin forehand, table tennis
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Introduction

Topspin forehand is regarded as one of the most attacking
strokes in table tennis based on the high speed and fast rotation
(Poizat et al., 2004; Qian et al., 2016; He et al., 2020; He et al., 2022a).
The mastery of the topspin forehand is also considered an important
factor in differentiating elite athletes (Iino and Kojima, 2011; He
et al., 2020). The biomechanical mechanisms inherent in topspin
forehand have been extensively reported in previous studies, such as
the joint kinematics (Iino and Kojima, 2009; He et al., 2020; He et al.,
2021a) and kinetics (Iino and Kojima, 2011), ground reaction force
(GRF) (Zhou et al., 2021a), plantar pressure (Fu et al., 2016; Lam
et al., 2019; He et al., 2021b), and electromyography (EMG) and
information regarding muscle contraction dynamics (Le Mansec
et al., 2018; Chen et al., 2022). These studies amply illustrate the
value and significance of investigating the biomechanical intrinsic
mechanisms of the topspin forehand.

The speed and accuracy of the ball, as well as the success rate, are the
key determinants of the quality of strokes (Landlinger et al., 2012;
Kolman et al., 2019). The key role of ball speed in table tennis supports
the optimization of stroke skills and distinguishes the performance level
of players. Trunk rotation was strongly correlated with the velocity of
the racket (Akutagawa and Kojima, 2005). Due to the critical role of
pelvic movement on the axial rotation of the trunk rotation and hitting
speed, pelvic movement plays a crucial role in powerful hitting sports,
such as table tennis, tennis, and baseball (Elliott and Zatsiorsky, 2000;
Akutagawa andKojima, 2005). In table tennis, the horizontal velocity of
the racket during the topspin forehand stroke was benefited by the peak
angular velocity of pelvic axial rotation and the pelvic axial rotation
torque on the playing hand side (Iino, 2018; He et al., 2022a). In order to
remain powerful and competitive, players need to increase the
acceleration of their playing hand by optimizing their stroke skill
and the efficiency of the power chain transmission, which brings
gains to the spin effect and flight speed of the ball during the
topspin forehand (Qian et al., 2016; Lam et al., 2019; He et al.,
2020; Chen et al., 2022). In tennis, the rotational movement of the
lower trunk in the horizontal plane was very frequent (Muyor et al.,
2013). In baseball, the rotation of the trunk and leg has been reported as
the important power source in ground strokes (Elliott and Zatsiorsky,
2000; Akutagawa and Kojima, 2005). Even though a great deal of
previous research and evidence has strongly supported that the
development of the optimal trunk rotation was one of the most
important factors to master the topspin strokes (Akutagawa and
Kojima, 2005), however, the movement characteristics of the human
pelvis have hardly been specifically studied and reported in table tennis
topspin forehand stroke.

The development of musculoskeletal models to investigate the
mechanical performance of human structures during movement is
an important and commonly used tool in the field of biomechanics
research.Motion reconstruction based on captured data allows access to
additional variables of interest to explain some phenomena and intrinsic
patterns. Examples include the reconstruction of musculoskeletal
models in OpenSim and Visual3D to calculate joint kinematics,
kinetics, and muscle forces during movement (Seth et al., 2018;
Dorschky et al., 2019; Nitschke et al., 2020). Iino (2018) created a
musculoskeletalmodel inOpenSim and investigated themuscular effort
of lower limb muscles during the topspin forehand stroke (Iino et al.,
2018). Yang et al. (2022) calculated the angles and moments of lower

limb joints of 36 elite table tennis players during chasse-step footwork
by OpenSim to investigate the gender difference (Yang et al., 2022). He
et al. (2022a) investigated lower limbs muscle force, joint kinematics,
and joint kinetics in footwork during the topspin forehand using
OpenSim (He et al., 2022b). That evidence suggests simulation using
a musculoskeletal model to obtain key information is viable and
recognized for explaining the mechanisms underlying table tennis
topspin forehand stroke movements.

As a typical one-handed racket sport, table tennis has been proven
to have a bad effect on the symmetry of the trunk, and the imbalance of
symmetry is one of the key factors leading to sports injuries (Bańkosz
and Barczyk-Pawelec, 2020). The revealing of the inner mechanism of
the lumbar and pelvis movement during stroke play in table tennis can
provide reference information for exploring sports injuries caused by
symmetry imbalance. The constant interplay of technical and tactical
skills is crucial to winning each point in a competition game (Kolman
et al., 2019). To achieve tactical goals, athletes need to perform specific
skills (Kolman et al., 2019). The importance of the cross-court (CC)
topspin forehand is reflected in the fact that the CC has always been the
object or vehicle of study in previous studies on the biomechanics of
table tennis (Iino and Kojima, 2011; Malagoli Lanzoni et al., 2018; He
et al., 2020; He et al., 2021a; Xing et al., 2022). Besides, the long-line (LL)
topspin forehand, as one of the basic strokes in racket sports, has been
widely studied not only in table tennis but also in tennis (Landlinger
et al., 2010; Pedro et al., 2022). The functional role of the topspin
forehand stroke skills in influencing tactics results in players being able
to optimize their skills to enhance the success of their tactics and further
ensure an advantageous position in the match. Although previous
studies have investigated the kinematics difference between CC and
LL (Malagoli Lanzoni et al., 2018; He et al., 2020), the lumbar and pelvis
movement and the kinetic information have not been measured and
analyzed. To summarize, this study aimed to simulate amusculoskeletal
model using OpenSim software to investigate the difference in lumbar
and pelvis movements between CC and LL topspin forehand strokes in
table tennis. Firstly, this study can be applied to guide the coaching and
training of table tennis players, especially for beginner players to
recognize the role of lumbar and pelvis movement in optimizing
topspin forehand stroke skills for application in the game. Secondly,
the movement information could be provided to explore the injury risk
in table tennis or other racket sports. The hypothesis of this study was
that CC and LL topspin forehand show significantly different
kinematics and kinetics, and the difference would be evident in the
transverse plane.

Methods

Participants

Sixteen male table tennis players from the Ningbo
University table tennis team volunteered to participate in this
study and provided written informed consent after the purpose
and process of this study were explained. All the participants
were at the national-one performance level and right-handed, as
well as free from any neuromuscular injury in the past 6 months.
The demographic information of participants is shown in
Table 1. The Ethics Committee of Ningbo University
approved this study.
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Experimental protocol and equipment

The experiment was performed in the biomechanics laboratory
of the Ningbo University Research Academy of Grand Health. As
shown in Figure 1, the kinematics of participants were captured by
an eight-camera Vicon motion capture system (Oxford Metrics,
Ltd., Oxford, United Kingdom) which was set at the sampling
frequency of 200 Hz. The kinetics of participants was recorded
by a force platform (Kistler, Switzerland) using a sampling
frequency of 1,000 Hz. All devices used for data acquisition were
electronically connected to achieve the multi-parameter
synchronous acquisition of the test data. The Gait2392 model
was selected to simulate the movement of the participant in the
OpenSim (Stanford University, Stanford, CA, United States), and
the thirty-nine reflective markers (12.5 mm in diameter) placement
was replicated according to the previous studies (Delp et al., 2007).

Participants used uniform rackets (Butterfly Tenergy 05 Max
and DHC Hurricane 3 rubber sheets), balls (D40+, Double
Happiness Sports Company, Shanghai, China), and playing
table (Rainbow, Double Happiness Sports Company, Shanghai,
China), as well as match table tennis shoes and tights during the
experiment.

Procedure

Prior to the commencement of the formal test, participants
were allowed to complete 5 min of static stretching and 10 min of
running in a spacious area to warm up. Subjects were required to
stand on the force platform to complete the static coordinates

collection process after putting the reflective markers on the
subjects’ bodies. To check the operation of all the equipment and
help the subjects quickly familiarize themselves with the
laboratory environment, subjects were asked to perform five
topspin forehand stroke tasks before the formal data collection
session.

As shown in Figure 1, in the formal test, the coach was
shooting the ball with normal service to the impact area (0.25 m *
0.3 m). The subject stands on the right side of the playing table
and was required to perform the topspin forehand stroke to
return the ball to the long-line target area (0.25 m * 0.3 m) and
cross-court target area (0.25 m * 0.3 m), respectively. The CC
topspin forehand started first, then perform the LL topspin
forehand. There is no rest time during the formal test until
the successfully recorded 5 trials data of the CC and the LL
topspin forehand for each participant, respectively. The subject
and a qualified coach judged the quality of motion during the test.
The test data were excluded if the drop point of the ball was out of
the target area and the motion quality was questioned.
Meanwhile, the data performance was also used to evaluate
the validity of data collection. The size set of the impact and
target area was as same as in previous studies (Zhou et al., 2021a;
He et al., 2022b).

Definition

In this study, only the data in the forward swing phase during the
stroke were collected and analyzed. The pelvis movement in the
transverse plane was defined as pelvis axial rotation (PAR), as well as

TABLE 1 Demographic information.

Weight (Kg) Height (M) Age (Y) BMI (Kg/m2) Experience (Y)

69.89 ± 1.58 1.73 ± 0.03 22.89 ± 2.03 23.45 ± 0.69 8.33 ± 0.71

FIGURE 1
Experimental environment and set-up.
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the lumbar movement in the sagittal, frontal, and transverse plane,
was defined as lumber flexion (LF), lumbar left lateral bending
(LLB), and lumbar axial rotation (LAR) in this study.

As shown in Figure 2, “A”, “B”, and “C” are the CC and LL
topspin forehand stroke process in the full body, lumbar, and
pelvis view, respectively. Besides, the “a-c”, “g-I”, and “m-o” in

CC and “d-f”, “j-l”, and “p-r” in LL indicate the “end of the
backward swing (EB)”, “medium forward swing (MF)”, and
“end of the forward swing (EF)”, respectively. The definition
of EB, MF, and EF was completed in the Vicon Nexus
1.8.6 software (Oxford Metrics, Ltd., Oxford,
United Kingdom). When the GRF wave reached the first

FIGURE 2
Diagram of the human musculoskeletal model of the CC and LL topspin forehand stroke. (A) indicate the topspin forehand stroke process.
(a–c) and (d–f) indicate the CC and LL, respectively. (B) shows the lumbar and pelvis movement during the topspin forehand stroke. (g–i) and (j–l)
indicate the CC and LL, respectively. (C) shows the pelvis movement during the topspin forehand stroke. (m–o) and (p–r) indicate the CC and LL,
respectively.

FIGURE 3
Flow chart and data processing.
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peak value was defined as EB. After the first peak in the GRF
wave, the medium value was defined as MF. And the second
peak value in the GRF wave was defined as EF.

Data processing

As shown in Figure 3, GRF and kinematic data during CC and
LL topspin forehand were identified and acquired using Vicon
Nexus 1.8.6 software. The data was exported from the Vicon
Nexus with a c3d. format file, and use MATLAB R2019a (The
MathWorks, Natick, MA, United States) to perform coordinate
system conversion, lower pass filtering, data extraction, and
format conversation for all data. The detailed process in
MATLAB R2019 has been outlined in previous studies (Zhou
et al., 2021b; He et al., 2022b) that as follows: convert the
coordinate to the subsequent simulation coordinate system, filter
the marker trajectory and the GRF, and convert the formats of data
to the trc. and mot. formats that are required by OpenSim. The
statics model of the subjects was imported into OpenSim and the
anthropometric model was obtained. Then we identified the
muscle’s starting and ending points and ensured the moment
arms were consistent with the length of the subject’s limb (Delp
et al., 2007; He et al., 2022b).We used the inverse kinematic tool (IK)
to calculate the kinematics data of the subject during CC and LL
topspin forehand and created a motion file using mot format. We
then imported the GRF andmarkers files using the inverse dynamics
tool (ID) and calculated the joint moment. In OpenSim, the
weighted least square problem was solved by the IK function to
minimize the distance of markers’ placements between the
experimental and virtual; the generalized positions, velocities, and
accelerations defined the motion of the model, which resulted in the
unknown generalized forces were calculated by those knownmotion
variables.

Statistical analysis

Kinematics and the moment of the pelvis and lumbar were
analyzed by one-dimensional statistical parametric mapping

(SPM1d) analysis in MATLAB R2019a. The Rom and peak
moment of the pelvis and lumbar were analyzed by independent
samples t-test in SPSS 24.0 (SPSSs Inc., Chicago, IL, United States).
In the SPM analysis, we performed the custom script in MATLAB to
expend all data into a time series curve of 101 data points. The
significance level in this study was set as p < 0.05.

Result

Lumbar movement

Table 2; Figure 4 show the SPM1d analysis result of the angle and
moment in the LAR, LLB, and LF between the CC and LL topspin
forehand. In the LAR, the LL showed a significantly higher moment
than CC in the 0%–1.75% (p = 0.045, t = 3.331) and 3.80%–28.14%
(p < 0.001, t = 3.331) phase, and a significantly higher angle in 3.30%–
22.79% (p < 0.001, t = 3.129) phase. However, the LL showed a
significantly lower moment and angle in the 34.51%–57.98% (p <
0.001, t = 3.331) and 30.29%–60.43% (p < 0.001, t = 3.129) phase than
CC, respectively. In the LLB, CC showed a significantly higher
moment than LL in the 27.93%–49.48% (p < 0.001, t = 3.258),
55.56%–72.87% (p < 0.001, t = 3.258), 97.38%–100% (p = 0.043,
t = 3.258) phase, and a significantly higher angle in the 12.29%–
75.30% (p < 0.001, t = 3.125) and 85.68%–100% (p = 0.004, t = 3.125)
phase. The LL showed a significantly higher moment in the 1.30%–
19.81% (p < 0.001, t = 3.258) phase than CC. In the LF, the moment of
LL was significantly higher than CC in the 6.38%–29.08% (p < 0.001,
t = 3.344) and 90.29%–99.25% (p = 0.003, t = 3.344) phase, and the
angle were higher than CC in the 55.13%–100% (p < 0.001, t = 3.08)
phase. The CC showed a significantly higher moment in the 0%–
2.52% (p = 0.04, t = 3.344), 37.81%–58.06% (p < 0.001, t = 3.344), and
63.86%–76.60% (p < 0.001, t = 3.344) phase, and a significantly higher
angle in the 5.26%–10.63% (p = 0.038, t = 3.080) and 18.40%–39.10%
(p = 0.001, t = 3.080) phase than LL.

As shown in Table 3; Figure 5, the Rom and peak moment of LLB
and LF in CC were significantly higher than LL (Rom: t = 16.55, p = 0;
t = 12.139, p = 0. Peak moment: t = −3.396, p = 0.002; t = 3.412, p =
0.003). The maximum LAR, LLB, and LF in the CC were significantly
higher than LL (t = −2.84, p = 0.008; t = 13.206, p = 0; t = −3.307, p =
0.003).

TABLE 2 The moment and angle results of the SPM analysis. (Unit: %).

Variables Percentage (p)

LAR Moment 0–1.75 (0.045), 3.80–28.14 (<0.001), 34.51–57.98 (<0.001)

LLB Moment 1.30–19.81 (<0.001), 27.93–49.48 (<0.001), 55.56–72.87 (<0.001), 97.38–100 (0.043)

LF Moment 0–2.52 (0.04), 6.38–29.08 (<0.001), 37.81–58.06 (<0.001), 63.86–76.6 (<0.001), 90.29–99.25 (0.003)

PAR Moment 4.15–30.01 (<0.001), 45.01–80.63 (<0.001),

LAR Angle 3.30–22.79 (<0.001), 30.29–60.43 (<0.001)

LLB Angle 12.29–75.30 (<0.001), 85.68–100 (0.004),

LF Angle 5.26–10.63 (0.038), 18.40–39.10 (0.001), 55.13–100 (<0.001)

PAR Angle 0–1.69 (0.049), 10.29–78.31 (<0.001), 88.90–100 (0.027)

Note: the percentage indicates the process of the stroke play phase.
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Pelvis axial rotation

Table 2; Figure 6 show the SPM1d analysis result of the angle
and moment of PAR between the CC and LL topspin forehand. The
PAR angle of CC was significantly higher than LL in the 10.29%–

78.31% (p < 0.001, t = 2.86) and 88.90%–100% (p = 0.027, t = 2.86)
phase, but significantly lower than LL in 0%–1.69% (p = 0.049, t =
2.86) phase. The PAR moment of CC was significantly higher than
LL in the 4.15%–30.01% (p < 0.001, t = 3.288) phase and significantly
lower than LL in the 45.01%–80.63% (p < 0.001, t = 3.288) phase.

FIGURE 4
Illustration of the result of the angle andmoment in the LAR, LLB, and LF between theCC and LL topspin forehand showing the SPM1d outputs. Grey-
shaded areas indicate that there are significant differences (p < 0.05) between the CC and LL. LL indicates long-line topspin forehand, CC indicates cross-
court topspin forehand.

TABLE 3 Comparison of Rom, Peak moment, and Maximum angle of lumbar and pelvis movement between CC and LL topspin forehand.

Rom (Deg) Peak moment (Nm) Maximum angle (Deg)

Mean ± SD t p 95%CI Mean ± SD t p 95%CI Mean ± SD t p 95%CI

LAR CC 20.10 ± 2.91 1.853 0.073 −1.90, 4.00 66.69 ± 3.97 1.06 0.30 −2.26, 7.13 −14.13 ± 1.80 −2.84 0.008* −2.83, −0.47

LL 18.19 ± 3.07 64.25 ± 8.29 −12.48 ± 1.57

LLB CC 35.39 ± 1.85 16.55 0* 10.16, 13.02 −194.0 ± 14.11 −3.396 0.002* −54.72, 13.62 27.78 ± 2.19 13.206 0* 6.55, 8.94

LL 23.80 ± 2.22 −159.82 ± 37.70 20.04 ± 1.03

LF CC 14.20 ± 2.44 12.139 0* 7.16, 10.06 231.10 ± 13.87 3.412 0.003* 11.43, 47.19 −51.46 ± 1.77 −3.307 0.003* −2.84, −0.67

LL 5.59 ± 1.61 201.79 ± 31.44 −49.71 ± 1.28

PAR CC 75.96 ± 5.64 12.798 0* 19.08, 26.31 597.68 ± 115.84 2.245 0.034* 6.01, 143.78 −52.02 ± 3.31 −9.627 0* −15.08, −9.81

LL 53.26 ± 4.65 522.78 ± 66.27 −39.57 ± 4.17

Note: “*” indicate a significant difference between LL and CC. LL indicates long-line topspin forehand, CC indicates cross-court topspin forehand. LAR indicates lumbar axial rotation, LLB indicates

lumbar left lateral bending, LF indicates lumbar flexion, and PAR indicates pelvis axial rotation.
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As shown in Table 3; Figure 7, The maximum PAR in the CC
was significantly higher than LL (t = −9.627, p = 0), and Rom and
peak moment of PAR in the CC was significantly higher than LL (p =
0, t = 12.798; p = 0.034, t = 2.245).

Discussion

This study simulated the musculoskeletal model in OpenSim
to investigate the lumbar and pelvis movement difference

FIGURE 5
The Rom and peak moment comparison of lumbar movement between the CC and LL topspin forehand. “*” indicate a significant difference
between LL and CC. LL indicates long-line topspin forehand, CC indicates cross-court topspin forehand. LAR indicates lumbar axial rotation, LLB
indicates lumbar left lateral bending, and LF indicates lumbar flexion.

FIGURE 6
Illustration of the result of angle and moment of the PAR between the CC and LL topspin forehand showing the SPM1d outputs. Grey-shaded areas
indicate that there are significant differences (p < 0.05) between the CC and LL. LL indicates long-line topspin forehand, CC indicates cross-court topspin
forehand.
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between the CC and LL topspin forehand in table tennis. The key
finding of this study was (Qian et al., 2016) the main difference
between CC and LL topspin forehand in the lumbar movement
was found in the LLB and LF, the Rom, peak moment, and
maximum angle of the LLB and LF in CC were significantly
higher than LL (He et al., 2022a); the Rom, peak moment and
maximum angle of PAR in CC were significantly higher than LL
(Poizat et al., 2004); the moment of LL in the LF and LLB was
significantly higher than CC in the early stroke phase. The results
of the current study were consistent with our hypothesis, the CC
and LL showed a significant difference in lumbar and pelvis
movement in the transverse plane. Investigating the difference in
lumbar and pelvis movement between the CC and LL topspin
forehand could provide guidelines for coaches and players to
understand the mechanisms inherent from a biomechanical
perspective, especially the information could help beginners to
build awareness of CC and LL topspin forehand skills more easily
for enhance their stroke skill and motor control.

The lumbar movement is widely focused, especially in racket
sports. The Rom and maximum angle of the LLB and LF in CC
were significantly higher than LL in this study. This could be
explained by the fact that the target area in CC is the left side of
the playing body, and the players need to adjust their bodies to hit
the ball correctly. A higher LLB Rom and maximum angle could
bring a completed body weight transfer which could benefit the
energy transfer from the trunk to the upper limb following the
proximal-to-distal segmental sequences in the kinetic chain (Fu
et al., 2016; Bańkosz and Winiarski, 2018; Lam et al., 2019; He
et al., 2022b). A higher LF in CC probably means a more forward
shift of the center of gravity in the sagittal plane, furthermore, the
shift in the center of gravity will result in greater energy transfer,

which may mean greater racket acceleration during the forward
swing phase. In previous studies, lower back pain (LBP) in
athletes of racket sports has been thought to be closely
associated with lumbar movement (Kawasaki et al., 2005;
Campbell et al., 2013; Campbell et al., 2014; Connolly et al.,
2020; Connolly et al., 2021). The lumbar section as the main core
region of the body plays a coordinating role in the compound
movement of the upper and lower extremities, however, this is
also a major cause of LBP, because in the topspin forehand motor,
the LLB, LAR, and LF have occurred simultaneously, the ‘coupled
movements’ could bring more pressure and load to vertebral
structures than the single plane movement (Gunzburg et al.,
1992; Haberl et al., 2004). Previous studies have shown that 32%
of athletes experience pain in the lumbar and spinal column
during competition or immediately after training, and 36% of
athletes even quit training due to pain (He et al., 2022a). In the
topspin forehand, the athlete’s unilateral upper extremity needs
to hit the ball with maximum force, and this often leads to full
body involvement, increasing the impact of the stroke through a
large transfer of full body weight. However, the foot on the non-
playing side needs to be locked on the ground to maintain
dynamic body balance. Extensive repetition of this
compensatory movement leads to severe overload of the
posterior side of the disc and causes injury. Further, the
significantly greater maximum angle and peak moment of LF
and LLB exhibited in CC relative to LL may imply a greater risk of
injury.

Extensive research on topspin forehand already exists, but
few studies have reported detailed information on pelvis
movement during topspin forehand stroke. The result shows
that the Rom, peak moment and maximum angle of PAR in CC

FIGURE 7
The Rom and peak moment comparison of PAR between CC and LL topspin forehand. “*” indicate a significant difference between LL and CC. LL
indicates long-line topspin forehand, CC indicates cross-court topspin forehand.
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were significantly higher than in LL. The ROM value of PAR in
this study was basically consistent with the study of Bańkosz and
Winiarski (2018) and Malagoli Lanzoni et al. (2018) respectively,
this indicates that during the topspin forehand, the players follow
a steady motor program and execute it repeatedly, which may be
gradually fixed and standardized in daily training and practice.
Players will make small adjustments to their own movement
patterns according to the changes in the situation during the
match, and finally complete the stroke task. Previous studies have
reported the important role of pelvic axial rotation on racket
acceleration (Iino, 2018; Xia et al., 2020), even trunk rotation is
probably the most critical factor in the development of racket
speed (Landlinger et al., 2010), a higher velocity was observed in
CC as compared with LL in tennis (Landlinger et al., 2010). The
CC has a longer trajectory than the LL (Malagoli Lanzoni et al.,
2018), and the target area was on the left side of the playing body,
these were the results obtained in players trying to get a racket
acceleration during the forward swing phase through full muscle
elongation and a greater axial rotation of the lower trunk in CC.
The ROM and peak moment of PAR in CC was significantly
higher than in LL in the current study, this also could be linked to
a more weight transfer that could bring more energy transfer to
further enhance the racket acceleration (He et al., 2022b), because
the playing arm was the endpoint of the body during stroke
motor program which follows the proximal-to-distal segmental
sequences in the kinetic chain (Fu et al., 2016; Bańkosz and
Winiarski, 2018; Lam et al., 2019; He et al., 2022b). However, the
result of the pelvis movement between CC and LL was different
from the study of Malagoli Lanzoni et al. (2018). This is due to the
different calculations, in their study the angle of axial pelvic
movement was calculated relative to the table and not based on
the player’s own body, and the position of the player’s feet when
hitting the ball was not taken into account, the player’s position
was different in CC and LL, so the movement information of the
pelvis is not comprehensive enough if only the playing table was
used as a reference in evaluation. The moment of LL in the LF and
LLB was significantly higher than CC in the early stroke phase.
This result could support the hypothesis of Xing et al. (2022) in
the discussion section. Furthermore, this could probably be
explained that LL has a shorter trajectory (Malagoli Lanzoni
et al., 2018) and less forward swing time compared with CC (Xing
et al., 2022), which results in the players having to pull their
muscles as soon as possible in a limited time to gain more elastic
energy to complete an attractive stroke. On the other hand, a
shorter running trajectory of the ball in LL means a shorter
reaction time for the player, which further requires the player to
return to the ready position for the next stroke. This could
explain the ROM and maximum angle of LF and LLB in the
LL were significantly less than in the CC.

After understanding the differences between the lumbar and
pelvis movements of CC and LL topspin forehand, players could
enhance the motor control of lumbar and pelvis movements
according to the movement characteristics, either by enhancing
core strength to improve the explosive power of lumbar and
pelvis movements or by flexibility training to enhance lumbar
and pelvis synergy, as these modalities are able to enhance the
level of energy transfer in the power chain and improve
performance. Beginners could quickly understand the role and

contribution of the lumbar and pelvis in topspin forehand skills
based on the results of this study, thus making it easier to master
CC and LL topspin forehand skills.

There are several limitations of this study that have to be
mentioned (Qian et al., 2016): the result of this study was
limited to male table tennis players; therefore, the result may
not be generalizable to female players (He et al., 2022a); the
results of this study were generated in a laboratory environment
and the results may be inaccurate in relation to a real game
environment, for example, where the player needs to judge the
rotation and direction of the next ball, which may result in the
player having to adjust their body to ensure they can move to the
correct position at all time (Poizat et al., 2004); the motion time
of stroke in each phase and racket velocity should be measured
in further studies.

Conclusion

This study analyzed and compared the movement of the
lumbar and pelvis during the CC and LL topspin forehand.
The results showed that the lumbar and pelvis embody greater
weight transfer and greater energy production mechanisms when
players performed CC compared to LL, while it is important to
note that players are also at greater risk of lumbar injury in CC.
Beginners could enhance their motor control strategies in
forehand topspin skills and master this skill more easily based
on the findings of this study.
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Objective: To explore the characteristics of Non-Negative Matrix Factorization
(NNMF) in analyzing the mechanical characteristics of foot functional units during
walking and running.

Methods: Eighteen subjects (9 males and 9 females) were recruited, and the
ground reaction force curves of each foot region during walking and running were
collected using a plantar pressure measurement system. NNMF was used to
extract the mechanical features of different foot regions and to determine the
number of foot functional units. The differences between the base matrices of
walking and running were compared by traditional t-tests, and the differences in
coefficient matrices were compared by one-dimensional statistical parameter
mapping.

Results: 1) When the number of foot functional units for walking and running were
both 2, the Variability Accounted For (VAF) by thematrix exceeded 0.90 (VAF walk =
0.96 ± 0.02, VAF run = 0.95 ± 0.04); 2) In foot functional unit 1, both walking and
running exhibited buffering function, with the heel region being the main force-
bearing area and the forefoot also participating in partial buffering; 3) In foot
functional unit 2, both walking and running exhibited push-off function, with the
middle part of the forefoot having a higher contribution weight; 4) In foot
functional unit 1, compared to walking, the overall force characteristics of the
running foot were greater during the support phase of the 0%–20% stage, with the
third and fourth metatarsal areas having higher contribution weights and the
lateral heel area having lower weights; 5) In foot functional unit 2, compared to
walking, the overall force was higher during the beginning and 11%–69% stages of
running, and lower during the 4%–5% and 73%–92% stages. During running, the
thumb area, the first metatarsal area and the midfoot area had higher contribution
weights than during walking; in the third and fourth metatarsal areas, the
contribution weights were lower during running than during walking.

Conclusion: Based on the mechanical characteristics of the foot, walking and
running can both be decomposed into two foot functional units: buffering and
push-off. The forefoot occupies a certain weight in both buffering and push-off
functions, indicating that there may be a complex foot function transformation
mechanism in the transverse arch of foot. Compared to walking, running
completes push-off earlier, and the force region is more inclined towards the
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inner side of the foot, with the hallux area having a greater weight during push-off.
This study suggests that NNMF is feasible for analyzing foot mechanical
characteristics.

KEYWORDS

non-negative matrix factorization, one-dimensional statistical parameter mapping, foot
pressure, walking, running

1 Introduction

Walking and running are the most basic forms of human
movement. The low cost and convenience make brisk walking
and slow running a popular way of exercising (Wolf and
Wohlfart, 2014). In the process of walking and running, the foot
as the supporting part of the human body not only bears the weight
of the body but also absorbs and releases energy, cushions ground
impact, and completes extension (Natali et al., 2010; Hageman et al.,
2011; Kelly et al., 2014). Therefore, functional analysis of the foot
during walking and running has important value. Foot pressure is
the most commonly used analysis index to reflect foot function.
Measuring foot pressure can help understand the support method
and pressure distribution of the foot., evaluate the balance, stability
and motion control ability of the foot (Hu et al., 2023; Jia et al.,
2023). At present, foot pressure testing and analysis have been
applied to rehabilitation programs and sports training program
development (Wikstrom and McKeon, 2014; Jiang et al., 2021;
Conner et al., 2022), foot function evaluation (Hillstrom et al.,
2013; Montagnani et al., 2021; Shen et al., 2021), and sports shoe
research and development (Chen et al., 1994; Zhao and Li, 2019).

Currently, assessment of plantar pressure usually divides the
foot into four major zones: toe zone, metatarsal zone, midfoot zone,
and heel zone, and each zone can be further divided into different
subzones based on anatomical features. Functional analysis of the
foot is performed using metrics such as impulse, maximum pressure,
maximum pressure intensity and force loading rate in different
regions of the foot (Aminian et al., 2013; Hillstrom et al., 2013).
However, the structure and function of the foot are often closely
related, and it is insufficient to divide the plantar area based solely on
anatomical features, which may overlook the same mechanical
properties of different regions of the foot, resulting in redundant
regional divisions. At the same time, traditional plantar pressure
indicators cannot simultaneously consider the spatiotemporal
characteristics of foot mechanics. Therefore, from the perspective
of functional analysis of foot movement, the shortcomings of
traditional plantar pressure analysis methods can lead to
information loss in the data analysis process, making it difficult
to explore the dynamic mechanical characteristics of the foot.

Non-Negative Matrix Factorization (NNMF) is a data analysis
method used to process complex non-negative data. It completes
dimensionality reduction by decomposing the original matrix into a
base matrix that reflects the weight of each element and a coefficient
matrix that reflects the overall characteristics of each element. This
makes the extracted data have clustering and temporal
characteristics (Lee and Seung, 1999). Existing research in sports
science mostly applies NNMF to analyze Surface Electromyographic
Signals (sEMG) to explore muscle coordination characteristics of
complex human action control mechanisms and action learning

rules (Hagio et al., 2015; Hajiloo et al., 2020; Bach et al., 2021). In the
medical field, NNMF can be used to predict the potential
relationship between drugs and diseases, or detect the
distribution of tumors based on magnetic resonance imaging
(Laudadioa et al., 2016; Wang et al., 2022). In addition, NNMF
can also be used for signal processing applications such as audio
separation and feature extraction (O’Grady and Pearlmutter, 2008;
Li et al., 2017). As plantar pressure has non-negative characteristics,
some researchers have applied this method to functional
partitioning of the foot and it has been proven to be feasible
(Van Hese et al., 2021). Although NNMF can be combined with
motion forms to divide foot functional areas, traditional statistical
methods still cannot meet the requirements of curve analysis
because the coefficient matrix of NNMF is a continuous data
model. One-Dimensional Statistical Parameter Mapping
(SPM1D) based on random field theory can be used for
topological analysis of continuous data models, which has been
applied in one-dimensional biomechanical data such as torque and
angle (Pataky, 2012; Pataky et al., 2013; Pataky et al., 2015). Based on
the research of Van Hese et al. (Van Hese et al., 2021), this paper
incorporates SPM1D to the traditional statistical method to achieve
quantitative analysis of the decomposed matrix by NNMF.

Combining the above content, this study collected plantar
pressure data during walking and running and applied NNMF
and SPM1D methods to divide the foot according to the
mechanical characteristics of walking and running, extract foot
functional units, and compare the dynamic foot mechanical
characteristics of walking and running. This provides
methodological support and theoretical support for the simplified
processing of complex foot mechanical data and dynamic
mechanical feature comparison of the foot.

2 Materials and methods

2.1 Participants

According to the sample size estimation using PASS software
(Version15, NCSS, United States) for paired sample experimental
design, when the significance level is 0.05, statistical power is 0.80,
and effect size is 0.80, the minimum required sample size is 15. Based
on the sample size estimation results, our study recruited 18 young
participants for walking and running plantar pressure tests,
including 9 male participants (age 25.2 ± 3.2 years, height
176.2 ± 4.3 cm, weight 68.3 ± 5.7 kg) and 9 female participants
(age 24.3 ± 4.1 years, height 161.3 ± 3.7 cm, weight 51.9 ± 7.2 kg).

The participants involved in this experiment were normal foot
types [with a foot arch index between 0.21–0.26 (Cavanagh and
Rodgers, 1987)], All participants were healthy and had no history of
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lower limb surgery or lower limb injury within the past 3 months.
They did not engage in strenuous exercise 48 h before the test. The
dominant foot of the subjects was the right foot, and they ran with a
rearfoot strike pattern. All subjects voluntarily participated in this
experiment and signed an informed consent form. This experiment
was approved by the Ethics Committee of Hebei Normal University
(No. 2022LLSC026).

2.2 Experimental procedure and data
acquisitions

Before the test began, the subjects were first familiarized with the
experimental procedure under the explanation of the experimenter
and completed warm-up under the guidance of the experimenter.
After collecting basic information such as height, age, and weight,
the subjects completed three barefoot walking and running tests in
random order by drawing lots in a foot pressure test system with a
length of 2 m and an extension runway of 1.5 m at both the starting
point and the end point. According to previous research on the most
suitable walking speed for young people (Lian et al., 2012; Baroudi
et al., 2022), a speed closest to 1.50 m/s was recorded for the walking
test, and the final walking speed range was 1.49 ± 0.09 m/s; in the
running test, participants were selected to run at a speed close to
twice walking speed (3.00 m/s) for recording purposes (Aghabayk
et al., 2021), and the final running speed range was 3.08 ± 0.29 m/s.
The Footscan high-frequency foot pressure test board produced by

RSscan International Company was used in the test. The sampling
frequency of the instrument was 126 Hz, the sensor density was
4 per square centimeter, the effective pressure measurement range
was [1,60] N per square centimeter, and the minimum resolution
was 0.25N. The technology roadmap of this study was shown in
Figure 1.

2.3 Data processing

2.3.1 Foot pressure data preprocessing
Plantar pressure were divided into ten regions according to

Footscan software (as shown in Figure 2), and the vertical ground
reaction force changes of each region during walking and running
support phases were collected. The collected foot pressure raw data
of the ten regions were normalized according to the subject’s weight,
where the acceleration due to gravity was taken as 9.8 m/s. The
weight-normalized foot pressure data were filtered in
Origin2018 using a fourth-order Butterworth low-pass filter with
the cutoff frequency set to 20 Hz (Limroongreungrat and Boonkerd,
2019), and the curve was interpolated using cubic B-Spline
(Warmenhoven et al., 2018). The number of points after
interpolation was set to 101, which normalizes the support phase
to an interval of 0%–100% (Warmenhoven et al., 2018).

(Note: Where T1 represents the thumb area, T2-5 represents the
second to fifth toe area, M1 represents the first metatarsal area,
M2 represents the second metatarsal area, M3 represents the third

FIGURE 1
Technology roadmap.
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metatarsal area, M4 represents the fourth metatarsal area,
M5 represents the fifth metatarsal area, MF represents the
midfoot area, HM represents the medial heel area, and HL
represents the lateral heel area.).

2.3.2 Foot function unit extraction
The preprocessed plantar pressure data was arranged into a

10 row and 101 column matrix V based on 10 foot regions and
101 sampling points. NNMF was used to decompose matrix V into a
10-row k-column basis matrix W and a k-row 101-column
coefficient matrix H, where k is the number of factors used in

matrix decomposition (Lee and Seung, 1999) and represents the
number of foot function units extracted (see Eq. 1). In order to
eliminate the influence of random initialization matrix on the
accuracy of results, NNMF was performed 10 times for each
data, and the maximum VAF was extracted (Nishida et al.,
2017). The matrix calculation was performed using the NNMF
function combined with a loop statement in MATLAB 2022b.
(Mathworks, USA), and the number of iterations was set to 5000
(Nishida et al., 2017; Sun, 2019).

V11 V12 . . . V1101

V21 V22 . . . V2101

..

. ..
.

. . . ..
.

V101 V102 . . .V10101

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦≈

W11 . . . W1k

W21 . . . W2k

..

.
. . . ..

.

W101 . . .W10k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦×

H11 H12 . . .H1101

..

. ..
.

. . . ..
.

Hk1 Hk2 . . .Wk101

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

The Variability Accounted For (VAF) was used to evaluate the
quality of the reconstructed matrix after decomposition. The VAF
value ranges from 0 to 1, and the larger value of VAF indicates the
higher quality of matrix reconstruction (Lee and Seung, 1999; Hug
et al., 2010). In this study, the final number of foot functional units
was determined when the VAF was greater than 0.85 and the
change in VAF did not exceed 0.05 as the number of factors k
increased, the convergence tolerance (TolFun) was set to 10–6

(Rabbi et al., 2020; Van Hese et al., 2021). The VAF calculation
method is shown in (2):

VAF � 1 − RSS

TSS
� 1 − ∑ Vmn − Vmn

′( )2∑Vmn
2 (2)

Where RSS is the residual sum of squares between the original
matrix and the reconstructed matrix, TSS is the total sum of squares
of the original matrix, Vmn is the original matrix, and Vmn

′ is the
reconstructed matrix.

As the matrices extracted from the same sport appear in a
random order, it is necessary to classify the foot functional units.
In this study, the cosine similarity was used to classify the units
based on the curve characteristics of the coefficient matrix, the
coefficient matrix in the extracted foot functional units from
different subjects was compared with the initial coefficient
matrix to rank the cosine similarity and thus classify the
extracted foot functional units (Sy et al., 2016; Ghislieri et al.,
2020; Van Hese et al., 2021). The cosine similarity is calculated as
follows (3):

cos θi,k,n � Hi,k ·H1,1

Hi,k
��� ��� · H1,1

��� ��� (3)

WhereHi,k represents the k-th foot functional unit extracted from
the i-th participant, and H1,1 represents the initial coefficient
matrix, and cos θi,k,n represents the cosine similarity between
Hi,k and H1,1.

In the two decomposed matrices, the coefficient matrix H was
used to evaluate the overall force characteristics of the foot during
the support phase, and the basis matrix W was used to reflect the
contribution of each foot region to the overall force characteristics of
each foot functional unit. To unify the quantification standard, the
weight of each foot region in each foot functional unit in the basis
matrix W was normalized (Cappellini et al., 2006; Nishida et al.,
2017), as shown in Eq. 4:

FIGURE 2
Foot partition schematic diagram.
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Cwi � 1
10

∑10

n�1Cin (4)

Where i represents different foot functional units, n represents
various foot regions, and Cwi is the normalized weight of each foot
region in each foot functional unit.

2.4 Data statistics

2.4.1 Statistical test of coefficient matrix
For the coefficient matrix obtained by NNMF, SPM1D of paired

experimental design was used to compare the force characteristics of
walking and running foot functional units. When the curve residual
value conforms to a normal distribution, the SPM1D model was
used for testing. Otherwise, the SnPM1D was used for non-
parametric model testing. The significance level α was set to 0.05,
and the t-value calculation method of SPM/SnPM is as follows
(Pataky et al., 2015):

SPM/SnPM t{ } � μd
sd/ �

n
√ (5)

Where μd is the mean difference of the paired sample, sd is the
standard deviation of the mean difference of the paired sample, and
n is the number of paired samples.

According to the α value set in this study, the threshold tcritical is
calculated through random field theory. When SPM/SnPM t{ }
exceeds the threshold tcritical, it is judged that there is statistical
significance between the samples (Pataky et al., 2013; Pataky et al.,
2015). The Eq. 5.

P SPM/SnPM t{ } > tcritical( ) � 1 − exp −∫∞

tcritical

f0D x( )dx − ED( )
� α

(6)

Where f0D(x) is the probability density function of the t-test; ED is
the Euler density function related to smoothing.

2.4.2 Statistical test of basic matrix
For the basic matrix obtained by NNMF, the weights of each

plantar region were normalized and perform a normality test at first.
If the data conforms to normal distribution, paired sample t-test was
used for comparing the difference between walking and running
basic matrices; if the data does not conform to normal distribution,
Wilcoxon signed-rank test was used for statistics. When p < 0.05,
indicating that the difference is significant.

3 Results

3.1 Number of foot functional units
determined

3.1.1 Determination of foot functional units for
walking and running

Based on Figure 3, it can be observed that when the number of
foot functional units is 2, the VAF of the reconstruction matrix is
around 0.90 in both walking and running (with the VAF of 0.96 ±
0.02 for walking and 0.95 ± 0.04 for running), and the VAF does not
significantly change when the number of foot functional units is
greater than 2. Therefore, 2 foot functional units were selected for
analysis during both walking and running.

3.2 Characteristics of foot functional units
during walking and running

3.2.1 Characteristics of foot functional units during
walking

Based on the foot force characteristics during walking, the two
foot functional units obtained through NNMF are shown in
Figure 4, which respectively reflect the overall force
characteristics (coefficient matrix) and the weight distribution
across different foot regions (base matrix) of the two functional
units. It can be observed from Figure 4 that during walking, the two
foot functional units are dominated by the heel region and the mid-
forefoot region consisting of the second, third, and fourth metatarsal
bones, respectively. The overall force characteristics are
concentrated around 20% and 80% of the stance phase.

(The gray lines show the foot force characteristics of each
participant during walking, and the black line represents the
average of the walking foot force characteristics of the 18 participants).

3.2.2 Characteristics of foot functional units during
running

NNMF was performed on the foot force characteristics during
running, as shown in Figure 5. Similar to walking, the foot force
characteristics during running were dominated by the heel and the
second and third metatarsal bones. The overall force characteristics of
the two foot functional units were concentrated respectively prior to
40% and between 40% and 60% of the stance phase during running.

FIGURE 3
VAF vs. number of foot functional unit curve during walking and
running.
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FIGURE 4
Characteristics of foot functional units during walking.

FIGURE 5
Characteristics of foot functional units during running.
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(The gray lines show the foot force characteristics of each
participant during running, and the black line represents the
average of the running foot force characteristics of the 18 participants).

3.3 Comparison of foot functional units
between walking and running

3.3.1 Comparison of coefficient matrices between
walking and running foot functional units

According to Figure 6, the coefficientmatrix of walking and running
in foot functional unit 1 does not follow a normal distribution.
Therefore, a one-dimensional data test was performed using SnPM.
The results showed that there was a significant difference (p < 0.001) in
the coefficientmatrix betweenwalking and running during the 0%–20%
stance phase in foot functional unit 1, with the overall force feature being
higher during running than during walking in this phase.

Based on Figure 7, it is evident that the overall force
characteristics of walking and running in foot function unit 2 do
not follow a normal distribution. Therefore, a one-dimensional data
test using SnPM was conducted. It was found that the thresholds
were exceeded at the beginning of the stance phase, 4%–5%, 11%–

69%, and 73%–92% stages during walking and running. Specifically,
the overall force during walking was lower than that during running
at the beginning (p = 0.014) and 11%–69% stages (p < 0.001), while
the overall force during walking was higher than that during running
at the 4%–5% (p = 0.001) and 73%–92% stages (p < 0.001).

3.3.2 Comparison of basic matrices between
walking and running foot functional units

Table 1 presents the comparison results of the base matrices
between walking and running in foot functional unit 1. It can be
observed that the weights of M3, M4, and HL regions follow a
normal distribution, and paired sample t-tests were performed,
while the weights of other foot regions were examined using
non-parametric tests. The results indicated that in foot functional
unit 1, compared to walking, running had higher weight
contributions to the total force from M3(p = 0.025) and
M4 regions (p = 0.004), while lower weight contribution from
HL region (p = 0.005).

According to Table 2, in foot functional unit 2, the weights of
M2, M3, and M4 areas conform to normal distribution, and paired
sample t-tests were used for analysis, while Wilcoxon signed-rank
test was used for the other foot regions. The results show that in the
T1(p = 0.020), M1(p = 0.006), and MF(p = 0.017) regions, the
contribution of total force during running was higher than
walking, while in M3(p < 0.001) and M4(p = 0.004) regions, the
weights of both areas for total force during running were lower
than walking.

4 Discussion

4.1 Feasibility analysis of non-negative
matrix factorization in foot mechanics
applications

Walking and rearfoot striking running, as basic movement
patterns, exhibit different plantar foot mechanics during different
phases of the support period. In traditional biomechanical analyses
of human movement, peak forces, impulses, and loading rates are
typically used to analyze foot-ground interactions. This method can
provide detailed explanations of the mechanical changes in different
regions, However, it cannot take into account the spatiotemporal
characteristics and is unable to simplify the plantar area division
from a functional perspective based on mechanical features. NNMF
as an important feature extraction method can not only extract
features from multidimensional data but also preserve the temporal
and spatial variations in the data (Lee and Seung, 1999; Pataky et al.,
2013; Nishida et al., 2017). Due to the non-negative characteristics of
plantar pressure, NNMF can be used for simplified analysis of
multiple regions of the foot. Van et al. used NNMF to perform
functional segmentation of the foot based on plantar pressure
characteristics, and found that this method had good
discrimination for different types of running foot strikes (Van
Hese et al., 2021). However, their study did not provide a specific
quantitative analysis of the decomposed matrices. After applying
NNMF to one-dimensional biomechanical data, a coefficient matrix
and corresponding basis matrix are obtained. The coefficient matrix
reflects the overall spatiotemporal features of the data in the form of

FIGURE 6
The coefficient matrix statistical results for walking and running in foot functional unit 1.
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TABLE 1 Comparison of basic matrices for walking and running in foot function unit 1 (n = 18%).

Foot regions Walk Run p-value

Mean/
Median

Standard deviation/Interquartile
range

Mean/
Median

Standard deviation/Interquartile
range

T1 0.00 (0.00.0.00) 0.00 (0.00.0.00) 1.000

T2-5 0.00 (0.00.0.00) 0.00 (0.00.0.00) 0.317

M1 0.00 (0.00.0.00) 0.00 (0.00.0.00) 0.593

M2 0.00 (0.00.0.376) 0.00 (0.00.0.715) 0.424

M3 1.21 (0.00,2.24) 1.47 (0.00,3.60) 0.025

M4 2.87 1.84 4.56 2.71 0.004

M5 3.00 (1.66.4.84) 4.02 (2.13.7.05) 0.170

MF 12.00 (7.20.18.70) 11.88 (8.56.20.95) 0.215

HM 41.01 7.68 40.57 10.22 0.829

HL 37.08 1.75 30.21 8.31 0.005

Bold values indicate p < 0.05.

FIGURE 7
The coefficient matrix statistical results for walking and running in foot functional unit 2.

TABLE 2 Comparison of basic matrices for walking and running in foot function unit 2 (n = 18,%).

Foot regions Walk Run p-value

Mean/
Median

Standard deviation/Interquartile
range

Mean/
Median

Standard deviation/Interquartile
range

T1 7.78 (5.16,11.96) 15.06 (6.94,16.78) 0.020

T2-5 2.05 (1.06.4.03) 3.94 (1.41.5.10) 0.215

M1 9.82 (4.31,20.77) 15.45 (10.43,25.33) 0.006

M2 26.78 9.35 27.07 7.08 0.842

M3 27.12 8.05 21.34 6.53 <0.001

M4 14.37 8.08 9.97 3.67 0.004

M5 4.23 (1.59.9.39) 4.27 (1.60.7.17) 0.744

MF 0.00 (0.00,0.23) 0.60 (0.03,1.60) 0.017

HM 0.00 (0.00.0.00) 0.00 (0.00.0.00) 1.000

HL 0.00 (0.00.0.00) 0.00 (0.00.0.00) 1.000

Bold values indicate p < 0.05.
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a curve, while the basis matrix shows the weight values of each
element in the matrix (Lee and Seung, 1999). In the analysis of
walking and running plantar pressure, traditional t-tests can be used
to compare the statistical differences in the contribution of each foot
region based on the basis matrix. However, traditional hypothesis
testing methods cannot reflect the continuous change characteristics
of the overall force curve for the coefficient matrix. The statistical
parameter mapping based on the theory of random fields has been
used for the analysis of continuous data, including kinematic and
kinetic data (Pataky, 2012; Pataky et al., 2015). In this study, we
applied this method to compare the coefficient matrices obtained
from NNMF of walking and running data, in order to achieve
quantitative analysis of the decomposed matrices. Our results
showed that under both walking and rearfoot striking running,
when the number of matrix factorization was set to 2, the fitting
degree of the reconstructed matrices exceeded the VAF value of
0.85 set in this study. This indicates that the dimensionality
reduction analysis of rearfoot striking running and walking can
be simplified into two dynamic foot functional units.

4.2 Analysis of foot functional unit features
during walking and running

Our study used NNMF to divide the two foot functional units
based on the main force application time of the overall foot
mechanics during walking and running. During walking, the first
foot functional unit mainly exhibited mechanical characteristics in
the support phase around 15%–35%, at this point, dorsiflexion of the
foot and flexion of the knee joint are used to complete the
deceleration of the body, which is the weight-bearing buffering
stage of walking (Earls, 2018; Perry and Burnfield, 2018).
According to Figure 4 and Table 1, the HM and HL regions
occupied 78.09% of the weight of all foot regions, indicating that
the heel region played a major role in buffering during weight-
bearing, while the midfoot (12%) and M3-M5 regions (7.08%) also
participated in buffering. This suggests that the heel receives the
highest impact during weight-bearing buffering, and the arch and
outer edge of the forefoot assist in completing the buffering. In the
second foot functional unit during walking, as shown in Figure 4 and
Table 2, the main force is concentrated around the support phase of
60%–80%, during this phase, the posterior muscles of the lower leg
and the muscles of the foot plantar flex to perform push-off, while
the muscles of the thigh and buttocks begin to exert force, extending
the knee joint and propelling the body forward (Earls, 2018; Perry
and Burnfield, 2018). The basic matrix shows that theM2-M4 region
occupies 68.27% of the weight, indicating that the middle part of the
forefoot is the main force application area during push-off. Early
studies on foot mechanics during walking typically considered the
foot to be supported by three points: the heel, lateral forefoot, and
medial forefoot (Zheng, 2002). With advances in foot pressure
testing methods, researchers found that the results of actual
walking tests contradicted the three-point support theory. This
may be due to traditional understanding not taking into account
the mechanical characteristics of the metatarsal bone section
(Zheng, 2002). Kanatli's research discovered that in a healthy
population, the middle area of the forefoot bears the highest
pressure during walking (Kanatli et al., 2008). This finding aligns

with the our results, which show that the primary force regions
during the support phase of walking are the heel and middle
forefoot. In contrast to previous studies, our study provides a
more detailed functional division based on foot mechanics,
namely, that the heel is the main force area during the buffering
phase of walking and the middle forefoot is the main force area
during the push-off phase.

During running, the plantar mechanical characteristics are
similar to walking. In the first functional unit, the main force is
concentrated around 10%–30%, with the heel being the main force
area (70.78%), and the midfoot (11.88%) and the medial-lateral
forefoot (10.05%) assisting in cushioning, meanwhile, the hip joint,
knee joint, and ankle joint sequentially flex to store kinetic and
gravitational potential energy as elastic potential energy (Mcmahon
and Cheng, 1990). In the second functional unit, as shown in
Figure 5 and Table 2, the main force characteristics are
concentrated around 40%–60% of the running support phase,
with the M1, M2, and M3 regions accounting for 63.86% of the
weight and the T1 region accounting for 15.06% of the weight. It can
be seen that during the push-off phase of running, the main force
areas are the medial and central parts of the forefoot and the toes,
and the foot exhibits an outward and rotational posture during force
exertion, gradually shifting the force from the lateral to the medial
side of the foot. Venkadesan’s team found that the transverse arch of
foot provides over 40% of the foot’s stiffness through variations in
the arrangement of the metatarsal bones (Venkadesan et al., 2020).
During the push-off phase of running, the metatarsophalangeal joint
undergoes flexion to increase the tension of the plantar fascia,
enhancing foot stiffness through the “windlass effect”.
Subsequently, the metatarsophalangeal joint extends, releasing
stored elastic potential energy to improve the efficiency of push-
off (Donatelli, 1987; Kelly et al., 2015). The significant role of the
metatarsophalangeal joint in this process may be the reason for the
prominent mechanical characteristics in the forefoot region
observed in this study. At the same time, the results of this study
show that, similar to walking, the forefoot area still plays a role in the
buffering functional unit during rearfoot strike running. During the
buffering phase of walking or rearfoot strike running, the foot
plantarflexes around the heel axis and the forefoot assists in
weight-bearing (Perry and Burnfield, 2018); after the heel lifts off,
the foot rolls around the toe axis, and at this point, the forefoot
completes the push-off phase (Perry and Burnfield, 2018). In these
two processes, the transverse arch of the forefoot participates in both
buffering and push-off, indicating its important role in the transition
from elastic buffering to rigid lever function. However, since this
study only investigated the foot’s mechanical characteristics, further
research on the arch should incorporate morphological changes in
the foot during the support phase for deeper insights.

4.3 Comparison analysis of foot function
units between walking and running

Quantitative analysis of the basic matrix and coefficient matrix
within the two functional units of walking and running was
conducted in this study. Results showed that in the first
functional unit, as shown in Figure 6 and Table 1, during the
first 20% of the support period, the overall force characteristics
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of the foot were higher in running than in walking (p < 0.001). This
study also found that in this functional unit, the contribution
weights of the M3 (p = 0.025) and M4 (p = 0.004) regions were
higher in running than in walking, while the weight of the HL region
was lower in running than in walking (p = 0.005), indicating that the
foot experiences greater impact during running in the first 20% of
the support period, and that compared to walking, the weight of the
lateral part of the heel is smaller during the buffering phase of
rearfoot landing when running, with the weight-bearing area more
biased towards the forefoot, suggesting that the forefoot may be
more involved in buffering under high loads. In the second
functional unit, as shown in Figure 7 and Table 2, it was found
that at the beginning of the support period, the overall force
characteristics of walking were lower than those of rearfoot
running (p = 0.014). During the 4%–5% support phase, walking
was higher than rearfoot landing when running (p = 0.010), due to
these two phases are short in duration, they cannot reflect curve
characteristics and are not further analyzed. During the support
phase from 11% to 69%, the overall force characteristics of walking
were lower than running (p < 0.001), while during the support phase
from 73% to 92%, the overall force of walking was higher than that of
running (p < 0.001). Combined with Figure 7, it can be seen that in
the push-off unit, running completed the main force production
process earlier than walking. For the basic matrix, the results of this
study found that in the T1 (p = 0.020), M1 (p = 0.006), and MF (p =
0.017) areas, the weight of the heel strike during running was higher
than that during walking, while in the M3 (p < 0.001) and M4 (p =
0.004) areas, the weight of running was lower than that of walking.
This indicates that running places greater stress on the arch area of
the foot during the heel strike phase compared to walking.
Moreover, in the forefoot area, the force production area during
running shifts from the lateral to the medial side compared to
walking, which allows for more complete toe-off extension. Wang
and Raychoudhury found that during running, the functional axis of
the metatarsophalangeal joint moved forward by about 3%
compared to walking (Raychoudhury et al., 2014; Wang et al.,
2021), which may have contributed to the greater contribution of
the toe region during running in this study.

There are also some limitations in this study. Although the
quality of NNMF for both walking and running in this study
reached 0.95, there still exists some error between the
factorization and the real data. Future research could increase
the number of matrix factorizations according to different needs
to improve the quality of the reconstructed matrix. In addition,
our study used NNMF to divide the plantar into ten regions and
analyzed the differences in plantar mechanical characteristics
between healthy individuals during walking and running.
However, some studies have shown that individuals with
symptoms, such as stroke, pes cavus, and flatfoot, exhibit
differences in plantar mechanics compared to healthy
individuals during walking (Hillstrom et al., 2013; Wang
et al., 2019; Bai et al., 2022). Therefore, it is recommended to
redefine the plantar regions and combine lower limb
biomechanical features for functional classification when
applying NNMF to symptomatic populations based on their
movement patterns. Additionally, NNMF can be used to further
analyze foot function from a mechanical perspective for
different types of movements, such as cutting and sudden

stops, in healthy individuals. Future research should increase
sample sizes and apply NNMF to functional analysis in different
populations and complex movements from a mechanical
perspective.

5 Conclusion

In this study, NNMF was used to decompose walking and
running into two foot functional units based on mechanical
characteristics. According to the matrix structure of each unit,
the two foot functional units corresponded to cushioning and
push-off, respectively. The forefoot accounted for a certain
weight in both cushioning and push-off functions, indicating the
existence of complex foot functional transformation mechanisms in
the transverse arch of foot. Compared with walking, running
completed push-off earlier, with a force application area that was
more inwardly biased towards the foot and with the big toe
accounting for a larger weight during push-off. The use of
NNMF to extract and quantify foot mechanics has certain
application value.
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In recent years, the analysis of movement patterns has increasingly focused on the
individuality of movements. After long speculations about weak individuality,
strong individuality is now accepted, and the first situation–dependent fine
structures within it are already identified. Methodologically, however, only
signals of the same movements have been compared so far. The goal of this
work is to detect cross-movement commonalities of individual walking, running,
and handwriting patterns using data augmentation. A total of 17 healthy adults
(35.8 ± 11.1 years, eight women and nine men) each performed 627.9 ±
129.0 walking strides, 962.9 ± 182.0 running strides, and 59.25 ±
1.8 handwritings. Using the conditional cycle-consistent generative adversarial
network (CycleGAN), conditioned on the participant’s class, a pairwise
transformation between the vertical ground reaction force during walking and
running and the vertical pen pressure during handwriting was learned in the first
step. In the second step, the original data of the respective movements were used
to artificially generate the other movement data. In the third step, whether the
artificially generated data could be correctly assigned to a person via classification
using a support vector machine trained with original data of the movement was
tested. The classification F1–score ranged from 46.8% for handwriting data
generated from walking data to 98.9% for walking data generated from
running data. Thus, cross–movement individual patterns could be identified.
Therefore, the methodology presented in this study may help to enable
cross–movement analysis and the artificial generation of larger amounts of data.

KEYWORDS

cross-movement individuality, cross-signal individuality, CycleGAN, data augmentation,
deep learning, generative adversarial network, movement pattern recognition, support
vector machine
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1 Introduction

After weak individuality had been used only sporadically for
quite some time and, meanwhile, acquired the status of a buzzword,
especially in connection with learning, training, and therapy, the
investigation of strong individuality had increasingly been asked for
(Schöllhorn, 1993; Bates, 1996). Often, a mixture of colloquial
(weak) and science–oriented (strong) understanding can be
observed, which is even more confusingly equated with
“personalized” (Ginsburg and Willard, 2009; Ng et al., 2009;
Chan and Ginsburg, 2011; Buford et al., 2013). Colloquially,
weak individuality often serves as an excuse for a lack of
statistically significant group differences (Davids et al., 1999;
Button et al., 2000; Nuzzo, 2014) or for not finding
commonalities across individuals (Schöner et al., 1992; Button
et al., 2000; Hecksteden et al., 2015; Barth et al., 2019). In
contrast, science on individuality is guided by the much stronger
criteria of forensics, which must withstand legal proof for sentencing
purposes. The two essential criteria are uniqueness and persistence
(Jain et al., 2006; Kaye, 2010), for the proof of which, first, a larger
amount of data is necessary, and, second, a different statistical
method than the average oriented in social sciences is required.
Both conditions explain why it is only with the more recent
development of appropriate methods and techniques that the
study of the strong individuality of selected forms of movement
has increased almost inflationary. Originating from the visual
perception of walking individuals (Johansson, 1973; Cutting and
Kozlowski, 1977; Troje, 2002), followed by biomechanical analyses
of gait movements (Schöllhorn et al., 1999; Windle et al., 1999;
Schöllhorn et al., 2002) and sporadically single sports movements
(Bauer and Schöllhorn, 1997; Schöllhorn and Bauer, 1998b),
analyses of a wide variety of movements have become
increasingly popular. Besides walking (Schöllhorn et al., 2002a;
Begg et al., 2005; Begg and Kamruzzaman, 2005), the
individuality of movements has also been shown in the field of
sports in sprinting (Schöllhorn et al., 2001), running (Schöllhorn
and Bauer, 1998a; Maurer et al., 2012; Hoerzer et al., 2015; Hoitz
et al., 2021), javelin (Schöllhorn and Bauer, 1998b) and discus
throwing (Bauer and Schöllhorn, 1997), and horseback riding
(Schöllhorn et al., 2006), as well as in the field of music when
playing the flute (Albrecht et al., 2014). Similar features could be
shown for team behavior in volleyball (Westphal and Schöllhorn,
2001; Jäger and Schöllhorn, 2007), soccer (Grunz et al., 2012; Rein
and Memmert, 2016), or basketball (Schmidt, 2012; Kempe et al.,
2014). Typical parameters investigated are biomechanical data from
video recordings (Kaur et al., 2023), force plates (Horst et al., 2016;
Horst et al., 2017a; Horst et al., 2017b), pressure insoles (Schöllhorn
et al., 2002b; Jacques et al., 2022), EMG (Jaitner et al., 2001; Aeles
et al., 2021), and brain signals (Liao et al., 2014; Lee et al., 2022).
Besides these, wearable sensors are becoming increasingly popular
(Hammad and El-Sankary, 2020). Situated “perturbations” such as
emotions (Janssen et al., 2008), fatigue (Burdack et al., 2020a), or
time alone (Schöllhorn and Bauer, 1998b; Horst et al., 2016; Horst
et al., 2017a; Horst et al., 2017b) were not able to move the patterns
out of the strong individual space. Consequently, robust evidence for
an important role of individuality is provided in short–term adaptive
behavior. What all studies listed so far have in common is that they
answer questions that could be carried out based on the comparison

of a single movement technique. From this, the problem of
individuality in longer–term learning, like in training or therapy,
must be distinguished, especially with respect to the criterion of
permanence. Repeating or learning the same movement by the same
person never encounters comparable conditions again due to
cognitive and body memory (Horst et al., 2020). To solve this
problem, finding commonalities in learning different movements
seems an appropriate approach but requires the identification of
movement-independent individuality. In a first proposal, evidence
for individual characteristics across three throwing techniques of the
decathlon (final throwing phase of shot put, discus, and javelin) with
similar kinematic structure was provided (Horst et al., 2020). The
aim of this study is to identify individual commonalities of
movement forms with different kinematic structures.

The problem with this is that the classification models cannot
transfer among domains and thus only work on data from one
domain. Consequently, it is not straightforward to train a
classification model with walking data and test it on running
data to identify any common underlying structures. However,
new methods from the field of deep learning provide the
potential to address this problem. Approaches from image
generation offer solutions for analog problems. In
image–to–image translation or style transfer, it is possible to
learn a relationship between images from two domains, domain
A (e.g., horses) and domain B (e.g., zebras), so that realistic images of
domain B can then be generated from images of domain A. This has
been done without losing the image content. Images of horses can
become pictures of zebras, or images of a landscape can become
pictures of the same landscape as it might look in summer or in
winter.

In the area of data generation, Generative Adversarial Networks
(GANs) (Goodfellow et al., 2014; Goodfellow et al., 2020) have
proven to be extremely successful in generating new, previously
unseen data that is somewhat similar to a given training data set. In
order to solve “generative modeling” problems, the goal of a GAN is
to learn the probability distribution of the data to be generated.
Based on this probability distribution, the GAN then generates new
data from this probability distribution. However, a major challenge
with GANs is that they require a very large database of paired data to
solve image-to-image translation (Zhu et al., 2017). This makes the
GANs difficult to apply in the context of cross–movement studies
for many problems. First, it is often not possible to generate the
necessary large data sets, and second, due to the continuous change
of movement patterns (Horst et al., 2019), finding matching pairs of
movements between two movements can be problematic.

A further development of the GAN that circumvents the
pairwise data problem that respectively offers a possible solution
and can be successfully applied on relatively small data sets is the
cycle–consistent GAN (CycleGAN) (Zhu et al., 2017). Here,
images from domain A can be translated into domain B, but
the basic content from domain A is preserved. A well–known
example that makes use of this method is FaceApp (FaceApp
Technology Limited, Cyprus). Given images of faces, the app
allows for a transformation that makes someone’s face laugh,
look older, look younger, or appear in the style of the
opposite sex.

While the CycleGANs work quite well on images, it has not been
applied to movement measurements. Therefore, in this work, we will
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use CycleGAN to identify common individual patterns across
different movements. Specifically, we aim to find individual
commonalities underlying the walking, running, and handwriting
patterns of the same person.

With the CycleGAN, we generate artificial movement data of
movement B from the original data of movement A. Specifically, we
generate the other two movements from the walking, running, and
handwriting movements (i.e., walking to running, walking to
handwriting, running to walking, running to handwriting,
handwriting to walking, and handwriting to running). The
movements were chosen from the point of view that with
walking and running, we have two related movements, and with
handwriting, one very different from them. Based on former studies
on individuality (Bauer and Schöllhorn, 1997; Schöllhorn et al.,
2002a; Schöllhorn et al., 2002b; Schöllhorn et al., 2006; Janssen et al.,
2008; Janssen et al., 2011; Schmidt, 2012; Albrecht et al., 2014; Horst
et al., 2016; Horst et al., 2017a; Horst et al., 2017b; Horst et al., 2019;
Burdack et al., 2020a), we assume that individuals can be
distinguished by their walking, running, and handwriting
patterns. From this, we derive the following research questions:
Can CycleGANs artificially generate pairwise data between walking,
running, and handwriting movements, and can this artificial data be
assigned to the correct individuals?

2 Materials and methods

2.1 Participants and ethics statement

The study participants were 17 athletically active, healthy
adults (eight women and nine men; 1 left–handed and
16 right–handed) who regularly handwrote and ran for
health reasons (the group characteristics are shown in
Table 1). Before participating in the study, the participants
signed informed consent forms. The study was conducted
according to the guidelines of the Declaration of Helsinki
and approved by the Ethics Committee of the Johannes
Gutenberg–University Mainz (2022/05; 5/23/2022). Each
participant visited the biomechanics laboratory once, where
all measurements took place.

2.2 Experimental protocol

At the beginning of the study, the preferred walking speed
(PWS) and preferred running speed (PRS) on the treadmill were

determined for each participant (Dal et al., 2010). The PWS is a
speed that the participants prefer in their leisure time, for
example, when going for a walk, and the PRS is a speed at
which they “feel comfortable” and “can keep going for a very
long time”. At the same time, the determination of PWS and
PRS also served as a habituation to the treadmill. This was
followed by familiarization with writing on the digitizing tablet
with a pressure–sensitive pen, with everyone writing the
sentence that was also written in the data collection (see
below) five times.

As presented in Figure 1, the participants performed six sets
of 4 min of running or walking. Each was followed by a 4–minute
break during which they performed 10 handwriting trials. To
achieve greater variation within participants (for more robust
training of the Deep Learning models, we increased the variance),
we varied the speed in each of the three walks and runs slightly
from slow: 85% PWS/PRS, to normal: 100% PWS/PRS, and fast:
115% PWS/PRS. To avoid sequence effects, we randomly shuffled
the order of the walking and running conditions across all
participants, with the only restriction being that walking and
running must always alternate due to load control. Between each
walk and run, the phrase “Wellen folgen den Bewegungen”
[English: “waves follow the movements”] was handwritten
10 times. The sentence was chosen because it was as neutral
and as contentless as possible in terms of meaning. Again, to
provoke greater variation in the data, a new instruction was given
for each handwriting set, which was implemented at the
discretion of the participants. The instructions included
writing “normal” or “bigger”, “smaller”, “faster”, “slower”, and
“more beautiful” as usual. Again, we randomized the order of
each instruction.

2.3 Data acquisition

The movements investigated in this study are walking, running,
and handwriting. Walking and running were performed on a
treadmill (cos12148, h/p/cosmos, Leipzig, Germany) and
recorded with pressure soles (pedar, novel, Munich, Germany) at
a frequency of 100 Hz. The handwriting was performed using a
pressure-sensitive pen (Wacom Pro Pen 3D, Wacom, Düsseldorf,
Germany) with 4096 pressure levels on a digitizing tablet on which a
paper was adjusted (Wacom Intuos Pro Paper Edition L, Wacom,
Düsseldorf, Germany) with a recording frequency of 200 Hz and
recorded with the software CSWin (CSWin 2016; MedCom Verlag,
Munich, Germany).

TABLE 1 Participant characteristics.

M SD

Age (years) 35.8 11.1

Height (cm) 172.1 6.2

Body mass (kg) 68.0 9.3

Preferred walking speed (km/h) 4.2 0.5

Preferred running speed (km/h) 8.4 1.4

Data are presented as mean (M) and standard deviation (SD); preferred walking and running speed was determined while walking/running on the treadmill.
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2.4 Data processing

For the locomotion tasks, the vertical ground reaction force
(GRF) was calculated from the pressure data using Pedar Mobile

Expert software (version 8.2). The stance phase from heel strike to
toe–off of the left and right foot was determined using a vertical GRF
threshold of 50N. Each ground contact with one foot was time-
normalized to 128 values. Burdack et al. (2020b) showed that the
exact vector length plays a minor role as long as the curve shape is
preserved. In addition, the data were normalized by body weight and
scaled to the range [0, 1] (Chau, 2001a; Chau, 2001b; Hsu et al.,
2003). After scaling, the step pairs from the left and right ground
contact were combined into one vector of 256 values (128 data
points left foot + 128 data points right foot). Each vector begins with
a left-ground contact and ends with the corresponding right one. If
the data of ground contact was incorrect during recording, this and
the corresponding ground contact of the other foot were deleted
from the recording.

For handwriting, only the vertical pen pressure data where the
pressure on the pen was greater than zero was considered.
Furthermore, we considered only the first letter W for the
handwriting analysis. If the W was not written in one piece, the
test was discarded. In the case that the ‘e’ was written from the W
without settling, the point with the least pressure between theW and
the ‘e’ determined the end of the W. In addition, the handwriting
data were filtered with a 1st–order Savitzky–Golay filter with a
window size of 13 (Savitzky and Golay, 1964), which smoothens on
the least squares method while maintaining the shape and height of
the waveform peaks (Schafer, 2011). Data were also
time–normalized to 256 data points to have the same length as
the GRF data, z–standardized, and scaled to the range [0, 1]. The
reduction of the entire sentence to the letter W had several reasons.
First, preliminary measurements showed that compressing the
signal of the entire sentence to 256 data points meant that the
handwriting could no longer be generated sufficiently well. Derived
from this, we wanted to obtain a signal that was similarly
complicated and on a similar time scale in execution as that of
the locomotion movements.

2.5 Data analysis

2.5.1 Data analysis procedure
Figure 2 shows a schematic example of the data analysis flow for

a portion of the data (Data A). It is important to emphasize that the
conditional CycleGAN training data is separate from the generation
data and from the SVM training data. While the conditional
CycleGAN training for data A and B occurs simultaneously, the
paths of data A and B are strictly separated from the time of data

FIGURE 1
Experimental sequence with the chronological sequence of the three walking, three running, and six handwriting conditions. The walking and
running conditions were always alternated with handwriting. In addition, walking and running were always alternated for stress control reasons. The
starting condition (walking or running) was randomized between participants.

FIGURE 2
Description of the procedure from data generation to
classification. For the sake of clarity, only the way of generating new
data from data A is described in the figure. However, the way of
generation from data B is analogous. For illustration purposes,
data A corresponds to walking and data B to running. (1) Original Data:
In each case, the original data was split 90:10. (2) The outlined process
of the conditional CycleGAN: 90% of the data of A and Bwere used for
training the conditional CycleGAN. The trained generators were then
used to generate new data B from the remaining 10% of data A
accordingly. (3) The outlined procedure of classification using a
Support Vector Machine (SVM): the SVM was trained with the 10% of
data B that was not used for training the conditional CycleGAN. In
each case, the SVM was tested with the newly generated data B.
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generation. The details of data generation and classification are
described below.

2.5.2 Data generating–conditional CycleGAN
With the CycleGAN (Zhu et al., 2017), we want to translate the

movements of walking, running, and handwriting, keeping
individual features in each case. Again, an unpaired approach is
particularly appropriate because we want to translate data from one
movement domain (e.g., walking) into data from another movement
domain (e.g., running) without knowing a possible mapping of the
different movements of each domain to each other.

In doing so, our approach deviates somewhat from the original
CycleGAN formulation. Since we want to preserve the individual
component via the movement data transfer as well, we have added a
class condition to the conventional CycleGAN in the following.

2.5.2.1 Formulation of the conditional CycleGAN
The goal of the conditional CycleGAN, conditioned on the

participant’s class label, is to learn mapping functions between
two domains X and Y under the condition of the classes Z given
the training samples xi{ }Ni�1 where xi ∈ X and yj{ }M

j�1 where yj ∈ Y,
and the class embedding zk{ }Pk�1 where zk ∈ Z. For simplicity, the
indices i, j, and k are omitted in the following. The data distribution
is denoted as x ~ pdata(x) and y ~ pdata(y), for the input of the
original data, z ~ pclass(z) for the class embedding, and
x, z ~ pdata(x, z) and y, z ~ pdata(y, z) for the data under the
class condition. The conditional CycleGAN includes two mappings
G: (X,Z) → Y and F: (Y,Z) → X. Furthermore, there are two
adversarial discriminators DX and DY, where the aim of DX is to
distinguish between data x{ } and translated data F(y, z){ } and
correspondingly for DY to distinguish between y{ } and G(x, z){ }.
In the following, the terms adversarial loss (Goodfellow et al., 2014;
Goodfellow et al., 2020), cycle–consistency loss (Zhu et al., 2017),
and identity–mapping loss (Taigman et al., 2017), which are
elementary for the conditional CycleGAN, are described and
finally summarized in the objective function.

Adversarial Loss (Goodfellow et al., 2014; Goodfellow et al.,
2020): To both functions, adversarial losses are applied. For the
mapping function G: (X,Z) → Y and its discriminator DY, the
adversarial loss is:

LGAN G,DY,X,Y,Z( ) � Ey,z~pdata y,z( ) logDY y, z( )[ ]
+ Ex,z~pdata x,z( ),z~pclass z( ) log 1 −DY G x, z( ), z( )( )[ ]

where G aims to generate data G(x, z) that look similar to data from
domain Y, while DY tries to distinguish them from the real samples
y.G tries to minimize this goal against an adversaryD, which in turn
tries to maximize it: min Gmax DYLGAN(G,DY,X, Y, Z). The
adversarial loss for the mapping function F: (Y,Z) → X and its
discriminator DX is formulated accordingly.

Cycle–Consistency Loss (Zhu et al., 2017): In addition, to reduce
the space of possible mapping functions G and F, the mapping
functions should be cycle–consistent. For each data x from domain
X, the data translation cycle should be able to return x to the original
data: x → G(x, z) → F(G(x, z), z) ≈ x, which is called forward
cycle consistency. The backwards cycle consistency applies
accordingly to y from domain Y. To achieve cycle consistency,
the following cycle–consistency loss is expressed:

LCYC G, F( ) � Ex,z~pdata x,z( ),z~pdata z( ),x~pdata x( ) ‖ F G x, z( ), z( ) − x‖1[ ]
+ Ey,z~pdata y,z( ),z~pdata z( ),y~pdata y( ) ‖ G F y, z( ), z( ) − y‖1[ ]

Identity–mapping Loss (Taigman et al., 2017): To promote the
successful reproduction of the input, an identity-mapping loss is
formulated:

LID G, F( ) � Ey,z~pdata y,z( ),y~pdata y( ) ‖ G y, z( ) − y‖1[ ]
+ Ex,z~pdata x,z( ),x~pdata x( ) ‖ F x, z( ) − x‖1[ ]

Full Objective: To summarize, the complete objective is:

LCYC G, F,DX ,DY( ) � LGAN G,DY ,X,Y( ) +LGAN F,DX ,Y ,X( )
+ λCYCLCYC G, F( ) + λIDLID G, F( )

where λCYC and λID control the relative importance of the two
objectives, respectively.

The goal is to solve the following equation:

G*, F* � argmin
G,F

max
DX ,DY

L G,F,DX ,DY( )

2.5.2.2 Architecture and training details
The basic architecture and training details are based on the

CycleGAN architecture of Zhu et al. (Zhu et al., 2017) and its
implementation on GitHub (https://github.com/junyanz/
CycleGAN). Thereby, the generator architecture is in turn
based on the GAN architecture of Johnson et al. (Johnson
et al., 2016), and the discriminator architecture is based on
PatchGANs (Li and Wand, 2016; Isola et al., 2017; Ledig et al.
, 2017). We implemented the class conditioning according to the
conditional GAN model of Isola and colleagues (Isola et al.,
2017). To implement the code, we used Tensorflow 2.9.2 (Abadi
et al., 2015). In the following, we point out all differences in
specifications from the originally proposed constructs and
training parameters.

The specific layers used for the generator and discriminator
models, including their filter and kernel sizes, are shown in Figure 3.
We fitted all layers to a one–dimensional input. Moreover, for the
convolutional layers shown, we initialized the model weights with a
random Gaussian with a mean of 0.00 and a standard deviation of
0.02. In addition, we used the same padding.

Other specific settings not shown in Figure 3 for the
discriminator and generator are noted below. For the
discriminator, we used 70 × 1 PatchGANs according to Isola
et al. (2017). The convolutional layers had a stride of two for all
layers except the output layer, where the stride is one. In addition,
the slope of the leaky ReLU layers was set to α = 0.2. The generator
model according to Johnson et al. (2016) consists of an encoder, nine
consecutive residual networks (ResNet) for transformation, and a
decoder. The stride of the first and last convolutional layers and
ResNet convolutions is one, while it is two in every other
convolutional layer. For all parameters of the discriminator and
generator not mentioned, we used the default values of Tensorflow
(version 2.9.2).

Furthermore, 200 epochs were trained with a batch size of 64.
The discriminator used the Adam solver with a constant learning
rate of 0.0002.While for the generator, we adjusted the learning rates
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FIGURE 3
Schematic structure of the conditional CycleGAN, the generator, and the discriminatormodel. (1) The conditional CycleGANwith walking exemplary
for Data A and running for Data B: In 1.1, the path is shown starting from Data A, and in 1.2 starting from Data B. It is important to emphasize that the
identically named generators and discriminators are the same in each case and are trained from both directions. Furthermore, the basic generator and
discriminator models are the same. (2) Generator model: presented are the layers including filter and kernel size (e.g., 64 × 7 Conv = convolutional
Layer with 64 filters and a kernel size of seven). (3) PatchGAN discriminator model: presented are the layers including filter and kernel size.
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according to the pair of data. For the conditional CycleGAN between
walking and running data, as suggested in the study by Zhu et al.
(2017), the learning rate was set to 0.0002 for the first 100 epochs
and then linearly decreased to 0 for the next 100 epochs. For the
conditional CycleGAN between walking and handwriting data or
running and handwriting data, in the first 50 epochs, the learning
rate was 0.0128 (= 0.0002 * 64 (batch size)); in the next 50 epochs, it
was 0.0016 (0.0002 * 8 (square root of the batch size)); and in the last
100 epochs, it was linearly decreasing to 0. In addition, λCYC was set
to 10 and λID to 5 in Equation 4. The trained generator with the
lowest loss value over each of the 200 epochs was selected for data
generation.

2.5.2.3 Data classification
Since there are no theoretical or practical empirical values for the

time series-based method used in this study in terms of the
minimum amount of data, we roughly followed the sizes of the
image datasets used in the CycleGAN article (Zhu et al., 2017). We
collected 10,661 walking strides (627.9 ± 129.0 per person),
16,358 running strides (962.9 ± 182.0 per person), and
1,067 handwritings (59.25 ± 1.8 per person). Each vector of
walking or running stride and handwriting included 256 data
points (walking/running: 256 data points = 128 data points of
left food contact + 128 data points of the right food contact).

Participant classifications were based on support vector machine
(SVM) (Cortes and Vapnik, 1995; Boser et al., 1996; Müller et al.,
2001; Scholkopf and Smola, 2002) with an extensive hyperparameter
search in terms of kernel (linear, radial basis function, sigmoid, and
polynomial) and cost parameter (C = 2−5, 2−4.75,. . . , 215).

We examined the performance to discriminate walking,
running, and handwriting patterns between participants using a
multi-class classification with 17 classes, where each participant
represented one class. As shown in Table 2 for the original data (and
in more detail for the generated data in the Supplementary Table
S1), the amount of training and testing data used for the
classifications varied in size due to the different data sets. In
addition, to relate the results of the participant classification
based on the original data, we exactly matched the training and
test splits of the walking and running classification to those of the
writing classification.

To evaluate the results of the multi-class classifications, the
performance indicators accuracy, F1-score, precision, and recall
were calculated after five-fold cross-validation. The number of
true positives (TP), true negatives (TN), false positives (FP), and
false negatives (FN) define these metrics:

Accuracy � TP + TN

TP + TN + FP + FN

Precision � TP

TP + FP

Recall � TP

TP + FN

F1 − score � 2p
PrecisionpRecall

Precision + Recall

The baseline reference is the zero-rule baseline (ZRB), which
results from the theoretical accuracy when the classifier always
predicts the most frequented class of the training set. Since our
dataset is unbalanced, the ZRB is calculated by dividing the
number of training trials of the most frequent class by the
number of all training trials in the corresponding classification
task:

ZRB � TrainingTrialsMost Frequent Class

All Training Trials

For a detailed overview of the calculated ZRB for each
classification task, see Supplementary Table S2.

The classification was performed within Python version
3.9.12 (Python Software Foundation, Wilmington, DE,
United States) using the scikit–learn toolbox version 1.1.3
(Pedregosa et al., 2011).

3 Results

3.1 Participant classification on original data

The basic assumption of this study is the existence of the
distinguishability of the individual movement patterns between
the persons. To test this assumption, an SVM was used to
classify individuals based on walking, running, or handwriting
data. As presented in Table 3, it is possible to distinguish the
participants from each other in both the walking and running
data, and the handwriting data with more than 98.0%
classification F1–score each.

3.2 Qualitative analysis of generated data

Figure 4 shows an example of the data of the participants p3
(Figure 4.1) and p5 (Figure 4.2). Looking at the shape of the curves, it
is noticeable that the generated running (genRunning), generated

TABLE 2 Description of the data of the baseline participant classification by means of SVM based on the original walking, running, and handwriting data.

Original data SVM

Number of training data Number of test data

Walking 9,594 (565.1 ± 110.7) [905 (53.3 ± 1.5)] 1,067 (62.9 ± 12.3) [101 (5.9 ± 0.3)]

Running 14,722 (866.6 ± 163.9) [905 (53.3 ± 1.5)] 1,636 (96.3 ± 18.1) [101 (5.9 ± 0.3)]

Writing 905 (53.3 ± 1.5) 101 (5.9 ± 0.3)

An SVMwith five–fold cross–validation was applied. The table shows the total number of trials for the training and test data from all 17 participants. The mean amount and standard deviations

of the trials of each participant are shown in round brackets. In square brackets, the number of trials of the walking and running data adjusted for the number of trials of the writing data is also

shown.
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walking (genWalking), and generated handwriting (genWriting)
data correspond to the curve of the respective original data.
However, based on the examples, it is noticeable that genWalking
and genRunning data generated from walking or running data show
a distribution with lower variance. In addition, the examples of
genRunning data from walking data show a small wave at the end of
the left and right ground contact, which does not occur in the
original running data. In the genWalking and genRunning data,
which are based on the handwritten data, it can also be seen that
there are sections within the curves that vary noticeably in variance
(e.g., Figure 4.1.3: the right ground contact in each case for
genWalking and genRunning). A more detailed look at the
genWriting data shows that they deviate somewhat more from
the original data than genRunning data and genWalking data. In
addition, for example, there are also fewer smooth curve
components (Figure 4.1.2). Furthermore, it is noticeable that the
first value of the generated data tends to be too small (i.e., by 0.0) and
does not match the original data (i.e., by 0.2).

Looking at the data at the individual participant level, we see that
individual characteristics of the original walking, running, and
handwriting data were carried over into the genWalking,
genRunning, and genWriting data, respectively. For example, in
both p3 and p5, the somewhat stronger impact peak of the right
ground contact during running is also transferred accordingly in the
respective genRunning data. In addition, in the genWalking data at
p3 (Figure 4.1.2), the left ground contact shows a higher loading
peak than the terminal stance peak, which is exactly the opposite in
the right ground contact but corresponds to the original data in both
cases. Also, in handwriting, for example, it can be seen that the
pattern of p5 (Figure 4.2.3) is somewhat wavier than that of p3
(Figure 4.1.3), which is also reflected in the corresponding
genWriting data.

3.3 Classification with generated test data

Table 4 presents the results of the person classifications with
generated test data. The classification F1–score of the genRunnings
generated from walking data and the genWalkings from running data
was 92.5% and 98.9%, respectively. The classification F1–score of the
genRunnings and genWalkings from handwriting data was 78.7% and
78.4%, respectively. For the genWriting data generated from the walking
and running data, the F1–score was 46.8% and 50.0%, respectively. Thus,
the results are 7.7–14.0 times better than the ZRB guess probability.

4 Discussion

4.1 Person classification based on original
data

To test the underlying assumption of the individuality of the
collected walking, running, and handwriting patterns in the present
study, person classifications were performed. The results of the
person classifications based on the original data confirm our
assumption that both vertical GRF in walking or running and
vertical pen pressure in handwriting clearly differ between
participants in each case (F1–score: running: 99.6%, walking:
99.7%, and writing: 99.0%). These results are therefore within the
range of previous studies on the individuality of movement patterns
(Bauer and Schöllhorn, 1997; Schöllhorn et al., 2002a; Schöllhorn
et al., 2002b; Schöllhorn et al., 2006; Janssen et al., 2008; 2011;
Schmidt, 2012; Albrecht et al., 2014; Horst et al., 2016; Horst et al.,
2017a; Horst et al., 2017b; Horst et al., 2019; Burdack et al., 2020a).

In order to be able to relate the results of the person classifications
between themovements based on the original data, the data sets of the
walking and running data were adjusted to the size of the data set of
the writing data. Due to the reduction of the data set, the classification
results of the original walking (99.7%–98.0% F1–score) and running
(99.6%–99.0% F1–score) data slightly decreased.When comparing the
classification results between the vertical GRF of walking and running
and the vertical pen pressure patterns in handwriting, no differences
were shown between the signals of running and those of writing.
However, there is a difference, albeit very slight, between the results
based on the signals of walking and those of walking or writing. A
possible explanation for the somewhat more individual patterns in
running compared to walking could be due to, for example, a different
frequency spectrum or higher applied forces (Burdack et al., 2020a).
Similar to the study by Schöllhorn et al. (2002a), where the most
extreme heel heights of shoes resulted in the highest recognition rate,
running can be seen as a more extreme movement that forces the
participants to show their individuality. Whereas in walking speed
there are many more possibilities for compensation. However, for
larger data sets, the above points seem to play a minor role in
influencing person classification. One approach to explaining the
slightly better handwriting results compared to those of walking could
be the different localization of the movement control in the central
nervous system. The time normalization and accompanying possible
interpolation of the vectors should have only a subordinate influence
on the results of the classification (Burdack et al., 2020b).

TABLE 3 Classification scores of person recognition using SVM based on original data.

Classification problem Classification score [%] Number of trials

Acc F1 Prec Rec ZRB Train Test

Walking 99.7 [98.0] 99.7 [98.0] 99.7 [98.4] 99.7 [98.0] 7.5 [6.0] 9,594 [905] 1,067 [101]

Running 99.6 [99.0] 99.6 [99.0] 99.6 [99.1] 99.6 [99.0] 6.7 [6.0] 14,722 [905] 1,636 [101]

Writing 99.0 99.0 99.2 99.0 6.0 905 101

In squared parentheses are the results of the original walking and running classification, where the number of trials was exactly matched to that of the writing classification. ZRB, Zero–Rule

Baseline; Acc, Accuracy; F1, F1–Score; Prec, Precision; and Rec, Recall.
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4.2 Data generation and person
classification based on generated data

In the first step of data analysis, transformations between the
vertical GRF data of walking and running movements and the
vertical pen pressure of handwriting were learned using the deep
learning method CycleGAN (Zhu et al., 2017) with a participant’s

class conditioning. Then, based on the learned transformations, the
data of each of the other two movements was artificially generated
from the third movement. This generated data was then tested in a
person classification trained with the original data.

The results ranged from 46.8% to 98.9% F1–score,
corresponding to almost 8 times and up to 14 times the guess
probability, respectively. Consequently, this provided the first

FIGURE 4
Original and CycleGAN-generated Data. Shown is the test set data of Participant 3 (1) and Participant 5 (2). Panels 1.1 and 2.1 show the original
walking data and the genRunning and genHandwriting data generated from them. Accordingly, panels 1.2 and 2.2 refer to the original running data, and
panels 1.3 and 2.3 to the original handwriting data each with the data generated from them. The mean values and standard deviation over the respective
curves are shown in each case. On the x–axis, the respective courses over the 256 time points are shown. The y–axis shows the vertical force scaled
to the interval [0, 1]. For the walking and running data, the values 1 to 128 represent the ground contact of the left foot and the values 129 to 256 of the
right foot. genRunning, generated running data; genWalking, generated walking data; and genWriting, generated handwriting data.
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evidence that it is possible to learn pairwise transformations between
the respective movement data on the one hand, and preservation of
individual structures on the other hand.

The generation of the genRunning (92.5% F1–score) and
genWalking (98.9% F1–score) data from the original walking and
running data worked particularly well. This impression can be
confirmed by looking at the figures (Figure 4) of the generated
data. The generated genWalking and genRunning data from the
original walking and running data are not only very similar in their
general shape to the original data but also reflect the respective
individual characteristics such as impact peak or time course
features in their curves. However, the figures (Figure 4) also
show differences between generated and original data. For
example, the variance of the generated data was shown to be
significantly lower than that of the original data. This observation
could be attributed to the fact that GANs aim to learn probability
distributions that accurately represent the underlying data
generation process (Goodfellow et al., 2014; Goodfellow et al.,
2020). Thus, the generator might have tried to stay as close as
possible to the learned probability distribution. In addition, curve
features were also uncovered that did not appear to have a
substantial effect on classification but did not match the original
data. On the one hand, this provides a reason for caution for the use
of the generated data, and on the other hand, it reveals optimization
potential that should be addressed in future research.

To be able to explain the approximated 6% difference in the
classification results of the genRunning and genWalking data,
several explanatory approaches come into question. One possible
approach could be due to the highly non–convex optimization
process of the conditional CycleGAN so that the generator was
stuck in a local minimum, for example, or the initially learned
weights negatively influenced the learning process of the
genRunnings. Alternatively, it could be that the running data
contains more or different information than the walking data,
and it is therefore easier for the conditional CycleGAN to
generate genWalking data from the running data than
genRunning data from the walking data. However, if we put the
classifications in relation to the guessing probability, we notice that
the results with 13.2 and 13.8 times the ZRB roughly correspond.

The results of the genRunning and genWalking data from
handwriting data are 78.7% and 78.4% F1–score and the

genWriting data from running (50.0% F1–score) and walking
(46.1% F1–score) data are at least 7.7 times better than the ZRB.
Thus, the results are worse than those of the genRunning and
genWriting data generated from the walking and running data.
The figures (Figure 4) provide a first explanation in this respect. At
first glance, the genRunning and genWalking data from the
handwriting data and the genWriting data from the running and
walking data correspond quite closely to the original data, including
the adoption of the curve–specific individual characteristics. The
genRunning and genWalking data from the handwriting data, for
example, show a relatively strong unequal distribution of the
variance in certain curve segments, which does not occur in the
original data. However, this could also be due to the relatively small
amount of handwriting data generated so that individual trials with a
greater deviation from the mean are more significant and are shown
relatively overrepresented. The genWriting data also shows a lower
variance than the original handwriting data and represents the
original curve in part only in a rough form. A further potential
explanation for the lower classification results compared to the data
generated between walking and running, as well as the discrepancy
between the genRunning and genWalking data and the genWriting
data derived from walking and running data, could be attributed to
the quantity of handwriting data. The limited training data available
for the conditional CycleGAN could result in the generator learning
a probability distribution that does not accurately represent the
original data. One more possible explanation is that generating
handwriting is inherently more challenging than generating walking
or running. Additionally, the bipedal nature of walking and running
may provide additional information about the relationship between
the left and right steps, which could facilitate the generation, but this
is not present in the case of handwriting. To what extent the different
central nerves control locomotion movements such as walking or
running and arm or wrist movements such as writing influences the
identification of individual patterns remain a subject of future
research. The extent to which analyzing the first letter of the
sentence while handwriting, and a possible altered variation in
movement associated with this, may also have influenced the
results remains a subject for future investigation. A further
possible explanation could lie in the architecture and training
parameters of the conditional CycleGAN so that parameter
tuning or optimization of the architecture of the generator or

TABLE 4 Classification results of person recognition using SVM with generated test data.

Classification problem Classification score [%] Number of trials

Test Data Generated from Acc F1 Prec Rec ZRB Train Test

genRunning ←Walking 93.6 92.5 95.9 93.6 6.7 1,636 1,067

genWriting ←Walking 52.2 46.8 49.7 52.2 6.0 101 1,067

genWalking ←Running 98.9 98.9 98.9 98.9 7.5 1,067 1,636

genWriting ←Running 53.9 50.0 50.1 53.9 6.0 101 1,636

genRunning ←Writing 71.3 78.7 75.5 86.7 6.7 1,636 101

genWalking ←Writing 73.3 78.4 73.4 88.1 7.5 1,067 101

ZRB, Zero–Rule Baseline; Acc, Accuracy; F1, F1–score; Prec, Precision; Rec, Recall; genWalking, Generated walking data; genRunning, Generated running data; and genWriting, Generated

handwriting data.
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discriminator (details in chapter IV.D) can achieve domain–specific
improvements.

4.3 Identification of underlying individuality
across movements

The results provide further evidence for the possibility of
automatic recognition of movement patterns across movements.
So far, this could only be done for very similar movements using the
joint angle curves in shot put, discus, and javelin throwing, taking
into account all kinematic variables except that of the throwing arm
(Horst et al., 2020). With the proposed method, we can extend this
approach considerably. As shown in this work, transferable
individual movement features can also be found in movement
data that differ significantly in their time course and originate
from very different movements.

Other previous studies on the automatic identification of
individual movement patterns investigated these in each case
only based on single movement signals (Bauer and Schöllhorn,
1997; Schöllhorn et al., 2002a; Schöllhorn et al., 2002b;
Schöllhorn et al., 2006; Janssen et al., 2008; Janssen et al., 2011;
Schmidt, 2012; Albrecht et al., 2014; Horst et al., 2016; Horst et al.,
2017a; Horst et al., 2017b; Horst et al., 2019; Burdack et al., 2020a).

Even though we can provide the first cross–movement
approaches in this work, we are only at the beginning of
cross–movement research. We were able to provide the first
evidence in this study, using vertical forces and pressure data
respectively, that it is possible to learn transformations
between these data to generate artificial data that still
preserve latent patterns of the original data. Thus, we
provide a “proof of concept” of the presented method,
which has the potential to represent a starting point for
further research in this context.

In this respect, an extension of the study to other data signals as
well as other biological data would be useful. It would be of interest
to see how additional movement components such as three-
dimensional GRF, which has been shown to be better than
vertical GRF in classifying individuals (Horst et al., 2023), could
convey additional information about the individual. While a transfer
from kinematic data to GRF data during walking could be shown
using GANs (Bicer et al., 2022), there is still great potential to be
exploited cross–movement wise. For example, it is important to find
out the extent to which the large thematic overlap of locomotion
movements might affect inherent biases related to movement
character or motor and neurological control compared to
handwriting. It is therefore even more encouraging that more
different movement signals, such as that of handwriting, could be
adequately generated. This gives room for an experimental
extension to other signals as well as to linkages with other signals
such as audio (e.g., voice), ECG, or EEG (John et al., 2022), which,
however, remain the subject of future research.

Furthermore, while we have found individual cross–movement
commonalities, what these explicitly look like and what
characteristics they exhibit should be addressed in future
research. In addition to the individual movement component, it
might also be possible to find further latent patterns or
subcomponents across movements. Other movement components

could be the movement technique or situational adaptations to
fatigue, emotions, environment, etc.

The individual patterns across movements also suggest that
there might be characteristic features of a person that are at least
reflected in several movements. Whether a link can be established
between movement and the psychological characteristics of a person
could also be the subject of future work. In addition, it remains to be
investigated whether individual movement patterns behave similarly
and are consistent with patterns found in behavioral research (Buss
and Plomin, 1975; Funder and Colvin, 1991; Sherman et al., 2010;
Marcus and Roy, 2017). This could be of specific interest for
economizing training or therapy. Whether changing the gait by
training or therapy, which is sometimes observed after
psychotherapy, and whether this has an effect on the handwriting
or vice versa could be one area of a more holistic approach to future
practical applications.

4.4 Data generation and cross–movement
analysis by conditional CycleGANs

The methodology presented in this paper has overcome the
problem of mapping two biomechanical time series signals to each
other while transferring the individual component. It was thus
possible to learn the transfer of movement A to movement B
while obtaining latent patterns of movement A. This could
provide fundamental new opportunities in future experiments
where one is looking for latent structures between movements or
movement–signals. In the following, we discuss optimization
potentials and application possibilities of conditional CycleGANs.

First, it must be emphasized restrictively that in the context of
this study, the person condition of the CycleGAN was necessary to
learn the transformation including the preservation of the individual
component from movement A to movement B. Specifically, this
means that it was not possible, for example, to generate a person’s
individual handwriting data from the walking data without prior
knowledge of that person’s handwriting.

For the conditional CycleGANs, the amount of walking
(approximately 10,000 steps), running (approximately
14,000 steps), and handwriting data (approximately 900 trials)
appears to be sufficient to learn transformations between
movements based on vertical ground reaction forces or vertical
pen pressure. However, the results suggest that the quality of the
learned transformation depends largely on the amount of data
such that possibly the 900 handwritten trials were too few to
produce deceptively real trials, while the amount of walking and
running data provided a good basis to perform person
classification with very high recognition rates; the generated
curves also showed “errors”. In order to use data for
generation, domain–specific optimizations would need to be
made (Saxena and Cao, 2022) so that the generated data are
not only indistinguishable using a classifier but make biological
sense and are indistinguishable from original data by experts.
Apart from a larger data set, we see the greatest optimization
potential in adjusting the learning rate of the generator’s optimizer
(especially in relation to the learning rate of the discriminator). In
addition, the number of epochs, or the selected batch size also
seems to provide the potential for domain–specific optimization.
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The particular potential of the conditional CycleGAN lies in the
possibility of cross–movement analysis due to the learnability of
transformations from one movement signal to another movement
signal. In addition, as in the setting of the present work, the
conditional CycleGAN could be used to identify further latent
patterns across movements. In doing so, it would also be possible
to search for cross–person abstract patterns of, for example, fatigue,
emotion, or illness. Another potential of the conditional CycleGAN
could be especially in an area where it is difficult to collect large
amounts of data. There, artificial augmentation of small data sets
could open up the possibility of using data–intensive methods (e.g.,
deep learning approaches and machine–learning classification). The
advantage of the conditional CycleGAN in this context is that this
algorithm requires relatively little data and that the training data
need not be paired, or the construction of artificial pairs is obsolete.

5 Conclusion

In recent years, the analysis of movement patterns has
increasingly focused on the individuality of movements, revealing
individual patterns with situation–dependent fine structures.
However, previous research methods only allowed the
comparison of very similar movement signals. In this study, we
were able to identify similarities between individual walking,
running, and handwriting patterns across different movements
through data augmentation, revealing individual patterns across
movements. This further extends the understanding of strong
individuality.

Based on the results of movement science studies that use
machine learning methods to investigate the uniqueness of
individual movement patterns, and the findings presented in this
study, it can be inferred that our understanding of the individuality
of human movement and the influence of individuality on targeted
development, improvement, or recovery is still in its beginning
stages. Understanding individual cross–movement commonalities
in movement may offer insights into the underlying more general
individuality of the central nervous system physiology and structure.
Future applications of this approach have the potential to investigate
the extent to which the central nervous system or muscle physiology
can be altered beyond the individual domain.

In addition, this study provides proof of concept that it is
possible to use the conditional CycleGAN to artificially generate
cross–movement data with latent movement characteristics of the
original movement without relying on paired data. In summary, the
methodology presented in this study helps to enable
cross–movement analysis and artificially generate larger data sets.
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