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Studying organisms as a whole for potential metabolic(ally) engineering of organisms for 
production of (bio)chemicals is essential for industrial biotechnology. To this end, integrative 
analysis of different –omics measurements (transciptomics, proteomics, metabolomics, 
fluxomics) provides invaluable information. Combination of experimental top-down and 
bottom-up approaches with powerful analytical tools/techniques and mathematical modeling, 
namely (quantitative) systems biology, currently making the state of art of this discipline, is the 
only practice that would improve our understanding for the purpose.

The use of high-throughput technologies induced the required development of many 
bioinformatics tools and mathematical methods for the integration of obtained data. Such 
research is significant since compiling information from different levels of a living system and 
connecting them is not an easy task. In particular, construction of dynamic models for product 
improvement has been one of the goals of many research groups.

In this Research Topic, we summarize and bring a general review of the most recent and relevant 
contributions in quantitative systems biology applied in metabolic modeling perspective. We 
want to make special emphasis on the techniques that can be widely implemented in regular 
scientific laboratories and in those works that include theoretical presentations.

With this Research Topic we discuss the importance of applying systems biology approaches for 
finding metabolic engineering targets for the efficient production of the desired biochemical 
integrating information from genomes and networks to industrial production. Examples 
and perspectives in the design of new industrially relevant chemicals, e.g. increased titer/
productivity/yield of (bio)chemicals, are welcome. Addition to the founded examples, potential 
new techniques that would frontier the research will be part of this topic. The significance of 
multi ‘omics’ approaches to understand/uncover the pathogenesis/mechanisms of metabolic 
disesases is also one of the main topics.
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The Editorial on the Research Topic 

Quantitative Systems Biology for Engineering Organisms and Pathways

The biological production of chemicals has gained interest due to its contribution to greener and sus-
tainable processes. Discovering the metabolic capacities of microorganisms shows ascending promise. 
The understanding of the metabolism and its complex interactions within the process environment is 
crucial to successfully apply and design cell factories. With the advances of high throughput measure-
ments of -omic levels in a cell, it is possible to decipher the knowledge at different biological processes 
as a whole. Combining the gained experimental data with computational methods, namely, employing 
systems biology, allows the development of new bio-products and new cell factories.

This Research Topic of Frontiers in Bioengineering and Biotechnology includes six reviews, two 
mini-reviews, an opinion, and an original research article. Mainly, the importance of applying systems 
biology approaches for finding metabolic engineering targets is discussed. Valgepea et al. explained 
their opinion on the potential of proteome optimization in contribution to feasible development 
of bioprocesses. Delvigne et al. summarized the importance of using fluorescent reporter libraries 
for the optimization of microbial production under bioreactor environments. They focused on the 
current status of this technique in terms of methods and applications. Martínez et al. reported the 
rational design examples of Escherichia coli strains for the production of shikimic acid, a precursor 
aromatic compound in the synthesis of a drug, which is efficient against diverse viruses, including 
H5N1 and H1N1. In addition, they discussed the challenging tasks required for further improving 
the overproducing strains using global transcriptomic analyses. Vargas-Tah and Gosset explored 
the microbial production of two other aromatic intermediates: cinnamic and p-hydroxycinnamic 
acids. The approaches in metabolic engineering of various microorganisms to optimize the usage 
of raw material and increase the efficiencies of these products were explained. Licona-Cassani 
et al. provided recent efforts on the systems biology studies in actinomycetes, which are important 
pathogens and valuable sources of antibiotics, in relation to optimize the production of bioactive 
natural products. Ates evaluated another example on the application of omics technologies in her 
review, the production of microbial exopolysaccharides. In addition to these studies on the applica-
tion of systems biology tools for industrial-scale production, Freudenau et al. presented a dynamic 
mathematical model constructed to understand the factors affecting the production of plasmid DNA 
as a pharmaceutical gene vector.

Blombach and Takors reviewed the impacts of carbon dioxide/bicarbonate levels on the 
physiological, production, metabolism, and regulation processes in microbial and mammalian 
cultures, a relevant issue still poorly understood. Caspeta et al. focused on the lignocellulosic 
production of ethanol in Saccharomyces cerevisiae and reviewed the information available on 
the inhibitory conditions during such processes and related stress response mechanisms of the 
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cells. Understanding the reprograming of cellular functions in 
response to stress environments is crucial, and Taymaz-Nikerel 
et al. reviewed the current knowledge gained mainly by tran-
scriptomic studies carried out in S. cerevisiae. Furthermore, 
they addressed the requirements of construction of a quantita-
tive whole cell model, which is the ultimate goal of systems 
biology.

We expect that the developments in this field will continue 
to increase, eventually yielding quantitative predictive models, 
which will be useful in many areas.

aUtHor CoNtriBUtioNS

Both authors participated equally in the preparation of this con-
tribution, have read, and approved the final manuscript.

aCKNoWlEdGMENtS

This work is supported by The Scientific and Technological 
Research Council of Turkey (TUBITAK) through project no. 
114C062.

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be 
construed as a potential conflict of interest.

Copyright © 2016 Taymaz-Nikerel and Lara. This is an open-access article distributed 
under the terms of the Creative Commons Attribution License (CC BY). The use, 

distribution or reproduction in other forums is permitted, provided the original 
author(s) or licensor are credited and that the original publication in this journal 
is cited, in accordance with accepted academic practice. No use, distribution or 
reproduction is permitted which does not comply with these terms.

http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive
www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org
http://dx.doi.org/10.3389/fbioe.2016.00017
http://dx.doi.org/10.3389/fbioe.2016.00017
http://creativecommons.org/licenses/by/4.0/


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

BIOENGINEERING AND BIOTECHNOLOGY
OPINION ARTICLE

published: 06 February 2015
doi: 10.3389/fbioe.2015.00011

Lean-proteome strains – next step in metabolic
engineering
Kaspar Valgepea1, Karl Peebo1,2, Kaarel Adamberg1,3 and Raivo Vilu1,2*
1 Competence Center of Food and Fermentation Technologies, Tallinn, Estonia
2 Department of Chemistry, Tallinn University of Technology, Tallinn, Estonia
3 Department of Food Processing, Tallinn University of Technology, Tallinn, Estonia
*Correspondence: raivo@kbfi.ee

Edited by:
Hilal Taymaz Nikerel, Bogazici University, Turkey

Reviewed by:
Steve Van Dien, Genomatica, USA

Keywords: strain engineering, recombinant cells, absolute quantitative proteomics, genome engineering, Escherichia coli, genome reduction, chassis cells,
whole-cell model

Rapid development of high-throughput
-omics (e.g., proteomics) and genetic engi-
neering technologies together with an array
of new metabolic modeling tools dur-
ing this century has led to the emer-
gence of new fields of biological research
termed systems biology and synthetic biol-
ogy. The successful exploitation of these
developments is evidenced by the cre-
ation of increasing number of genetically
engineered recombinant cells with supe-
rior characteristics (Jantama et al., 2008;
Becker et al., 2011) or totally novel func-
tions (Nakamura and Whited, 2003; Yim
et al., 2011; Paddon et al., 2013) for diverse
sectors such as chemicals and healthcare
(Huang et al., 2012; Lee et al., 2012; Sun
and Alper, 2014). However, there exists
a significant gap in bioprocess perfor-
mance between studies of the literature and
the requirements for an industrially fea-
sible bioprocess for chemical production
(Van Dien, 2013). Overall bioprocess per-
formance [productivity (gram/liter/hour),
titer (gram/liter) etc.] has to be increased
further for successful industrial-scale com-
mercialization to drive the shift from fossil
fuel to bioprocess-based chemical produc-
tion and cost-effective production of novel
drugs (Van Dien, 2013). Hence, there is
great need for novel approaches address-
ing these key challenges in chemical and
healthcare sectors.

POTENTIAL OF PROTEOME
OPTIMIZATION
With this opinion, we propose that a
novel approach of proteome optimiza-
tion carries a substantial potential for
addressing the aforementioned challenges

in bioprocess development. That poten-
tial arises from the fact that cells express
proteins not essential (e.g., flagellar, heat
or acid stress proteins) for growth under
well-controlled optimal conditions, typi-
cally realized in biotechnological processes.
This leads to non-efficient use of protein
synthesis capacity (translation machinery)
and energy for bioprocesses. As translation
capacity is believed to be one of the growth-
limiting factors, at least in the bacterium
Escherichia coli (Klumpp et al., 2013), syn-
thesis of non-essential proteins sequesters
ribosomes potentially lowering the syn-
thesis capacity of target molecule produc-
tion. Thus removing the expression bur-
den of non-essential proteins, i.e., creation
of lean-proteome strains, could enable to
specifically manipulate the allocation of
ribosomes for higher synthesis of pro-
teins leading to increased target molecule
production. Optimization of the cellular
proteome through experimental testing of
strains with optimized expression of non-
essential proteins and inclusion of protein
synthesis capacity constraints in metabolic
modeling could open a new avenue for the
creation of superior cell factories.

Initial experimental confirmation of the
potential of optimization of the layer of
protein synthesis capacity for increasing
the maximum specific growth rate (µmax)
of cells comes from two studies of E. coli
investigating the effects of heterologous
protein expression on µ (Scott et al., 2010;
Bienick et al., 2014). Both studies show for
several heterologous proteins (e.g., LacZ,
eGFP) that increasing their expression has
a linear negative effect on µ. Their data
suggest that for expression of every 1% of

heterologous protein per dry cell weight,
µ decreases by ~3%. It would be sensible
to assume that a similar correlation would
exist for the opposite case – decreasing the
fraction of non-essential proteins by 1%
would lead to an increase in µ by ~3%. Our
proposal is also supported by two studies of
Bacillus subtilis showing that reducing the
expression load of proteins non-essential
under bioprocess conditions by ~9% frac-
tion from the total proteome through the
deletion of the flagellar/motility regulator
gene sigD leads to a ~30% increase of both
µmax and biomass yield (Fischer and Sauer,
2005; Muntel et al., 2014). Further support
comes from recent experiments of D’Souza
et al. (2014), which show that deletion
of single amino acid, vitamin, or nucle-
obase biosynthesis genes from E. coli results
in higher µmax compared to the wild-
type strain when both strains are grown
on medium containing the amino acid,
vitamin, or nucleobase that the deletion
strain was auxotrophic for. These obser-
vations are consistent with earlier chemo-
stat studies with B. subtilis (Zamenhof and
Eichhorn, 1967) and E. coli (Dykhuizen,
1978) where mutants impaired in trypto-
phan biosynthesis demonstrate significant
fitness advantages in the presence of tryp-
tophan relative to prototrophic cells. More
importantly, D’Souza et al. (2014) show
that deleting genes with higher protein
expression cost leads to a greater growth
advantage.

The results presented above suggest that
proteome resource optimization through
decreasing the fraction of non-essential
proteins could lead to faster growth and
thus also to better bioprocess performance.
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For instance, target molecule productivity
could be increased in growth-coupled pro-
duction processes by enabling faster growth
at the same expression level(s) of target
molecule production-related proteins. On
the other hand, recombinant protein titers
could be significantly elevated by allocating
more proteome resources for target protein
expression at the expense of lower synthesis
of non-essential proteins even at the same
µ and/or protein synthesis rate.

REDUCED-GENOME APPROACHES
A conceptually similar approach of creating
reduced-genome strains for industrial pur-
poses has been applied in few cases before
(Pósfai et al., 2006; Mizoguchi et al., 2008;
Unthan et al., 2014; Xue et al., 2014). How-
ever, these efforts concentrated on reducing
the genome and neglected the effects of
gene deletions on the cellular proteome.
The approach of deleting large chunks
of the genome, instead of specific genes,
based on gene function and not on pro-
tein abundance was probably responsible
for the observed minor positive effects on
cellular growth and target molecule pro-
duction. While the latter studies focused
on large-scale genome reduction, exper-
imental technologies enabling more tar-
geted and accurate engineering of strains
with reduced load of gene expression have
recently emerged. Hence, now the success-
ful execution of the concept of targeted
optimization of the layer of protein syn-
thesis capacity is feasible due to the recent
rapid progress in proteome-wide absolute
quantitative proteomics (Arike et al., 2012;
Ahrné et al., 2013; Wiśniewski et al., 2014)
and high-throughput genome engineering
technologies [e.g., Multiplexed Automated
Genome Engineering (MAGE; Wang et al.,
2009), trackable multiplex recombineering
(TRMR; Warner et al., 2010)]. Thus, the
time is ripe to design and create lean-
proteome strains possibly leading to supe-
rior bioprocess performance.

CHALLENGES WITH PROTEOME
OPTIMIZATION
The main challenge with creating lean-
proteome strains is hitting the correct
genes/proteins, i.e., genes, which deletion
does not lead to detrimental effects. This
is a serious concern even in the most
studied bacterium E. coli since func-
tions for a third of its proteins are still

unknown (Keseler et al., 2013) while only
~300 proteins are considered essential
for E. coli (http://ecoliwiki.net/colipedia/
index.php/Essential_genes). It is impor-
tant to point out that knowing func-
tions/essentiality for more proteins is not
the objective per se – it is actually more
important to know the functions/
essentiality of the proteins with the
biggest translational burden (abun-
dance × length), as their deletion pre-
sumably leads to stronger effects. The
good news here is that for many organ-
isms, the proteome mass (a good proxy
for length) distribution follows the Pareto
principle – ~20% of proteins make up
~80% of the proteome mass (Ghaem-
maghami et al., 2003; Maier et al., 2011;
Schmidt et al., 2011; Valgepea et al., 2013).
Thus, instead of targeting hundreds of
genes/genome areas like in the reduced-
genome approach described above, one
could theoretically greatly increase the key
metrics of bioprocess performance (titer,
yield, productivity; Van Dien, 2013) by
deleting as few as ~10 non-essential genes
with the highest translational burden in
E. coli (in total 7% of proteome; Valgepea
et al., 2013) and substituting the“freed”7%
of the total proteome with target molecule-
related proteins. Importantly, current
mass-spectrometric techniques of absolute
proteome quantification (Arike et al., 2012;
Ahrné et al., 2013; Wiśniewski et al., 2014)
are accurate enough to determine the pro-
teins with the biggest translational burden
on the whole-proteome level.

STRATEGIES OF PROTEOME
OPTIMIZATION FOR CREATING
LEAN-PROTEOME STRAINS
The first and most important step toward
creating lean-proteome strains is absolute
quantitative proteome analysis of the initial
recombinant strain. Accurate characteriza-
tion of the full proteome is needed for the
compilation of lists of non-essential target
proteins with the biggest translational bur-
den. We propose two strategies for creating
superior lean-proteome strains by target-
ing proteins with the biggest translational
burden, currently specifically for E. coli:

1. The first strategy targets proteins
with known functions and presumably
unnecessary under optimal bioprocess

conditions, e.g., pH, temperature, oxy-
gen tension control; defined substrate
feed; stirring. These could be proteins
involved in stress responses (acid, heat,
and osmotic shock), alternative sub-
strate transport and catabolism and
cellular movement (flagellar).

2. The second strategy targets proteins
with unknown functions with the
biggest translational burden. Benefi-
cial for both approaches is the growth
screen of all the Keio collection single
(Baba et al., 2006) and double deletion
strains (personal communication with
Prof. Hirotada Mori) that can be used
to determine the genes/proteins, which
should and should not be targeted.

Another important step is the exper-
imental construction of lean-proteome
strains and selection for better production
strains. Instead of reducing the proteome
one protein at a time, one should target tens
of genes with an approach similar to MAGE
(Wang et al., 2009), which constantly gen-
erates genetic heterogeneity in the pool of
mutants allowing the generation of thou-
sands of lean-proteome strains within a
few days. The challenge of selecting for
better production strains could be tackled
by combining several screening methods.
First, one could screen for fast growth as
reduction of non-essential protein expres-
sion should lead to faster growth. Sec-
ond, high-producing strains could be iso-
lated using fluorescence activated cell sort-
ing (FACS) using a sensor system based
on a fluorescent readout corresponding to
target molecule levels.

POTENTIAL OF METABOLIC MODELING
Lastly, one would greatly benefit from an
in silico metabolic model, which would
enable quantitative prediction of the effects
of removing non-essential proteins on tar-
get molecule production. This should be
a model, which incorporates the cellu-
lar proteome with the two central fea-
tures of regulation of µ – cell geom-
etry and cell cycle – and ties the lat-
ter to the fluxes of flux balance analy-
sis (FBA)-type models for in silico analy-
sis and design of lean-proteome strains.
Recently, we have seen serious progress
into this direction by the development of a
novel single-cell model (Abner et al., 2013),
next-generation FBA-type of genome-scale
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models of metabolism and gene expression
(O’Brien et al., 2013; Liu et al., 2014), and a
whole-cell model (Karr et al., 2012). Surely,
these models will be advanced further and
hopefully they will also be able to deter-
mine which genes/proteins to delete for
creating superior lean-proteome strains.

CONCLUSION
Based on the recent rapid advances in
high-throughput mutant generation and
proteomics technologies together with
the emerging novel whole-cell modeling
approaches, we conclude that the time is
ripe for the metabolic engineering com-
munity to directly focus on proteome opti-
mization leading to the creation of lean-
proteome strains with superior target mol-
ecule production characteristics.
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CO2 – intrinsic product, essential 
substrate, and regulatory trigger of 
microbial and mammalian  
production processes
Bastian Blombach and Ralf Takors*

Institute of Biochemical Engineering, University of Stuttgart, Stuttgart, Germany

Carbon dioxide formation mirrors the final carbon oxidation steps of aerobic metabo-
lism in microbial and mammalian cells. As a consequence, CO2 3/ HCO−  dissociation 
equilibria arise in fermenters by the growing culture. Anaplerotic reactions make use of 
the abundant CO −

2 3/ HCO  levels for refueling citric acid cycle demands and for enabling 
oxaloacetate-derived products. At the same time, CO2 is released manifold in metabolic 
reactions via decarboxylation activity. The levels of extracellular CO2 3/ HCO− depend 
on cellular activities and physical constraints such as hydrostatic pressures, aeration, 
and the efficiency of mixing in large-scale bioreactors. Besides, local CO2 3/ HCO−  levels 
might also act as metabolic inhibitors or transcriptional effectors triggering regulatory 
events inside the cells. This review gives an overview about fundamental physicochem-
ical properties of CO2 3/ HCO− in microbial and mammalian cultures effecting cellular 
physiology, production processes, metabolic activity, and transcriptional regulation.

Keywords: bicarbonate, carbon dioxide, production process, regulation, carboxylation, decarboxylation

introduction

One of the most decisive decisions which needs to be made when developing novel bioprocesses is 
whether the final process will run under anaerobic or aerobic conditions. While severely reduced 
investment costs speak in favor of anaerobic production, expected productivities and intracellular 
energy availabilities are drivers for aerobic approaches. Anaerobic metabolism yields at two net 
ATP produced in glycolysis per glucose while aerobic counterparts may achieve >12 ATPs. This net 
ATP yield even represents a conservative estimation considering true ATP per oxygen (P/O) ratios 
of 1:1.3 which are lower than theoretical maxima of 2–3. Consequently, aerobic processes are often 
the first choice if ATP-challenging product formation with maximum cell-specific formation rates 
is targeted.

Carbon dioxide (CO2) is the inevitable product of respiration processes and as such always pre-
sent in aerobic bioprocesses. This holds also true for the production of commodities, fine chemicals, 
or therapeutic proteins using microbes or mammalian cells. While therapeutic proteins and fine 
chemicals are typically produced in bioreactor of 5–20 m3 scale, the production of commodities is 
usually performed in 50–500 m3 size – or even larger. As an intrinsic property, partial CO2 pressures 
of these scales differ significantly from those found in lab-scale. This phenomenon is the inher-
ent consequence of high absolute pressures and poor mixing conditions in large-scale bioreactors 
(Takors, 2012).
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CO2 and its hydrated counterpart HCO3
−  may not only serve 

as substrate or product for carboxylating and decarboxylating 
reactions, the species may also alter physicochemical proper-
ties of proteins, acidify the internal pH, and regulate virulence 
and toxin production in pathogens (Follonier et  al., 2013). 
Therefore, CO / HCO2 3

− can interact with cellular metabolism 
and can even create complex transcriptional responses. CO2 not 
only freely diffuses through the cellular membrane (Gutknecht 
et  al., 1977), it may also accumulate in the same (Jones and 
Greenfield, 1982; Kuriyama et al., 1993; Bothun et al., 2004), 
thus increasing its permeability and fluidity which finally leads 
in the potentially lethal “anesthesia effect” (Isenschmid et al., 
1995).

The fact that high pCO2 levels are used to sterilize food 
(Ballestra et al., 1996; Spilimbergo and Bertucco, 2003; Garcia-
Gonzalez et al., 2007) anticipates that elevated pCO2 are not likely 
to improve the performance of microbial or mammalian produc-
tion processes. Instead, as it will be shown, high pCO2 levels often 
coincide with the deterioration of the bioprocess performance. 
Consequently, thorough scale-up studies should preferably 
consider the analysis of pCO2 impacts to ensure an equally good 
performance in large-scale compared to lab-scale expectations. 
This is especially true for the establishment of novel bioprocesses 
which are the result of systems metabolic engineering studies 
performed in lab-scale.

This contribution aims at reviewing fundamental properties, 
sources, and impacts of CO2 for microbial and mammalian pro-
duction processes. It yields at bringing together the major puzzle 
pieces of how CO / HCO2 3

− interacts with producer cells. It will 
show that a lot has already been done – but still not everything 
is fully understood. This holds especially true for regulation of 
cellular metabolism where CO / HCO2 3

− apparently serves as an 
underestimated trigger so far.

Fundamentals – Physicochemical 
Properties and Mass Transfer

Carbon dioxide (CO2, molar weight: 44.01 g/mol) is a colorless, 
odorless gas of linear molecular shape with a melting point at 
−56.6°C. It is present in the Earth atmosphere as a trace compound 
currently showing levels of about 400 ppm with the tendency of 
steady increase (http://co2now.org/).

The water solubility can be described applying Henry’s law.

 H
c

pCO2
CO2,L

CO2

mmol
L bar
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with cCO2,L and pCO2 coding for the equilibrium values of the molar 
concentration of dissolved CO2 in the liquid L and the related 
partial CO2 pressure, respectively. For pure water at 25°C the 
Henry coefficient HCO2 = 34.5 mmol/barL is given (Stumm and 
Morgan, 1995). Using the Van’t Hoff correlation
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the temperature dependency of the equilibrium constant (here: 
Henry-coefficient HCO2) can be estimated with the standard 

enthalpy change of the reaction ΔH0, the universal gas constant 
R, and the absolute temperature T as shown. Noteworthy, K codes 
for an integration constant that can be derived from reference data 
e.g., at 25°C. Using equation  (2), HCO2(T =  20°C) =  40  mmol/
barL and HCO2(T  =  37°C)  =  25  mmol/barL can be calculated. 
Decreasing Henry coefficients [as defined by (1)] mirror reducing 
gas solubility with rising temperature – a typical phenomenon for 
dissolved gasses at the given temperature range.

Besides temperature, CO2 solubility is also affected by 
electrolyte concentrations. Following the empirical Sechenov 
(1889) approach individual contributions of ion strength can 
be considered to estimate the resulting solubility of a gas in the 
salt-containing liquid (Noorman et  al., 1992). However, the 
composition of fermentation media is often complex and changes 
steadily during the course of cultivation. Product and by-product 
formation, substrate consumption, and the addition of titrating 
agents are the reasons. Therefore, the most pragmatic approach is 
to measure CO2 solubility in real cultivation media. Own experi-
mental observations show that real HCO2 values [according to (1)] 
are often increased, may be even doubled, compared to values for 
pure water (unpublished data).

Applying typical operating conditions, microbial or mamma-
lian cultivations release exhaust gas with volumetric CO2 frac-
tions of 5–25%. For a conservative estimation, one can assume 
equilibrium conditions between gas and liquid with HCO2 values 
for pure water at 37°C. Then dissolved CO2 levels cCO2,L are likely 
to range between 75 and 375 mg/L. For instance, Blombach et al. 
(2013) measured pCO2 levels of about 160 mbar (about 360 mg/L) 
at the end of an aerated (0.1  vvm) 1.5  bar pressured, stirred 
batch cultivation with 5 gCDW Corynebacterium glutamicum per 
L. Increasing the aeration to 3 vvm reduced the pCO2 to 40 mbar 
(about 90 mg/L). Similar values were observed by Buchholz et al. 
(2014b). By contrast, maximum dissolved oxygen concentrations 
under atmospheric conditions will typically result at 7.5–8 mg/L 
(again depending on medium composition). Consequently, 
dissolved CO2 levels outcompete dissolved O2 levels by far. This 
finding may be even more pronounced if mass transport charac-
teristics are considered (Figure 1).

Figure 1 shows that maximum cCO2,L levels are found in the 
proximate microenvironment of the cells. By trend, probes for 
dissolved gas measurement observe lower levels. This is different 
compared to dissolved oxygen where cells face the lowest levels 
along the mass transfer path.

While dissolved carbon dioxide levels may achieve high 
inhibiting values during the fermentation course, starting 
conditions might be limiting instead. Assuming equilibrium 
between inlet aeration and the liquid 0.5  mgCO2/L is present. 
Noteworthy this low value is likely to persist if too high aera-
tion (with low concentrated CO2) strips out new metabolically 
produced CO2. Consequently anaplerotic reactions may be lim-
ited by substrate (HCO / CO )3 2

−  supply (see Section “Metabolic 
Release and Incorporation”) finally resulting at reduced cell 
growth.

By analogy to oxygen transfer, the CO2 transfer rate CTR 
(mmol/Lh) can be described according to the following:

 2 2, 2,CTR k a c cL CO CO L
*

CO L( )= −  (3)
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with kLaCO2 coding for the CO2 mass transfer coefficient (1/h), 
CO2,L
*c  for the dissolved CO2 concentration at equilibrium follow-

ing Henry’s law (mmol/L) and cCO2,L representing the measured 
concentration (mmol/L).

Measuring true kLaCO2 values in praxis is somewhat challeng-
ing. One approach is to assume CTR = CER, i.e., carbon dioxide 
emission rate CER equals the CO2 stripping rate CTR. By balanc-
ing flows of aeration and exhaust gas, related values should be 
accessible and kLaCO2 can be derived accordingly. Nevertheless, 
this approach reveals its drawback when mammalian cell cultures 
are balanced. Here, the exhaust gas signal is a superposition of 
biological activity and CO2 addition for titration. Alternatively, 
kLaCO2 could be estimated from kLaO2 according to the following:

 2 2
2

2

k a k a
D
DL CO L O

CO

O

=  (4)

Equation (4) results from Higbie’s penetration theory Higbie 
(1935) and Danckwerts surface renewable model Danckwerts 
(1951). Apparently, the mass transfer coefficient for CO2 is propor-
tionally linked to the ratio of the diffusion coefficients D for CO2 
and O2 in water. As kLaO2 values are relatively easy to measure, the 
approach offers a straightforward access to kLaCO2. However, CO2 
transfer differs fundamentally from O2 transport because dissocia-
tion characteristics have been taken into account (see Figure 2).

CO2 dissociates in water depending on pH as follows:

 CO H O H CO HCO H CO + H
fast

+
fast

2 2 2 3 3 3
2

1

1

2+ ↔ ↔ + ↔
−

+

k

k
− −  (5)

Because the equilibrium of CO2 dissociation is far on the 
side of the anhydride (99.8%), concentrations of the carbonic 
acid H2CO3 are low not exceeding one digit micromolar ranges 
at typical cultivation conditions. Consequently, the apparent 
equilibrium constant K1 (Bailey and Ollis, 1986):

 101
3

2 2 3

3

2

6 3K
H HCO

CO + H CO
H HCO

CO
M

+ +
.

[ ][ ] [ ]=
   ≅

   =
− −
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FiGURe 1 | Principles of CO2 mass transfer. CO2 is released by the cells 
and transported through the surrounding liquid film via diffusion. After leaving 
this few μm-thick layer dissolved CO2 enters the well-mixed zone and is 
transported to the bubbles via convection. To reach the bubbles dissolved 
CO2 must pass the surrounding film by diffusion again. Probes for dissolved 
CO2 or O2 measurements are installed in the convective zone thus giving the 
related signal.

is formulated and completed by Bailey and Ollis (1986) as follows:

 K2
10 2510=

   
 

=
−

−
−

H CO

HCO
M

+
3
2

3

.  (7)

One may safely assume that (de-) protonating reactions of 
formula (5) are very fast. However, formation and dissociation of 
carbonic acid from CO2 are suspected to limit the total equilibra-
tion process. k1 and k−1 were estimated as 0.03 1/s and 20 1/s, 
respectively (Bailey and Ollis, 1986).

At typical cultivation conditions (pH 7), 83.3% of the CO2 
species are present as HCO ,3

−  only 16.7% as CO2. Hence HCO3
− is 

about five-fold higher concentrated than CO2. This statement not 
only holds for the cultivation medium, but it should also be valid 
for intracellular conditions because cells aim at maintaining their 
intracellular pH at about this level.

Figure 3 underpins that the full consideration of the individual 
species CO2, HCO3

−, and CO3
2− is crucial to get accurate values for 

total CO2 cT dissolved in the fermentation suspension. Recently, 
Buchholz et al. (2014a) outlined that ignoring the anions leads to 
a carbon gap of about 20% during the first hours of fermentation. 
Noteworthy, the dissolved CO2 level is not dependent on pH 
(see Figure  3). According to Henry’s law only partial pressure 
(and salt conditions) may effect cCO2. Hence, large-scale bioreac-
tors which have high hydrostatic pressures of 1–1.5 bar possess 
higher dissolved CO2 levels than comparable laboratory systems. 
This not only induces regulatory responses in the cells but also 
affects the buffering capacity of the large-scale suspension. Due to 
increased CO / HCO2 3

− levels, pH buffering is severely increased 
in large scale compared to lab fermentations.

Metabolic Release and incorporation

Metabolism of all living organisms is equipped with a set of 
carboxylases incorporating CO2 or bicarbonate (HCO )3

−  
into organic molecules and decarboxylases releasing CO2 
in the environment. Consequently, these fundamental reac-
tions are directly involved in and/or interconnect anabolism, 
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catabolism, and energy metabolism of the cell. Especially, the 
phosphoenolpyruvate–pyruvate–oxaloacetate node comprises an 
organism-specific configuration of carboxylating (e.g., pyruvate 
carboxylase (PCx), PEP carboxylase, acetyl-CoA carboxylase) 
and decarboxylating (e.g., PEP carboxykinase; malic enzyme, 
oxaloacetate decarboxylase; pyruvate dehydrogenase complex, 
pyruvate:quinone oxidoreductase) reactions (Figure  4) which 
are of major importance for the carbon flux distribution in the 
central metabolism. For instance during sugar catabolism anaple-
rotic C3 (phosphoenolpyruvate (PEP)/pyruvate), carboxylation 
and decarboxylation of pyruvate to acetyl-CoA are essentially 
required to maintain TCA flux whereas gluconeogenesis relies on 
C4 (oxaloacetate/malate) decarboxylation (Sauer and Eikmanns, 
2005). Another example is pyruvate decarboxylase of yeast which 
is the key enzyme in ethanol fermentation and is essentially 
required to maintain a balanced metabolism in mineral media 
containing glucose as sole carbon source (Pronk et al., 1996).

Carboxylases catalyzing the thermodynamically expensive 
assimilation of CO / HCO2 3

− have been classified regarding their 
physiological function into autotrophic, assimilatory, biosyn-
thetic, anaplerotic, and redox balancing enzymes (Erb, 2011). 
Currently, six pathways for CO2 fixation have been identified: the 
reductive pentose phosphate (Calvin–Benson) cycle, the reduc-
tive acetyl-CoA (Wood–Ljungdahl) pathway, the reductive citric 
acid cycle, the 3-hydroxypropionate bicycle, the dicarboxylate/ 
4- hydroxybutyrate cycle, and the 3-hydroxypropionate/ 
4- hydroxybutyrate cycle (Erb, 2011; Fuchs, 2011). Additionally, to 
increase the carbon fixation rate, novel synthetic pathways have 
been proposed (Bar-Even et al., 2010). Plants, algae and phototro-
phic prokaryotes possess ribulose-1,5-bisphosphate carboxylase/
oxygenase (RubisCO) quantitatively the most abundant enzyme in 
the biosphere and the key enzyme in autotrophic CO2 fixation by 
the Calvin–Benson cycle (Miziorko and Lorimer, 1983; Hartman 
and Harpel, 1994; Erb, 2011). Notably, the Wood–Ljungdahl path-
way is the only one which fixes CO2 and simultaneously generates 
ATP by conversion of acetyl-CoA to acetate (Fuchs, 2011) render-
ing this route attractive and promising for CO2-based microbial 
production purposes (Dürre and Eikmanns, 2015).

Owing to the metabolic key functions carboxylases and 
decarboxylases fulfill, relevant microbial, mammalian, and plant 
enzymes have been biochemically characterized and their regula-
tion analyzed [e.g., Miziorko and Lorimer (1983), Chollet et al. 
(1996), Hanson and Reshef (1997), Nikolau et al. (2003), Sauer 
and Eikmanns (2005), and Jitrapakdee et al. (2006)]. CO / HCO2 3

−

-related allosteric regulation and biochemical properties of 
relevant enzymes have been analyzed to some extent (Jones and 
Greenfield, 1982), however, our understanding is limited by far, 
yet. The industrially important Gram-positive C. glutamicum 
possesses the biotin-dependent PCx and the PEP carboxylase, 
both with Michaelis–Menten constants (KM) for HCO3

−  of about 
3 mM (Hanke et al., 2005; Chen et al., 2013) which is about 30-fold 
higher compared to the KM (0.1 mM i.e., 4.4 mg/L) of PEP car-
boxylase from Escherichia coli as single anaplerotic enzyme (Kai 
et al., 1999). These differences already point to organism-specific 
aeration needs to install proper metabolic activity by maintain-
ing sufficient CO / HCO2 3

− availability at fermentation start when 
biomass concentrations are still low (Repaske et al., 1974; Talley 
and Baugh, 1975) or for products requiring a high anaplerotic 
flux (e.g., succinate, l-lysine, and derived products).

Due to the diffusive potential of CO2 and the rather slow 
chemical conversion of CO2 to HCO3

−  (Kern, 1960), nature has 
independently evolved three classes (designated as α, β, and γ) 
of zinc-dependant carbonic anhydrases (CAs) which catalyze 
with very high turnover numbers (up to 106 s−1) the reversible 
hydration of CO2 (Figure 4; Tashian, 1989; Tripp et al., 2001). 
CAs are widespread over all kingdoms of life and play a vital 
role in various cellular functions such as photosynthesis, ion 
transport, and pH homeostasis (Smith and Ferry, 2000; Merlin 
et al., 2003; Mitsuhashi et al., 2004). Essentially, CAs maintain 
adequate HCO3

− levels for aerobic growth under ordinary 
atmospheric conditions, since inactivation of CAs in several 
organisms such as C. glutamicum, E. coli, Ralstonia eutropha, 
Candida albicans, Saccharomyces cerevisiae, and Aspergillus 
nidulans is lethal unless the CO2 content in the atmosphere is 
significantly increased (about 5–10%; Mitsuhashi et  al., 2004; 
Merlin et al., 2003; Kusian et al., 2002; Götz et al., 1999; Cottier 
et al., 2012).

In mammals, mitochondrial respiration generates CO2 as 
waste product which has to be actively transported from tissue 
to the depolluting lungs by the blood. Since HCO3

− is in contrast 
to CO2 not permeable, mammalian cells are equipped with about 
13 genes encoding different types of bicarbonate transporters 
allowing the intercellular exchange of the former species (Casey, 
2006). By contrast, HCO3

− transport in prokaryotes has been 
rarely observed so far with the well-studied exception of the 
bicarbonate transport system of the cyanobacteria Synechococcus 
sp. strain PCC7942. Two different transport mechanisms for 
HCO3

−  maintain with the combined action of CA elevated levels 
of CO2 in the carboxysomes required for efficient carbon fixation 
by RubisCO (Ritchie et al., 1996; Badger and Price, 2003).

CO2 induced growth Phenotypes

CO2 is the final respiratory product and consequently inevitable 
in aerobic microbial and mammalian bioprocesses. In exhaust gas 
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flows the CO2 fraction may rise to 15–20% depending on aera-
tion and cellular activity. Considering that head overpressures of 
microbial fermentations are commonly 0.5–2 bar and 10–15 m 
bioreactor filling heights create hydrostatic pressures of 1–1.5 bar, 
pCO2 could achieve maximum values of 0.1–0.6 bar at the bottom 
of the bioreactor. Notably, these maximum values may be reduced 
if aeration with fresh air is properly installed there. In principle, 
the scenario is similar for mammalian cultures although lowered 
due to reduced cell activities and smaller bioreactor sizes com-
pared to microbial applications (pCO2 at mammalian production: 
about 0.180 barCO2; Zhu et al., 2005). Noteworthy, cells circulating 
in large-scale bioreactors experience frequently changing pCO2 
levels, a fact that is usually not simulated by pseudo-stationary 
scale-down tests.

Multiple studies have been performed for elucidating the 
impact of pCO2 levels on microbial (Dixon and Kell, 1989) and 
mammalian performance [e.g., Gray et  al. (1996)]. Effects on 
growth, biomass per substrate yields, product formation, cell divi-
sion, and morphology were analyzed. These were either attributed 
to elevated CO2 partial pressures alone or in conjunction with 
co-effects such as changing osmolality in the media. Observed 
phenotypes are individual. Nevertheless, some characteristic 
examples are given in the following highlighting basic kinetics of 
industrially interesting strains:

Bacteria
First indications that bacteria do react on elevated dissolved CO2 
levels were published by Jones and Greenfield (1982). Among 

FiGURe 4 | exemplary, a schematic overview of the central metabolism 
of C. glutamicum including carboxylases and TPP-dependant 
decarboxylases. Abbreviations: ACC, acetyl-CoA carboxylase; AHAIR, 
acetohydroxyacid isomeroreductase; AHAS, acetohydroxyacid synthase; AK, 
acetate kinase; AlaT, alanine aminotransferase; AvtA, valine-pyruvate 
aminotransferase; CA, carbonic anhydrase; DHAD, dihydroxyacid dehydratase; 
GDH, glutamate dehydrogenase; GPDH, glucose-6P dehydrogenase; ICD, 

isocitrate dehydrogenase; MalE, malic enzyme; ODHC, 2-ketoglutarate 
dehydrogenase complex; ODx, oxaloacetate decarboxylase; PCx, pyruvate 
carboxylase; PDHC, pyruvate dehydrogenase complex; PEP 
phosphoenolpyruvate; PEPCk, PEP carboxykinase; PEPCx, PEP carboxylase; 
PGDH, 6P-gluconate dehydrogenase; PK, pyruvate kinase; PQO, 
pyruvate:quinone oxidoreductase; PTA, phosphotransacetylase; TA, 
transaminase B; TPP, thiamine pyrophosphate.
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others, they observed that growth of Bacillus subtilis was inhibited 
by 40% under pCO2  =  0.17  atm (0.172  bar). Batch studies with 
E. coli using CO2-enriched aeration revealed that the maximum 
growth rate was severely reduced and biomass per glucose yields 
increased for aeration fractions >20% of carbon dioxide (Castan 
et al., 2002). Baez et al. (2009) studied GFP producing E. coli at 
constant pCO2 in the range of 20–300 mbar. Their results supported 
previous findings by measuring more than 30% reduction of the 
maximal growth rate μmax and doubled acetate formation under 
pCO2 = 300 mbar compared to the reference. For C. glutamicum, 
Knoll et al. (2005) investigated the growth rates μ in overpres-
surized bioreactors (10  bar head pressure) during growth on 
glucose. They observed μ >0.3 1/h under pCO2 = 0.43 bar. This 
finding was supported by subsequent studies with an l-lysine 
producing C. glutamicum strain (Knoll et al., 2007). Additionally, 
turbidostatic continuous cultivations were performed installing 
different pCO2 levels. The growth rate of 0.58 1/h turned out to 
be almost constant until 0.18  bar pCO2 and steadily decreased 
to 0.36  1/h under 0.8  barCO2 (Bäumchen et  al., 2007). In 2013, 
Blombach et al. studied the growth performance of C. glutami-
cum in batch cultures. While no significant growth phenotype 
was found installing pCO2 of about 0.3  bar, low levels smaller 
than 50 mbarCO2 revealed 3-phase, bi-level growth kinetics of C. 
glutamicum (Blombach et al., 2013). Recently, Lopes et al. (2014) 
reviewed some microbial phenotypes as a result of elevated car-
bon dioxide levels in over-pressurized bioreactors.

Yeast
Chen and Gutmains (1976) reported about growth inhibition of 
yeast at high CO2 partial pressures. They found “slight” growth 
inhibition using CO2 aeration fractions of 40% and a severe 
growth decrease using 50% CO2 enriched air. Later, Kuriyama 
et al. (1993) underlined these early findings by arguing that cell 
division of S. cerevisiae may be hampered under pCO2 = 0.5 atm 
(0.51 bar). Kuriyama et al. (1993) used chemostat approaches for 
studying the pCO2 impact. They found that an elevated pCO2 coin-
cided with increased ethanol formation which itself may hamper 
process performance. S. cerevisiae is able to adapt to hyperbaric 
conditions (10 bar) provided that sufficient time for adaptations 
is given (Belo et al., 2003). CO2 partial pressures of 0.48 bar had 
negligible effects on cell viability. This was also observed by Knoll 
et al. (2007). However, if partial pressures are increased further 
(0.6 bar) cell budding is hampered (Coelho et al., 2004). Indeed, 
a growth reduction of 25% was reported by Aguilera et al. (2005) 
when the CO2 fraction of aeration was increased to 79% in aerobic 
cultivations. However, growth under anaerobic conditions was 
much less affected indicating that the respiratory metabolism is 
likely to be more influenced under high pCO2 levels. This phe-
nomenon was in the focus of recent studies. Richard et al. (2014) 
outlined that transient metabolic responses are triggered by CO2 
shifts e.g., characterized by intermediary increase of respiration 
rates and the excretion of ethanol and acetate.

Fungi
Similar to bacteria and yeast, inhibition of growth (and product 
formation) was also observed for fungi such as Penicillium chry-
sogenum already under pCO2 = 0.08 atm (Jones and Greenfield, 

1982). Ho and Smith (1986) specified this early observation by 
identifying reduced growth and penicillin formation rates using 
12.6% CO2 enriched air for cultivation. However, causes and con-
sequences of high pCO2 levels on growth and product formation 
may not be clearly identifiable. They may rather be a matter of 
indirect effects finally resulting in morphology changes (McIntyre 
and McNeil, 1998). Also Gibbs et  al. (2000) pinpointed to the 
chemical interaction of high pCO2 with precursors of penicillin 
biosynthesis finally deteriorating performance of P. chrysogenum. 
Nevertheless, under high levels of pCO2 (installed after using 
10–15% enriched influent gas) increased climbing and severely 
reduced penicillin production were observed (El-Sabbagh et al., 
2006), not only for P. chrysogenum but also for cephalosporin C 
producing Acremonium chrysogenum (El-Sabbagh et al., 2008).

Mammalian Cells (e.g., CHO)
Today, mammalian producers are typically derived from tissue 
cells giving Chinese hamster ovary (CHO) cells an outstand-
ing importance for the production of therapeutic proteins 
(Pfizenmaier and Takors, 2015). It has been estimated that these 
cells experience pCO2 levels of 41–72  mbar under physiological 
conditions (Altman and Dittmer, 1971). However, industrial 
production environments are likely to impose much higher pCO2, 
especially when processes are in the focus of ongoing intensifica-
tion (Ozturk, 1996). pCO2-induced stress usually coincides with 
the increase of osmolality due to titration for pH control. Hence, 
the interaction of both effects is often in the foreground of related 
studies. Kimura and Miller (1996) analyzed recombinant tissue-
type plasminogen activator (tPA) production with CHO cells. 
Under maximum pCO2 of 333 mbar they observed 30% reduction 
of the growth rate which increased to 45% reduction in combina-
tion with high osmolality. Results of Gray et al. (1996) anticipated 
that an optimum for recombinant protein production exists at 
40–100  mbar pCO2. Zhu et  al. (2005) showed that industrial 
osmolality conditions (400–450 mOsm) together with typically 
high pCO2 (180–213 mar) levels caused a 20% drop of CHO cell 
viability. Besides, Takuma et  al. (2007) outlined that industrial 
pCO2 values of 293  mbar reduced growth by 60% while cell-
specific productivity of antibody IgG1 was almost unchanged. 
Additionally, there were indications that appropriate glucose 
limitation could compensate pCO2 triggered growth reduction at 
“moderate” 190 mbarCO2.

Among others, one reason for the deteriorating performance 
may be that protein glycosylation patterns reduce in the pres-
ence of elevated HCO3

− levels (Zanghi et  al., 1999). Besides, 
DeZengotita et al. (2002) argued that glycolysis was inhibited in 
a dose-dependent manner when pCO2 levels were studied between 
66 and 333 mbar in hybridoma cells. Therefore, pCO2 inhibition is 
not only a matter of CHO cells alone, but is observed for hybri-
doma and HEK293S cultures as well (Jardon and Garnier, 2003).

−CO / HCO2 3-induced Regulation

CO / HCO2 3
− not only serves as substrate or product for enzymes, 

but also impacts the internal pH, the fluidity and permeability of 
membranes, and physicochemical properties of proteins, and is 
regarded as signal for virulence and toxin production in pathogens 

http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive
www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org


August 2015 | Volume 3 | Article 10816

Blombach and Takors CO HCO2 3/ − impacts production processes

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org

(Isenschmid et al., 1995; Stretton and Goodman, 1998; Follonier 
et  al., 2013). Due to the multiple involvement of CO / HCO2 3

− 
in cellular metabolism, it seems evident that these species are 
directly or indirectly part of the regulatory machinery.

The human body underlies a complex CO / HCO2 3
− homeo-

stasis with bicarbonate concentrations up to 140 mM in certain 
tissues (Arthurs and Sudhakar, 2005; Abuaita and Withey, 2009; 
Orlowski et al., 2013) representing a striking signal for pathogens 
invading the host. Although a direct association between CO2 and 
virulence is missing, Park et al. (2011) found that 10% CO2 stimu-
lated aerobic growth of the human gastric pathogen Helicobacter 
pylori. CO2 deprivation led to increased intracellular ppGpp 
levels which might indicate an involvement of the stringent 
response in CO2-dependent regulation of H. pylori’s metabolism 
(Park et  al., 2011). In Vibrio cholerae bicarbonate activates the 
regulatory protein ToxT which in turn induces virulence gene 
expression (Abuaita and Withey, 2009). Another, bicarbonate 
sensing transcriptional regulator is the AraC-like protein RegA 
from the mouse enteric pathogen Citrobacter rodentium which in 
the presence of bicarbonate activates transcription of a number of 
virulence genes and inhibits expression of several housekeeping 
genes (Yang et al., 2009). C. albicans a fungal pathogen causing 
life-threatening infections in immunocompromised patients 
senses increased HCO3

−  levels by the soluble adenylyl cyclase 
(sAC) Cyr1p which produces cAMP. Then, cAMP activates 
protein kinase A to trigger filamentous growth which is an impor-
tant feature for adhesion and invasion of the pathogen (Klengel 
et  al., 2005; Hall et  al., 2010). Furthermore, the transcription 
factor Rca1p of C. albicans was shown to control expression of 
CA in response to the availability of CO2 (Cottier et al., 2012). 
Both examples demonstrate the relevancy of a CO / HCO2 3

− 
signaling system for global regulation of C. albicans’ metabolism. 
Regulation by bicarbonate-responsive soluble ACs seems be 
more widespread across multiple kingdoms since CO / HCO2 3

−

-dependent adjustment of the intracellular cAMP level, initially 
found in male germ cells, was also identified in mycobacteria, 
eubacteria, fungi, and cyanobacteria (Chen et al., 2000; Zippin 
et al., 2001; Bahn and Mühlschlegel, 2006).

Although in large-scale fermentations gradients of dissolved 
gases occur and high CO / HCO2 3

− concentrations depending on 
the process and the production host arise (Hermann, 2003; Takors, 
2012), only few studies investigated the effects of altered levels of 
these species on metabolism and regulation of industrial relevant 
microbial cells systematically. The already mentioned analysis of 
Baez et al. (2009) studied the effect of 300 mbar partial pressure 
on recombinant GFP producing E. coli not only metabolically but 
also on the transcriptional level. Expression analysis of 16 selected 
genes revealed only slight changes in transcription. Noteworthy, 
as response to elevated dissolved CO2 the transcription of acid 
stress genes (gadA, gadC, and adiA) increased, indicating acidifi-
cation of the internal pH by CO2 (Baez et al., 2009).

Recently, Follonier et  al. (2013) exposed Pseudomonas 
putida KT2440 to elevated pressure (up to 7  bar) associated 
with increased CO / HCO2 3

− concentrations in the bioreactor. 
They investigated the global transcriptional response by DNA 
microarrays. Physiology of P. putida KT2440 was hardly affected 
at increased pressure, however, significant changes in gene 

transcription were observed: elevated CO / HCO2 3
− levels acti-

vated the heat-shock response and strongly affected expression 
of cell envelope genes pointing to an altered permeability/fluidity 
of the membrane (Follonier et al., 2013).

The genome-wide transcriptional response of S. cerevisiae 
to high CO2 concentrations was analyzed in chemostat cultures 
under aerobic and anaerobic conditions. Accompanied with a 
more pronounced sensitivity of respiratory metabolism, high 
CO2 levels in glucose-limited cultures led to 104 at least two-fold 
altered transcripts compared to 33 under anaerobic conditions. 
Interestingly, 50% of the affected transcripts under aerobic 
conditions encoded mitochondrial proteins such as PEP carbox-
ykinase, PCx, and proteins involved in oxidative phosphorylation 
(Aguilera et al., 2005).

Recently, we investigated the effects of low (pCO2 < 40 mbar) 
and high (pCO2 ≥ 300 mbar) CO / HCO2 3

− levels on growth kinet-
ics and the transcriptional response of C. glutamicum compared 
to standard conditions. Under high CO / HCO2 3

− levels growth 
kinetics were not affected albeit the biomass to substrate yield was 
increased. However, a complex transcriptional response involv-
ing 117 differentially expressed genes was observed. Among 
those, 60 genes were assigned to the complete DtxR/RipA regulon 
controlling iron homeostasis in C. glutamicum. The mutant C. 
glutamicum ΔdtxR showed significantly impaired growth under 
high CO / HCO2 3

− conditions (compared to the wildtype) but not 
under standard conditions. This finding underlines the relevancy 
of the master regulator for cell fitness under high CO / HCO2 3

− 
levels (Blombach et  al., 2013). At low CO / HCO2 3

− levels C. 
glutamicum showed three distinct growth phases. In the mid-
phase with slowest growth, C. glutamicum secreted l-alanine and 
l-valine into the medium and showed about two times higher 
activities of glucose-6-P dehydrogenase and 6-phosphoglconate 
dehydrogenase and a strong transcriptional response (>100 
genes with altered expression) including increased transcription 
of almost all thiamine pyrophosphate (TPP) genes compared to 
standard conditions. We hypothesized that C. glutamicum coun-
teracts the lack of CO / HCO2 3

− by triggering TPP biosynthesis for 
increasing the activities of TPP-dependent enzymes involved in 
CO2 formation (Figure 4; Blombach et al., 2013).

Industrial scale cells are exposed to various gradients such as 
pH, substrates, and dissolved gases. To analyze the effects of oscil-
lating CO / HCO2 3

−  levels on the metabolism and transcriptional 
response of C. glutamicum, a novel three-compartment cascade 
bioreactor system was developed. pCO2 gradients of 75–315 mbar 
at industry-relevant residence times of about 3.6 min did not sig-
nificantly influence the growth kinetics but led to 66 differentially 
expressed genes compared to control conditions. Interestingly, 
the overall change in expression was directly linked to the pCO2 
gradients and the residence time of the cells in the scale-down 
device (Buchholz et al., 2014b).

−−CO / HCO2 3 impacts Production 
Processes

Production processes on glycolytic substrates rely on the ana-
plerotic function of PCx and/or PEP carboxylase to replenish 
citric acid cycle intermediates that are incorporated for anabolic 
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demands and/or product formation. Especially, oxaloacetate-
derived products such as l-lysine require a high anaplerotic flux. 
C. glutamicum is the workhorse in industrial l-lysine production 
and possesses PCx and PEP carboxylase. Several studies identi-
fied PCx and especially deregulated variants as most relevant to 
improve oxaloacetate supply since inactivation of PCx reduced 
and overexpression of the corresponding pyc gene significantly 
improved l-lysine formation in C. glutamicum (Peters-Wendisch 
et  al., 2001; Ohnishi et  al., 2002). Furthermore, inactivation of 
PEP carboxykinase led to an increase in l-lysine production with 
C. glutamicum (Riedel et al., 2001). Surprisingly, although great 
efforts have been made to tailor the biosynthetic pathway and 
to optimize precursor availability (Blombach and Seibold, 2010), 
the impact of altered CO / HCO2 3

− levels for aerobic l-lysine 
production has not been systematically investigated so far.

Apparently too low CO / HCO2 3
− levels may limit the in  vivo 

activity of anaplerotic reactions. The combination of high aeration 
and low biomass concentration at the beginning of the fermentation 
is likely to cause retarded cell growth due to CO2 over-stripping. 
By analogy, installing non-limiting CO / HCO2 3

− levels is especially 
important for zero-growth or resting cell bioprocesses. Examples 
are the synthesis of organic acids such as malate, fumarate and suc-
cinate which are formed anaerobically from oxaloacetate via the 
reductive arm of the citric acid cycle. Under such conditions only 
minor amounts of CO / HCO2 3

− are provided by the metabolism 
of the cell. However, elevated productivities can be achieved by 
sparging with CO2 or adding carbonates to the medium to ensure 
sufficient HCO3

−  for C3-carboxylation (Inui et  al., 2004; Okino 
et al., 2005, 2008; Lu et al., 2009; Zelle et al., 2010; Zhang et al., 2010; 
Wieschalka et al., 2012). Inui et al. (2004) and Okino et al. (2005) 
showed that addition of NaHCO3 to the medium significantly 
improved the glucose consumption rate and the succinate produc-
tion rate with resting cells of C. glutamicum R. Radoš et al. (2014) 
demonstrated that sparging an anaerobic culture of non-growing 
C. glutamicum with CO2 improved the succinate and acetate yield, 
respectively, both at the expense of lactate production. 13C nuclear 
magnetic resonance analysis of labeling patterns in the end prod-
ucts verified the incorporation of bicarbonate and the formation 
of succinate mainly via the reductive arm of the citric acid cycle 
(Radoš et al., 2014). For a dual-phase (aerobic growth, anaerobic 
production) succinate production process with a recombinant E. 
coli strain, it was also shown that increasing the CO2 content in the 
gas phase from 0 to 50% improved the biomass-specific produc-
tion rate and the succinate yield significantly (Lu et al., 2009). In 
order to provide additional CO2 and reduction equivalents for 
anaerobic succinate production from glucose, Litsanov et al. (2012) 
integrated the fdh gene encoding a formate dehydrogenase from 
Mycobacterium vaccae into the chromosome of an engineered C. 
glutamicum strain. Supplementation of formate increased the suc-
cinate yield by 20% mainly due to increased NADH availability. 
However, part of the formed CO2 was incorporated into the 
product (Litsanov et al., 2012).

The shortage of oil resources and steadily rising oil prices has 
stimulated efforts to produce chemicals and fuels directly from 
CO2. Production of ethanol, isobutyraldehyde, and isobutanol 
from CO2 and light was achieved using engineered photosyn-
thetic bacteria such as Rhodobacter capsulatus and Synechococcus 

elongates PCC7942 (Wahlund et  al., 1996; Atsumi et  al., 2009). 
Li et  al. (2012) showed the feasibility of electrochemical supply 
of electrons to produce isobutanol and 3-methyl-1-butanol from 
CO2 with engineered R. eutropha H16. However, the low produc-
tivity and final titer of such approaches and the reactor design is 
still a challenge for future industrial application. Alternatively, 
RubisCO was functionally expressed in heterotrophic S. cerevisiae 
to incorporate CO2 as co-substrate improving ethanol production 
and reducing the formation of the by-product glycerol in che-
mostat cultures (Guadalupe-Medina et al., 2013). An innovative 
approach is the use of CO2 and hydrogen-containing waste gases 
or synthesis gas as feedstock for the production of chemicals and 
fuels with acetogenic and carboxydotrophic bacteria. Aerobic 
and anaerobic gas fermentation processes have been exploited 
for their biotechnological potential and commercial plants for 
ethanol production are already under construction (Dürre and 
Eikmanns, 2015).

Mammalian producer cells descent from rodents (like mouse 
or hamster) or human tissues. In case they are used in submerse 
culture they have undergone a (sometimes) tedious transition to 
yield at suspended producer cell lines. With this history in mind 
one may understand why product formation in producer cells 
such as CHO is often found to be strongly growth de-coupled 
(Altamirano et  al., 2001). This fact is even exploited by tem-
perature shift-down approaches (37 to ~30°C) to arrest cells in 
G1 phase finally increasing cell-specific protein production. By 
analogy, osmolality increase results at similar growth and product 
formation phenotypes (Ozturk and Palsson, 1991; Kumar et al., 
2007). As outlined in the foregoing sections, elevated pCO2 envi-
ronments >100 mbar are likely to inhibit cell growth for CHO 
cultures. Consequently, therapeutic protein formation kinetics of 
the (typical) growth de-coupled type are not likely to be affected 
by high pCO2 environments. Indeed, findings of Takuma et al. 
(2007) support this conclusion. In case growth-coupled product 
formation is observed, the impact of increased carbon dioxide 
partial pressures may be more pronounced. This holds also true 
for putative interactions of high CO / HCO2 3

−  levels with the cel-
lular membrane or the product proteins. However, more studies 
are necessary to investigate these individual effects.

Conclusion

Summarizing the impacts of high CO / HCO2 3
−  levels, the reduc-

tion of cellular growth is a typical phenomenon. Although the 
effects are very individual, sensitivities on high CO2 partial pres-
sures are less pronounced in bacteria than they are in fungi or 
mammalian producer cells. As a rule of thumb pCO2 > 100 mbar 
marks the beginning of growth inhibition for the later.

On the other hand, too low CO / HCO2 3
−  levels are likely to 

limit anaplerotic reactions inside the cells. Consequently, down-
stream precursors such as oxaloacetate could become limiting 
which affects not only cell growth but also biosynthesis of related 
metabolic products.

In general, transcriptional responses on high (or low) 
CO / HCO2 3

−  are by far less studied than metabolic phenotypes. 
However, (maybe) surprising regulatory mechanisms are wait-
ing to be discovered. An illustrative example is the case of C. 
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glutamicum that aims at counteracting CO / HCO2 3
− limitation by 

amplifying TPP biosynthesis, known as an essential co-factor for 
decarboxylating enzymes. High CO / HCO2 3

−  levels apparently 
serve as an important stimulus for some pathogenic microbes 
to identify the host and to trigger related invasion programs. To 
what extent fragments or derivatives of such regulatory scenarios 
are also present in other cells also remains to be discovered.

Considering the application of microbes, yeasts, fungi, and 
mammalian cells in industrial bioreactors some particularities 
need to be taken into account. High CO / HCO2 3

−  levels do not 
effect cells as a singular, isolated event. They rather occur in con-
junction with changes of osmolality and pH that stimulate the 
cells manifold. The unequivocal identification of causes and con-
sequences may be hampered intrinsically. Complex networking 
analysis is necessary to decipher details of CO / HCO2 3

−  impacts. 
Examples are the link between CO / HCO2 3

− and productivity 
with morphology changes in fungi or the osmolality in CHO. On 

the other side, equal pCO2 levels may serve as a valuable scale-up 
criterion because they mirror the complex interaction of cellu-
lar activities, mixing, and mass transfer (Klinger et  al., 2015). 
Furthermore, one should consider that CO / HCO2 3

−  stimuli 
occur dynamically under industrial operation conditions. Cells 
are circulating in large-scale production reactors thus experienc-
ing frequently changing dissolved CO2 levels. Consequently, 
comprehensive scale-up tests should mirror these conditions to 
ensure that promising novel producers will perform equally well 
in large scale – as they should.
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The aromatic compounds cinnamic and p-hydroxycinnamic acids (pHCAs) are phenyl-
propanoids having applications as precursors for the synthesis of thermoplastics, flavor-
ing, cosmetic, and health products. These two aromatic acids can be obtained by chem-
ical synthesis or extraction from plant tissues. However, both manufacturing processes
have shortcomings, such as the generation of toxic subproducts or a low concentration
in plant material. Alternative production methods are being developed to enable the
biotechnological production of cinnamic and (pHCAs) by genetically engineering various
microbial hosts, including Escherichia coli, Saccharomyces cerevisiae, Pseudomonas
putida, and Streptomyces lividans. The natural capacity to synthesize these aromatic
acids is not existent in these microbial species. Therefore, genetic modification have been
performed that include the heterologous expression of genes encoding phenylalanine
ammonia-lyase and tyrosine ammonia-lyase activities, which catalyze the conversion of
L-phenylalanine (L-Phe) and L-tyrosine (L-Tyr) to cinnamic acid and (pHCA), respectively.
Additional host modifications include the metabolic engineering to increase carbon flow
from central metabolism to the L-Phe or L-Tyr biosynthetic pathways. These strategies
include the expression of feedback insensitive mutant versions of enzymes from the
aromatic pathways, as well as genetic modifications to central carbon metabolism to
increase biosynthetic availability of precursors phosphoenolpyruvate and erythrose-4-
phosphate. These efforts have been complemented with strain optimization for the
utilization of raw material, including various simple carbon sources, as well as sugar
polymers and sugar mixtures derived from plant biomass. A systems biology approach
to production strains characterization has been limited so far and should yield important
data for future strain improvement.

Keywords: cinnamic acid, p-hydroxycinnamic acid, aromatics, metabolic engineering, phenylpropanoids, natural
products, biotechnology

Introduction

Bacteria and plants have the natural capacity for synthesizing a large number of aromatic com-
pounds from simple carbon sources. The shikimate or common aromatic pathway is the main
central metabolic branch leading to several biosynthetic pathways that produce various aromatic
metabolites (Figure 1). The aromatic amino acids -phenylalanine (-Phe), -tyrosine (-Tyr),
and -tryptophan (-Trp) are primary metabolites synthesized from simple carbon sources by
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plants and bacteria. Secondary metabolites, such as phenyl-
propanoids, are derived from -Phe and -Tyr and are produced
mainly by plants. The phenylpropanoid acids cinnamic acid (CA)
and p-hydroxycinnamic acid (pHCA), also known as coumaric
acid, are twometabolites having nutraceutical and pharmaceutical
properties (Chemler and Koffas, 2008). They also have applica-
tions as precursors of chemical compounds and materials, such as
high-performance thermoplastics (Kaneko et al., 2006; Sariaslani,
2007).

Both CA and pHCA are present in plant tissues at a low
concentration. Therefore, complex procedures must be employed
for their extraction and the yields are usually low. For these rea-
sons, alternative production schemes are being explored. Several
microbial species currently employed in biotechnological pro-
cesses, possess part of the pathways required for CA and pHCA
synthesis from simple carbon sources. Thus, by applying genetic
engineering techniques to various microbial species, it has been
possible to develop production strains with the novel capacity
for synthesizing phenylpropanoid acids (Nijkamp et al., 2007;
Vannelli et al., 2007a; Limem et al., 2008).

In this review, we focus on recent studies related to the appli-
cation of genetic engineering strategies for the development of
strains derived from Escherichia coli, Pseudomonas putida, Strep-
tomyces lividans, and Saccharomyces cerevisiae for the production
of the phenylpropanoid acids CA and pHCA. Production process
development issues, such as product toxicity and carbon source
utilization, are also discussed.

The Shikimate Pathway and Derived
Aromatic Biosynthetic Pathways

The common aromatic pathway or shikimate pathway includes
common reactions leading to the specific biosynthetic pathways
for -Phe, -Tyr, and -Trp. Most of the reactions of the shiki-
mate aromatic pathway are conserved among bacteria and plants;
however, they can differ in terms of specific pathway regula-
tion. The first reaction in the shikimate pathways is the con-
densation of central carbon metabolism intermediates phospho-
enolpyruvate (PEP) and erythrose-4-phosphate (E4P) to yield 3-
deoxy--arabino-heptulosonate-7-phosphate synthase (DAHP)
(Figure 1). This reaction is catalyzed by the enzyme DAHP syn-
thase. In bacteria, this step is usually regulated at the enzyme
activity level by a feedback-inhibition allosteric mechanism on
DAHP synthase. After six enzyme reactions, DAHP is converted
to the intermediate chorismate (CHO). This compound is the
metabolic branching point where pathways specific for the syn-
thesis of -Phe, -Tyr, and -Trp originate (Maeda and Dudareva,
2012).

The biosynthetic pathway for -Tyr biosynthesis starts with
the conversion of CHO to prephenate (PPA) by the enzyme
chorismate mutase (CM). The intermediate PPA is converted
to 4-hydroxyphenylpyruvate (HPP) in a reaction catalyzed by
prephenate dehydrogenase (PDH). Finally, HPP is transformed to
-Tyr by transamination. Biosynthesis of -Phe also starts with
the conversion of CHO to PPA followed by a reaction yielding
phenylpyruvate (PPY) in a reaction catalyzed by the enzyme

prephenate dehydratase (PDT). It is common in bacteria to find
bifunctional enzymes where the CM domain is fused to either the
PDH or the PDT domain (Patel et al., 1977).

In most bacteria, -Phe, -Tyr, and -Trp are the final products
of their biosynthetic pathways. However, in plants and some
bacteria, these amino acids are intermediates in pathways for the
synthesis of secondary metabolites. The phenylpropanoids are a
class of secondary metabolites produced by plants mainly as pro-
tection against biotic stress. These compounds also have medic-
inal use, such as antioxidants, UV screens, anticancer, antiviral,
anti-inflammatory, anti-nitric oxide production, and antibacterial
agents (Korkina et al., 2011). The first step in the phenylpropanoid
pathway is the deamination of -Phe to generate CA in a reaction
catalyzed by the enzyme phenylalanine ammonia lyase (PAL).
This compound is then transformed to pHCA by enzyme cinna-
mate 4-hydroxylase (C4H) (Achnine et al., 2004). pHCA is a pre-
cursor for a large number of metabolites including flavonoids and
lignans. These compounds have important structural and protec-
tive functions in plants (Emiliani et al., 2009). Several of the char-
acterized PAL enzymes can also employ -Tyr as a substrate, thus
displaying tyrosine ammonia lyase (TAL) activity and producing
pHCA directly from -Tyr (Cochrane et al., 2004; Cui et al., 2014).
Therefore, the term PAL/TAL is usually employed in naming this
type of enzymes. At present, known TAL enzymes have substrate
specificity toward both -Phe and -Tyr. The specificity to -Tyr
of the TAL from Rhodobacter sphaeroides has been modified to
-Phe by changing amino acid residue His89 that is conserved in
enzymeswithTALactivity to Phe. This result suggests that itmight
be possible to modify the substrate specificity of enzymes that
display PAL activity by employing protein engineering approaches
(Louie et al., 2006).

Engineering of Microbes for Production of
Phenylpropanoid Acids

Microbial species traditionally employed in biotechnological pro-
cesses do not have the natural capacity for synthesizing phenyl-
propanoid acids. Therefore, genetic modifications are required to
generate CA or pHCA production strains. Since enzymes having
PAL/TAL activities are not present in industrial microbial strains,
a key modification to generate phenylpropanoid acids produc-
tions strains is the heterologous expression of genes encoding
these proteins. These strains are usually further engineered by
modifying carbon flow distribution in central and biosynthetic
pathways with the aim of increasing -Phe and -Tyr synthesis
capacity. Such strategies can be complemented with the engineer-
ing of substrate utilization and product tolerance. These strategies
are presented and discussed in the following sections.

Engineering of Key Pathways/Targets for
the Production of CA and pHCA

PAL/TAL Enzymes as Key Reactions
The heterologous expression of genes encoding PAL/TAL activi-
ties is an essential modification to generate CA and pHCA pro-
duction strains. Genes encoding PAL/TAL enzymes have been
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FIGURE 1 | Central metabolism, aromatics biosynthetic pathways, and
transport pathways from engineered E. coli. Dashed arrows indicate
multiple enzyme reactions. EI, PTS enzyme I; HPr, PTS phosphohistidine carrier
protein; EIIA, PTS glucose-specific enzyme II; PTS IICBGlc, integral membrane
glucose permease; GalP, galactose permease; XylFGH, xylose transport
proteins, AraFGH, arabinose transport proteins; DAHPS, DAHP synthase;
aroGfbr, gene encoding a feedback-inhibition-resistant version of DAHPS; tktA,

transketolase; tyrB, tyrosine aminotransferase gene; PAL, phenylalanine
ammonia lyase; TAL, tyrosine ammonia lyase; C4H, cinnamate 4-hydroxylase;
AaeXAB, efflux pump from E. coli; SprABC, efflux pump from P. putida; G6P,
glucose-6-phosphate; F6P, fructose-6-phosphate; G3P, glyceraldehyde-3-
phosphate; PEP, phosphoenolpyruvate; R5P, ribose-5-phosphate; Ru5P,
ribulose-5-phosphate; S7P, sedoheptulose-7-phosphate; X5P, xylulose-5-
phosphate; PYR, pyruvate; AcCoA, acetyl-CoA; TCA, tricarboxylic acids.

expressed in various microbial hosts to enable the capacity of
transforming -Phe and -Tyr into CA and pHCA, respectively.
Table 1 shows the sources of various PAL/TAL enzymes and their
kinetic parameters (when known). As it can be observed, the genes
employed originate from various biological groups, including
bacteria, yeasts, and plants. The kinetic characterization of these
enzymes provides data that can be used to compare them regard-
ing substrate affinity and catalytic efficiency. Several enzymes of
this family display both PAL and TAL activities. However, a wide
range of Km values can be observed for substrates -Phe and -
Tyr (Table 1). A microbial strain that expresses a gene encoding
a PAL/TAL enzyme acquires the capacity for transforming -Phe
or -Tyr into the corresponding phenylpropanoid acid. Therefore,
in a production context, the aromatic amino acid must be supple-
mented to the culture medium, where it is then internalized and
deaminated by the PAL/TAL enzyme.

Engineering of Pathway Regulation
Most microbial hosts have the metabolic capacity for synthesizing
-Phe of -Tyr from simple carbon sources. Therefore, to reduce
production costs, it is desirable to enhance endogenous biosyn-
thesis of the aromatic substrates to avoid having to add them to
the culture medium. The strategies for generating -Phe or -Tyr
overproducer strains are well-known and they have been applied
to generate microbial strains that can produce these amino acids
at grams level from simple carbon sources (Ikeda and Katsumata,
1992; Ikeda et al., 2006; Báez-Viveros et al., 2007; Lütke-Eversloh
and Stephanopoulos, 2007, 2008; Chávez-Bejar et al., 2008; Jumi-
naga et al., 2012; Kang et al., 2012). The elimination of enzyme
feedback inhibition regulation and transcriptional regulatory pro-
cesses are the most common modification that enhances flux to
the -Phe of -Tyr biosynthetic pathway. The high-level expres-
sion of feedback inhibition resistant (fbr) versions of enzyme
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TABLE 1 |Kinetic parameters for phenylalanine ammonia lyase and tyrosine
ammonia lyase enzymes from various organisms.

Organism Km

L-Phe
(μμμM)

Km

L-Tyr
(μμμM)

Reference

Rhodobacter capsulatus 1277 15.6 Kyndt et al. (2002)
Zea mays 270 19 Rosler et al. (1997)
Petroselinum crispum 24.5 7.8 Appert et al. (1994)
Rhodobacter sphaeroides 560 60 Vannelli et al. (2007b)
Phanerochaete chrysosporium 161 44 Xue et al. (2007)
Trichosporon cutaneum 2330 432 Vannelli et al. (2007a)
Rhodotorula minuta 584 212 Vannelli et al. (2007a)
Rhodotorula graminis 448 154 Vannelli et al. (2007a)
Streptomyces maritimus (encP) 23 – Xiang and Moore (2005)
Rhodotorula glutinis 1340 560 Zhu et al. (2013)
Arabidopsis thaliana (PAL1) 68 – Cochrane et al. (2004)
Arabidopsis thaliana (PAL2) 64 – Cochrane et al. (2004)
Arabidopsis thaliana (PAL3) 256 – Cochrane et al. (2004)
Arabidopsis thaliana (PAL4) 71 – Cochrane et al. (2004)
Saccharothrix espanaensis 2860 15.5 Berner et al. (2006)

DAHP synthase causes an increase in carbon flow from central
metabolism to the shikimate pathway. This increased flux toward
CHO synthesis can be redirected to the specific -Phe and -Tyr
biosynthetic pathway by overexpressing fbr versions of PDT and
PDH, respectively. In addition to the aforementioned strategies
for increasing synthesis capacity of aromatic amino acids, other
approaches, such as a combination of strain random mutagenesis
and selection, have proven successful for generating mutants that
overproduce -Phe of -Tyr (Bongaerts et al., 2001). Random
mutagenesis and selection schemes have also been employed to
generate P. putida strains for the production of CA and pHCA.
The P. putida strain S12 was isolated in cultures containing a high
styrene concentration and has been shown to be solvent tolerant
(Weber et al., 1993). This strain was engineered by expressing the
gene coding for the PAL/TAL from R. toruloides. To increase -
Phe biosynthesis capacity, this strain was subjected to random
mutagenesis and a selection process on the toxic analog m-fluoro-
phenylalanine. An isolated mutant produced 5mM CA from glu-
cose (Nijkamp et al., 2005). In addition toCA, this strain produced
a very low amount of pHCA. To obtain a high-level pHCA pro-
ducer strain, random mutagenesis and m-fluoro-phenylalanine
selection were employed, considering that -Phe and -Tyr share
steps in their biosynthetic pathways. Following this procedure,
a strain was obtained that showed a 14-fold increase in pHCA
synthesis. However, degradation of pHCA was observed in the
culture. It is known that P. putida has a pCHA catabolic pathway.
The gene fcs encoding feruloyl-CoA synthetase was inactivated in
P. putida S12, thus eliminating the first step in the degradative
pathway. This modification caused a 2.5-fold increase in pHCA
titer (224 μM); however, a large amount of CA was also pro-
duced (350 μM). To reduce CA production, -Phe auxotrophic
mutants were generated by random mutagenesis. One of such
mutants produced 860 and 70 μM of pHCA and CA, respectively
(Nijkamp et al., 2007). These results demonstrate how random
mutagenesis schemes coupled to selection with toxic analogs can
be employed to successfully yield overproducing strains. However,
a drawback of such methods is the lack of knowledge on the

specific mutations responsible for the observed phenotype. The
application of genome sequencing to characterize such mutants
should yield information that will allow for the future rational
design of production strains.

Engineering Building Blocks Supply
The capacity for synthesizing aromatic amino acids can be
improved by increasing availability of central metabolism precur-
sors PEP and E4P. The enzymes transketolase (Tkt) and transal-
dolase (Tal) from the pentose phosphate pathway participate in
E4P metabolism. The overexpression of each enzyme showed a
positive effect on DAHP synthesis from glucose. It was found that
tktA overexpression had a larger positive effect on increasing E4P
availability for aromatics biosynthesis. Unexpectedly, simultane-
ous expression of Tkt and Tal genes did not show a synergistic
effect on DAHP synthesis from glucose (Draths et al., 1992; Lu
and Liao, 1997). PEP participates in several anabolic and catabolic
pathways. In addition, it serves as phosphate donor during import
and phosphorylation of glucose and other sugars by the PEP:sugar
phosphotransferase system (PTS) (Erni, 2012).When a bacterium
grows on a sugar source that can be internalized by the PTS,
such as glucose, this system is the major consumer of PEP as one
mole of this molecule is required to transport and phosphorylate
1mole of glucose, generating glucose-6-phosphate (G6P), and
PYR (Figure 1). Various studies have stabilized that PEP availabil-
ity determines the yield of aromatic amino acids synthesized from
glucose (Patnaik et al., 1995). Themaximal theoretical yield for the
synthesis of aromatics precursor DAHP from glucose in a strain
with an active PTS is 0.43mol/mol. However, if glucose phos-
phorylation is PEP independent, the maximal theoretical yield
could be increased twofold to 0.86mol/mol (Báez et al., 2001). The
reactions catalyzed by enzymes Ppc and Pyk consume PEP and
for this reason they have become targets for strain improvement.
The inactivation of gene ppc caused a 10-fold increase in -Phe
production, but μ was severely affected (Miller et al., 1987). The
enzyme Pps, encoded by ppsA, catalyzes a gluconeogenic reaction
synthesizing PEP from PYR. The overexpression of ppsA in E.
coli has been shown to increase DAHP production to near the
maximum theoretical yield. However, it was also determined that
ppsA overexpression caused partial growth inhibition (Patnaik
et al., 1995).

Engineering of Substrate Utilization
To increase PEP availability for aromatics production, one
approach involves inactivation of PTS activity and its replacement
by alternate import and phosphorylation mechanisms. Mutant
strains of E. coli lacking PTS activity (PTS−) have been generated
and characterized. These PTS− mutants display very low rates of
glucose consumption and growth (PTS− glucose− phenotype).
Therefore, they are not useful for production applications. For this
reason, several strategies have been followed to improve glucose
import capacity in these mutant strains. Starting from a PTS−
glucose− strain, a continuous culture system was employed to
select evolved bacterial clones displaying a fourfold higher spe-
cific growth rate (μ) (PTS− glucose+ phenotype) (Flores et al.,
1996). The characterization of these laboratory evolved strains
revealed that glucose uptake and phosphorylation are carried out
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by a PTS-independent mechanism involving galactose permease
(GalP) and glucokinase (Glk) (Flores et al., 1996, 2002). The
enzyme Glk phosphorylates the cytoplasmic glucose employing
ATP as the phosphate donor, so in these strains, PEP is not
consumed for this reaction. An alternative method for generat-
ing PTS− glucose+ strains involves the overexpression of genes
encoding native or heterologous proteins having glucose import
andATP-dependent phosphorylating activities (Snoep et al., 1994;
Hernández-Montalvo and Martínez, 2003). The characterization
of several PTS− glucose+ strains shows that aromatics yield from
glucose can be increased to a level close to themaximal theoretical
yield calculated for a strain with PEP-independent glucose import
(Flores et al., 1996; Báez et al., 2001).

The use of substrates derived from lignocellulosic hydrolyzates
is a current trend in the development of biotechnological pro-
cesses. These are abundant and relatively inexpensive carbon
sources that can become the basis of sustainable production
processes. Although the composition of such materials differ
according to their origin, most of them contain a mixture of
pentoses and hexoses, mainly glucose, arabinose, and xylose.
The efficient utilization of such sugar mixture by the produc-
tion strains is an important characteristic. Therefore, microbial
species that naturally consume such mixtures must be employed,
or genetic modification must be employed to provide such trait.
The PTS is involved in carbon catabolic repression, a regula-
tory process responsible for the sequential utilization of mixtures
of carbon sources in E. coli and other bacteria. To determine
the effect of PTS inactivation on sugar mixtures utilization and
aromatics acids production, a combinatorial study was reported
where the effect of various phenotypes on CA and pHCA pro-
duction were compared. The authors generated strains derived
from wild type and a PTS− glucose+ mutant that expressed
PAL/TAL from Rhodotorula glutinis orA. thaliana as well as genes
encoding an fbr version DAHP synthase and Tkt. These strains
were grown in medium supplemented with glucose, arabinose,
xylose, or a simulated lignocellulosic hydrolyzate containing a
mixture of these three sugars and acetate. When grown in the
simulated lignocellulosic hydrolyzate, sequential sugar utilization
was observed in the wild-type strain, whereas they were simul-
taneously consumed by the PTS− glucose+ strain. This is a
trait that might prove to increase productivity when employing
hydrolyzates from lignocellulosic raw materials (Vargas-Tah et al.,
2015).

The organism S. lividans has the natural capacity to grow
employing various complex carbon sources, including cello-
oligosaccharide and xylo-oligosaccharide (Noda et al., 2012). This
is a useful trait since no previous physical or chemical treatment of
the lignocellulosic biomass is required to generate free sugars. This
bacterium was modified for CA production by the heterologous
expression of gene encP coding for a PAL from Streptomyces mar-
itimus. Production ofCAwas observedwhen culturing in complex
medium supplemented with glucose or glycerol as carbon source.
Carbon sources that can be derived from biomass were also tested,
including xylose, xylan, and raw starch with CA titers of 300,
130, and 460mg/L, respectively (Noda et al., 2011). In another
report, the S. lividans strain expressing encPwas employed for pro-
ducing CA from oligosaccharides as carbon sources in complex

medium. This strain produced 490, 400, and 160mg/L of CA with
cello-oligosaccharide, xylo-oligosaccharide, and Avicel as carbon
sources, respectively (Noda et al., 2012). A strain of S. lividanswas
constructed for pHCAproduction by expressing a gene encoding a
TAL from Rhodobacter sphaeroides. This strain produced 786 and
736mg/L of pHCA from glucose or cellobiose as carbon source.
This strain was further modified by expressing a gene encoding
an endoglucanase from Thermobifida fusca YX. The recombinant
S. lividans strain produced 500mg/L of pHCA from phosphoric
acid swollen cellulose (Kawai et al., 2013).

Engineering of Product Tolerance

It is known that CA and pHCA are toxic compounds for several
microorganisms (Qi et al., 2007; Sariaslani, 2007; Vargas-Tah
et al., 2015). For example, a concentration of 10 g/L of pHCA
completely abolishes growth in E. coli (Sariaslani, 2007). Under
production conditions where these compounds accumulate to
high titers, a negative effect on productivity and cell viability
would be expected. Two general approaches have been followed
to mitigate the negative effects of CA and pHCA accumulation
on production strain performance. The first one is based on
the overexpression of efflux systems that can employ pHCA as
substrate. In one study, it was demonstrated that E. coli mutants
in TolC, the outer membrane factor for several efflux systems,
are more sensitive to the negative effects of pHCA. The main
multidrug efflux system in E. coli is AcrAB, it requires TolC
to export several kinds of toxic compounds. An increase in
sensitivity to pHCA of acrAB mutants showed that this com-
pound is a substrate of this efflux system. However, the sen-
sitivity was higher in a strain with mutated efflux system and
TolC, suggesting that other(s) efflux system(s) could be active
with pHCA. As a strategy to identify gene candidates encoding
proteins involved in pHCA efflux, transcriptome analysis was
performed with E. coli grown in the presence of this aromatic
acid. This study found genes aaeA and aaeB to be upregulated.
Genes aaeXAB encode an efflux pump, when this operon was
overexpressed in E. coli, a twofold increase in tolerance to pHCA
was observed (Figure 1) (Van Dyk et al., 2004; Sariaslani, 2007).
This study also found that AaeXAB is functional in the absence
of TolC, thus indicating the existence of an additional aromatics
acids efflux system that is dependent on TolC (Van Dyk et al.,
2004).

The second approach to avoid the toxic effects or aromatic acid
is based on the use as production host of an organism having a
natural high tolerance to these compounds. The P. putida strain
S12 was isolated from cultures containing a high concentration
of styrene. Characterization of this strain has revealed that it is
tolerant to various organic solvents (Weber et al., 1993). An efflux
pump encoded by genes srpABC in this strain has been identified
as an important factor in solvent tolerance and in its capacity
to export chemical products (Figure 1). Their expression in a
solvent-sensitive P. putida strain increases its resistance to solvents
(Kieboom et al., 1998). As mentioned above, engineering of this
strain has led to production hosts displaying the highest reported
CA and pHCA titers in production cultures (Nijkamp et al., 2005,
2007).
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Microbial Hosts Employed for
Phenylpropanoid Acids Production

As mentioned above, various microbial strains have been mod-
ified for the production of CA or pHCA by employing diverse
metabolic engineering strategies. This includes Gram-negative,
Gram-positive, and eukaryotic organisms. The Gram-negative
bacterium E. coli is a facultative anaerobe that can employ a large
variety of organic compounds as carbon and energy sources. E.
coli was the first organism modified by genetic engineering and
it is currently employed as an important model in metabolic
engineering experiments. The existence of a wide array of genetic
modification techniques developed for E. coli has enabled the
engineering of this organism for aromatic acids production. As
shown in Table 2, CA and pHCA E. coli production strains have
been generated that express PAL/TAL enzymes from various ori-
gins, having the capacity to employ single sugars or mixtures as
substrates. Even though E. coli is a useful host organism, increas-
ing its tolerance to aromatic acids is still a challenge for developing
robust production strains.

The genus Streptomyces includes Gram-positive organisms dis-
playing the natural capacity for synthesizing antibiotics and other
secondary metabolites. Among them, the bacterium S. lividans
synthesizes enzymes that enable it to consume various biomass-
derived polymers, such as xylan, starch, cello-oligosaccharide, and
xylo-oligosaccharide (Noda et al., 2012). This organism has been
geneticallymodified for production of CA and pHCA from simple
sugars or polymers as carbon sources. The rate of production for

the aromatic acids was lower with sugar polymers when compared
to simple sugars. This indicates that further strain improvement
would be required to increase the cellular activities related to
polymer consumption (Table 2) (Noda et al., 2011, 2012; Kawai
et al., 2013).

The Gram-negative bacterium P. putida is a versatile organism,
displaying the capacity to colonize diverse niches. A P. putida
strain designated S12 was isolated from cultures containing a
high styrene concentration and it has been shown to be toler-
ant to several organic solvents (Weber et al., 1993). P. putida
S12 has been engineered to generate CA and pHCA production
strains. These strains have reached the highest aromatic acids
titers in production cultures a result likely attributed to the sol-
vent tolerance of the progenitor strain (Table 2). The introduc-
tion of functions related to sugar polymer consumption would
bring P. putida S12 closer to an ideal aromatics acids production
strain.

The yeast S. cerevisiae is a unicellular eukaryotic organism that
has been employed as an important biological model. In addition,
yeast is an industrial organism that has been fundamental to the
development of various fermentative processes. Currently, there is
one example of the genetic modification of S. cerevisiae for pHCA
production. A production strain was generated by expressing the
R. glutinis PAL/TAL. This S. cerevisiae strain also expressed the
Cytochrome P-450 enzyme system from the plant Helianthus
tuberosus. When culturing this yeast strain with glucose or raffi-
nose as carbon sources, the highest titers of pHCA were 14.6 and
202.8 (Vannelli et al., 2007a,b).

TABLE 2 | Comparison of production parameters for aromatic acids synthesized by engineered microbial strains.

Organism PAL/TAL Carbon source pHCA (mg/L) CA (mg/L) Reference

E. coli (w3110) R. glutinis Glucose 7.0 4.9 Vannelli et al. (2007a)
E. coli (DH10B) R. glutinis Glucose 46.0 41.5 Vannelli et al. (2007a)
E. coli (ATCC 31884) R. glutinis Glucose 24.6 56.3 Vannelli et al. (2007a)
E. coli (BL21*AI) T. cutaneum LB 79 186 Vannelli et al. (2007a)
E. coli (PTS−) R. glutinis Glucose 15.0 29.0 Vargas-Tah et al. (2015)
E. coli (PTS−) A. thaliana Glucose – 78.5 Vargas-Tah et al. (2015)
E. coli (W3110) A. thaliana Arabinose – 151.4 Vargas-Tah et al. (2015)
E. coli (W3110, pheA−) R. glutinis Simulated hydrolyzate 58.4 15.6 Vargas-Tah et al. (2015)
E. coli (W3110) A. thaliana Simulated hydrolyzate – 55.9 Vargas-Tah et al. (2015)
S. cerevisiae R. glutinis Glucose 2.3 – Vannelli et al. (2007a)
S. cerevisiae R. glutinis Raffinose 31.8 – Vannelli et al. (2007a)
P. putida S12 C1 R. toruloides Glucose 36.8 46.5 Nijkamp et al. (2007)
P. putida S12 C3 R. toruloides Glucose 141.2 10.4 Nijkamp et al. (2007)
P. putida S12 C3 R. toruloides Glucose 1740.1 22.2 Nijkamp et al. (2007)
P. putida S12 R. toruloides Glucose – 61.4 Nijkamp et al. (2005)
P. putida S12 R. toruloides Glucose – 740.3 Nijkamp et al. (2005)
P. putida S12 R. toruloides Glycerol – 799.5 Nijkamp et al. (2005)
S. lividans R. sphaeroides Glucose 786 – Kawai et al. (2013)
S. lividans R. sphaeroides Cellobiose 736 – Kawai et al. (2013)
S. lividans, endoglucanase expressing R. sphaeroides Glucose 753 – Kawai et al. (2013)
S. lividans, endoglucanase expressing R. sphaeroides Cellobiose 743 Kawai et al. (2013)
S. lividans, endoglucanase expressing R. sphaeroides Cellulose 500 – Kawai et al. (2013)
S. lividans S. maritimus Glucose – 80.0 Noda et al. (2012)
S. lividans S. maritimus Glucose – 209.8 Noda et al. (2012)
S. lividans S. maritimus Glycerol – 450 Noda et al. (2011)
S. lividans S. maritimus Xylose – 300.0 Noda et al. (2012)
S. lividans S. maritimus Xylan – 130.0 Noda et al. (2011)
S. lividans S. maritimus Raw starch – 460.0 Noda et al. (2011)
S. lividans S. maritimus Cello-oligosaccharide – 490 Noda et al. (2012)
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Production of CA and pHCA Using
Biotransformation

As mentioned above, biological synthesis of CA and pHCA start-
ing from simple or complex sugars has the potential for becoming
a relatively inexpensive manufacturing scheme. However, such
processes must deal with the issue of product toxicity, which
places an upper limit on attainable product titers. A solution to
this problem would be to employ a manufacturing alternative
based on performing a biotransformation where -Phe and -
Tyr are employed as substrates for the production of CA and
pHCA, respectively. In this scheme, the cell host is required
only for the synthesis of the PAL/TAL enzyme, which can be
purified for performing the deamination reactions. Production
of pHCA was studied by comparing PAL/TAL enzymes from
yeast R. glutinis (RgTAL) and fungus Phanerochaete chrysospo-
rium (PcTAL). The genes coding for these enzymeswere expressed
in E. coli and the protein products were purified. Characterization
of purified enzymes showed that PcTAL is thermostable, with
a maximal activity at 55–60°C. In experiments with whole cells
of E. coli expressing PcTAL, 42.2 g/L of pHCA were produced
with a specific productivity of 1.11 g/g h (Xue et al., 2007). In
another report, the RgTAL was stabilized by encapsulation within
polyethyleneimine-mediated biomimetic silica. The free enzyme
lost all its activity when exposed 1 h to a temperature of 60°C,
whereas encapsulated RgTAL retained 43% of its initial activity
(Cui et al., 2015). These results show how a natural version of
PAL/TAL or one that has been stabilized can constitute viable
alternatives for the synthesis of aromatic acids from -Phe or -Tyr
substrates.

Conclusion and Outlook

The development of microbial strains for the production of CA
and pHCA from simple carbon sources involves extensive engi-
neering of cellular metabolism. In addition to improving pro-
duction characteristics, these modifications will likely also cause
unexpected alterations to the cell’s physiology. System biology
approaches offer the opportunity of better understanding the
consequences of genetic modifications and the responses to var-
ious stress factors during the production stage. The application
of omics-based approaches, such as transcriptomics, proteomics,
fluxomics, and metabolomics, provides a comprehensive view of
the cell’s physiology response to various genetic modifications
as well as environment factors, such as product toxicity. For the
case of microbial strains for the production of CA and pHCA,
there is a lack of studies based on omics approaches. However,
there are some reports focusing on the study of strains modi-
fied for the production of precursors of aromatic acids. In one
report, proteome analysis was performed to understand the effect
of inactivating a PYR kinase PykF in E. coli. Among proteins
differentially expressed in the mutant strain, some were related to
E4P synthesis and the common aromatic pathway, suggesting a
higher capacity for aromatics synthesis (Prabhakar et al., 2007).
Transcriptome analysis was performed to compare a PTS+ and
a PTS− glucose+ E. coli strain modified for -Phe production.
Among differentially expressed genes, it was found that operon

acs-actP that is involved in acetate consumption was upregulated
in the PTS− glucose+ strain (Báez-Viveros et al., 2007). This
response is consistent with the lower level of acetate accumulation
in culture medium observed for strain PTS− glucose+ when
compared to PTS+. These results provide useful data that helps in
identifying genetic targets for strain improvement. Future studies
focused on characterizing CA and pHCA production strains will
likely identify novel targets for strain optimization.

Aromatic acids CA and pHCA are valuable chemicals having
direct applications and serving also as precursors for the syn-
thesis of a large number of useful compounds. During the last
years, various microbial hosts have been modified by metabolic
engineering to generate production strains. These efforts have
been fundamental for defining strain development strategies and
for identifying factors that limit productivity. In contrast to
other biotechnological products where a single microbial host
is usually employed, for the case of CA and pHCA production,
several different species show promise as production platforms.
As reviewed here, E. coli, S. cerevisiae, P. putida, and S. livi-
dans display particular characteristics that can favor aromatics
acids production. Although much progress has been made with
regard to production strain construction and process develop-
ment, the yields of aromatic acids are still low when compared to
other aromatic products (Bongaerts et al., 2001). An important
factor limiting productivity is the toxicity of CA and pHCA.
In this regard, studies identifying genes encoding efflux sys-
tems in E. coli and P. putida S12 enable a better understanding
of the processes involved in mitigating aromatic acids toxicity
(Kieboom et al., 1998; Van Dyk et al., 2004). The overexpression
of these genes in each organism clearly increases resistance to
toxic compounds. It remains to be determined if the solvent-
tolerance trait can be transferred to a different species. The use
of an omics approach to determine the transcriptional response
to CA and pHCA should prove to be valuable for identifying
systems that participate in toxic resistance in other microbial
species.

Generating a single product is usually the expected outcome in
a biotechnological production system. In microbial strains engi-
neered to produce aromatic acids from simple carbon sources, it
has been shown that synthesis of CA as only product is possible,
as a result of PAK specificity toward -Phe. However, this is not
the case for pHCA, since known TAL enzymes can also employ
-Phe as substrate. Therefore, pHCA is produced always with a
certain amount of CA. Although downstream processing could be
employed to separate pHCA from CA, this approach would result
in increased production costs. Another solution to this issue could
be based on applying protein engineeringmethods tomodify sub-
strate specificity of a TAL enzyme for reducing or abolishing CA
production, while maintaining high-catalytic activity to increase
production of pHCA. As an alternative, the search for novel TAL
proteins in natural diversity has the potential for finding enzymes
having substrate specificity only toward -Tyr.

Microbial strains having the capacity for producing CA or
pHCA have been employed as platforms for the synthesis
of various phenylpropanoid compounds. These include simple
phenylpropanoids as well as lignoids, flavonoids, coumarins, and
other related compounds (Figure 2) (Dixon and Steele, 1999).

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org August 2015 | Volume 3 | Article 11627

http://www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org
http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive


Vargas-Tah and Gosset Microbial production of aromatic acids

FIGURE 2 | Plant metabolites produced from CA and pHCA by engineered microbial strains.

These plantmetabolites have been shown to have pharmacological
activities, such as antioxidants, anticancer, antiviral, anti-
inflammatory, anti-nitric oxide production and antibacterial
agents, among others (Dhanalakshmi et al., 2002). The microbial
production of these compounds represents an attractive alterna-
tive to plant tissue extraction processes. However, at present, these
microbial strains produce a low level of these plant compounds. It
can be expected that some of the metabolic engineering strategies

applied to CA and pHCA production strains, as reviewed here,
should provide a basis for the future improvement of microbial
strains that synthesize useful plant metabolites.
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cole1-plasmid production in 
Escherichia coli: mathematical 
simulation and experimental 
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Biotechnologie (CeBiTec), Universität Bielefeld, Bielefeld, Germany, 4 Departamento de Procesos y Tecnología, Universidad 
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Plasmids have become very important as pharmaceutical gene vectors in the fields of 
gene therapy and genetic vaccination in the past years. In this study, we present a dynamic 
model to simulate the ColE1-like plasmid replication control, once for a DH5α-strain 
carrying a low copy plasmid (DH5α-pSUP 201-3) and once for a DH5α-strain carrying 
a high copy plasmid (DH5α-pCMV-lacZ) by using ordinary differential equations and the 
MATLAB software. The model includes the plasmid replication control by two regulatory 
RNA molecules (RNAI and RNAII) as well as the replication control by uncharged tRNA 
molecules. To validate the model, experimental data like RNAI- and RNAII concentration, 
plasmid copy number (PCN), and growth rate for three different time points in the expo-
nential phase were determined. Depending on the sampled time point, the measured 
RNAI- and RNAII concentrations for DH5α-pSUP 201-3 reside between 6 ± 0.7 and 
34 ± 7 RNAI molecules per cell and 0.44 ± 0.1 and 3 ± 0.9 RNAII molecules per cell. 
The determined PCNs averaged between 46 ± 26 and 48 ± 30 plasmids per cell. The 
experimentally determined data for DH5α-pCMV-lacZ reside between 345 ± 203 and 
1086 ± 298 RNAI molecules per cell and 22 ± 2 and 75 ± 10 RNAII molecules per cell 
with an averaged PCN of 1514 ± 1301 and 5806 ± 4828 depending on the measured 
time point. As the model was shown to be consistent with the experimentally determined 
data, measured at three different time points within the growth of the same strain, we 
performed predictive simulations concerning the effect of uncharged tRNA molecules on 
the ColE1-like plasmid replication control. The hypothesis is that these tRNA molecules 
would have an enhancing effect on the plasmid production. The in silico analysis predicts 
that uncharged tRNA molecules would indeed increase the plasmid DNA production.

Keywords: plasmid replication, small rna, modeling, ordinary differential equations, uncharged trna, high copy 
plasmid, biotechnology
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introduction

Since the finding that genetically engineered DNA can be used for 
gene therapy and DNA vaccination in the early 90s last century, 
the interest in plasmid DNA (pDNA) as a pharmaceutical gene 
vector has increased constantly (Kutzler and Weiner, 2008). The 
investigation of DNA vaccination in the past years shows entic-
ing results in several areas, especially in prophylactic vaccine 
strategies and the usage of pDNA as potential therapeutics for 
the treatment of infectious diseases, cancer, Alzheimer disease, 
and allergies (Kutzler and Weiner, 2008; Mairhofer and Lara, 
2014). A very promising field of application might be the genetic 
vaccination with DNA molecules to induce an immune response 
(Schleef and Blaesen, 2009). Using DNA molecules in that field 
has the advantage that there are no safety concerns associated 
with live vaccines. Additionally, the manufacturing process is 
short and stable in contrast to conventional vaccines (Kutzler and 
Weiner, 2008; Lara and Ramírez, 2012). It is expected that, since 
DNA vaccines and non-viral gene therapies enter phase 3 clinical 
trials and are approved for utilization, the demand for pDNA will 
increase (Bower and Prather, 2009). To meet these requirements, 
industrial-scale production processes of pDNA with adequate 
bacterial strains and vectors have to be designed. Therefore, it 
is important to understand which factors influence the plasmid 
replication.

In this work, we present a mathematical model to simulate 
the regulation of ColE1-like plasmid replication. Bacterial 
plasmids control their copy number through negative regulatory 
feedback mechanisms that adjust the replication rate (del Solar 
and Espinosa, 2000). In the case of ColE1-like plasmids, the 
replication is controlled by an antisense RNA molecule, which 
inhibits the maturation of the necessary primer RNA molecule 
for the DNA polymerase I (Grabherr and Bayer, 2002). When 
replication occurs, a part of an RNA preprimer transcript, named 
RNAII, binds to the plasmid origin of replication (oriV), where 
it forms a persistent hybrid (Itoh and Tomizawa, 1980). In the 
next step, it must be cleaved by the enzyme RNase H, which is 
specific for DNA–RNA hybrids (Schumann, 2001). This cleav-
age is essential to release the 3’OH group, so that the elongation 
by DNA polymerase I can start (Itoh and Tomizawa, 1980). To 
prevent the replication, this modification of RNAII by RNase 
H can be blocked through binding of a small complementary 
RNA transcript, named RNAI, which is the specific inhibitor of 
primer formation (Tomizawa and Itoh, 1981). RNAI and RNAII 
are coded within the same DNA region that is part of the oriV 
(Tomizawa, 1984). RNAI is constitutively transcribed from the 
opposite strand and regulates the frequency of replication initia-
tion (Tomizawa, 1984). RNAI and RNAII form a transient, the 
so-called “kissing complex,” thus the RNase H cannot modify 
the RNA preprimer transcript anymore (Tomizawa, 1984, 1985). 
This complex is stabilized by the binding of the Rom protein 
(also called Rop protein) (Tomizawa, 1986, 1990). Additionally, 
the plasmid replication control can be affected by starvation 
conditions, which leads to a drop in free amino acids, and 
thus to an increase of uncharged tRNA molecules (Yavachev 
and Ivanov, 1988). If an uncharged tRNA molecule binds to an 
RNAI or RNAII molecule, no kissing complex can be built and 

the RNAII transcript can serve as a preprimer (Grabherr and 
Bayer, 2002). Consequently, a high amount of uncharged tRNA 
molecules is correlated with an increase in plasmid copy number 
(PCN) (Wróbel and Węgrzyn, 1998). Two models are proposed 
to describe the interaction between uncharged tRNA molecules 
and the regulatory RNA molecules. Yavachev and Ivanov (1988) 
found structural and sequence similarities between the loops of 
RNAI, respectively, RNAII and the cloverleaf structure of certain 
tRNA molecules. The second model was introduced by Wang 
et al. (2002), who suggest that the binding between an uncharged 
tRNA molecule and one of the regulatory RNA molecules takes 
place at the amino acid binding site. Although there are kinetic 
models, which explain the regulation of the ColE1-like plasmid 
replication (Ataai and Shuler, 1986; Bremer and Lin-Chao, 1986; 
Keasling and Palsson, 1989a,b; Brendel and Perelson, 1993; Wang 
et al., 2002), these models consider only parts of the ColE1-like 
plasmid replication control. Brendel and Perelson (1993), for 
instance, describe a model for the in  vivo replication control 
mechanism by the regulatory RNA molecules, which includes 
kinetic information and accounts for measured concentration 
values.

In this study, the model proposed by Brendel and Perelson was 
extended. Their model describes the ColE1-like plasmid replica-
tion control by RNAI and RNAII molecules, with or without the 
interaction of Rom protein. They investigated plasmid concentra-
tions at two different growth rates and showed a decrease of the 
PCN in presence of an intact rom gene as well as an increase of 
plasmid production at low growth rates (Brendel and Perelson, 
1993). Apart from the replication control by the two regulatory 
RNA molecules, the plasmid replication can be influenced by 
uncharged tRNA molecules under amino acid starvation condi-
tions (Wróbel and Węgrzyn, 1998). The mathematical model pro-
posed in the present study incorporates the ColE1-like plasmid 
replication control by RNAI and RNAII molecules with or without 
the Rom protein. Additionally, the regulation by uncharged tRNA 
molecules is described. The advantage of this model is that it is 
confirmed by in vitro measurements of the plasmid concentra-
tion at different time points and the appropriate growth rates. 
Additionally, the free intracellular RNAI and RNAII concentra-
tions were determined via quantitative reverse transcription 
real-time-PCR (qRT-PCR) for the same time points. With these 
data, the model was fitted and validated, so it could be used for 
in  silico analysis of the ColE1-like plasmid replication control. 
Since this model takes into account the regulation by modified 
tRNA molecules, which cannot be charged by amino-acyl-tRNA 
synthetases anymore, it is possible to investigate the effect on the 
ColE1-like plasmid replication control.

Materials and Methods

Bacterial strain and Plasmids
The Escherichia coli strain DH5α (F–Φ80lacZΔM15 Δ(lacZYA-
argF) U169 recA1 endA1 hsdR17 (rK−, mK+) phoA supE44 
λ− thi-1 gyrA96 relA1) (Source: Plasmid Factory, Bielefeld, 
Germany) was used as a host strain for transformation of the 
high copy plasmid pCMV-lacZ (Source: Plasmid Factory, 
Bielefeld, Germany) as well as the low copy plasmid pSUP 201-3  
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(Simon et al., 1983). pCMV-lacZ is a ColE1-derived high copy 
plasmid for therapeutic pDNA production with a size of 7164 bp. 
It contains a pBR322 origin of replication without the rom gene 
and carries genetic elements for DNA vaccination together with 
the ampicillin-resistance gene bla. The low copy plasmid pSUP 
201-3 is also a ColE1-derivative and has a size of 7896 bp. It con-
tains a pBR322 origin of replication together with the rom gene 
and carries a specific recognition site for mobilization. For selec-
tion, the ampicillin-resistance gene bla and a chloramphenicol 
resistance gene are located on pSUP 201-3.

cultivation
The cultivation started under aerobic conditions with a pre-cul-
ture in a shaker at 37°C and 300 rpm in LB medium (Invitrogen, 
Darmstadt, Germany). Then, the cells were transferred to a 
synthetic minimal medium (prepared according to Lara et  al., 
2008). The medium consists of: 5 g·L−1 Glucose, 17 g·L−1 K2HPO4, 
5.3  g·L−1·KH2PO4, 2.5  g·L−1 (NH4)2SO4, 1  g·L−1 NH4Cl, 1  g·L−1 
NaCl, 0.01 g·L−1 Thiamine hydrochloride, 1 g·L−1·MgSO4·7H2O, 
and 1 mL L−1 trace elements solution. The trace elements solu-
tion contains: 17 g·L−1·Zn(CH3COO)2·2H2O, 7 g·L−1 Na·EDTA, 
1.25  g·L−1 CoCl2·6H2O, 7.5  g·L−1 MnCl2·4H2O, 0.75  g·L−1 
CuCl2·2H2O, 1.5  g·L−1 H3BO3, 1.05  g·L−1 Na2MoO4·2H2O, 
50  g·L−1 Fe(III) citrate. All chemicals were purchased from 
Sigma-Aldrich (Seelze, Germany), Roth (Karlsruhe, Germany), 
VWR (Darmstadt, Germany), Merck (Darmstadt, Germany), 
Fluka (Seelze, Germany), and Serva (Heidelberg, Germany). No 
ampicillin was added in order to avoid antibiotic stress influence 
on the plasmid production. During the cultivation, samples were 
successively taken, the cells were harvested by centrifugation 
(1 mL culture at 10,000 × g), then the supernatant was removed 
and the pellet was frozen in liquid nitrogen for 10 min and after-
wards stored at −80°C. This was done for three different time 
points during the exponential phase of the cultivation, since we 
are interested in replication during cultivation. Three biological 
replicates were taken at each time point. Samples taken during 
the exponential growth phase are assumed to represent a quasi 
steady state of the metabolism and plasmid replication and the 
most representative phase of a pDNA batch production process.

growth rate Determination
For growth rate determination at all measured time points, the 
cells were cultured in minimal medium and the optical density 
at 600 nm was measured. Growth curves were generated, where 
the optical density data as the natural logarithm of the measured 
OD600 values are given on the y-axis, normalized to the initial 
OD600 value, and the time is given on the x-axis. These growth 
curves were fitted applying the Matlab function “polyfit.” This 
function p finds the coefficients of a polynomial p(x) of degree n 
that fits the optical density data stored in a vector y best in a least-
squares sense, where p is a row vector of length n + 1 containing 
the polynomial coefficients in descending powers, p(1)*x^n  +   
p(2)*x^(n – 1) + … + p(n)*x + p(n + 1). Afterwards a χ2-test was 
applied to test the quality of the fit. The successfully fitted growth 
curves are shown in Figures 1 and 2.

In the next step, the first derivative p′(x), which enables the 
calculation of the growth rate for every time point, was generated.

Determination of the rnai and rnaii 
concentrations
To determine the concentrations of RNAI and RNAII, an 
internal standard for each of them was synthesized. Therefore, a 
primer with a T7 RNA polymerase promoter region extension, 
one for the rnaI gene and one for the rnaII gene (Table 1), was 
designed and a PCR amplification was used to amplify double 
strand RNAI- and RNAII-DNA. The PCR mixture with a final 
volume of 25 μL contained 2.5 μL GoTaq reaction buffer, 1.5 μL 
deoxynucleotides (0.2 mM final concentration), 0.5 μL forward 
primer and 0.5 μL reverse primer (each with a final concentration 
of 10 pmol μL−1), 0.75 μL MgCl2 (final concentration of 1.5 mM), 
1 μL GoTaq DNA Polymerase, 0.5 μL pDNA, and nuclease-free 
water to fill up to 25  μL. All chemicals were obtained from 
Promega (Mannheim, Germany) except the PCR primers, which 
were purchased from Metabion (Martinsried, Germany). The 
PCR was performed in a MJ Research PTC-100 Programmable 
Thermal Controller from Lab Recyclers (Gaithersburg, USA) 
applying the following program: an activation step for the hot 
start Taq polymerase was carried out at 94°C for 2 min, followed 
by an initial denaturation step at 94°C for 30  s, an annealing 
step at 64°C for RNAI (67°C for RNAII) and an extension step 
at 72°C for 20  s. This cycle was repeated 30 times and ended 
with a final extension step at 72°C for 2 min. The PCR product 
was purified using the NucleoSpin Extract II Kit from Macherey-
Nagel (Düren, Germany) and the concentration was measured 
spectrophotometrically (NanoDrop2000c spectrometer, Thermo 
Scientific, Braunschweig, Germany). The PCR product was used 
as a template for the T7 RNA polymerase (Roche, Mannheim, 
Germany) according to the manufacturer’s instructions to 
synthesize RNA. The reaction mixture with a final volume of 
20 μL contained 1 mM of each nucleotide (NTP), 2 μL supplied 
buffer (10×), 40 U T7 RNA polymerase, 20 U Ribolock RNase 
inhibitor, 1  μg template DNA, and DEPC-treated water to fill 
up to 20  μL. The mixture was incubated for 2  h at 37°C. The 
residual template DNA was digested by adding 2 μL DNaseI and 
incubated 15  min at 37°C. All chemicals were obtained from 
Fermentas (Schwerte, Germany). The inactivation was done 
by lithium chloride (LiCl)-precipitation using the following 
protocol: 2.5  μL LiCl (4M) were added to the 20  μL reaction 
mixture; in the next step, 75  μL ethanol (>99%) were added. 
Then, the RNA was precipitated for 30 min at −80°C. After that, 
for pelleting the RNA, the samples were centrifuged for 15 min 
at 4°C with 13,000  rpm. The supernatant was discarded and 
the pellet was washed with 200  μL ethanol (70%). After that 
it was centrifuged for 15 min at 4°C with 13,000 rpm and the 
supernatant was discarded. The washing procedure was repeated 
and after discarding the supernatant, the pellet was dried until 
the residual ethanol was evaporated. In the last step, the pellet 
was dissolved in 20 μL nuclease-free water. For generating a cali-
bration for RNAI, a 10-fold serial dilution series ranging from 
2 × 10−1 to 2 × 10−6 ng μL−1 was made and analyzed via qRT-PCR. 
A calibration curve was generated by plotting the cycle threshold 
values (CT-values) against the time. For the RNAII standard 
curve, the same procedure was applied. Only the range for the 
measured 10-fold serial dilution series was different: 2 × 10−1to 
2 × 10−7 ng μL−1.
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For sampling the RNA I and RNA II content, cells were 
cultivated as described above and harvested at each time point. 
Before harvesting, a dilution series was generated. For different 
dilutions, 50 μL per sample were plated to determine the cell titer. 
After doing this, 1 mL of the cell culture was harvested and cen-
trifuged. Then, the supernatant was removed and the pellet was 
frozen in liquid nitrogen for 10 min and then stored at −80°C. 
Lysing Matrix B tubes (MP Biomedicals, Heidelberg, Germany) 
were prepared with 700 μL RLT buffer (RNeasy Plus Mini Kit, 
Qiagen, Hilden, Germany) with 7  μL β-mercaptoethanol. The 
filled tubes were incubated on ice for 5 min. The pellet was re-
suspended in 200 μL 10 mM Tris-HCl, pH 8, and added to the 
prepared ice-cold tubes. The cells were lysed using the Hybaid 
ribolyser for 30 s, level 6.5 m s−1, and then incubated on ice for 
3  min. After centrifugation at 13,000  rpm and 4°C for 3  min, 
the supernatant was transferred into a new RNase free reac-
tion tube. The centrifugation step was repeated and again the 
supernatant was transferred onto the gDNA Eliminator spin 
column and centrifuged twice at 10,000 rpm, 4°C, and 30 s. The 
flow through was transferred into a new RNase free reaction 
tube. The next steps of RNA isolation were performed using the 
RNeasy Plus Mini Kit (Qiagen, Hilden Germany) according to 
the protocol Appendix D, starting at step D3 to step D8, with 
the modification that after step D6 an additional washing step 
with 500  μL ethanol (80%) was performed. The isolated RNA 
was measured via quantitative reverse transcription real-time 

FigUre 1 | growth curve for E. coli Dh5α-psUP 201-3. The growth curve 
based on OD600 measurements are marked by black circles and the appropriate 
best-fit curve is indicated in blue. The harvesting time points T1, T2, and T3 are 

presented as bold big points. The minimum–maximum area, within which the 
measurement values have to reside, is bordered by the red curve (minimal 
measured OD600 values) and the green curve (maximal measured OD600 values).

PCR (qRT-PCR) using the Sensi-Mix SYBR No-Rox One Step 
Kit (Bioline, Luckenwalde, Germany). The reaction mixture was 
prepared according to the proposed protocol with the modi-
fication that the reverse transcription was done with only one 
primer (RNAI-reverse and RNAII-reverse). The second primer 
was added just before the beginning of the PCR. As the RNAI 
molecule is an antisense RNA to the RNAII molecule, we had to 
stick to our modified protocol in order to avoid that the respec-
tive forward primer would bind to both RNA molecules. In this 
case, both RNA molecules would be reversely transcribed and 
we would not be able to determine the absolute amount of the 
particular molecule by PCR. Table 2 shows the used primer sets. 
The reverse transcription reaction was done in the PCR thermo 
cycler machine (MJ Research PTC-100 Programmable Thermal 
Controller from Lab Recyclers, Gaithersburg, MD, USA) at 42°C 
for 10 min. All real-time-PCR experiments were performed using 
the Opticon machine (BioRad, München, Germany) according 
to the following protocol: 10  min at 95°C initial polymerase 
activation step, 40 cycles [15 s at 95°C, annealing 15 s at 61°C 
(for RNAI), respectively, 56°C (for RNAII), 15 s at 72°C elonga-
tion]. A reaction mixture with a final volume of 20 μL contain-
ing 6.2 μL DEPC-treated H2O, 10.8 μL Sensi-Mix, 1 μL Primer 
(RNAI-reverse primer respectively RNAII-reverse primer), and 
1 μL RNA was used. After having run the reverse transcription, 
1  μL of the second primer was added and the qRT-PCR was 
started. After each PCR-cycle, the fluorescence was measured for 
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TaBle 1 | Primer sequences to generate internal rnai and rnaii 
standards.

Target Orientation Primer (5′–3′) length 
[nt]

rnaI Forward GAAATTAATACGACTCACTATAGG 
GACAGTATTTGGTATCTGCGCTC

47

Reverse AACCACCGCTACCAGCGG 18

rnaII Forward GAAATTAATACGACTCACTATAGGG 
GCAAACAAAAAAACCACCGCTACCA

50

Reverse TTTCCATAGGCTCCGCCCCC 20

TaBle 2 | Primer sequences to determine the rnai and rnaii amount 
via qrT-Pcr.

Target Orientation Primer (5′–3′) length [nt]

rnaI Forward TTGGTATCTGCGCTCTGC 18

Reverse CAGCGGTGGTTTGTTTGC 18

rnaII Forward TAACTGGCTTCAGCA 
GAGCGCAGAT

25

Reverse CCTGCCGCTTACCG 
GATACCTGT

23

FigUre 2 | growth curve for E. coli Dh5α-pcMV-lacZ. The growth 
curve based on OD600 measurements is marked by small black  
circles and the appropriate best-fit curve is indicated in blue. The 
harvesting time points T1, T2, and T3 are presented as bold big points.  

The minimum–maximum area, within which the measurement  
values have to reside, is bordered by the red curve (minimal  
measured OD600 value) and the green curve (maximal measured  
OD600 value).
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all PCR products. The raw data analysis was carried out with the 
corresponding Opticon monitor software. Different dilutions of 
the internal RNA standards were determined via qRT-PCR and 
the CT-values were calculated. Then the CT-values were plotted 
against the number of RNA molecules and straight calibration 
lines for RNAI and RNAII was generated. CT-values were deter-
mined as mentioned above for DH5α-low copy RNA samples 
and DH5α-high copy RNA samples and the appropriate absolute 
RNA concentration was calculated with the help of the linear 
regression curve. Then, the RNA amount per cell was calculated 
for each sample in mol per liter. These values were subsequently 
used for the theoretical model.

Determination of the Plasmid Dna 
concentrations
The determination of the pDNA concentrations was done by 
the company Plasmid Factory GmbH & Co. KG (Bielefeld, 
Germany). The plasmids were isolated by the Plasmid Factory 
GmbH & Co. KG (Bielefeld, Germany) with a NucleoBond 
PC20 kit from Macherey-Nagel (Düren, Germany) and the 
amount of purified pDNA was measured photometrically at the 
wavelength of 260  nm. Subsequently, the isolated pDNA was 
separated by agarose gel electrophoresis to check for possible 
contamination by chromosomal DNA. In case of contamina-
tions, the ratio of chromosomal DNA to pDNA was determined 
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FigUre 3 | structural model of cole1-like plasmid replication control 
for low and high copy plasmids as outlined by the cellDesigner 
software. The structural model represents an extension of the model proposed 
by Brendel and Perelson (1993) for ColE1-like plasmid replication control (the 
corresponding reactions are surrounded by the blue box). The difference 

between the description of the replication control for a low copy plasmid and 
for a high copy plasmid is three additional reactions (shown in the red box). 
These reactions describe the control by the Rom protein and are not active in a 
high copy plasmid. The reactions outside of the blue box were added within 
this work and describe the replication control by uncharged tRNA molecules.
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densitometrically using the software LabImage 1D L 340 (Intas 
Science Imaging GmbH). With this ratio, the amount of pure 
pDNA in the entire isolated pDNA sample could be determined 
and with the previously determined cell titers the absolute 
plasmid concentration in PCN for each harvesting time point 
was calculated. All measurements were carried out with three 
biological replicates.

The Theoretical Model
The modeling work started with building a structural model to 
visualize all relevant components and their interactions involved 
in ColE1-like plasmid replication control. This was done using the 
CellDesigner software (Ver. 4.1) (Funahashi et al., 2008), in which 
the replication control of low copy and high copy plasmids are 
described simultaneously (Figure 3). Note that during low copy 
plasmid control, three additional reactions representing the Rom 
protein control are involved. These reactions [see rate equations 

v1, v2, and v13 in the ordinary differential equation (ODE) system] 
are marked with a red box in Figure 3 and describe the regulation 
by the Rom protein, which does not take place in strains carrying 
the high copy plasmid, due to deletion of the rom gene (Yanisch-
Perron et al., 1985; Lin-Chao et al., 1992). As mentioned before, 
this model is an extension of the model presented by Brendel and 
Perelson (1993), the reactions which originated from their model 
are marked with a blue box in Figure 3. The remaining reactions 
describe the regulation by uncharged tRNA molecules under 
starvation conditions.

The Dynamic Model
Based on this structural model, a dynamic model was programed 
in MATLAB. In that model, each interaction is characterized 
by a mathematical equation, thereby depicting a kinetic law 
to define the reaction rates. To describe the dynamics of the 
substrate concentrations, a system of ODE-System was built, 
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TaBle 4 | calculated growth rates and generation times for 
DH5α-pcMV-lacZ.

Time point harvesting time 
point [h]

growth rate [h−1] generation time 
[min]

T1 8.17 0.305 136
T2 11.50 0.256 162
T3 17.50 0.090 347

These parameters are used in the described in silico analysis with the dynamic model, 
when the simulations begin at T1, T2, or T3. In these simulations, the simulation time 
corresponds to the generation time and the respective growth rate is used as a 
parameter in the rate equations.

TaBle 3 | calculated growth rates and generation times for DH5α-psUP 
201-3.

Time point harvesting time 
point [h]

growth rate [h−1] generation time 
[min]

T1 5.25 0.278 150
T2 8.25 0.302 138
T3 10.5 0.283 147

These parameters are used in the described in silico analysis with the dynamic model, 
when the simulations begin at T1, T2, or T3. In these simulations, the simulation time 
corresponds to the generation time and the respective growth rate is used as a 
parameter in the rate equations.
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which can be solved numerically, once the initial conditions are 
set. For replication control by RNAI and RNAII molecules with 
and without Rom protein, the rate equations recommended by 
Brendel and Perelson (1993) were used. As for the regulation by 
uncharged tRNA molecules, we propose kinetic equations based 
on mass action law. The corresponding parameters are assumed 
to be stable over time. Clearly, this assumption would not hold, if 
all growth phases were to be considered. Changing enzyme con-
centrations along with varying kinetic behavior would long for 
different models. As our area of interest is the exponential growth 
phase, we restrict our model to that time interval, within which 
the parameters stay constant. In vivo measurements of plasmid 
concentrations together with the appropriate growth rates and 
the RNAI and RNAII concentrations at different time points 
were incorporated in the dynamic model as initial conditions. 
The complete ODE-system along with the rate equations can be 
found in detail in the Supplementary Material.

results

cultivation and Determination of the growth 
rate for E. coli Dh5α carrying a low or a high 
copy Plasmid
Escherichia coli DH5α-pSUP 201-3 was cultivated in minimal 
medium and the optical densities of the culture were determined. 
These measurements were fitted with the Matlab function “poly-
fit,” which calculates the coefficient parameter set of polynomial 
coefficients with the lowest residual sum of squares. That is way, 
a polynomial equation with an order of four was obtained, which 
describes the bacterial growth for the strain carrying a low copy 
plasmid. Figure  1 presents the appropriate polynomial growth 
curve fit for E. coli DH5α-pSUP 201-3 together with the measured 
optical density values and the harvesting time points at which 
the RNAI, RNAII, and plasmid concentrations were measured. 
Additionally, the range of the highest and lowest OD600 values 
which were measured for each measuring time point is shown 
(Figure 1). In analogy to the low copy plasmid strain, the meas-
ured optical densities of the high copy strain were fitted with the 
MATLAB function “polyfit.” The resulting polynomial equation 
with an order of four describes the bacterial growth of E. coli 
DH5α-pCMV-lacZ (Figure 2). Comparing the measured optical 
density values with the best-fit curves (Figures 1 and 2), a very 
good description of the growth behavior for the low copy strain 
as well as for the high copy strain was obtained. To support this 

visual impression, χ2-tests were applied, which returned reduced 
χ2-values indicating the high fit quality. For both strains, the best-
fit curves are located very closely to the measured OD600 values 
and fit well into the area bounded by the highest and lowest OD600 
values measured between or at least very close to the minimal 
and maximal determined optical density curve throughout the 
whole exponential phase (Figures 1 and 2). During this period of 
cultivation, the theoretical model longs for the respective growth 
rates: the first derivative of the appropriate polynomial p gives 
the growth rate μ, for the respective harvesting time point. The 
calculated growth rates and the appropriate generation times are 
listed in Table 3 for E. coli DH5α-pSUP 201-3 and in Table 4 for 
DH5α-pCMV-lacZ.

Determination of the rnai/rnaii and the pDna 
concentrations
The RNAI and RNAII concentrations were determined for three 
different time points by qRT-PCR and the pDNA concentration 
was measured photometrically via NanoDrop and checked by 
agarose gel electrophoresis. This was carried out for the low copy 
strain, E. coli DH5α-pSUP 201-3, and for the high copy strain, 
E. coli DH5α-pCMV-lacZ, with three biological replicates. After 
qRT-PCR, the RNA concentrations were calculated by generating 
straight calibration lines from the RNAI and RNAII standards 
through linear regression. Regarding the results of E. coli DH5α-
pSUP 201-3, a decrease of the RNAI and RNAII concentrations 
with proceeding growth of the bacterial culture was observed 
(Table 5). Additionally, it was apparent that at every harvesting 
time point, there are always more free RNAI molecules than 
RNAII molecules in the cell. In contrast to the RNA concentra-
tions, the measured plasmid concentration per cell was stable 
over all three harvesting time points. PCNs of 46–48 were cal-
culated for each harvesting time point (Table 5). Regarding the 
determined PCNs of E. coli DH5α-pCMV-lacZ, an increase in 
plasmid concentrations with proceeding growth of the bacterial 
culture was observed (Table  6). For harvesting time point T1, 
a PCN of 1514 per cell was determined, while at T2 a PCN of 
2403 was found. At T3, 5805 plasmids per cell were measured. 
Cooper and Cass (2004) reported a PCN of 500–700 for pUC 
derivatives, so compared to the literature, the measured PCNs are 
very high. For this reason, we double checked the high magnitude 
of some of these values by qRT-PCR. The PCNs obtained by this 
analysis were in the same order of magnitude as the previously 
determined values. Considering the RNA concentrations per 
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TaBle 6 | Measured rnai-, rnaii-, and plasmid concentrations for 
Dh5α-pcMV-lacZ at the three harvesting time points, depicted in 
Figure 2.

Time point rnai  
[molecules/cell]

rnaii  
[molecules/cell]

Pcn  
[molecules/cell]

T1 541 (±51) 22 (±2) 1514 (±1301)
T2 1086 (±298) 64 (±4) 2403 (±713)
T3 345 (±203) 75 (±10) 5806 (±4828)

TaBle 5 | Measured rnai-, rnaii-, and plasmid concentrations for 
Dh5α-psUP at the three harvesting time points, depicted in Figure 1.

Time point rnai  
[molecules/cell]

rnaii  
[molecules/cell]

Pcn  
[molecules/cell]

T1 34 (±7) 3 (±0.9) 46 (±26)
T2 17 (±5) 1 (±0.4) 48 (±30)
T3 6 (±0.7) 0.44 (±0.1) 46 (±17)
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cell, fluctuations in the RNAI concentrations were observed in 
contrast to measurements for E. coli DH5α-pSUP 201-3, while 
the RNAII concentrations increased with proceeding growth of 
the bacterial culture (Table 6). The highest RNAI concentration 
was measured at T2 with 1086 ± 298 RNAI molecules per cell and 
the highest RNAII concentration was found at T3 with 75 ± 10 
molecules per cell. If these RNA concentrations are compared to 
the RNA concentrations measured for E. coli DH5α-pSUP 201-3, 
it is apparent that at every harvesting time point, the amount of 
free RNAI and RNAII molecules in E. coli DH5α-pCMV-lacZ is 
higher than those in E. coli DH5α-pSUP 201-3.

For determination of the number of RNAI/RNAII molecules 
per cell as well as the PCN, the mean M (i =  1, 2, 3) for each 
biological replicate was calculated applying

 
M

N
m ii

i
jij 1

N
  i= × =

=

1 1 2 3, , .( )∑
 

The respective SD was determined by
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The structural Model of cole1-like Plasmid 
replication control
Using the CellDesigner software (Funahashi et  al., 2008), a 
structural model for the ColE1-like plasmid replication control 
was built (Figure 3). The involved elements and their interactions 
are given to describe the ColE1-like plasmid replication control 
in high- and low copy plasmids simultaneously. Three additional 
reactions make the difference between low copy plasmid replica-
tion control and high copy plasmid replication control. These 
reactions represent the control by the Rom protein and are marked 
with a red box in Figure 3. In case of a high copy plasmid replica-
tion, the control level by the Rom protein does not take place due 
to the deletion of the rom gene (Yanisch-Perron et al., 1985; Lin-
Chao et al., 1992). Since the model proposed in this study is an 
extension of the model presented by Brendel and Perelson (1993), 

the reactions which came from their model are marked by a blue 
box in Figure 3. The remaining reactions that were added in this 
study describe the regulation by uncharged tRNA molecules 
under starvation conditions. Regarding the replication control 
by uncharged tRNA molecules, there are two possibilities for the 
uncharged tRNA’s (tRNA) to act: the uncharged tRNA molecules 
can bind to plasmid bound RNAII molecules or they can bind 
to free RNAII molecules and afterwards build a complex with 
the pDNA. In both cases, the binding of the inhibitory RNAI 
molecules is prohibited and the elongation of the RNAII-primer 
can occur. According to Brendel and Perelson (1993, ) the syn-
thesis and degradation reactions of RNAI, RNAII, and the Rom 
protein were included. Since the model proposed in this study 
contains the regulatory level of uncharged tRNA molecules, it was 
necessary to add also the synthesis and degradation reactions of 
uncharged tRNA. These synthesis and degradation reactions are 
not shown in the structural model depicted in Figure 3, they are 
found in the Supplementary Material.

The plasmid replication depicted in Figure 3 starts with the 
transcription of a preprimer RNAII molecule from a region 
555 bp upstream of the origin of replication. This RNAII tran-
script has a length of 100–360  nt and persistently hybridizes 
with a region close to the origin of replication (pDNA–RNAII-s) 
(Tomizawa, 1986). At that step, there are three possible scenarios 
for the proceeding of the replication process: the first one is that 
a regulatory RNA molecule, named RNAI, binds to the hybrid-
ized RNAII molecule. The regulatory RNAI molecule is encoded 
on the opposite strand of that one on which RNAII is encoded. 
The synthesis of RNAI begins 445 nt upstream of the origin of 
replication and proceeds in the antisense direction compared to 
the RNAII synthesis. Since the antisense RNAI transcript is com-
plementary to RNAII, it is able to bind the plasmid-RNAII hybrid 
and forms a so-called kissing complex (pDNA–RNAII–RNAI 
unstable). When this transient complex is built, the elongation 
of RNAII is blocked (Tomizawa, 1986). The second scenario 
is that the hybridized RNAII molecule is elongated to a length 
>360 bp before an RNAI molecule could bind (pDNA-RNAII-
lo). In that case, RNAII is cleaved by an enzyme named RNase 
H. This enzyme releases the 3’OH group, so the modified RNAII 
molecule can act as a primer (pDNA–RNAII-Primer). In the fol-
lowing reaction, the RNAII-Primer will be elongated by the DNA 
polymerase I and the pDNA will be doubled (Itoh and Tomizawa, 
1980). As in the model of Brendel and Perelson (1993), we assume 
that the concentration and the activity of RNase H remain con-
stant. Additionally, it was assumed that RNAI, RNAII, the Rom 
protein, and uncharged tRNA molecules move freely through the 
cytoplasm.

The third scenario is the binding of a free uncharged tRNA 
to the plasmid bound RNAII (pDNA–RNAII–tRNA). When an 
uncharged tRNA is bound to RNAII, the RNAI molecules cannot 
bind anymore, but RNAII can still be cleaved and elongated and 
serves in this way as a primer (pDNA–RNAII-Primer) (Grabherr 
and Bayer, 2002). It is proposed in this model that not only 
plasmid bound RNAII can interact with an uncharged tRNA 
molecule but also free RNAII molecules can be bound by an 
uncharged tRNA (RNAII–tRNA). In that case, the RNAII–tRNA 
complex binds to the template DNA and a complex composed 
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of a plasmid, RNAII, and an uncharged tRNA molecule is built 
(pDNA–RNAII–tRNA). The RNAII molecule will be elongated 
and becomes a primer, so the plasmid replication starts. This third 
scenario was not considered in the model of Brendel and Perelson. 
Considering the case that the primer could not be formed because 
of binding of the RNAI molecule to the plasmid bound RNAII, 
an unstable complex between the plasmid, RNAII and RNAI 
is built (pDNA–RNAII–RNAI unstable). This complex could 
become stable, modeled by a rate equation with the rate constant 
k10 (Brendel and Perelson, 1993). Having a low copy plasmid, this 
unstable complex could be stabilized by the Rom protein. As pro-
posed in the model from Brendel and Perelson (1993), we assume 
that therefore the Rom protein binds to the unstable complex 
and builds a transient complex (pDNA–RNAII–RNAI–Rom). 
This transient complex then is converted into a stable complex 
between of plasmid, RNAII, and RNAI (pDNA–RNAII–RNAI 
stable). Since the Rom protein is not present in a high copy plas-
mid, the reactions with Rom participation are missing (Figure 3). 
In addition to the reactions presented in the structural model in 
Figure 3, we consider the synthesis and degradation reactions of 
RNAI, RNAII, uncharged tRNA, and of the Rom protein (Rom).

The Dynamic Model of cole1-like Plasmid 
replication control
In the dynamic model, the in vivo reaction kinetics of each inter-
action presented in the structural model (Figure 3) are described 
by applying mass action law kinetics. In addition to those reac-
tions shown in Figure 3, the reaction rates of the synthesis and 
degradation reactions of RNAI, RNAII, uncharged tRNA, and 
Rom protein were specified by mathematical equations. Due 
to the assumption that the kinetic parameters do not change 
through the exponential growth phase, they remain constant for 
every growth rate. The dynamics of the substrate concentrations 
are described by ODEs. In general, such an ODE reads as follows:

 

d S
dt

v v S[ ] = + + − ×[ ]1  n µ  (1)

with [S] representing the substrate concentration, vi (i = 1 … n) 
describing the involved reaction rates, t the time, and μ the specific 
growth rate. In every ODE a term, where the negative growth rate 
is multiplied with the substrate concentration (−μ …  [S]), was 
included. The application of the −μ … [S] term was proposed by 
Brendel and Perelson (1993) to account for the dilution effect due 
to cell growth. The dilution effect describes that the distribution 
of intracellular compounds to the daughter cell after cell division 
depends on the growth rate. In case of a fast growing cell, the 
intracellular volume will increase faster than the concentration 
of intracellular compounds. As a consequence, the daughter cell 
shows a lower concentration of intracellular compounds than the 
mother cell. A lower dilution effect was observed in slow growing 
cells. The reason for that is that a slow growing mother cell has 
more time to synthesize her intracellular compounds before it 
will divide into two daughter cells. Thus, the characteristics of 
the dilution effect depend on the growth rate. The ODE system is 
applied to simulate the regulation of ColE1-like plasmid replica-
tion. It was set up based on the structural model by applying mass 

action law together with the dilution term. The model implies 15 
metabolites (si = 1, … , 15) whose interactions are described by 26 
rate equations (vi = 1, … , 26) containing 26 kinetic constants ki. 
This means that all reactions visualized in the structural model by 
a reaction arrow are described mathematically by a rate equation 
(v1, … , v17). In addition to the visualized reactions in the struc-
tural model, synthesis and degradation reactions of Rom protein, 
RNAI/RNAII, and uncharged tRNA together with the reaction 
for complex formation of RNAI and RNAII are described by 
rate equations (v18, … ,v26). The model proposed in this work is a 
minimal model which includes the plasmid replication control by 
two regulatory RNA molecules (RNAI and RNAII), the control 
by Rom protein as well as the replication control by uncharged 
tRNA molecules. It comprises no reaction not involved in these 
levels of replication control. The mentioned 26 rate equations 
are necessary and sufficient to simulate the ColE1-like plasmid 
replication control, because they describe all relevant elements to 
investigate the proposed hypothesis.

The whole ODE-system and the 26 rate equations can be found 
in the supplement. The parameter values ki (i = 1, … , 26) used in 
the rate equations with the respective source are listed in Table 7. 
After defining all kinetic constants, the ODE-system could be 
solved numerically by applying a MATLAB solver. As initial 
conditions, the experimentally determined RNAI and RNAII 
concentrations together with 50% of the respective determined 
appropriate plasmid concentrations and the appropriate meas-
ured growth rates were used. The motivation for taking the half 
of the measured plasmid concentration value is the assumption 
that the measured plasmid concentration is equal to the plasmid 
concentration directly before cell division and that the pDNA will 
be doubled during one generation time. All unknown substrate 
concentrations were assigned the zero value, because it is assumed 
that the internal pool of these substances has to be synthesized 
and is comparatively low at the beginning of the investigation. 
Once the above-mentioned parameters and initial concentrations 
were included into the dynamic model, it was used for in silico 
analysis of the ColE1-like plasmid replication control.

simulations of the cole1-like Plasmid 
replication control – simulations for  
Parameter Fitting
Since some kinetic values are unknown so far, they had to be either 
estimated or determined via parameter fitting. To obtain reason-
able fits for the constants k3, k4, and k26 (Table 7), the experimentally 
determined data of harvesting time point T2 were used for the low 
copy plasmid as well as for the high copy plasmid. Obviously, this 
data set was not considered for later validation. In all simulations, 
one single cell was considered. The simulation time corresponds 
to the generation time, which was calculated using the respective 
growth rates determined for each harvesting time point. The 
simulations for parameter fitting and validation for DH5α-pSUP 
201-3 began at the particular harvesting time point and ran for the 
period of one cell duplication (i.e., simulation time = generation 
time), where one single cell was considered. Regarding the results 
for T3, for example, the simulation began at time point T3 and the 
simulation time was 147 min. In biological sense, this means that 
at T3 one single cell starts to grow, divides after 147 min and ends  
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TaBle 9 | results of the in vitro and in silico determined Pcns for 
Dh5α-pcMV-lacZ.

Time point Measured pDna 
[molecules/cell]

simulated pDna 
[molecules/cell]

T1 1514 ± 1301 1718
T2 2403 ± 713 2405
T3 5806 ± 4828 5421

The in vitro determined PCNs are the results of the plasmid concentration 
measurements done by the Plasmid Factory (Bielefeld, Germany) and the in silico 
determined PCNs are calculated by the dynamic model. As initial conditions for the 
simulations, the experimentally determined data for the three harvesting time points T1, 
T2, and T3 were chosen. To these belong the measured RNAI-, RNAII-, and plasmid 
concentrations (Table 6) and the respective growth rates (Table 4). The simulation time 
was equal to the generation time (Table 4).

TaBle 8 | results of the in vitro and in silico determined Pcns for 
Dh5α-psUP.

Time point Measured pDna 
[molecules/cell]

simulated pDna 
[molecules/cell]

T1 46 ± 26 49
T2 48 ± 30 47
T3 46 ± 17 49

The in vitro determined PCNs are the results of the plasmid concentration 
measurements done by the Plasmid Factory (Bielefeld, Germany) and the in silico 
determined PCNs are calculated by the dynamic model. As initial conditions for the 
simulations, the experimentally determined data for the three harvesting time points T1, 
T2, and T3 were chosen. To these belong the measured RNAI-, RNAII-, and plasmid 
concentrations (Table 5) and the respective growth rates (Table 3). The simulation time 
was equal to the generation time (Table 3).

TaBle 7 | Parameter for in silico analysis of cole1-like plasmid 
replication control.

reaction 
kinetic

constant low copy 
plasmid

high copy 
plasmid

source

1 k1 [M−1·min−1] 1.7·108 Not available a,-

2 k2 [min−1] 0.17 Not available a,-

3 k3 [M−1·min−1] 1.02·108 3.05·106 c,c

4 k4 [min−1] 48 20 a,c

5 k5 [min−1] 12 12 a,a

6 k6 [min−1] 4.3 4.3 a,a

7 k7 [min−1] 3.8 4.19 f,f

8 k8 [min−1] 4.3 4.3 a,a

9 k9 [M−1· min−1] 0.25 0.25 a,a

10 k10 [min−1] 44 44 a,a

11 k11 [min−1] 0.085 0.085 a,a

12 k12 [min−1] 17 17 a,a

13 k13 [min−1] 34 Not available a,-

14 k14 [min−1] 1.8·105 1.8·105 b,b

15 k15 [M−1·min−1] 1.8·105 1.8·105 b,b

16 k16 [min−1] 12 12 g,g

17 k17 [min−1] 0.25 0.25 g,g

18 k18 [min−1] 6 6 a,a,d

19 k19 [min−1] 0.25 0.25 a,a,d

20 k20 [min−1] 4 Not available a,-

21 k21 [min−1] 0.35 0.35 a,a

22 k22 [min−1] 0.35 0.35 a,a

23 k23 [min−1] 0.14 Not available a,-

24 k24 [M·min−1] 7.99·10−6 7.99·10−6 e,e

25 k25 [M−1·min−1] 1.02·108 3.05·106 g,g

26 k26 [min−1] 0.35 0.35 c,c

-No literature data is found for this value.
aBrendel and Perelson (1993).
bWang et al. (2002) with the assumption that RNAII molecules are bound by tRNA 
molecules with the same kinetic constant like RNAI molecules bind to RNAII molecules 
in reaction 3.
cThis work (parameter fitting).
dk18 and k19 were calculated with an assumed RNA polymerase-transcription rate of 
50 nt s−1 (von Hippel et al., 1984).
ek24 was calculated with an assumed transcription rate of 42 nt s−1 [Gotta et al. (1991) 
and Klumpp (2011)].
fk7 was calculated with an assumed DNA-polymerase-elongation rate of 42 bp s−1 
(Alberts et al., 2007) under allowance of plasmid size.
gThis work (estimated).
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up with a PCN of 49, directly before the next cell division. 
The results of the parameter fitting and validation for E. coli 
DH5α-pSUP 201-3 are depicted in Table 8 in terms of simulated 
PCNs and experimentally determined PCNs. Besides the results 
assigned to time point T2, which can be regarded as the outcome 
of the fitting procedure, the simulation results for the remaining 
time points T1 and T3 meet the experimental outcome very well. 
These results were achieved without any additional fitting steps, 
just with the parameters determined for time point T2, which are 
summarized in Table 7 (fitted parameters are assigned the letter 
“c”). Comparing the simulated PCNs and the measured PCNs of E. 
coli DH5α-pSUP 201-3 and E. coli DH5α-pCMV-lacZ (Table 9), 
respectively, one can conclude that the dynamic model supplied 
with this data set can sufficiently explain the bacterial behavior for 
different cultivation time points. Comparing the simulated PCNs 
and the measured PCNs of E. coli DH5α-pSUP 201-3, it could 
be concluded that the dynamic model is able to reproduce the 
experimentally measured PCNs in an appropriate way. Looking 
at the simulated PCNs for E. coli DH5α-pCMV-lacZ, it could be 

observed that in this case the model is also able to reproduce the 
experimentally determined PCNs in an appropriate way (Table 9). 
The simulated PCNs reside within the margin represented by the 
SD. To sum up, the simulation of the plasmid replication control 
for all harvesting time points is possible and the model is able to 
reproduce the PCN in the requested correctness.

Predictive simulations
In this study, a dynamic model was developed to investigate the 
effect of uncharged tRNA molecules on the ColE1-like plasmid 
replication control. From this, the question arises if tRNA 
molecules can be modified in such a way that they cannot be 
charged any longer, and could we envisage an increase in plas-
mid production? In general, a high amount of uncharged tRNA 
molecules can be observed when the cell is afflicted with amino 
acid starvation. Under that condition, the protein synthesis is 
negatively affected and the majority of tRNA molecules in the 
cytoplasm are uncharged. Wróbel and Węgrzyn (1998) could 
show that a high amount of uncharged tRNA molecules is con-
nected with an increase in the PCN (Wróbel and Węgrzyn, 1998). 
Thus, for plasmid production, starvation conditions would be 
advantageous. There is just one single problem: for a long-term 
production process, these conditions are not applicable, because 
the cells will not survive until the plasmid production cultivation 
is finished. One possible solution could be the overexpression of a 
tRNA gene. But in that case, there is a certain probability that the 
higher amount of uncharged tRNA will be rapidly charged by the 
amino-acyl- tRNA synthetases before they could influence the 
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FigUre 4 | simulation of the plasmid replication control for 
E. coli Dh5α-placZ, beginning at time point T3, for the following 
three different growth conditions: blue, growth with normal 

nutrient conditions; green, growth with amino acid starvation 
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plasmid replication. To overcome this problem, a modification of 
the tRNA molecule is required, which would preserve the charg-
ing and still positively influence the plasmid replication. In that 
case, the cell would be still vital under non-starvation conditions. 
But could such modified tRNA molecules actually push the plas-
mid replication? Therefore, the dynamic model was established, 
which enables to investigate how the plasmid replication control 
would behave, if a gene encoding a modified tRNA molecule was 
introduced into the genome.

To test the hypothesis that an uncharged tRNA would 
increase the PCN, the ColE1-like plasmid replication control of 
E. coli DH5α-pCMV-lacZ was simulated for the following three 
conditions: growth under normal nutrient conditions, growth 
under amino acid starvation conditions, and growth under the 
influence of an inserted gene encoding for a modified tRNA 
under normal nutrient conditions. E. coli DH5α-pCMV-lacZ was 
chosen, since for plasmid production usually high copy plasmids 
are used. The simulations could also be conducted for E. coli 
DH5α-pSUP 201-3, leading qualitatively to the same result (data 
not shown). The simulations were done for all three conditions, 
beginning at T3, for a period of one cell duplication [i.e., simula-
tion time = generation time (T3)]. One single cell is considered, 
which starts to grow at time point T3 and divides after 347 min. 
The initial conditions were the experimentally determined data 
at T3 (see Tables 4 and 6), which includes the RNAI- and RNAII 

concentrations together with half of the respective determined 
plasmid concentrations and the appropriate measured growth 
rate. All unknown substrate concentrations were assigned the 
value 0. This means that the simulations consider one single 
cell, which starts to grow at time point T3 and divides after 
347 min. In the moment of cell division, the simulation stops, 
so the daughter cells are not considered anymore. The time 
point T3 was chosen exemplarily, because at this time point 
the highest PCN was measured. Of course, it is possible to do 
these simulations just as well for T1 and T2. The simulation 
results of the three mentioned conditions are graphically shown 
in Figure  4. The first simulation (Figure  4) considers growth 
conditions with normal nutrient supply. To describe this situ-
ation mathematically, the kinetic constant of uncharged tRNA 
synthesis (k24) was multiplied with the factor 0.01 to keep the 
amount of free uncharged tRNA molecules very low, because the 
amino acids supply is sufficient, so the amount of free uncharged 
tRNA molecules is very low. The factor 0.01 was chosen due to 
the assumption that under sufficient nutrient supply, only 1% 
of the tRNA molecules in the cell are uncharged. The in  silico 
analysis showed that for a cell, growing under normal nutrient 
conditions, the PCN undergoes an increase to about 2523 (5421 
plasmids at T3  –  initial PCN  =  2523). The second simulation 
(Figure 4) was done for a cell, which grows under amino acid 
starvation conditions. Here, the assumption was made, that as 
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a consequence of insufficient nutrient supply, the intracellular 
protein concentrations are decreased and so all reactions run 
with only 10% reaction velocity (estimated). Mathematically 
spoken, every kinetic constant and the growth rate were multi-
plied by the factor 0.1. Furthermore, the factor of 0.01 for k24 was 
replaced by 1, because of the high amount of uncharged tRNA 
molecules under amino acid starvation. The second simulation 
predicts that within a period of cell duplication, one single cell 
produces only 379 plasmids. In the third simulation (Figure 4), 
the cells grow under normal nutrient supply with a high amount 
of modified tRNA molecules, which were encoded by an inserted 
modified tRNA gene. As for the mathematical description, this 
means that all reactions are running at 100%, because there is 
no amino acid starvation. Furthermore, the factor 0.01 for the 
kinetic constant k24 was again replaced by 1, since there are a 
lot of free modified tRNA molecules in the cell. Under these 
conditions, the model predicts a plasmid production of 3822 
plasmids for one single cell within a period of cell duplication. 
Comparing all three simulations (Figure 4), it is apparent, that 
the plasmid production is lowest under insufficient nutrient 
supply. The highest plasmid production is predicted for the case 
when a gene, which encodes a modified, uncharged tRNA, is 
introduced into the genome.

Discussion

In the last 10 years, the number of clinical trials in the field of 
human gene therapy has increased from 500 to 1500 (Prazeres, 
2011). One can assume that once the clinical trials are completed 
and plasmid biopharmaceuticals enter the market, the demand 
of pDNA will increase. Since ColE1-type plasmids are often the 
basis for DNA vaccines or gene therapy products, it is important 
to understand how their replication is regulated (Prather et al., 
2003). The dynamic model presented here is a valuable contri-
bution to the modeling work done in this field, since it is more 
comprehensive than previous models (Ataai and Shuler, 1986; 
Bremer and Lin-Chao, 1986; Keasling and Palsson, 1989a,b; 
Brendel and Perelson, 1993; Wang et  al., 2002). It extends the 
model proposed by Brendel and Perelson (1993), because it does 
not only incorporate the regulation through inhibitory RNAI 
molecules, but it considers also the control by uncharged tRNA 
molecules. Some previous models have focused on the PCN 
deviation from steady states derived from RNAI and RNAII 
concentrations (Paulsson et al., 1998), plasmid stability or prob-
ability of plasmid loss (Paulsson and Ehrenberg, 1998), as well as 
the formation of stable RNAII structures (Gultyaev et al., 1995). 
However, the mentioned reports did not show the effect of RNAI, 
RNAII, or uncharged tRNA on PCN linked to cell growth. Thus, 
the underlying reaction network of the proposed model is more 
detailed and the number of application conditions is increased. 
The simulation data are confirmed by in  vitro measurements, 
obtained at three different time points. Since the data for each 
time point were measured for each time point in the same strain, 
they can be treated as homogeneous data sets. Many published 
dynamic models are based on heterogeneous data sets that consist 
of experimental data obtained from different strains and partly 
from different organisms (Klumpp, 2011). These heterogeneous 

data sets are not optimal for modeling, because usually the model 
should help to investigate a specific organism, so data measured 
in a foreign organism might be unsuitable. In comparison to 
other growth rate measurements both strains used in this work 
grow very slowly. This slow growth could be reasoned by the 
usage of minimal medium for cultivation, because it contains 
only essential additives. On LB-medium both strains show the 
typical growth behavior for E. coli DH5α.

The intracellular RNAI and RNAII concentrations were cal-
culated for E. coli DH5α-pSUP 201-3 and E. coli DH5α- pCMV-
lacZ via qRT-PCR with the aid of straight calibration lines. The 
intracellular RNAI- and RNAII concentrations measured for 
E. coli DH5α-pSUP 201-3 decrease with proceeding growth of 
the bacterial culture. Furthermore, it was observed that there 
are more free RNAI molecules than RNAII molecules at each 
harvesting time point. The RNA measurements of this study are 
similar to the RNAI- and RNAII measurements done by Brenner 
and Tomizawa (1991) 23  years ago. Brenner and Tomizawa 
(1991) quantified the RNAI and RNAII concentrations densito-
metrically for an E. coli C600 derivative (SA791) strain carrying 
a pCer plasmid or a pΔP4 plasmid (both low copy plasmids) 
applying quantitative probe protection experiments. They meas-
ured an average RNAII molecule number of 1.9 ± 0.9 to 3.7 ± 1.0 
per cell and an average RNAI molecule number of 333 ± 49 to 
499  ±  36 per cell (Brenner and Tomizawa, 1991). The RNAI 
concentrations determined by Brenner and Tomizawa (1991) 
are an order of 10 higher than the molecule numbers measured 
in this work. This could be reasoned by the different measuring 
methods. Possibly, the qRT-PCR is a more sensitive method 
compared to the quantification by quantitative probe protection 
experiments. Furthermore, Brenner and Tomizawa (1991) used 
a minimal medium supplemented with non-essential additives 
for cultivation, which could also have influenced the RNAI 
concentration. In comparison to E. coli DH5α-pSUP 201-3, 
the RNAI- and RNAII concentrations measured for E. coli 
DH5α- pCMV-lacZ do not decrease with proceeding growth of 
the bacterial culture. On the contrary, the intracellular RNAII 
concentrations increased with proceeding cultivation. Regarding 
the RNAI amount, the highest RNAI concentration was meas-
ured at time point T2 and the lowest at time point T3. Since there 
are no comparative values published so far, the measured RNA 
concentrations of E. coli DH5α-pCMV-lacZ cannot be compared 
with previously determined values. For E. coli DH5α-pSUP 
201-3, PCNs of 46 or 48 were measured at all three time points. 
The published PCNs for pBR322 plasmids are 15–20 plasmids 
per cell (Cooper and Cass, 2004), so the measured PCNs for E. 
coli DH5α-pSUP 201-3 are around two times higher. But con-
sidering the SDs of the measurements of this study, it could be 
seen that the PCNs measured by Cooper and Cass (2004) reside 
within the same range, defined by the SDs. Again the difference 
could be explained by the cultivation in minimal medium with 
no non-essential supplements used in this work, because the E. 
coli DH5α-pSUP 201-3-cells grew very slowly and a slow growth 
promotes the intracellular plasmid concentration (Bremer and 
Lin-Chao, 1986). Taken as a whole, the plasmid amount per cell 
of E. coli DH5α-pSUP 201-3 is stable within all three time points. 
In contrast to the low copy plasmid strain E. coli DH5α-pSUP 
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201-3, the plasmid concentration of E. coli DH5α-pCMV-lacZ 
increases with progressing growth of the bacterial culture. The 
highest plasmid concentration was measured at time point T3 
with 5806 ± 4828 plasmids per cell. It can be assumed that the 
increasing RNAII concentration is responsible for the increase of 
the PCN, because more RNAII molecules are available to serve 
as a primer. Comparing these measured PCNs with literature 
values shows that they are very high. For pUC plasmids, copy 
numbers of 500–700 were reported (Cooper and Cass, 2004). To 
address these differences, plasmid numbers were confirmed by 
qRT-PCR, resulting in the same order of magnitude. As for E. coli 
DH5α-pSUP 201-3, the minimal medium and the slow growth 
could be responsible for that high plasmid concentrations.

After the experimental data had been introduced to the 
dynamic model, the unknown parameters were partly obtained 
by parameter fitting. After comparing simulation results with 
our own experimental as well as literature data and achieving 
a satisfying validation, the model was ready to be used to do 
in silico analysis. The hypothesis that modified tRNA molecules 
would have a similar pushing effect on plasmid production like 
uncharged tRNA molecules have under starvation conditions was 
tested. The simulations showed that under amino acid starvation, 
the smallest amount of plasmids is produced. As for the effect 
of modified tRNA molecules on plasmid production, the model 
predicts an increase compared to the plasmid production under 
normal nutrient conditions. Thus, the insertion of a gene encoding 
modified uncharged tRNA molecules would have a positive effect 
on the plasmid production. Since the hypothesis is confirmed by 
in  silico analysis with the established model, the next step will 
be to concentrate on the design of a modified uncharged tRNA 
gene. This gene should encode for a modified tRNA molecule, 
which will not be recognized by an amino-acyl synthetase and 
therefore will not be charged anymore. Additionally, all elements 
influencing the ColE1-like plasmid replication control have to 
maintain functionality.

conclusion

In this study, a dynamic model of ColE1-like plasmid replica-
tion control for a low copy plasmid and a high copy plasmid 
was established. The model comprises the replication control by 
regulatory RNA molecules and by uncharged tRNA molecules. 
The big advantage of this model is that it is confirmed by in vitro 
measurements, which were done for the same strains and at 
three different time points. The established model was used to 
simulate the plasmid replication control for the period of one cell 
duplication, where one single cell was considered. Nevertheless, 
the model can also be used to predict the plasmid replication 
control for more than one period of cell duplication, which could 
be conducted for constant growth conditions as well as for vary-
ing growth conditions. The simulations done with the dynamic 
model within this work predict that inserting a gene encoding 
modified uncharged tRNA molecules would increase the PCN. 
Since the overall aim is to improve the plasmid production to 
accommodate the prospective demand on pDNA, this predicted 
effect of modified tRNA molecules is very important. For that 
reason, further investigation should be concentrated on the 
construction of such a modified uncharged tRNA gene.
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Shikimic acid (SA) is an intermediate of the SA pathway that is present in bacteria and 
plants. SA has gained great interest because it is a precursor in the synthesis of the 
drug oseltamivir phosphate (OSF), an efficient inhibitor of the neuraminidase enzyme 
of diverse seasonal influenza viruses, the avian influenza virus H5N1, and the human 
influenza virus H1N1. For the purposes of OSF production, SA is extracted from the 
pods of Chinese star anise plants (Illicium spp.), yielding up to 17% of SA (dry basis 
content). The high demand for OSF necessary to manage a major influenza outbreak is 
not adequately met by industrial production using SA from plants sources. As the SA 
pathway is present in the model bacteria Escherichia coli, several “intuitive” metabolically 
engineered strains have been applied for its successful overproduction by biotechnolog-
ical processes, resulting in strains producing up to 71 g/L of SA, with high conversion 
yields of up to 0.42 (mol SA/mol Glc), in both batch and fed-batch cultures using com-
plex fermentation broths, including glucose as a carbon source and yeast extract. Global 
transcriptomic analyses have been performed in SA-producing strains, resulting in the 
identification of possible key target genes for the design of a rational strain improvement 
strategy. Because possible target genes are involved in the transport, catabolism, and 
interconversion of different carbon sources and metabolic intermediates outside the 
central carbon metabolism and SA pathways, as genes involved in diverse cellular stress 
responses, the development of rational cellular strain improvement strategies based on 
omics data constitutes a challenging task to improve SA production in currently over-
producing engineered strains. In this review, we discuss the main metabolic engineering 
strategies that have been applied for the development of efficient SA-producing strains, 
as the perspective of omics analysis has focused on further strain improvement for the 
production of this valuable aromatic intermediate.

Keywords: Escherichia coli, metabolic engineering, shikimic acid, transcriptome, metabolome, antiviral drug, 
influenza
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introduction

Compounds derived from the aromatic amino acid (AA) pathway 
play important roles in the pharmaceutical and food industries 
as raw materials, additives, or final products (Patnaik et al., 1995; 
Bongaerts, 2001; Báez et al., 2001; Yi et al., 2002; Chandran et al., 
2003; Báez-Viveros et  al., 2004; Gosset, 2009). This metabolic 
pathway is present in bacteria and plants, starting with conden-
sation of the central carbon metabolism (CCM) intermediates 
phosphoenolpyruvate (PEP) and erythrose-4-phosphate (E4P) to 
form the first AA pathway intermediate d-arabinoheptulosonate-
7-phospate (DAHP). From this compound to chorismic acid 
(CHA), the pathway is mostly linear and represents the first 
part of the AA pathway, known as the common AA pathway or 
the shikimic acid (SA) pathway (Figure 1). One of the specific 
intermediates on this pathway is SA, which is a highly functional-
ized six-carbon cyclic compound with three asymmetric centers. 
Therefore, SA is an enantiomeric precursor for the production 
of many high valuable biological active compounds for different 
industries. SA is the precursor for the synthesis of compounds with 
diverse pharmaceutical applications, including as an antipyretic, 
antioxidant, anticoagulant, antithrombotic, anti-inflammatory, 
or analgesic agent, for the synthesis of anticancer drugs, such 
as (+)-zeylenone (which has been shown to inhibit nucleoside 
transport in Ehrlich carcinoma cells and to be cytotoxic to cul-
tured cancer cells), and for antibacterial or hormonal applications 
[reviewed in Estevez and Estevez (2012), Liu et al. (2012), and 
Diaz Quiroz et al. (2014)] (Figure 2).

Specifically, SA has great pharmaceutical relevance because 
it is the precursor for the chemical synthesis of oseltamivir 
phosphate (OSF), known as Tamiflu®, used as the antiviral 
inhibitor of the neuraminidase enzyme for the treatment of 
diverse seasonal influenza viruses, including influenza A and B, 
the avian influenza virus H5N1, and the human influenza virus 
H1N1 (Krämer et  al., 2003; Estevez and Estevez, 2012; Ghosh 
et  al., 2012; Diaz Quiroz et  al., 2014). For this purpose, SA is 
obtained from the seed of the Chinese star anise plant Illicium 
verum, which contains between 2 and 7% of the intermediate. 
However, it can only be retrieved from plants after 6 years of crop 
growth and harvested in September and October (Li et al., 2007; 
Raghavendra et al., 2009; Wang et al., 2011). To recover SA from 
the seed, a 10-step process is required, taking ~30 kg of seed to 
produce 1 kg of SA. According to Li et al. (2007) on their 2007 
patent, ~90% of the Chinese harvest is used by Roche (2009) for 
OSF production.

In 2009, Roche reported Tamiflu® sales to be 3.5 billion dol-
lars, with a production capacity of up to 33 million treatments 
per month and 400 million packages per year (Scheiwiller and 
Hirschi, 2010). For the antiviral production, up to 1.3  g of SA 
are required to manufacture 10 doses to treat only one person, 
estimating a production requirement for this antiviral drug 
alone of ~520,000 kg/year (Rangachari et al., 2013). Even so, this 
reported production capacity could be insufficient in the case of 
an influenza pandemic, particularly with more pathogenic and 
infective strains. An estimated production of 30 billion doses, 
requiring 3.9 million kilograms of SA, would be necessary to 
cover a severe influenza outbreak (Rangachari et  al., 2013). 

According to the World Health Organization regarding influenza 
outbreak preparedness, only 66 million people in medium to low 
income countries are covered up with antiviral stocks, represent-
ing only 2.25% of the populations in these countries (World 
Health Organization, 2011). This situation results in a possibly 
low production capacity since in 2010, 100 million people were 
infected with common strains of influenza in Europe, Japan, 
and the United States alone. Moreover, before 2010, pandemic 
influenza has affected between 20 and 40% of the population, 
causing over 20 million deaths (Scheiwiller and Hirschi, 2010; 
World Health Organization, 2011).

For the reasons mentioned before and due to the relevance 
of SA in diverse industrial setups, many studies concerning SA 
production have been conducted within the past years, resulting 
in new and insightful strategies for its production, including 
recovery technologies, chemical synthesis methods, and biotech-
nological production methods using microorganisms. In fact, 
one of the most studied alternatives for SA production processes 
is biotechnological synthesis using recombinant microbial strains 
that are capable of producing high yields and that have high pro-
ductivities, as there are key advantages over chemical synthesis, 
which include environmental friendliness, the availability and 
abundance of low-cost renewable feed stocks, and selectivity 
and diversity of the obtained products (Chen et al., 2013). These 
strains can be obtained by genetic modification, altering cellular 
properties to enhance their production capacity through the 
application of diverse metabolic engineering (ME) approaches 
(Krämer et al., 2003; Ghosh et al., 2012; Diaz Quiroz et al., 2014). 
However, despite the great achievements accomplished through 
this discipline, performance improvement has become limited 
after the first breakthroughs, mainly because of the traditional 
local pathway modification strategies. This is probably due to the 
limited understanding of the overall mechanism of metabolic 
regulation (Matsuoka and Shimizu, 2012). Therefore, given the 
importance of finding not only a particular pathway but also 
global information regarding cell physiology and metabolism to 
overcome production limitations, a systems biology approach 
supported by omics data may be the solution for improving SA 
production. The goal of this work is not only to review the lit-
erature on the great biotechnological achievements made for SA 
production, mainly in Escherichia coli, but also to outline future 
perspectives on research performed in the omics era, which 
could provide relevant tools for understanding cell behavior and 
production optimization via biotechnological processes.

Classical Metabolic engineering Approaches  
for SA Production
Metabolic engineering has been used since 1991 for strain 
modification by using recombinant DNA technology to enhance 
the production of specific metabolites (Matsuoka and Shimizu, 
2012). The efforts to use ME have extended from the early years to 
optimize many cellular behaviors or parameters, such as substrate 
consumption, robustness, and tolerance toward toxic compounds 
and media conditions (Matsuoka and Shimizu, 2012). Classical 
ME strategies for strain development include various steps, such 
as the selection of a proper organism, elimination of competing 
pathways, deregulation of desired pathways at the enzyme activity 
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and transcriptional levels, and overexpression of enzymes at flux 
bottlenecks (Patnaik et al., 1995). Regarding the selection of an 
organism, E. coli has been preferred for industrial purposes and 
ME applications because of the knowledge available on E. coli 
physiology and the great numbers of tools developed to modify its 
genome (Chen et al., 2013). Therefore, many advances had been 
made regarding SA in E. coli, rendering strains capable of being 
used in industrial applications (Frost et al., 2002; Li et al., 2007).

In E. coli, the SA pathway starts by condensation of the CCM 
intermediates PEP and E4P by three DAHP synthase isoenzymes, 
AroG, AroF, and AroH (coded by aroG, aroF, and aroH, respec-
tively), to produce DAHP. These three isoenzymes are responsible 
for the redirection from CCM intermediates toward the synthesis 
of aromatic compounds and are allosterically regulated spe-
cifically by the final products of AA biosynthesis. AroG catalyzes 

FiGURe 1 | Schematic representation of the main glucose transport system, central carbon metabolism (CCM) (glycolysis and pentose phosphate 
pathways), their interconnection with SA pathway and final aromatic amino acids pathway in E. coli. PTS, phosphotransferase:PEP:glucose system. 
CCM key intermediates and protein encoding genes: TCA, tricarboxylic acid pathway; E4P, erythrose-4-P; PGNL, 6-phospho d-glucono-1,5-lactone; PEP, 
phosphoenolpyruvate; PYR, pyruvate; ACoA, acetyl-CoA; CIT, citrate; OAA, oxaloacetate; zwf, glucose 6-phosphate-1-dehydrogenase; tktA, transketolase I; pykA, 
pykF, pyruvate kinase II and pyruvate kinase I, respectively; lpdA, aceE, and aceF, coding for PYR dehydrogenase subunits; gltA, citrate synthase; pck, PEP 
carboxykinase; ppc PEP carboxylase; ppsA, PEP synthetase. SA pathway intermediates and genes: DAHP, 3-deoxy-d-arabino-heptulosonate-7-phosphate; DHQ, 
3-dehydroquinate; DHS, 3-dehydroshikimate; SA, shikimic acid; S3, SHK-3-phosphate; EPSP, 5-enolpyruvyl-shikimate 3-phosphate; CHA, chorismate; aroF, aroG, 
aroH, DAHP synthase AroF, AroG and AroH, respectively; aroB, DHQ synthase; aroD, DHQ dehydratase; aroE and ydiB, SHK dehydrogenase and SHK 
dehydrogenase/quinate dehydrogenase, respectively; aroA, 3-phosphoshikimate-1-carboxyvinyltransferase; aroC, CHA synthase. Terminal aromatic amino acids 
products: l-TRP, l-tryptophan; l-PHE, l-phenylalanine; l-TYR, l-tyrosine. Continuous arrows indicate single enzymatic reactions; dashed arrows show several 
enzymatic reactions; dashed-dotted arrows (blue) show repression of DAHPS isoenzymes allosteric regulatory circuits. Adapted from Keseler et al. (2013) and 
Rodriguez et al. (2014).

~80% of DAHPS activity and is specifically feedback regulated 
by l-phenylalanine, AroF (~20% of DAHPS activity) is feedback 
regulated by l-tyrosine, and AroH (~1% of DAHPS activity) is 
regulated by l-tryptophan. Additionally, the transcription of 
aroG and aroF is controlled by the tyrR repressor, with the end 
products of the AA pathway (l-phenylalanine and l-tyrosine, 
respectively) acting as corepressors, whereas the transcription of 
aroH is controlled by the trpP repressor, with l-tryptophan acting 
as a corepressor (Keseler et al., 2013) (Figure 1). The ME solution 
for this first flux bottleneck is the expression of a DAHP AroG and 
AroF synthase that is not sensitive to feedback inhibition (fbr) 
(AroGfbr and AroFfbr). Mutations in the aroG and aroF genes lead 
to l-phenylalanine and l-tyrosine feedback-insensitive mutants 
with increased net carbon flux from CCM to the SA pathway 
(Keseler et al., 2013; Lin et al., 2014; Rodriguez et al., 2014); these 
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FiGURe 2 | Relevant SA derivatives with high added value. OSF, viral inhibitor of diverse influenza virus types, including seasonal types A and B, avian virus 
H5N1, and human virus H1N1. (−)-Zeylenone is a compound with antiviral, anticancer, and antibiotic activities. (−)-Valiolamine, a very strong α-glucosidase with 
inhibitory activity against porcine intestinal enzymes sucrase, maltase, and isomaltase. [PT(datch)(SA)2] is an active compound against L1210 leukemia. 3,4-Oxo-
isopropylidene-SA, with antithrombotic activity and anti-inflammatory effects. Analogs of 1α, dihydroxy-19-Nor previtamin D3 is a compound with promising 
applications in the treatment of osteoporosis and malignancies. Adapted from Estevez and Estevez (2012) and Diaz Quiroz et al. (2014).
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mutants have been used in most SA production strains (Table 1) 
(Chandran et al., 2003; Escalante et al., 2010; Chen et al., 2012, 
2014; Rodriguez et al., 2013). Forward reactions convert DAHP to 
dehydroquinic acid (DHQ), then to 3-dehidroquinate (DHS) and 
finally to SA by the enzymes 3-dehydroquinate synthase (aroB), 
3-dehydroquinate dehydratase (aroD), and shikimate dehydroge-
nase (aroE), respectively (Figure 1). Although the pathway to SA 
conversion is small and linear, its regulation and the competition 
for precursor metabolites remain quite complicated because the 
SA pathway is dependent on the glycolytic and pentose phosphate 
pathways (PPPs) to provide the starting precursors PEP and E4P, 
respectively (Gosset, 2009; Escalante et  al., 2012; Ghosh et  al., 
2012; Rodriguez et al., 2014).

SA production starts in CCM, further away from glucose con-
sumption. In E. coli, the majority of glucose transport occurs via 
the PEP:glucose phosphotransferase system (PTS), which uses a 
phosphate group from one molecule of PEP to simultaneously 
import and phosphorylate periplasmic glucose, resulting into 
6-phosphate glucose (G6P) and pyruvate (PYR) (Figure 1). For 
these reasons, the application of ME strategies only on the SA 
pathway would not render a significantly optimized strain for SA 
production (Ghosh et al., 2012).

To optimize productivity and yields from a given carbon source, 
modification of the CCM pathways supplying the needed precur-
sors and energy sources for product synthesis is required (Patnaik 
and Liao, 1994). For the E4P supply, the PPP is the responsible 
for its production. The overexpression of transketolase I (TktA, 

coded by tktA) and transaldolase (coded by talA), resulting in the 
preferential use of TktA to improve the E4P pool for the synthesis 
of DAHP (Flores et al., 1996; Draths et al., 1999; Frost et al., 2002; 
Chandran et  al., 2003; Escalante et  al., 2010; Rodriguez et  al., 
2013).

Regarding increasing the PEP pool, the first problem arises 
with the consumption of 50% of the PEP resulting from the 
catabolism of one molecule of glucose-6-P by PTS during the 
translocation and phosphorylation of one molecule of glucose. A 
rational approach is to reconvert PYR to PEP by overexpressing 
PEP synthase (coded by pps); this solution, along with the expres-
sion of a DAHPSfbr (AroGfbr or AroFfbr), leads to a 51% (mol/mol) 
yield of DHS and related SA pathway metabolites. This yield 
is in fact higher than the 43% (mol/mol) yield calculated from 
stoichiometric reactions, reflecting the effective redistribution of 
the PEP to PYR pool ratio and the ability of the strain to redirect 
this new imbalance into the SA pathway (Yi et al., 2002; Chandran 
et al., 2003; Krämer et al., 2003; Escalante et al., 2010; Rodriguez 
et  al., 2013). Overexpression of the pps gene has been studied; 
the maximum yield of SA is not obtained under the maximum 
concentration of the enzyme. In fact, it has been found that 
expression of this enzyme over the optimized level would only 
reduce the yields of SA intermediates, probably due to energetic 
imbalances (Yi et al., 2002).

The maximum theoretical yield limitation can be changed by 
restructuring the metabolic network, providing the system with 
a new stoichiometric matrix. Therefore, a natural solution for the 
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TABLe 1 | Relevant E. coli engineered strains for SA production.

Producing 
strain

Phenotypic traits Special comments Culture conditions Title 
(g/L)

Yield 
(mol SA/
mol glc)

Reference

SA112 BW25113ΔaroKL, 
Ppps::PlacQ1,PcsrB::PlacQ1Pt5-pps, 
PT5-csrB, 5Ptac-tktA

CIChE evolved to optimize SA 
production

Shake flasks cultures with 10 g/L 
glc, 1 g/L peptone

1.70 0.25 Cui et al. 
(2014)

DHPYAAS-T7 DH5α ΔptsHIcrr, ΔaroKL, ΔydiB  
pAOC-TGEFB:aroE, aroB, glk, tkta, aroFfbr

Plasmid overexpression of SA 
related genes

Shake flasks cultures (50 mL), M9 
broth supplemented with 25 g/L 
glycerol, 10 g/L peptone, 15 g/L YE

1.066 0.23 Chen et al. 
(2012)

PB12.SA22 JM101 ΔptsH,ptsI,crr::Kmr ΔarokL::cmr 
pJLBaroGfbrtktA, pTOPO-aroBaroE

Laboratory evolved PTS− glucose− 
into glucose+ derivative phenotype

1 L batch bioreactor 25 g/L glc and 
15 g/L YE

7.05 0.22 Escalante 
et al. (2010)

SA5 B0013 ΔarokL::dif ΔptsG::dif ΔydiB:dif 
ΔackA-pta::dif pTH-aroGfbr-ppsA-tktA

Plasmid over expression of SA 
related genes

7 L fed-batch bioreactor, initial 
15 g/L glc supplemented with AA 
and vitamins

14.6 0.3 Chen et al. 
(2014)

SA114 BW25113ΔaroKL, Ppps::PlacQ1, 
PcsrB::PlacQ1 PT5-pps,PT5-csrB, 5Ptac-tktA, 
5Ptac-pntAB

CIChE evolved to optimize SA Shake flasks, 10 g/L glc, 1 g/L 
peptone

2.99 0.31 Cui et al. 
(2014)

SP1.1pts-/
pSC6.090B

DH5α ΔptsH-ptsI-crr ΔserA::aroB 
ΔaroL::Tn10 Δ aroK::Cmr Ptacglf glk, 
aroFfbttktA, PtacaroE, serA

Heterologous glk and glf 
from Z. mobilis to restore glc 
transport and phosphorylation in 
PTS− glc− phenotype

10 L fed-batch bioreactor 
55–170 mM Glc + 15 g/L YE

84 0.33 Chandran 
et al. (2003)

SA116 BW25113ΔaroKL, 
Ppps::PlacQ1,PcsrB::PlacQ1 PT5-pps, PT5-
csrB, 5Ptac-tktA, 5Ptac-nadK

CIChE evolved to optimize SA Shake flasks 10 g/L glc, 1 g/L 
peptone

3.12 0.33 Cui et al. 
(2014)

AR36 JM101 ΔptsH, ptsI, crr::Kmr ΔarokL::cmr 
ΔpykF ΔlacI pTrcAro6-aroB, tktA, aroGfbr, 
aroE, aroD zwf

Constitutive strong over 
expression by synthetic operon 
on plasmid

1 L batch bioreactor 100 g/L 
glc + 15 g/L YE

41.8 0.42 Rodriguez 
et al. (2013)

glc, glucose; YE, yeast extract.
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PEP pool was to eliminate the PTS system, which would not only 
modify the amount of PEP but also redistribute the stoichiometric 
matrix to raise the maximum theoretical yield to 86% (mol/mol) 
(Chandran et al., 2003; Krämer et al., 2003). The main problem 
with this solution is the resultant low level of glucose transport, 
which results in a strain with hampered growth (PTS− pheno-
type) (Flores et al., 1996, 2007; Aguilar et al., 2012). Nevertheless, 
various strategies have been developed to revert this low glucose 
consumption and low growth phenotype. Using rational ME 
strategies, substitution of the PTS for another glucose transport 
system has been performed. Chandran et al. used heterologous 
expression of the Zymomonas mobilis (Glf) glucose transporter, a 
glf-encoded glucose facilitator and a glk-encoded glucose kinase 
(Glk), thereby allowing cells to consume glucose more efficiently 
without consuming PEP (Frost et  al., 2002; Chandran et  al., 
2003; Krämer et al., 2003). Another strategy is to apply labora-
tory adaptive evolution onto a PTS− strain. Flores et al. used a 
continuous culture with glucose as a single carbon source to select 
high glucose consumption-evolved derivative strains (PTS− glc+ 
phenotype). Characterization of these mutants revealed overex-
pression of the galP and glk genes encoding galactose permease 
and glucokinase, respectively, allowing and improving glucose 
transport and phosphorylation capabilities and resulting in an 
increased specific growth rate and PEP availability (Flores et al., 
1996, 2007; Aguilar et al., 2012).

Finally, with precursors known to induce redirection, deregu-
lation, and overexpression of the SA pathway genes aroB, aroD, 
and aroE have been achieved, resulting in an efficient carbon flux 

from CCM to the SA pathway. The highest production to date 
corresponds to the SP1.1pts-/pSC6.090B strain, a PTS− derivative 
strain with a plasmid containing two tac promoters, the first of 
which controls expression of the glf, glk, aroFfbr, and tktA genes 
and the second of which controls expression of the aroE and 
serA genes (Chandran et  al., 2003). The reasoning behind this 
construction was to increase the PEP pool by deleting PTS, to 
recuperate glucose consumption by overexpressing glf and glk, 
to assure E4P pool enhancement by overexpressing tktA and to 
induce a deregulated pull toward the AA pathway via an aroFfbr, 
as discussed before. The second promotor in the plasmid was 
designed to overexpress aroE, allowing continuous flux of the SA 
pathway; additionally, a second copy of aroB was introduced into 
the chromosome instead of reintroducing the serine production-
related gene serA to the cell via the plasmid and was used as a 
selection marker for plasmid retention. This approximation, along 
with the deletion of genes related to SA consumption (aroK and 
aroL), allowed SA accumulation, achieving a production capacity 
of 87 g/L SA, with a yield of 36% (mol/mol) and a productivity 
of ~5.3 g/L h when a 10 L glucose-fed batch was cultured. This 
strain has the highest titer accumulation recorded in the literature 
to date (Table 1; Figure 3).

Even with these rational strategies, the yield of the SP1.1pts-/
pSC6.090B strain is far from the theoretical maximum yields 
of PTS− derivative strains. In 2010, Escalante et  al. presented a 
JM101 PTS− derivative strain with high glucose consumption 
capacity that was capable of overexpressing the galP and glk genes 
and that was produced from an adaptive evolution process. This 
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FiGURe 3 | Relevant engineered E. coli strains for SA production. Metabolic traits of E. coli derivative strains engineered for SA production resulting in highest 
SA titer and yield from glucose. The figure illustrates alterative glucose transporter GalP (galactose permease) selected by the cell after laboratory adaptive evolution 
process of a PTS− mutant (Flores et al., 1996, 2007; Aguilar et al., 2012). Glf (glucose facilitator) and Glk (glucokinase) from Z. mobilis (plasmid cloned). Resultant 
characteristics of engineered strains are shown for pSC6.090B (Chandran et al., 2003), PB12.SA22 (Escalante et al., 2010), AR36 (Rodriguez et al., 2013), and 
SA116 strain (Cui et al., 2014). CCM key intermediates and protein encoding genes: TCA, tricarboxylic acid pathway; E4P, erythrose-4-P; PGNL, 6-phospho 
d-glucono-1,5-lactone; PEP, phosphoenolpyruvate; PYR, pyruvate; ACoA, acetyl-CoA; CIT, citrate; OAA, oxaloacetate; zwf, glucose 6-phosphate-1-dehydrogenase; 
tktA, transketolase I; pykA, pyruvate kinase II; lpdA, aceE and aceF, coding for PYR dehydrogenase subunits; gltA, citrate synthase; pck, PEP carboxykinase; ppc 
PEP carboxylase; ppsA, PEP synthetase. SA pathway intermediates and genes: DAHP, 3-deoxy-d-arabino-heptulosonate-7-phosphate; DHQ, 3-dehydroquinate; 
DHS, 3-dehydroshikimate; SA, shikimic acid. Continuous arrows indicate single enzymatic reactions; dashed arrows show several enzymatic reactions. Bold arrows 
show improved carbon flux. Black squares in plasmids/operons indicate gene interruption; c, chromosomal gene interruption or integration; p, plasmid-cloned genes.
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strain (PB12), along with a two-plasmid expression system for 
aroGfbr-tktA and aroB-aroE, respectively, under lacUV5 promot-
ers inducible by IPTG (PB12.SA22), allowed a yield of 29% (mol/
mol) (Escalante et al., 2010). Further modifications allowed them 
to find that a pykF deletion could result in higher yields of total 
aromatic compounds, up to 50% (mol/mol), even when present-
ing an SA yield diminution (0.21%). In this case, the amount of 
flux reduced from PEP to PYR was redirected throughout the SA 
pathway, and without the correct amounts of enzymes, new bot-
tlenecks appeared, causing other metabolites and intermediates 
to accumulate (Escalante et al., 2010). Therefore, it was clear that 
regulating gene expression and dosage remained a problem for 
more efficiently redirecting flux not only toward but also within 

the SA pathway. Regarding that topic, Rodriguez et  al. utilized 
the PB12 pykF−aroKL− strain and developed a plasmid with a 
constitutively strong promoter onto a synthetic operon contain-
ing the aroB, tktA, aroGfbr, aroE, aroD, and zwf genes (AR36) for 
synchronous expression of the relevant genes found in previous 
research. With this expression design, the AR36 derivative strain 
is able to redirect the carbon flow to SA even in high glucose 
conditions (above 100 g/L of the initial substrate concentration) 
without producing high acetate titers. This strain produced up to 
43 g/L of SA via simple batch processes, with SA yields of 42% 
(mol/mol) and total SA pathway intermediate yield up to 67% of 
the theoretical maximum, representing the highest yield managed 
to be produced to date (Rodriguez et al., 2013) (Table 1; Figure 3).
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Regarding the expression and regulation of key SA production 
genes, most of the research has been performed using plasmid 
expression; however, there are multiple drawbacks, ranging from 
structural and segregational instability to metabolic burden, of 
plasmid replication. Cui et  al. (2014) resolved this problem by 
constructing a strain with an aroGfbr, aroB, aroE, and tktA gene 
cluster integrated into the chromosome and by tuning the copy 
number and expression by using chemically induced chromo-
somal evolution (CIChE) with triclosan. They also overexpressed 
the ppsA and csrB genes to enhance the PEP pyruvate pool. This 
strain rendered a 1.70 g/L SA titer, with a yield up to 0.25 (mol/
mol). Finally, they studied and improved cofactor availability 
for SA production optimization; in this case, NADPH avail-
ability was increased because aroE-encoded enzymes require 
this specific cofactor for the DHS to SA conversion reaction. By 
plasmid-based or chromosomal overexpression of the NADPH 
availability-related genes pntAB or nadK, this cofactor pool was 
enhanced, which was directly correlated to the SA production 
capabilities of the strain. As they changed the promoters and the 
expression of all the chromosomally inserted genes related to SA 
production mentioned above, they managed to construct a strain 
capable of producing a yield of 0.33 (mol/mol) SA from glucose 
(Figure 3).

Many other examples of SA production platforms in E. coli 
have been studied in the literature, the most relevant of which are 
referred to in Table 1, rendering many industrially competitive 
strains and processes. Nevertheless, the main efforts throughout 
the past two decades were directed toward a particular pathway 
approach. As shown in Table  1, few SA production processes 
have been designed utilizing an overview of global regulation 
and manipulation, which can be obtained from omics data. 
Transforming this global information into global knowledge on 
the complexity of cell regulation would reveal the existing regula-
tory bottlenecks, allowing us to metabolically engineer potential 
strains using a systems biology approach, finally ensuring a truly 
rational strain design with optimized production capabilities.

Omics Approaches for the Study of  
the SA Pathway in Escherichia coli

Classical ME approaches applied to diverse E. coli strains to 
obtain SA-overproducing derivatives have targeted key genes in 
the CCM and SA pathways, allowing successful reconfiguration 
of the biochemical network of engineered strains and resulting in 
the efficient redirection of carbon flow from CCM to SA produc-
tion. However, the inactivation of key genes coding for enzymes 
involved in global regulatory processes, such as the PTS system 
or coding for key node enzymes, such as the PykF enzyme results 
in global metabolic reconfiguration, which frequently introduces 
significant flux imbalances. This often produces undesirable 
outcomes, including the accumulation of intermediates, feedback 
inhibition of upstream enzymes, the formation of unwanted 
byproducts, and the diminution of cellular fitness via the 
rerouting of resources toward the unnecessary or non-essential 
production of pathway enzymes. By understanding these newly 
created flux imbalances in SA-overproducing derivative strains, 

it is possible to boost the overall cellular physiology, product titer, 
productivity, and yield, taking into account a global view of cel-
lular metabolism (Biggs et al., 2014). Combinatorial approaches 
allow researchers to work with this scenario by conducting global 
cellular searches, but the necessity for high-throughput screening 
is often a drawback for pathway engineering. The other approach 
is to augment knowledge and computational tools to properly 
predict designs to achieve a desired metabolic outcome (Fong, 
2014). Several high-throughput approximations, such as genomic, 
transcriptomic, and proteomic predictions, have been applied to 
aromatic AAs and engineered SA-overproducing strains for the 
identification of non-intuitive targets other than those genes/
enzymes involved in the CCM and SA pathways that might be 
suitable for further modification by ME.

The identification of YdiB (ydiB) as a 
Key enzyme in Byproduct Formation  
During SA Synthesis
The analysis of available genome sequences using Hidden Markov 
Model profiles to identify all known enzymes of the SA pathway 
has shown that some genes have been lost in diverse microbial 
groups, particularly in host-associated bacteria (Zucko et  al., 
2010). This condition has been proposed to result in the develop-
ment of undesirable metabolic traits, such as the hydroaromatic 
equilibration observed in E. coli, resulting in the synthesis of so-
called missing metabolites, such as quinic acid (QA) and DHQ, 
by a reversion of the SA biosynthetic pathway (Knop et al., 2001; 
Zucko et al., 2010). The coproduction of high quantities of the 
byproducts DHS and QA is not a desirable trait; they significantly 
reduce the SA yield because QA is co-purified during the down-
stream process of SA purification from the culture supernatant 
(Knop et al., 2001; Krämer et al., 2003; Diaz Quiroz et al., 2014).

The strain W3110.shik1 (ΔaroL, aroGfbr, trpEfbr, and tnaA) 
engineered for SA production growing in low glucose (high 
phosphate) or glucose-rich (low phosphate) conditions resulted 
in the production of SA in cultures with mineral broth, as the 
single inactivation of shikimate kinase II (aroL) allows carbon 
flux to CHA through shikimate kinase I (aroK), resulting in 
the synthesis of aromatic AAs. However, under carbon-limited 
conditions, SA production decreased by 59%, and the byprod-
ucts DHS, DHQ, gallic acid (GA), and QA were detected in the 
culture supernatant with respect to phosphate limiting culture 
conditions (Johansson et  al., 2005). Global transcriptomic 
analysis (GTA) of the strain W3110.shik1 in chemostatic culture 
conditions, comparing between glucose and phosphate limiting 
conditions, allowed identification of the significantly upregu-
lated genes ydiB (coding for shikimate dehydrogenase/quinate 
dehydrogenase), aroD, and ydiN, which encodes a putative 
transporter, in carbon limiting conditions. The upregulation of 
these genes, particularly ydiB (10× with respect to its paralogs, 
aroE), was proposed to increase the YdiB level, which uses DHQ 
and SA as substrates, as this enzyme has a lower Km for SA in the 
presence of NAD+ (Keseler et al., 2013). Additionally, the intra-
cellular concentration of NAD+ is reported to be 40-fold higher 
than that of NADH+, suggesting that the dehydrogenase activity 
on SA to produce DHS is favored by YdiB in vivo (Johansson and 
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Lidén, 2006). These results suggests that byproduct formation 
during SA production was associated with the reversal of the bio-
synthetic pathway from (1) SA + NAD(P)+ ↔ DHS + NAD(P)
H  +  H+ and (2) DHS  +  NAD(P)H  +  H+  ↔  QA  +  NAD(P)+ 
by YdiB or (3) DHS + H2O ↔ DHQ by AroD (Figure 4). The 
presence of a large amount of intracellular SA was proposed to 
drive the reversal of the pathway, whereas YdiN was proposed 
to be the exporter of the aromatic byproducts (Johansson and 
Lidén, 2006).

As these results suggest an important role of YdiB in byproduct 
synthesis during SA production and its intracellular accumula-
tion under glucose limiting conditions, a rational strategy to 
avoid byproduct synthesis was the inactivation of ydiB and/or 
the upregulation of its paralogs, aroE, coupled to efficient SA 
secretion from the cell. The upregulation of aroE expression 
(simultaneously with other key genes of the CCM and SA path-
ways) in PTS− gluc+aroK−aroL− engineered strains resulted in the 
highest SA titer and yield reported with low byproduct formation 
(Chandran et al., 2003; Rodriguez et al., 2013) (Table 1).

The replacement of ydiB by its paralogs, aroE, in a modular 
biosynthetic pathway design for l-tyrosine production in E. coli 
MG1655 resulted in the elimination of a bottleneck caused by 
the high affinity of YdiB protein for the accumulation of QA and 
DHS. This replacement in the modular plasmid construction Plac-

UV5aroE, aroD, aroBop, aroGfbr, ppsA, tktA (op = optimize codon 
usage) resulted in the accumulation of 700 mg/L of SA, which 
was in turn successfully channeled to l-tyrosine (Juminaga et al., 
2012). However, combinational plasmid overexpression of the 
aroB, aroD, aroE, ydiB, aroK, aroL, aroA, aroC, and tyrB genes with 
ydiB resulted in high l-tyrosine production. This result suggested 
that ydiB but not its paralog, aroE, is an attractive target for the 
overproduction of this aromatic AA because aroE in E. coli codes 
for a feedback-inhibited shikimate dehydrogenase, resulting 

in a bottleneck for l-tyrosine production (Lütke-Eversloh and 
Stephanopoulos, 2008).

The impact of pykF inactivation on the Protein 
Levels of SA Pathway enzymes
The pyruvate kinase isoenzymes Pyk I and Pyk II (coded by pykF 
and pykA, respectively) play key roles in CCM via Pyk activity, 
together with 6-phospho-fructokinase I (coded by pkfA) and 
glucokinase (glk), controlling carbon flux through the glycolytic 
pathway (Keseler et al., 2013). Pyk I and Pyk II are key allosteric 
enzymes that catalyze one of the two substrate-level phosphoryla-
tion steps yielding ATP and the irreversible trans-phosphorylation 
of PEP and ADP into PYR and ATP, maintaining a permanent 
flux of PYR to acetyl-CoA (Keseler et al., 2013).

Inactivation of the pykF gene in E. coli PTS− derivatives 
(PB12 strain) engineered for SA production has resulted in the 
increased flux of carbon into the SA pathway (Escalante et  al., 
2010), increasing the DAHP concentration above 370% (and the 
total SA pathway aromatic yield) with respect to the pykF+ paren-
tal strain. Further applications of ME strategies in the PB12 strain 
pykF− resulted in the derivative strain AR36, which produces 
up to 40 g/L SA with a yield of 0.42 mol SA/mol glc (Table 1) 
(Rodriguez et al., 2013), demonstrating that the inactivation of 
pykF in a PTS− derivative strain significantly improves PEP flux 
toward SA synthesis.

Global proteomic analysis in a pykF− derivative of E. coli 
(BW25113) compared with its pykF+ parental strain revealed 
the differential overexpression of 24 proteins, including enzymes 
from the SA pathway and aromatic AAs. The upregulation of key 
SA pathway enzymes, including the DAHPS AroG isoenzyme 
(2.66 times more abundant with respect to the pykF+ strain), 
which is involved in the synthesis of DAHP, the first intermediate 
of the SA pathway, and the AroB enzyme (DHQ synthase, 4.72 
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times more abundant with respect to the pykF+ strain) (Kedar 
et al., 2007). These results support the positive impact of pykF− 
inactivation not only on increased PEP availability but also on 
increased carbon flux toward the SA pathway.

The identification of Other Possible Key 
Catabolic and Biosynthetic Genes involved  
in SA Production
Batch fermentation cultures of the E. coli PB12.SA22-derivative 
strain for SA production (PTS− Glc+aroK−, aroL−aroGfbr, tktA, 
aroB, and aroD; Table 1) using complex production media con-
taining 25 g/L glucose and 15 g/L yeast extract (YE) showed two 
characteristic growth stages: a fast growth phase associated with 
low glucose consumption during the first 8–10 h of cultivation 
and low SA production, and a second slow growth stage with high 
glucose consumption until this carbon source was completely 
consumed (25  h of cultivation). Interestingly, SA production 
continues during the STA phase after glucose, used as a carbon 
source, was completely consumed, until the end of fermentation 
(50 h) (Escalante et al., 2010). This behavior suggested that dur-
ing the EXP growth phase, this strain preferentially consumed 
some YE components to support growth, whereas glucose was 
used to produce SA and other pathway intermediates, suggesting 
the existence of regulatory and physiological differences between 
EXP and STA phases (Cortés-Tolalpa et al., 2014).

GTA was performed to corroborate this hypothesis during 
SA production in batch fermentation cultures using complex 
fermentation broth (Chandran et al., 2003; Escalante et al., 2010; 
Rodriguez et al., 2013) by comparing global expression profiling 
between the mid-exponential growth phase (EXP, 5 h of cultiva-
tion), the early stationary phase (STA1, 9 h) and the late STA phase 
(44  h); EXP/STA1, EXP/STA2, and STA1/STA2 comparisons 
were conducted (Cortés-Tolalpa et al., 2014) (Figure 5).

The relevant results showed EXP growth in the derivative 
strain PB12.SA22 during the first 9 h of cultivation. When the 
l-tryptophan provided by YE available in the supernatant was 
completely consumed (6  h), the strain entered the low-growth 
phase (even in the presence of glucose) until 26 h of cultivation, 
when glucose was completely consumed; this was associated 
with low SA production. Interestingly, during the stationary 
stage, SA production continued until the end of fermentation 
(50 h), achieving the highest accumulation (7.63 g/L of SA) in 
the absence of glucose (Figures 5A,B, upper panel).

GTA comparisons among EXP/STA1, EXP/STA2, and STA1/
STA2 showed no significant differences in the regulation of genes 
from the CCM and SA pathways, but for the EXP/STA1 com-
parison, the upregulation of genes coding for sugar transport, 
AA catabolism and biosynthesis, and nucleotide/nucleoside 
salvage was observed (Figure  5A). Interestingly, in the STA2 
phase, the highest SA production was observed in the absence 
of glucose in supernatant, associated with the upregulation of 
genes encoding transporters for the AAs l-lysine, l-arginine, 
l-histidine, l-ornithine, and l-glutamic acid and enzymes 
involved in the synthesis, interconversion, and catabolism of 
l-arginine. As all of these AAs are provided by YE, this result 
suggests that this AA could play a key role in fueling carbon 
to SA synthesis, and likely also in l-arginine conversion to the 

TCA intermediate succinate through the super-pathway of 
l-arginine and l-ornithine degradation (Keseler et  al., 2013) 
(Figure 5B). These results indicate the origin of carbon required 
for the highest SA production during the STA phase after 
glucose was completely consumed. Additionally, the upregula-
tion of genes involved in the pH stress response and inner and 
outer membrane modifications suggests a cellular response to 
environmental conditions imposed on the cell at the end of 
fermentation (44 h) (Cortés-Tolalpa et al., 2014).

The upregulation of genes coding for the biosynthesis and 
interconversion pathways of almost all AAs was also observed 
by GTA in cultures under C-limiting condition of the derivative 
strain W3110.shik1 grown in minimal broth. These changes were 
postulated to correlate to aromatic AA starvation with these 
culture conditions, although this strain maintained functional 
shikimate kinase I (aroK), allowing the accumulation of SA 
but maintaining carbon flux toward CHA and aromatic AAs 
(Johansson and Lidén, 2006).

As demonstrated by GTA in the SA-producing strain PB12.
SA22 during batch culture fermentations in complex media 
containing YE, several metabolic constraints limit the growth 
capabilities of this strain, stopping growing even in the presence 
of glucose. The highest SA production observed in the late sta-
tionary stage in the absence of glucose was probably supported 
by the non-aromatic AA content of YE. This evidence supports 
valuable information to further optimize culture strategies, as YE 
feeding increased the SA titer and yield in engineered strains.

Omics Data integration into Metabolic 
Modeling: Moving Toward Data integration 
for Rational Strain improvement

Although ME is capable of reconfiguring a biochemical network 
to redirect the substrate conversion into valuable compounds 
by manipulating the microorganism genetic code, its classical 
rational approach often introduces significant new flux imbal-
ances. This has often caused undesirable outcomes due to the 
accumulation of intermediates, feedback inhibition of upstream 
enzymes, and the formation of unwanted byproducts of cellular 
fitness diminution via the rerouting of resources toward the 
unnecessary or non-essential production of pathway enzymes 
(Biggs et  al., 2014). By understanding these newly created flux 
imbalances on mutant strains, it is possible to boost overall cel-
lular health and the product titer, productivity, and yield, taking 
into account a holistic view of cellular metabolism (Biggs et al., 
2014). Since the development of the omics, there has been an 
increased interest to understand the behavior of complete bio-
logical systems. Omics renders biological data from all levels of 
metabolism going all the way from genome to metabolome, these 
data combined give us the possibility to study the whole organ-
ism instead of single components. To achieve this, mathematical 
models play the important role of converting omics data into 
organismal information and knowledge (Åkesson et  al., 2004; 
Fong, 2014). There are several frameworks and approaches for the 
mathematical modeling of metabolism developed to collect high-
throughput data to understand as well as to predict phenotypic 
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September 2015 | Volume 3 | Article 14554

Martínez et al. Shikimic acid production in Escherichia coli

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org

function. Computational applications have been developed using 
models as quantitative mathematical representations of biological 
systems and or their components to a suitable level of simplifica-
tion (Jouhten, 2012). These computational tools can be used to 
identify new biological pathways in the host microorganism for 
the selection and improvement of important genotypic charac-
teristics to improve the production of the desired compound 
(Long et al., 2015). In this section, we discuss some mathematical 
models and computational tools that can be used in ME to utilize 
all high-throughput omics data and render new insights into flux 
distributions, regulation constraints, and modification targets to 
optimize the production of desired metabolites.

To understand the challenges and virtues of mathematical 
modeling, we must observe that biological systems are complex 
in nature, involving the transport of information through many 
layers, including the genome, transcriptome, proteome, and 
metabolome; therefore, regulatory steps between the interactions 
of these layers finally render the complex outcome of the pheno-
typic behavior (Cloots and Marchal, 2011; Fong, 2014). Therefore, 
mathematical models have been used to evolve and clarify the 
complex network interactions and system characteristics to 
reveal the underlying mechanisms. Despite this high degree of 
complexity, with all the recent advances and data sets available, 
mathematical modeling promises to generate experimentally 
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testable hypotheses, predictions, and new insights into systems 
biology to better understand cell behavior (Stelling, 2004).

The first step in mathematical modeling is reconstructing 
the metabolic network. With the advent of the genomic era 
since approximately 1999, reconstruction can be achieved on a 
genome-wide scale for many organisms and has been used to 
expand the knowledge on metabolic networks and to identify new 
or non-intuitive metabolic reactions to be engineered for further 
strain improvements (Åkesson et  al., 2004; Kim et  al., 2012). 
Genome-scale models are assembled and manually curated from 
the annotated genome, and biochemical information is used to 
render a representation of the metabolic network on which math-
ematical representations will set a matrix of equations to model 
its behavior. The reconstruction of a genomic metabolic network 
starts through the examination and identification of the coding 
regions or open reading frames on the sequence. After analysis 
with established algorithms and biochemical and physiological 
databases (EcoCyc, MPW, and KEGG WIT), sequences can be 
converted into feasible reactions, and a metabolic network can 
be reconstructed from genomic information (Covert et al., 2001). 
This reconstructed network, based on genomic data, is now the 
backbone of an in  silico organism. Many organisms have been 
completely sequenced and have simultaneously been extensively 
biochemically studied, which in turn can make the reconstructed 
metabolic network more complete (Covert et  al., 2001). In 
recent years, ~40% of all eukaryotic models and 30% of the total 
prokaryotic models have been published, advancing from highly 
characterized organisms (E. coli and Saccharomyces cerevisiae) 
to less characterized species with more complex biological 
systems that have special characteristics for specific applications 
(Kim et al., 2012). When a network is described with sufficient 
detail, some qualitative predictions can be made, and with the 
inclusion of stoichiometric, thermodynamic, and kinetic data, 
the reconstructed metabolic map of an organism can be used to 
generate quantitative predictions regarding phenotype via the 
construction of mathematical models (Covert et al., 2001). For 
example, individual genes have been deleted from in silico mod-
els, and correlations between the model and experimental data 
for the consequences of each deletion have been found to be 60% 
accurate for Helicobacter pylori and 86% accurate for E. coli (Price 
et al., 2003). Nevertheless, the challenges for the construction of 
these in silico models include obtaining high-throughput data to 
reconstruct more complete models, which can be sorted out by 
using omics data and combinatorial experimentation, and con-
structing mathematical approaches to model and render specific 
solutions for the highly complex systems of biological networks. 
Because genome-scale metabolic networks comprise hundreds to 
thousands of reactions, a large number of parameters are required 
to mathematically describe networks, which, therefore, requires 
the development of informatic intensive modeling approaches to 
describe its complexity and to make useful predictions regarding 
phenotypic behavior for strain design (Price et al., 2003).

The most used approaches are those arising from stoichio-
metric modeling, which uses mass balances over the metabolic 
network and assumes a pseudo-steady-state condition to 
determine intracellular metabolic fluxes, along with additional 
experimental data to solve the underdetermined linear equation 

system (Åkesson et al., 2004). Stoichiometric modeling creates a 
matrix (S) for the metabolites and metabolic reactions, in which 
each element indicates a stoichiometric coefficient, along with a 
vector that contains all of the unknown reaction rates (v); under 
the steady state assumption, flux distribution will be represented 
by S.v  =  0 (Jouhten, 2012; Kim et  al., 2012). As expected, this 
equation system will have many solutions, or more precisely, it 
will render a convex solution space, and because genome-scale 
metabolic models include all possible metabolic reactions 
whether or not they are expressed, meaningful solutions must be 
narrowed down to render a viable solution (Kim et al., 2012). The 
main problem is that due to the high number of equations and 
parameters, these systems are always underdetermined; thus, the 
use of thermodynamic, metabolic, kinetic, and all other experi-
mental data available is required to impose constraints, to reveal a 
plausible solution, and therefore to conduct quantitative analysis 
and make predictions regarding cell behavior (Fong, 2014).

To accomplish this desirable outcome, mathematical 
modeling researchers have developed many approaches to 
render the complexity, including the use of interaction-based, 
constraint-based, and mechanism-based methodologies for 
calculations. Interaction-based approaches isolate autonomous 
units performing distinct functions in cellular systems, account-
ing for modularity, which simplifies networks and systems 
to perform a topological analysis to reveal the principles of 
cellular organization. Constraint-based approaches account 
for the physicochemical invariance of networks in addition to 
network topology. This approach along with stoichiometric 
modeling, is capable of confining the numerous steady-state flux 
distributions the metabolic reconstruction network can have 
(convex space of solutions) into a smaller group, which complies 
with the constraints indicated by the knowledge regarding the 
system (a set of feasible states). Even so, this approach accounts 
only for the steady state, and therefore produces static models; 
thus, the final phenotypic behavior in changing intracellular or 
extracellular environments is difficult to address (Stelling, 2004). 
Mechanism-based approaches use kinetic parameters along with 
stoichiometric parameters to render the dynamic behavior of 
cells; thus, such approaches can formulate precise flux distribu-
tions and explore the regulation over time. The main problem 
with this approach is that the knowledge on mechanisms and 
associated parameters (kinetic reaction parameters) has, thus, far 
been limited, as so much effort and so many resources must be 
used to accomplish this type of models (Stelling, 2004; Jouhten, 
2012; Long et al., 2015).

Constraint-based approaches are the most used ones to date 
because of their capability to render flux distribution mod-
eling even with a relatively small amount of information. These 
approaches state the constraints under which the reconstructed 
network operates based on stoichiometry and thermodynam-
ics, including directionality and biochemical loops (Price et al., 
2003). Such constraints can be imposed by linear optimization; 
for example, standard flux-base analysis (FBA) uses growth 
optimization, selecting only the flux solutions, that in turn, pro-
duce the maximum growth rate for network topology (Åkesson 
et  al., 2004). Newer flux solution reduction methods have 
been developed to study the solution space, accounting for the 
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optimization of not only growth but also many other linear and 
non-linear objective functions, such as the maximum biomass, 
maximum ATP, minimum overall intracellular flux, maximum 
ATP yield per flux unit, maximum biomass yield per flux unit, 
maximum substrate consumption, minimum number of reaction 
steps, minimum redox potential, and minimum flux production 
between others (Price et  al., 2003; Schuetz et  al., 2007). These 
optimization principles, along with other constraints arising 
from specific conditions being either biotic (e.g., the inactiva-
tion, subexpression, or overexpression of specific target genes) or 
abiotic (e.g., aerobic culture, anaerobic culture, nitrogen limita-
tion, carbon limitation, available substrates), will help not only 
to render the most feasible flux distribution solution but also to 
study the consequences of changing the genetic cellular output 
or fermentation parameters for a specific objective. This informa-
tion is of great use for ME because it renders the ability through 
different modeling frameworks to study and predict the effects 
of knocking out genes, tuning the expression of target genes 
involved in specific reactions, network robustness, the endpoint 
of adaptive evolution, the identification and characterization of 
regulation, and heterologous reactions and de novo reactions on 
strain design. There are many reviews that discuss and compare 
multiple modeling frameworks, such as OptGene, OptStrain, 
CosMos, OptFocrce, FaceCon, and FOCAL, for the constraint-
based analysis of genome-wide metabolic networks (Price et al., 
2003; Schuetz et  al., 2007; Krull and Wittmann, 2010; Cloots 
and Marchal, 2011; Jouhten, 2012; Fong, 2014; King et al., 2015; 
Long et al., 2015). In this review, we will focus only on one or two 
framework examples given the scope of this work.

The first strain design method involving knockouts is 
OptKnock, a bi-level optimization framework used to identify 
optimal reaction deletion strategies, coupling cellular growth, 
and target metabolite production. OptKnock identifies deletions 
with the highest chemical production within the solution space 
obtained by the maximum growth rate constraint (Long et  al., 
2015). Pharkya et  al. (2003) used this framework to explore 
the overproduction of amino acids; specifically for AA, they 
addressed the channeling of flux from PEP to AA by removing 
the ppc gene, which could lead to the redirection of carbon flux 
to the formation of CHA via the accompanying deletions of 
pyruvate oxidase, pyruvate dehydrogenase, and pyruvate lyase 
reactions. The deletion of ppc by itself fails to redirect PEP to AA; 
the ability to detect its contribution though the co-inactivation of 
other reactions is a very useful tool of ME because the classical 
experimental deletion of this gene would have produced negative 
results for pathway optimization. In other words, in silico mod-
eling enables researchers to avoid designs toward a local maxima 
or minima when trying to identify the modifications required to 
achieve a global maxima for their specific purposes.

FBA with grouping reaction constraints (FBAwGR) was 
developed to improve the accuracy of metabolic simulation by 
incorporating the grouping of reaction constraints of functionally 
and physically related reactions in the model. This framework 
allows the consideration of genomic context and flux-converging 
analyses. Genomic context accounts for conserved neighbor-
hoods, gene fusion, and co-occurrences of genes to organize 
fluxes that are likely to be on or off together. Flux-converging 

analyses then restrict the carbon flux solution space to the 
number of metabolites participating in reactions and converging 
patterns from a specific carbon source. This framework has been 
used to predict changes in flux patterns caused by several genetic 
modifications, such as pykF, zwf, ppc, and sucA deletions in E. coli, 
showing good agreements with experimentally obtained fluxes 
(Kim et al., 2012).

Regarding the scope of this review for SA production in E. 
coli, we have found few studies in the literature that account for 
metabolic modeling. Nevertheless, the notable work by Chen 
et al. (2011), described FBA constraint analysis by stoichiometry 
and mass balance, assuming no growth and optimizing SA as the 
objective function to design modifications for the production of 
intermediate metabolites of the aromatic pathway. The model 
identified several key reaction steps for overexpression, similarly 
to those previously reported for AA optimization (overexpres-
sion of the aroF, tktA, ppsA, and glf genes, as well as deletions 
of the ldhA and ackA genes) by avoiding carbon waste through 
lactate and acetate fluxes. Finally, with all of the modifications 
made, their model identified the zwf gene as the critical node for 
redirection of the carbon flux into the AA pathway; its deletion 
led to an optimized accumulation of QA, GA, and SA, accounting 
for a 47% molar conversion of glucose (Chen et al., 2014).

Regarding other SA related work, Rizk and Liao (2009), 
managed to use EM to model, study, and predict DAHP 
production in E. coli toward aromatic production. Ensemble 
modeling (EM) is a mechanism-based modeling approach that 
decomposes metabolic reactions into elementary reaction steps, 
incorporating all available phenotypic observations for the 
wild type and mutant strains, integrating this information into 
the mathematical approach to identify the kinetic variables of 
each elementary reaction step (Rizk and Liao, 2009; Khodayari 
et al., 2014). Rizk and Liao (2009), using different flux bounds 
on the pathway split ratio between glycolysis and the PPP. Then, 
by using data from literature for overexpression of the tktA, 
talA, and pps genes, they were able to screen the solution space 
models compared with the phenotypic behavior, selecting the 
ones that properly described the experimental data (from a 
1500 solution space to 7, 171, and 195 solution spaces, accord-
ing to glycolysis:PPP ratios of 25:75, 75:25, and 95:5, respec-
tively). This subset of flux solutions revealed that TktA is the 
first controlling rate step and that PPS, only with simultaneous 
overexpression of TktA can augment DAHP production; these 
findings are in accordance with the phenotypic observations in 
the literature. Based on these results, they conclude that the flux 
distributions found could be reverse engineered to enhance 
aromatic production in E. coli (Rizk and Liao, 2009).

Notably, despite the existence of many genome-scale meta-
bolic models and various mathematical approaches, many of the 
fluxes remain undetermined, as many solutions remain plausible. 
Thus, more information is needed to ensure the modeling quality 
by the validation and incorporation of in vivo experimental data. 
These experimental data can be acquired from transcriptomic, 
proteomic, or fluxomic data. Strategies incorporating these 
extensive experimental data have been developed to enhance the 
quality and the accuracy of metabolic models (Kim et al., 2012). 
Fluxomic data in its core provide us with the most important 
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information as fluxes are the modeling outcome, but experimen-
tal procedures can only be used for relatively smaller networks 
and in specific conditions. Nevertheless, these data are of utmost 
importance and are commonly used to validate model solutions 
to flux distributions. ME models have been used to integrate 
protein expression data to reconstruct and add constraints to 
genome-level metabolic models, relating kinetic equations into 
catalytic constrains to approximate stoichiometric relationships 
between enzyme abundance and catalyzed fluxes (O’Brien and 
Palsson, 2015). This integration of proteomic data adds thermo-
dynamic and allocation constraints that help in the identification 
of a consistent flux state, allowing an explanation of aspects of 
cell behavior and relationships that have remained elusive, such 
as the interaction of ribosomes with metabolism, carbon limited 
to carbon excess metabolic shifts, substrate uptake regulation, 
membrane protein relationships, and other protein spatial 
constraints that can utterly dominate and/or change metabolic 
responses (O’Brien and Palsson, 2015). Transcriptomic data 
have been used to exploit the regulatory information in the 
expression data to provide additional constraints for the meta-
bolic fluxes in the model by analyzing if or when gene expression 
correlates with a given metabolic flux (Åkesson et al., 2004; Kern 
et  al., 2006). Computational protocols have been developed 
for this type of data integration, such as mixed integer linear 
programing (MILP), which seeks to maximize the agreement 
between experimental data and computational fluxes by limit-
ing the presentation of entities with the capability to carry flux; 
meanwhile, the flux of absent entities would be 0 (Fong, 2014). 
Åkesson et al. (2004) used gene expression microarray data from 
chemostat and batch cultures of S. cerevisiae to create Boolean 
variables for all of the reactions encompassed on a genome-scale 
metabolic model to ascertain the absent/present fluxes using 
analysis software. These new constraints allowed the computa-
tion of metabolic flux distributions to enhance the metabolic 
behavior in batch cultures, along with the quantitative prediction 
of exchange fluxes as well as the qualitative estimation of changes 
in intracellular fluxes compared with the model without tran-
scription constraints, as verified by experimental measurements 
of flux (Åkesson et al., 2004).

Many methods have been developed to introduce transcrip-
tomic regulation into modeling predictions, such as probabilistic 
regulation of metabolism (PROM), which calculates the prob-
ability that a metabolic target gene will be expressed relative 
to the activity of its regulating transcription factor, metabolic 
adjustment by differential expression (MADE), which creates 
a sequence of binary expression states so that when the gene 
expression changes from one condition to another, the flux reac-
tion will change in accordance with its value, and gene inactivity 
moderated by metabolism and expression (GIMME), which is 
a context metabolic model that predicts the subsets of reactions 
used under a particular condition using gene expression data and 
which identifies a flux distribution to optimize a given biological 
objective, such as growth and/or ATP production, along with 
FBA (Kim et al., 2012). Finally, a method called E-Flux can map 
continuous gene expression into flux bound constraints according 
to gene–protein-reaction (GPR) associations, limiting the upper 
and lower bounds on fluxes so that genes expressed at higher 

levels will result in higher flux values (Kim et al., 2012). This and 
other methods have been reviewed and compared by Machado 
and Herrgård (2014), who concluded that the prediction of flux 
levels from gene expression remains far from solved because 
the predictions obtained by simple FBA with growth maximiza-
tion and parsimony criteria were as good or even better that 
those obtained using the incorporation of transcriptomic data. 
Nevertheless, they acknowledge that some methods evaluated 
give reasonable predictions under certain conditions that there 
is no universal method that performs well under all scenarios 
and that the transcriptome should provide some guidelines for 
the correct phenotype determination within the space of solu-
tions resulting from the large number of degrees of freedom in 
metabolic networks, recommending that users should perform a 
careful evaluation of the meaningfulness of the results for their 
particular applications (Machado and Herrgård, 2014).

There are many successful mathematical modeling approaches 
to produce good and accurate predictions of phenotypic behavior 
in the literature; all of these methods help us to understand and 
simplify metabolic regulation and systems to comprehend and 
find new or non-intuitive targets for ME. Even so, there is still 
much work to be conducted to understand and construct better 
models of metabolic networks. There are many challenges because 
cell behavior is a complex system that, therefore, has complex 
outcomes and regulation. These challenges range from network 
reconstruction, mathematical treatments, and true flux distribu-
tion determination to the integration of all systems data (omics) 
to achieve regulation and phenotypic predictions. Nevertheless, 
the effort put into understanding this matter has produced and 
will continue to produce new insights for strain design and 
ME. Explaining all the considerations, challenges and achieve-
ments in this field is not within the scope of this review as many 
reviews have been published on these matters (Liu et al., 2004; 
Patil et al., 2004; Stelling, 2004; Schuetz et al., 2007; Kim et al., 
2012; Machado and Herrgård, 2014; Saha et al., 2014; Long et al., 
2015; O’Brien and Palsson, 2015). Rather, this review is aimed to 
provide the reader with interesting findings and perspective on 
how the mathematical modeling of biological systems can be and 
is useful for ME, especially regarding SA and AA production, for 
which these methods can be of relevance to exploit the maximum 
production capability of E. coli that remains unachieved.

Summary and Perspectives

SA is a key intermediate of the common aromatic pathway with 
diverse applications in the synthesis of valuable pharmaceutical 
compounds, but major interest relies on SA as the precursor for 
the chemical synthesis of OSF, the neuraminidase inhibitor of 
diverse influenza viruses, including pandemic strains. Diverse 
efforts have been made to produce high titers and yields of SA 
in metabolically engineered strains of E. coli with successful 
genetic modifications, including the following: (1) interruption 
of the SA pathway by the inactivation of shikimate kinase coding 
genes (aroK and aroL), which results in the high accumulation 
of SA; (2) increasing the intracellular availability of the CCM 
intermediate PEP by inactivation of the PTS system and replac-
ing this glucose translocation system by other housekeeping or 
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heterologous glucose transporters and by inactivation of the pykF 
gene; and (3) the overexpression of diverse key genes of the CCM 
and SA pathways, such as zwf, tktA, aroB, aroD, and aroE, under 
the control of constitutively expressed or inducible promoters 
in plasmid-cloned operons or chromosome-integrated copies. 
These engineered strains have been cultured in batch or fed-batch 
culture conditions using a complex fermentation media includ-
ing glucose and YE, resulting in the highest titer and yield of SA 
reported (Chandran et al., 2003; Rodriguez et al., 2013).

The above-described genetic changes impose global nutri-
tional, regulatory, and metabolic constraints on the resultant 
engineered strains, which must be explored to determine their 
relevance on SA production. GTA of the SA-producing strain 
W3110.shik1 provided evidence supporting the roles of ydiB-, 
aroD-, and ydiN-encoded proteins in byproduct formation dur-
ing SA production under glucose limiting conditions (Johansson 
and Lidén, 2006). Recent ME strategies applied for l-tyrosine 
(Juminaga et  al., 2012) and SA production (Rodriguez et  al., 
2013) demonstrated the relevance of ydiB inactivation and aroD 
overexpression to avoid byproduct formation and to improve 
carbon flux toward the desired aromatic products.

Interruption of the SA pathway by inactivation of the aroK 
and aroL genes imposes an auxotrophic requirement for aromatic 
AAs and probably other metabolites derived from CHA on the 
cell; these effects were successfully reversed by the addition of YE 
to the fermentation media.

As the chemical complexity of YE or peptone significantly 
interferes in the study of carbon flux through the CCM and 
SA pathway metabolic networks, no studies to date have been 
reported on the application of metabolic models to identify 
possible targets for the application of further ME strategies 
focused on the improvement of SA production in fermenta-
tion culture using complex production media (Chandran et al., 
2003; Escalante et al., 2010; Chen et al., 2012; Rodriguez et al., 
2013; Cui et al., 2014). The application of omics, such as GTA, 
in SA-producing conditions, including YE, as reported for the 
strain P12.SA22, provides valuable information on the role 

of diverse transporter systems and other pathways involved 
in carbon supply from YE to SA synthesis (Cortés-Tolalpa 
et al., 2014). These results highlight the relevance of informa-
tion retrieved from the application of omics, such as GTA, 
or proteomic approaches in successful aromatic compound-
producing strains to obtain data for mathematical modeling 
of metabolism.

Further application of synthetic biology strategies based on 
modular combinational design including key genes from the 
CCM and SA pathways in operons and optimized codon usage, 
and the construction of continuous genetic modules regulated 
by the same promoter but coupled to an efficient translational 
level by the selection of efficient ribosome binding sites (RBS) 
from tailored-made RBS libraries are promising strategies for 
the subsequent optimization of SA-producing strains. These 
synthetic strategies have been applied for the efficient production 
of l-tyrosine in E. coli (Juminaga et al., 2012) and for the suc-
cessful production of SA in Corynebacterium glutamicm (Zhang 
et al., 2015), respectively. Great advances in SA production in E. 
coli have been made over the past decades. However, more and 
new developments must be made, taking into account the vast, 
recently acquired data from omics technology. These data, along 
with their integration with ME technology and experience, can 
lead to more global insight into cell physiology, allowing new 
engineering techniques from a systems ME perspective to be 
identified and developed.
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The use of genetically encoded fluorescent reporters allows speeding up the initial opti-
mization steps of microbial bioprocesses. These reporters can be used for determining 
the expression level of a particular promoter, not only the synthesis of a specific protein 
but also the content of intracellular metabolites. The level of protein/metabolite is thus 
proportional to a fluorescence signal. By this way, mean expression profiles of protein/
metabolites can be determined non-invasively at a high-throughput rate, allowing the 
rapid identification of the best producers. Actually, different kinds of reporter systems 
are available, as well as specific cultivation devices allowing the on-line recording of the 
fluorescent signal. Cell-to-cell variability is another important phenomenon that can be 
integrated into the screening procedures for the selection of more efficient microbial cell 
factories.

Keywords: mini-bioreactors, high-throughput, flow cytometry, single cell

Fluorescent Proteins as Reporter: From the Single-Cell Challenge 
to the Advent of Synthetic Biology

Besides its importance in giving new insights in cell biology, e.g., for the analysis of the intrinsic 
and extrinsic component of phenotypic noise among microbial population (Swain et  al., 2002), 
fluorescent reporters are also an important component for the development of new bioprocesses, 
i.e., for strain engineering and process optimization up to the large-scale production of bioproducts 
(Polizzi and Kontoravdi, 2014). From a fundamental perspective, fluorescent reporter libraries are 
available for several model organisms, including Escherichia coli K12 MG1655 (Zaslaver et al., 2006) 
and Saccharomyces cerevisiae (Newman et al., 2006). The two above-mentioned fluorescent reporter 
libraries have notably been used for the characterization of noise in protein expression (Newman 
et al., 2006; Silander et al., 2012). Indeed, molecular processes associated with DNA transcription 
and translation are subjected to different noise mechanisms leading a cell-to-cell variability in 
protein content among an isogenic microbial population (Sanchez et al., 2013). Clone libraries and 
experimental devices for the cultivation and the detection of fluorescent signal at the single-cell 
level have been specifically developed (Taniguchi et al., 2010). Besides these genome-scale librar-
ies, fluorescent reporter system can also be used for the design of smaller libraries, e.g., for the 
estimation of the strength of several promoters that could be used for the expression of a protein of 
interest or for the design of synthetic metabolic pathways (Xu et al., 2012). This last application of 
fluorescent reporter is very important, since synthetic biology becomes widespread for the design 
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of efficient cell factories, able to synthesize fuels and chemicals 
with high titer. Fluorescent proteins can also be found in more 
specific applications, such as the detection of the intracellular 
metabolite level (Schallmey et  al., 2014) or the control of lab 
evolution (Reyes, 2012a,b), which will be detailed throughout 
this review. The exploitation of a fluorescent reporter library is 
greatly facilitated by the use of specific experimental devices. 
Indeed, the actual experimental toolbox dedicated to the use of 
fluorescent reporters allows for all the manipulations required 
in bioprocess optimization and scale-up and comprise specific 
cultivation devices, analytical tools, and clone selection tools 
(Figure 1). Among the cultivation device, a full range of culture 
volume is available, from micro- (picoliter) and mini-bioreactor 
(milliliter) to full-scale bioreactors (liter). Micro-bioreactors are 
based on microfluidic chips adapted to the culture of microor-
ganisms. A nice example of micro-bioreactor has been developed 
by Grunberger et al. (2012, 2013), where a single microbial cell 
is isolated in a picoliter chamber perfused by fresh medium. 
The height of the picoliter chamber is designed in order to be 
slightly higher than the mean diameter of the microbial cells, 
so that microbial cells are maintained in the chamber and are 
continually fed with fresh medium whereas metabolites and 
by-products are continuously extracted. The perfusion mode of 
culture allows thus to cultivate microorganisms under constant 
environmental conditions. Imaging allows for the acquisition of 
the individual division rate and also the gene activity if linked 
with a fluorescent reporter system. A major limitation of the 

actual micro-bioreactor is that they are not designed to work in 
the operating modes generally met in industrial conditions, i.e., 
batch and fed-batch (Love, 2013; Grunberger et al., 2014). This 
limitation can be overcome by considering mini-bioreactors. 
This range of bioreactor involves the use of cultivation volume 
of around 1  ml (Klockner and Buchs, 2012). One of the most 
advanced mini-bioreactor platform to date is the Biolector 
system, and its extension Robolector (Funke et al., 2010). This 
device is based on a microplate and allows the parallel cultiva-
tion of 48 samples with on-line determination of biomass, 
pH, dissolved oxygen, and fluorescence. High oxygen transfer 
efficiency allows to carry out microbial culture in fully aerobic 
conditions and fed-batch and pH control are available, ensuring 
the compatibility of the results with those gained in conventional 
stirred bioreactor. Fluorescence sensor available in each well can 
be used to gain informations at the level of a fluorescent reporter 
system, but only at the bulk level. Other mini-bioreactor systems 
are now available; either based on the concept of “shaken” biore-
actor (e.g., Micro 24-microreactor system developed by Pall) or 
“stirred” bioreactor (e.g., the 48-bioreactor system developed by 
2mag) (Lattermann and Buchs, 2014). Single-cell results can be 
obtained by coupling the cultivation device to a robotic platform 
delivering the samples to a flow cytometer. Microbial phenotypic 
heterogeneity is a phenomenon that has gained a lot of attention, 
considering its potential impact on bioprocesses (Delvigne et al., 
2014). Fluorescent reporter library is a technology of choice for 
investigating the effect of microbial phenotypic heterogeneity 
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FiGURe 1 | Diversity of experimental devices that can be used for investigating fluorescent reporter libraries. (*) Device not compatible with cell sorting. 
(**) Cell sorting is not considered in bioprocessing conditions.
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on bioprocesses and single-cell analytical devices compatible 
with bioreactor are needed at this level. Indeed, genome-scale 
investigation of GFP reporter libraries have led to a better under-
standing of the evolution of noise in gene and protein expression 
(Taniguchi et al., 2010; Silander et al., 2012) and the associated 
molecular mechanisms (Swain et  al., 2002). Since on-line flow 
cytometry can be adapted to monitor phenotypic heterogeneity 
during a microbial culture by coupling a specific interface to the 
cultivation device (Brognaux et  al., 2013), these mechanisms 
are now considered in bioprocessing conditions (Polizzi and 
Kontoravdi, 2014; Baert et  al., 2015). Several interfaces have 
been built for this purpose and have been successfully used to 
monitor the activity of fluorescent reporter in bioprocess condi-
tions (Abu-Absi et al., 2003; Arnoldini et al., 2013; Besmer et al., 
2014; Delvigne et  al., 2015). In the following section, the use 
of fluorescent reporter libraries will be illustrated for different 
biotechnological applications.

Biotechnological Applications Related to 
the Use of Fluorescent Reporter Systems

Production of Recombinant Proteins: From 
Promoter Strength to noise in expression
The use of transcriptional reporter, i.e., a promoter linked to the 
sequence of a fluorescent protein, allows for the fast and non-
invasive characterization of the strength of an expression vector 
and the protein synthesis rate over time (DeLisa, 1999; Zaslaver 
et  al., 2004). This type of information is very useful when 
optimizing a process and is greatly facilitated by the fluorescent 
signal that can be detected on-line (see Figure 1 for an overview 
of the combination between cultivation devices and recording 
tools available). Translational reporters, i.e., a promoter linked 
to the sequence of a protein of interest either homologous or 
heterologous, this latter being tagged with a fluorescent protein 
facilitating the detection of the whole chimeric protein, can be 
used for the optimization of the production of a recombinant 
protein, i.e., by adjusting the induction profile if the promoter is 
inducible or more generally by adjusting the cultivation condi-
tions (DeLisa, 1999; Abu-Absi et  al., 2003). However, several 
factors must be taken into account for the design of an efficient 
translational reporter. Indeed, using a fluorescent protein as a 
tag can have a profound impact on protein folding and stability, 
and specific technologies, such as split-GFP, have been designed 
for this purpose (Cabantous et al., 2005). Another drawback is 
that the signal gained from a fluorescent reporter accounts only 
for a product accumulated intracellular. It is thus theoretically 
not possible to get informations about the amount of products 
secreted, which is an important limitation since most of the 
biotechnological applications are oriented toward product 
secretion to the extracellular medium in order to decrease 
the costs associated with downstream processing operations. 
In this context, a specific micro-cultivation device based on 
micro-engraving has been developed and allows not only for the 
analysis of the intracellular level of fluorescent protein but also 
for the amount of fluorescent protein excreted at the extracel-
lular level (Love, 2010, 2012). Another strategy for the detection 

of excreted compounds include the use of surface display or 
droplet microfluidics (Hai and Magdassi, 2004; Kintses et  al., 
2012; Mazutis et al., 2013).

Detection of Metabolite Productivity at the 
intracellular Level
Besides the use of promoter-based fluorescent reporter, other 
biosensing strategies can be designed for the detection of 
intracellular metabolites. The most widely used strategy for 
the detection of intracellular metabolites relies on the use of 
transcriptional factors (Eggeling et  al., 2015). In this context, 
the interaction of the metabolite with a transcriptional factor 
induces the synthesis of the fluorescent reporter molecule. 
Another strategy relies on the use of riboswitches where the 
binding of the metabolite to a RNA aptamer triggers the synthe-
sis of the fluorescent reporter molecule. However, this strategy 
is less used than the design based on transcriptional factors. This 
kind of sensing strategy is invaluable for the design of hyper 
productive strains (Eggeling et al., 2015). For example, Binder 
and co-workers used transcription factor-based biosensor for 
the selection of l-lysine hyperproducers among a population of 
Corynebacterium glutamicum exposed to chemical mutagenesis 
(Binder, 2012, 2013). The fluorescent biosensor facilitated the 
high-throughput detection by flow cytometry, as well as the 
isolation of the mutants by fluorescence-activated cell sorting 
(FACS). A similar workflow has also been applied to other 
relevant cell factories, such as S. cerevisiae and E. coli (Delvigne 
and Goffin, 2014).

Synthetic Biology and the Optimization of 
Artificial Metabolic Pathways
Synthetic biology allows for more important modification of 
cell factories, such as the integration of artificial metabolic 
pathways on specific microbial chassis (Silva-Rocha and de 
Lorenzo, 2010; Martinez-Garcia et  al., 2014). However, syn-
thetic biology requires the use of reliable parts for the design 
of effective cell factories. Such parts can now be found in dedi-
cated libraries, such as those of the BioBrick initiative (Rokke 
et  al., 2014). However, the biobrick registry is based mainly 
on standardized parts designed for easily assembling syn-
thetic vectors. Since this initiative, other registries have been 
designed on the basis of more functional parts. As an example, 
the ePathBrick library can be used to insert artificial metabolic 
pathways inside E. coli for the synthesis of diverse chemicals 
(Xu et al., 2012). Such libraries and assembly protocols allow 
for the fast optimization of multi-gene pathways with different 
gene configurations inside a specific host (Jones et al., 2015). 
One of the requirements of synthetic assembly is the orthogo-
nality, i.e., the lack of interferences coming from biochemical 
interactions between artificial elements (Michener et al., 2012). 
In this context, fluorescent reporter system can be used for the 
fine-tuning of the different gene expression systems required 
for the artificial pathway (Schendzielorz, 2013; Nikel et  al., 
2014a). This helps finding the best vector configurations allow-
ing the balanced expression of all the enzymes involved in the 
artificial pathway.
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Design of Complex Phenotypes for Food and 
white Biotechnology Applications: Directed and 
Laboratory evolution
All of the above-mentioned examples imply the use of genetically 
modified strains. However, there are a lot of biotechnological 
applications where GMOs are not allowed, such as for agro-food 
applications for the development of starters and probiotics. More 
generally, there are a lot of biotechnological applications where 
complex phenotypes, combining robustness and productivity of 
the microbial cell factory, are needed. Such phenotypes are needed 
for the development of white biotechnology applications, i.e., the 
production of fuels and chemicals from complex lignocellulosic 
substrates containing inhibitors (Vasdekis and Stephanopoulos, 
2015). In this context, the fluorescent reporter technology would 
give also invaluable insight about the phenotypic differentiation 
leading to the appearance of such phenotypes. Indeed, fitness 
is linked with noise in biochemical processes, and noise can be 
studied by the use of specific fluorescent reporter (Abee et  al., 
2011; Ryall et al., 2012; Holland et al., 2013). These reporters can 
be used to study bet hedging, a phenomenon by which a microbial 
population exploit phenotypic noise in order to increase its fitness 
in an ecosystem (Veening, 2008). Bet hedging has been recently 
identified as a major mechanism in diauxic shift (Boulineau et al., 
2013; Solopova et  al., 2014; van Heerden, 2014). Since diauxic 
shift arises frequently in bioprocesses, and especially within those 
based on complex substrate, it is of importance to control this 
mechanism. On the other hand, the design of complex phenotypes 
can be obtained by directed or natural evolution of a microbial 
strain (Dragosits and Mattanovich, 2013). At this level, also fluo-
rescent reporters can be used to visualize in real time laboratory 
evolution (VERT). The VERT system is based on competitive fit-
ness principle with different strains placed simultaneously in the 
cultivation system (Reyes, 2012a,b). The best strain can be easily 
selected since each strain carries a fluorescent reporter exhibiting 
a specific color. This technique allows for the fast detection of 
evolved phenotypes, the reporter plasmid being cured at the end 
of the experiments in order to meet the non-GMO requirements.

Drawbacks Associated with Promoter-
Based Fluorescent Biosensors

Reporter-based fluorescent biosensors have been widely used in 
the context of bioprocess optimization (Polizzi and Kontoravdi, 
2014). However, some precautions must be taken since several 
factors can have a significant impact on the synthesis of the 
reporter molecules. These factors are summarized at Figure 2A 
and comprises the plasmid copy number, the strength of ribosome 
binding site (RBS), the folding rate of the GFP and its stability, and 
the potential release of GFP to the extracellular medium. Plasmid 
copy number is known to affect the degree of expression of GFP 
since this number can vary during cultures according to many 
environmental and intrinsic conditions. However, it has been 
shown that this effect can be limited by using low-copy number 
plasmids or by considering chromosomal integration (Freed et al., 
2008; Silander et al., 2012). The strength of the RBS can also affect 
the rate by which mRNA is translated into GFP and this factor is 

now integrated when designing synthetic gene circuits (Xu et al., 
2012; Jones et al., 2015). Typical folding rate of engineered GFP 
(e.g., GFPmut2 and GFPmut3) are below 4 min (Cormack, 1996), 
but the stability is very high (>24 h) leading to cumulative signal. 
Destabilized version of GFP have been designed and used to 
monitor gene expression in bioprocessing conditions (Han et al., 
2013; Hentschel et al., 2013). Destabilization of GFP relies on the 
use of specific ssrA tags that can be recognized by the internal 
protease machinery (i.e., ClpXP mainly). By varying the sequence 
of the last three amino acids, the affinity of the proteases can be 
modulated, leading to medium (e.g., GFPAAV for E. coli with a 
half-life of 40 min) to highly destabilized variants (e.g., GFPLAA 
for E. coli with a half-life of 10 min). However, in this case, the 
GFP response is affected not only by the real promoter activity 
but also by the content of intracellular protease and the adenosine 
triphosphate (ATP) availability since ClpXP is ATP dependent 
(Purcell et al., 2012; Han et al., 2013). These side-reactions can 
notably artificially enhance the cell-to-cell variability at the level 
of the GFP content (Baert et al., 2015). A last effect potentially 
affecting the overall level of GFP is its potential release to the 
extracellular medium. Indeed, increase in membrane permeabil-
ity and protein leakage is known to occur when microbial cells are 
exposed to nutrient limitation, a condition encountered in fed-
batch bioprocesses (Shokri, 2002, 2004). At this level, it has been 
shown that GFP can be subjected to such release (Delvigne et al., 
2011; Brognaux et al., 2014). In the case of promoter-dependent 
reporter systems, all these side-reactions affect the reliability of 
the fluorescent signal according to the real activity of the targeted 
promoter. Also, the impact of cultivation conditions can also have 
a significant impact both on the mean expression level of GFP and 
on its cell-to-cell variability (called noise). Noise in GFP expres-
sion is indeed a very important factor that can have detrimental 
effect on productivity (Delvigne and Goffin, 2014; Delvigne et al., 
2014). However, noise in gene expression is also recognized as a 
beneficial factor in the context of microbial robustness. Indeed, 
cell-to-cell heterogeneity increases the potential resistance of 
the microbial population upon stress exposure by a mechanism 
named bet-hedging (Holland et  al., 2013; Nikel et  al., 2014b; 
Martins and Locke, 2015). Since productivity and robustness 
are two traits that are generally expected from an efficient cell 
factory, the effect of noise have to be balanced between these two 
phenotypic traits and advanced analytical devices are awaited 
at this level (see Figure 1 for a description of such devices). At 
this level, the use of an E. coli GFP clone library (Zaslaver et al., 
2006) in connection with high-throughput flow cytometry has 
allowed for the design of a scaling law (Figure 2B). The collection 
comprised more than 1500 promoter-based biosensors and has 
been used for a genome-wide screen of the relationship between 
the promoter activity and the noise (Silander et al., 2012). The 
scaling-law shows a clear relationship between the mean promoter 
activity and the noise in GFP expression, i.e., promoters with 
high expression level exhibiting a low amount of noise, whereas 
weak promoters tend to exhibit larger level of noise (Figure 2B). 
More recently, this scaling-law has been validated by on-line 
flow cytometry in real bioprocessing conditions (Baert et  al., 
2015). This scaling-law constitutes an invaluable tool for a better 
understanding of the expression efficiency of microbial systems. 
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The study of microbial physiology based on the use of fluorescent 
reporter system is thus critical in order to increase our knowledge 
for the development of more efficient microbial cell factories. 
However, this development is slowed down by the development 
of cultivation devices compatible with single-cell analysis and by 
the need for reliable fluorescent reporter systems (Polizzi and 
Kontoravdi, 2014). Indeed, we have shown that promoter-based 
fluorescent reporters are subject to many side-reactions affecting 
the interpretation of the fluorescent signal. Efforts must thus be 
given at the level of the development of more reliable expression 
systems. Promoter-independent fluorescent reporter systems 
described in the Section “Detection of Metabolite Productivity at 
the Intracellular Level” and the developments of synthetic devices 

described in the Section “Synthetic Biology and the Optimization 
of Artificial Metabolic Pathways” are very promising at this level.

Promises of Promoter-independent 
Fluorescent Biosensors

According to previously established classifications, three types of 
fluorescent biosensors can be distinguished, i.e., promoter-based, 
transcriptional regulator, and RNA switches (Eggeling et al., 2015; 
Zhang et al., 2015). Besides these three main classes, a fourth one 
can also be considered, i.e., fluorescent protein based biosensors 
(Delvigne and Goffin, 2014; Liu et al., 2015). This type of biosensor 
relies on the constitutive expression of fluorescent protein linked 

GFP

ssrA
Protease
system
e.g. ClpXP

ATP -> ADP + Pi

Promoter gfpLAA

GFP mRNA
RBS

Degraded GFP

GFP leakage

Classical evolu�on upon
induc�on in process condi�ons

A

B

FiGURe 2 | (A) Scheme showing the different molecular mechanisms affecting the intracellular content in GFP. (B) Scaling law adapted from Silander et al. (2012) 
showing the relationship between the level of promoter activity (in log scale) and its cell-to-cell variability or noise (the noise is calculated as the ratio between the 
standard deviation and the mean GFP content among a population of microbial cell, in log scale). The red arrow shows a typical evolution in GFP expression in real 
bioprocessing conditions (Baert et al., 2015).
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with metabolite-binding domain and can be used for the intracel-
lular detection of small molecules, such as ATP, cyclic adenosine 
mono-phosphate (cAMP), sugars, and organic acids, among oth-
ers. Adequate constitutive expression of the fluorescent protein 
allows to get rid of most of the drawbacks depicted at Figure 2A 
and leads to a very dynamics signal that can be easily recorded 
by standard techniques (Figure 1). Additional advantages of this 
simple technology are the direct detection of important intracel-
lular metabolites and its applicability to a broad range of hosts 
(Delvigne and Goffin, 2014). RNA switches, or riboswitches, can 
also be applied in the same context. These biosensors are based 
on mRNA elements able to sense metabolite concentration and 
modulate transcription and translation of a fluorescent protein 
accordingly. Their main drawback is the limited number of appli-
cations available so far (Eggeling et al., 2015), partially attributed 
to the fact that only a few number of natural mRNA regions 
with specific ligand properties are available. However, synthetic 
biology approaches allow for the design of artificial riboswitches 
with ligand capabilities for virtually all possible metabolites to 
be detected (Pothoulakis et al., 2014; Jang et al., 2015; You et al., 
2015). Transcription-based fluorescent biosensors are based on 
the natural capabilities for transcription factor to sense protein 
interaction or change in intracellular metabolite concentration and 
regulate gene expression accordingly. This property can be used 
in order to drive the expression of a fluorescent protein in front of 
specific stimuli. This class of biosensor has been thoroughly used 
for monitoring the concentration of intracellular compounds (i.e., 
metabolites, co-factors, etc.) in metabolic engineering studies. 
However, since it relies on the synthesis of fluorescent proteins, 
it suffers from the same molecular drawbacks than classical 
promoter-based biosensors (Figure 2A). Another drawback is its 
host specificity. However, synthetic biology has been recently used 
for the design of more robust and widely applicable transcriptional 
biosensors (Zhang et al., 2015).

Conclusion and Future Perspectives

The different examples shown in the previous sections point out 
that fluorescent reporter libraries have become a useful experi-
mental tool used in different contexts for the optimization of 
the microbial cell factories, not only in the field of recombinant 
products but also for the production of metabolites, i.e., for detec-
tion of highly productive phenotypes and the orientation of the 
synthetic biology approaches.

In addition, the panel of experimental devices available for the 
analysis of such library is very large (Figure 1) and appropriate 
combination of such device on the basis of fluorescent reporter 
libraries allows for the high-throughout development of cell 
factories, from the selection of the best producers to the optimiza-
tion of large-scale processes. However, additional efforts must be 
given in order to better integrate phenotypic noise. Indeed, cell-
to-cell variation is an important factor known to affect bioprocess 
productivity and a specific mathematical background have to be 
set up in order to characterize this important phenomenon.

We have shown that most of the studies published actually 
are based on promoter-dependent fluorescent reporters. These 
molecular devices exhibit a lot of artifact that can lead to strong 
variation in fluorescent molecules expression. At this level, the 
development of promoter-independent fluorescent reporter 
would lead to more reliable clone libraries that can be used for 
the fast optimization of microbial cell factories.
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Saccharomyces cerevisiae strains having a broad range of substrate utilization, rapid 
substrate consumption, and conversion to ethanol, as well as good tolerance to inhib-
itory conditions are ideal for cost-competitive ethanol production from lignocellulose. A 
major drawback to directly design S. cerevisiae tolerance to inhibitory conditions of lig-
nocellulosic ethanol production processes is the lack of knowledge about basic aspects 
of its cellular signaling network in response to stress. Here, we highlight the inhibitory 
conditions found in ethanol production processes, the targeted cellular functions, 
the key contributions of integrated -omics analysis to reveal cellular stress responses 
according to these inhibitors, and current status on design-based engineering of tolerant 
and efficient S. cerevisiae strains for ethanol production from lignocellulose.

Keywords: yeast, stress tolerance, cellular stress response, inhibitory environment, ethanol production process, 
design-based engineering, integrated -omics analysis

iNTRODUCTiON

Microbial fermentation of sugars from sugarcane and corn starch to ethanol is the source of around 
100 billion liters of fuel ethanol annually produced in the world using Saccharomyces cerevisiae. There 
is also much interest in the use of lignocellulose as a feedstock for future production of ethanol, since 
this source is much more abundant and, most important, it does not compete with food for supplies 
(Lynd et al., 1991; Caspeta et al., 2013). However, one of the major bottlenecks for lignocellulose 
conversion to ethanol is that the related production processes should be economically competitive, 
a condition that is in detriment of yeast performance, since it must face high concentrations of toxic 
chemicals and harmful process conditions, for which extra operations for process conditioning to 
yeast tolerance are economically and energetically prohibited (Caspeta et al., 2013, 2014a). Thus, 
yeast cells can be exposed to inhibitory concentrations of toxic chemicals and low pH resulted from 
thermo-chemical pretreatment of lignocellulose. Furthermore, saccharification and fermentation 
of sugar polymers exposed S. cerevisiae to high temperatures, elevated osmolarity, and high con-
centrations of ethanol (Garay-Arroyo et al., 2004; Caspeta et al., 2014a). The former conditions are 
useful to reduce contamination and cooling efforts as well as to decrease energy utilization during 
downstream processing and to decrease enzyme loadings concomitant with lower production costs 
(Caspeta et al., 2014a).

Microorganisms capable of resisting conditions of lignocellulose ethanol production processes 
whereas maintaining high metabolic activity are desirable. Microbial strains with these characteristics 
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can be isolated from natural habitats where they have been evolv-
ing these traits for a long time (Ballesteros et al., 1991; Edgardo 
et  al., 2008; Field et  al., 2015). Another option is to generate 
tolerant phenotypes in model organisms like S. cerevisiae. This 
requires the augmentation of limits between the relation of cellu-
lar functions and environmental fluctuations, namely to diminish 
the disturbing effects of inhibitory conditions on cellular func-
tions required for growing and biofuel synthesis. Some of the 
targeted functions include proteome structure and stability, RNA 
synthesis and processing, sugar transport, membrane fluidity, 
and DNA processing, among others (Kültz, 2005).

Yeast and other microorganisms have gene expression and 
metabolic turnover programs that have been finely adjusted to 
improve cells fitness in the environmental fluctuations found in 
their natural environments (Tagkopoulos et  al., 2008; Mitchell 
et al., 2009). Therefore, microorganisms exposed to novel envi-
ronments may mount erratic non-specific responses leading 
them to survive or perish. Thus, one can expect that adaptation 
to novel environments will require the complete reprograming 
of cellular functions, including gene expression and metabolic 
turnover, which may not be attainable by multigene modification 
(Alper and Stephanopoulos, 2009). This is probably more evident 
due to the fact that stressful conditions – out of those found in the 
natural environments – will not be anticipated in native signal-
ing networks. However, there is genomic plasticity that allows 
approaching the hypothesis that cells can acquire new functions 
or reconfigure macromolecular structures more suitable to new 
environments. The challenge then is to recognize the genomic 
rearrangements and the resultant levels of gene expression, 
according to environmental changes. In this review, we describe 
basic knowledge about cellular stress response (CSR) and the 
current strategies for improving yeast tolerance to inhibitory 
conditions found in lignocellulosic ethanol production processes.

iNHiBiTORY CONDiTiONS OF 
LiGNOCeLLULOSiC eTHANOL 
PRODUCTiON PROCeSS

Lignocellulose is a tightly packed structure of the carbohydrate 
polymers cellulose and hemicellulose surrounded by the phenolic 
polymer lignin. Although several processes have been developed 
thus far for lignocellulose conversion to ethanol, a characteristic 
one includes the general steps shown in Figure 1. Once the material 
has been chopped in pieces, a pretreatment step mainly consisting 
of a thermo-chemical treatment of lignocellulose is used for its 
hydrolysis into fermentable sugars. These get dissolved in a syrup 
that can also contain acetic, formic, and levulinic acids, as well 
as furans and phenolic compounds released during pretreatment 
(Larsson et  al., 1999; Palmqvist and Hahn-Hägerdal, 2000b). 
Since these chemicals reduce yeast growth and ethanol produc-
tion (Zaldivar et  al., 1999; Larsson et  al., 2000; Palmqvist and 
Hahn-Hägerdal, 2000a), several efforts have been made to avoid 
their production (Palmqvist and Hahn-Hägerdal, 2000a; Caspeta 
et al., 2014a). Another option is to reduce their concentrations by 
different detoxification methods (Palmqvist and Hahn-Hägerdal, 

2000a), but extra operations negatively impact energy balance 
and production costs (Caspeta and Nielsen, 2013).

Whatever the hydrolysis method, this must ensure syrups with 
high sugar concentrations. Concentrations of fermentable sugars 
higher than 250 g L−1 guarantee ethanol titers above 100 g L−1, 
required to reduce energy consumption and production costs 
during downstream operations (Haelssig et al., 2008). To reach 
these concentrations, suspensions with around 416 g of pretreated 
lignocellulosic biomass containing 60% of fermentable sugars – a 
high gravity suspension will be needed. The resulted syrup would 
contain high amounts of toxic chemicals as well as elevated 
amounts of insoluble lignin and cellulose fractions. If saccharifi-
cation and fermentation of cellulose is performed simultaneously, 
the high gravity of cellulose/lignin suspension could impair both, 
enzyme activity and cell growth (Caspeta et al., 2014a). Whereas, 
performing saccharification and fermentation separately exposes 
yeast cells to toxic compounds and very high osmolarity.

Performing thermo-chemical hydrolysis at mild conditions 
reduces toxic compounds formation and can disrupt lignocel-
lulose structure (Pan et al., 2006; Caspeta et al., 2014a), keeping 
hemicellulose and/or cellulose polymers intact for their further 
hydrolysis with cellulosic enzymes. Saccharification is costly 
and highly affected by process temperature and solid loadings 
(Ingesson et al., 2001; Caspeta et al., 2014a). Most of commercial 
enzymes have optimal temperatures higher than 45°C and the 
enzymes’ industry have been trying to increase it, because of 
operations at high temperatures are highly desirable to reduce 
contamination and cooling efforts. This condition, however, 
limits simultaneous saccharification and fermentation since most 
of yeast strains do not tolerate temperatures higher than 40°C.

In summary, S. cerevisiae can be exposed to a number of toxic 
compounds formed during pretreatment of biomass, e.g., low 
pH, unusual levels of sugar concentration and solid loadings 
in cellulose suspensions and hydrolyzates, lethal temperatures 
occurring in saccharification, and high ethanol concentrations 
resulting from the fermentation. All these inhibitory conditions 
affect cellular functions in the different forms as described below.

iNHiBiTORY eFFeCTS OF HARMFUL 
CONDiTiONS OF LiGNOCeLLULOSiC 
eTHANOL PRODUCTiON PROCeSS

inhibitory effects of Toxic Compounds
The inhibition of cellular growth and metabolism by toxic com-
pounds formed or released during hydrolysis of lignocellulosic 
biomass was detailed elsewhere (Palmqvist and Hahn-Hägerdal, 
2000b), and summarized in Table 1. Harmfulness of acetic, for-
mic, and levulinic acids depends on extracellular and intracellular 
pH, membrane permeability, and toxicity of the anionic forms of 
the acids (Palmqvist and Hahn-Hägerdal, 2000b; Maris et  al., 
2004). Once the acid goes into yeast cell, the intracellular pH 
drops and excessive proton accumulation is pumped out of the 
cells by various mechanisms, including proton translocation with 
the plasma membrane H+-ATPase mediated by ATP hydrolysis 
(Holyoak et al., 1996; Maris et al., 2004). This cellular process can 
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be very intensive in terms of ATP utilization. For example, in pres-
ence of sorbic, benzoic, and octanoic acids at pH 4.5, 5.0, and 4.0, 
respectively, a 10-, 4-, and 1.5-fold decrease in intracellular ATP 
levels can be observed due to increasing energy for maintenance 
of the internal pH (Viegas and Sá-Correia, 1991; Verduyn et al., 
1992; Holyoak et al., 1996), with a concomitant reduction of bio-
mass yields (Viegas and Sá-Correia, 1991; Verduyn et al., 1992). 
Furthermore, acetic and formic acids, in their anionic forms, are 
lipophobic and enter to the cell as undissociated forms, which 
prevail at external pH values below 4.8 (Casal et al., 1996). Inside 
the cell, the acid is dissociated and the intracellular pH decreases. 
It has been shown that intracellular concentrations higher than 
120 mM of acetic acid reduce enolase and phosphoglyceromutase 
activities by 50% respect to non-acidic conditions (Pampulha and 
Loureiro-Dias, 1990). However, evidence suggests that proton 
exporting is the major contribution for reduced growth rate upon 
yeast exposition to acids.

The 5-hydroxymethyl furfural (HMF) and 2-furaldehyde  
(furfural) are formed from thermal oxidation of hexoses and 
pentoses during pretreatment (Palmqvist and Hahn-Hägerdal, 
2000b) – Figure 1. These compounds induce chromatin changes, 
DNA damage, reduced translation, and inactivation of various 
glycolytic enzymes (Banerjee et al., 1981; Allen et al., 2010; Ask 

FiGURe 1 | Basic unit operations for the production of ethanol by S. cerevisiae using lignocellulosic biomass hydrolyzates. Inhibitory conditions appear 
in pretreatment and saccharification/fermentation steps.

et al., 2013a) (Table 1). Yeast can metabolize furfural and HMF 
to their less toxic alcohols by oxidoreductases using NAD(P)H as 
a cofactor, a metabolic process that occurs at high rates (Diaz De 
Villegas et al., 1992; Ask et al., 2013a). Their conversion increases 
the cellular energy for maintenance and reduces the concentration 
of redox cofactors (Taherzadeh et al., 1999; Sárvári Horváth et al., 
2003; Ask et al., 2013a). Thus, this is associated to a reduction of 
glycerol production and an increase of acetate production during 
ethanol fermentation in the presence of furfural (Palmqvist et al., 
1999a; Sárvári Horváth et  al., 2003; Ask et  al., 2013b). Results 
from exposing S. cerevisiae to these chemicals suggested that yeast 
growth is more sensitive to furfural than to HMF or high ethanol 
titers (Taherzadeh et al., 1999), because HMF has lower perme-
ability and its conversion is less efficient than furfural (Larsson 
et  al., 1999). Besides, accumulation of reactive oxygen species 
induced by furfural can damage S. cerevisiae mitochondrion and 
vacuole (Allen et al., 2010). Both compartments regulate redox 
balance of cytosol and losing their functions can result in a reduc-
tion of glucose consumption rates.

When mixtures of acetic acid and furfural are present in the 
fermentation, the specific growth rate decreased more than the 
sum of the individual effects (Palmqvist et al., 1999b), suggest-
ing that cells expend higher amounts of energy for excreting 
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acid anions, protons, and furfural out of the cell, as well as for 
reactive oxygen species formed during furfural assimilation. The 
growth-inhibitory effects by potential lignocellulose-derived 
inhibitors, including phenols [lignin, vanillin, 4-hydroxyben-
zaldehyde (4-HB), and syringaldehyde], furans (furfural and 
5-hydroxymethyl-2-furaldehyde), and organic acids (levulinic, 
formic, and acetic) on the growth and ethanol production were 
investigated. From these, phenols and furans exhibited potent 
inhibitory effects at a concentration of 1 g L−1, while organic acids 
had insignificant impacts at concentrations of up to 2 g L−1.

Phenolic compounds released from the hydrolysis of lignin 
are poorly soluble in aqueous solutions and they can be incor-
porated into cellular membranes where their partition is higher 
(Heipieper et al., 1994). Here, phenolic compounds mainly inter-
fere with proteins function and trigger changes in the protein to 
lipid ratio (Keweloh et al., 1990). Hence, these compounds affect 
cellular functions like sorting and signaling, as well as cause 
membrane swelling. Among the 13 tested phenolic compounds, 
the 4-hydroxy-3-methoxycinnamaldehyde is the most toxic 
(Adeboye et  al., 2014). This, vanillin and catechol are major 
constituents of syrups from pretreated lignocellulose (Ando, 
1966; Palmqvist and Hahn-Hägerdal, 2000b). It is also abundant 
in hydrolyzates of hardwood, which is toxic at concentration of 
1 g L−1, reducing 30% of ethanol yield (Ando et al., 1986). The tox-
icity of phenolics is very variable as it depends on the functional 
groups (Ando et  al., 1986; Jonsson et  al., 2013; Adeboye et  al., 
2014); more methoxy groups are related to high hydrophobic-
ity and toxicity (Klinke et al., 2004). S. cerevisiae can assimilate 

many of phenolics which can be part of the detoxification process 
occurring during fermentation (Mills et al., 1971; Delgenes et al., 
1996; Larsson et al., 2000).

inhibitory effects of High ethanol 
Concentrations
One of the main advantages of S. cerevisiae for ethanol pro-
duction is the high tolerance that this yeast shows respect to 
other microorganisms. For example, whereas Escherichia coli 
and Zymomonas mobilis have maximum tolerances around 
60–127  g  L−1 (Lee et  al., 1980; Yomano et  al., 1998), S. cerevi-
siae can tolerate ethanol concentrations up to between 115 and 
200 g L−1 (Luong, 1985). However, ethanol concentrations higher 
than 150 g L−1 can be required to reduce costs in downstream 
operations. High concentrations of alcohols like ethanol and 
butanol impaired cellular wall permeability disrupting sorting 
and signaling functions, as well as provoked an increase in cell 
size which caused a cell cycle delay (Jones and Greenfield, 1987; 
Kubota et al., 2004) (Table 1). This correlates with a dispersion 
of the F-actin cytoskeleton, which is probably regulated by the 
protein kinase SWE1, which regulates the G2/M transition, 
since its mutations abolish this phenotype (Kubota et al., 2004). 
Ethanol also induces petite mutants without mitochondrial DNA 
(the rho0 mutants) and changes in mitochondrial genome (Ibeas 
and Jimenez, 1997; Chi and Arneborg, 1999). In combination 
with high temperature, ethanol exacerbates inactivation of some 
enzymes, for example, the alcohol dehydrogenase (ADH) and the 

TABLe 1 | examples of negative effects of inhibitory conditions found in ethanol production processes on yeast performance.

Stress Negative effects in the yeast cells Reference

Exposition to toxic compounds (furfural, HMF,  
and phenolic compounds)

Chromatin changes, DNA damage, and reduction of translation 
activity

Allen et al. (2010), Ask et al. (2013a)

Enzyme inactivation
Reduction of the intracellular concentrations of NAD(P)H Ask et al. (2013b)
Negative effects on sorting and signaling functions Keweloh et al. (1990)
Reactive oxygen species formation Larsson et al. (1999)
Low biomass yields

Exposition to organic acids Reduction of biomass yields Viegas and Sá-Correia (1991)
Decrease of the intracellular ATP levels, concomitant to an  
increase of the maintenance energy
Drop of the intracellular pH Holyoak et al. (1996)
Reduction of enzymatic activities Pampulha and Loureiro-Dias (1990)

Exposition to ethanol Impairment of cellular wall permeability Kubota et al. (2004)
Disruption of sorting and signaling functions, with an increment of  
the cell size

Jones and Greenfield (1987)

Induction of petite mutants without mitochondrial DNA (rho0) Ibeas and Jimenez (1997)
Reduction of metabolic activity Nagodawithana and Steinkraus (1976)
Impairment of acid resistance Pampulha and Loureiro-Dias (1989)

Osmotic High accumulation of glycerol Hohmann (2002)
Accumulation of ethanol D’Amore et al. (1988)
Disruption of actin cytoskeleton Chowdhury et al. (1992)
Disruption of MAP kinase cascade
Reduction of cell viability

Physicochemical (temperature and pH) Augmentation of detrimental effects of toxic compounds Piper (1993), Kültz (2005)
Modification of the protein functional structure
Reduction of enzymatic and metabolic activities
Reduction of the cell growth
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hexokinase (Augustin et al., 1965; Nagodawithana and Steinkraus, 
1976; Chen and Jin, 2006). The uptake of alanine, proton efflux, 
and fermentation rates can decrease when cells are exposed to 
2M of ethanol (Mishra and Prasad, 1989). Disruption of proton 
efflux also impairs acid resistance (Brown and Oliver, 1982; 
Sá-Correia and Van Uden, 1983; Gao and Fleet, 1988; Pampulha 
and Loureiro-Dias, 1989; Aguilera et al., 2006), since this affects 
proton outtake for regulation of internal pH. Interestingly, the 
activity of β-glucosidase, a cellulosic enzyme used in sacchari-
fication, increased with increasing ethanol concentrations from 
1 to 9% (v/v) (Chen and Jin, 2006). Since cellular wall is the key 
ethanol target, yeast changes lipid composition, incrementing the 
proportion of polyunsaturated fatty acids (FAs), ergosterol, and 
phosphatidylcholine (Mishra and Prasad, 1989; Kajiwara et al., 
1996; Chi and Arneborg, 1999). This response is also observed in 
thermal stress. Eventually, moderate ethanol concentrations also 
reduce water activity with consequences in metabolic activity 
(Hallsworth, 1998).

inhibitory effects of High Osmolarity
High gravity fermentations are required for economic considera-
tions. Glucose concentrations superior to 300 g L−1 are needed to 
reach ethanol titers higher than 150 g L−1. Thus, the osmolarity of 
a hydrolyzate can be of 20–200 g L−1 of salt (0.6–8.6 Osm) (Olsson 
and Hahn-Hägerdal, 1993). S. cerevisiae can resist 4 Osm, which 
is much higher compared with Z. mobilis, which resists until 
1.2 Osm. After being exposed to high osmolarity, yeast cells accu-
mulated high amounts of glycerol which serves as an osmolyte 
(Hohmann, 2002). Osmotic shock disrupts actin cytoskeleton 
and invaginations appear affecting the conformation of actin 
bundles that disturbs MAP kinase cascade, which regulates cell 
cycle (Chowdhury et al., 1992). This also causes water to flow out 
of the cell, increasing the concentration of cellular components, 
including ion concentrations that can serve as a sensor for cellular 
signaling pathways (Hohmann, 2002). Under osmotic pressure, 
the excretion of ethanol and glycerol is impaired, leading the 
accumulation of intracellular ethanol and a decrease in cell 
viability (Panchal and Stewart, 1980; D’Amore et  al., 1988). It 
seems that membrane fluidity is less prone to be affected by high 
osmolarity since medium pH does not have a significant effect on 
yeast growth at high glucose concentration, but only on ethanol 
accumulation (Narendranath and Power, 2005).

inhibitory effects of High Temperature
Temperature pervasively practically affects all cellular mac-
romolecules and metabolic functions (Table 1). Increasing 
temperature from 25–28°C to 40°C caused a substantial 
reduction of protein synthesis (Lindquist, 1981; Hottiger 
et  al., 1987), which is accompanied by increasing trehalose 
accumulation (Hottiger et al., 1987; Neves and Francois, 1992). 
Both responses are essential to acquire thermotolerance (De 
Virgilio et  al., 1994; Singer and Lindquist, 1998), since null 
mutants in the trehalose synthase (TSL1) are more sensible 
to thermal stress (De Virgilio et  al., 1994) and significantly 
decrease heat-shock genes transcription (Hazell et  al., 1995), 
while cells carrying CYR1-2 mutation produce trehalose 
constitutively, and are significantly more tolerant than the 

wild type (Hottiger et  al., 1989). There is also evidence that 
trehalose catabolism is needed to acquire thermotolerance and 
recovering of cellular homeostasis from thermal shock upon 
temperature upshift from 30 to 40°C (Nwaka et al., 1994, 1995). 
This is evidenced by the recovery of protein production and bud 
formation after starting trehalose degradation (Hottiger et al., 
1987). Trehalose accumulates simultaneously with a reduction 
of glycolytic rates, albeit intracellular glucose concentrations 
remain constant (Neves and Francois, 1992). Decreasing of 
glycolytic rates corresponded to lower activity of the Ras/
cAMP pathway upon thermal shock, which favored trehalose 
synthesis in detriment of glucose catabolism and cells growth 
(Shin et al., 1987; Neves and Francois, 1992; Piper, 1993; Tokiwa 
et al., 1994). After recovering homeostasis, cells increase Ras/
cAMP pathway activity and glycolytic fluxes (Piper, 1993). Both 
circumstances seem to regulate cyclins activity (CLN1, CLN2, 
and CLN3) and transcription of CLN3, which are required for 
cell cycle progression at the START point in G1 phase (Tokiwa 
et al., 1994; Shi and Tu, 2013), following bud formation. It was 
recently shown that accumulation of acetyl-CoA, a central 
metabolite from glucose catabolism, triggers histone acetyla-
tion and transcription of CLN3 (Shi and Tu, 2013).

During the acquisition of thermotolerance, yeast cells also 
change the lipid composition of cellular membrane. Temperature 
increment caused the increase of saturations and length of FAs 
as well as a reduction of FA composition in membranes (Suutari 
et  al., 1990, 1997). The synthesis of long-chain bases (LCBs), 
which are important for membrane fluidity and dynamics, and 
with possible role in the regulation of signal transduction path-
ways, also increased (Dickson et al., 1997; Jenkins et al., 1997). 
Changes in the synthesis of these lipids and some sterols upon 
temperature increase suggest that pathways supporting signal-
ing networks of the cell wall integrity are involved in heat-shock 
response (Kamada et  al., 1995; Verna et  al., 1997; Imazu and 
Sakurai, 2005). Overexpression of genes coding for antioxidants 
and enzymes involved in carbon metabolism mediated by 
the stress-responsive transcription factors (TFs) MSN2 and 
MSN4, but the Ras/cAMP/PKA signaling pathway cAMP had 
a negative effect on the induction of the MSN2/MSN4 regulon 
(Boy-Marcotte et al., 1999; Imazu and Sakurai, 2005). Hence, the 
former could mainly occur in the precondition effect of trehalose 
accumulation.

Collectively, these results suggest a toxicity model in which 
inhibitory conditions associated with ethanol production 
processes mainly affect cellular membrane concomitant with 
exchange reactions between the intracellular and extracellular 
environment, e.g., protons/ions exchange. Accumulation of toxic 
chemicals through the pretreatment and fermentation operations 
eventually exacerbates energy requirements and the cell’s effort 
to maintain gradients and to continue the excretion of toxic 
chemicals. Although mild pretreatment operations or incorpo-
ration of detoxification processes reduce the concentration of 
toxic compounds, such options have to be carefully considered 
as it may increase the costs and energy consumption. Cellular 
gradients can also be maintained by increasing medium pH or 
supplementing with specific salts. Adaptation of the yeast to pro-
cess conditions through heritable modifications is, however, the 
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ideal solution, and for this, it is necessary to understand the basic 
molecular mechanisms underlying the stress response in yeast.

THe CeLLULAR STReSS  
ReSPONSe iN YeAST

Organisms have developed strategies to mount stress responses 
to recover the constancy of internal state (homeostasis) upon 
being exposed to environmental changes (Tagkopoulos et  al., 
2008; Mitchell et  al., 2009). These responses are associated to 
damage in cellular macromolecules and/or redox potentials 
which disrupt cellular functions (Kültz, 2005; Gibney et al., 2013). 
Thus, the CSR is universal and have a define set of targeted cel-
lular functions including cell cycle control, protein chaperoning 
and repair, DNA and chromatin stabilization and repair, cellular 
membrane stabilization and repair, removal of damaged proteins, 
and some aspects of metabolism (Kültz, 2005). This assumption 
raised from the analysis of around 300 highly conserved proteins 
among different organisms including human, yeast, eubacteria, 

and archaea, from which more than 44 proteins change their 
abundance upon stress exposition (Kültz, 2003). Here, it has been 
pointed out, based on recent results, that most of the inhibitory 
mechanisms target cellular membrane, redox potentials, and 
exchange reactions functions.

The results from transcriptomic and proteomic analyses 
altogether suggest that CSRs in S. cerevisiae overlap at specific 
stress conditions, whereas some responses are stress specific 
(Figure 2). Remarkably, this flexibility allows the coordination 
of stress responses according to a serial of ordered events, which 
are naturally organized according to its habitat. For example, 
yeast mounts a stress response to heat, which also serves to toler-
ate the stress imposed by ethanol and an oxidative environment. 
This could be a consequence of the domestication of yeast as 
these stresses appear in this order during the wine production 
processes (Mitchell et  al., 2009). Yeast also triggers a general 
stress response to survive exposure to several different types of 
stress. Thus, when S. cerevisiae is exposed to environmental per-
turbations including temperature increase, nutrient depletion, 
addition of oxygen peroxide, starvation and stationary phase, 
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DNA damaging agents, and hyperosmotic stress among others, a 
set of around 900 genes showed similar changes in their expres-
sion (Gasch et  al., 2000). Functional analysis of these genes 
showed similar targeted functions than those found in proteome 
analysis (Kültz, 2003, 2005). Differentially expressed genes 
include those encoding for proteins involved in the RAS-cAMP 
signaling pathway, which regulate cell metabolism and cell 
cycle progression in response to nutrient availability (Broach, 
1991; Gasch and Werner-Washburne, 2002). Simultaneously, 
transcription of genes involved in the CSR is also modified by 
the action of a set of TFs including MSN2/4, YAP1, HSF1, RLM1, 
and SWI6. Activation of these TFs occurs through phosphoryla-
tion cascades triggered by structural changes in proteins located 
in the cellular membrane; this seems to be the major target for 
stress agents and the origin of signaling pathways for response 
to stress (Figure 2).

Reprograming of gene expression in yeast is mainly governed 
by the general stress response TFs MSN2 and/or MSN4 target-
ing around 180 genes in response to thermal stress and oxygen 
peroxide (Gasch et al., 2000). MSN2/MNS4 also induces similar 
stress responses when yeast cells are exposed to other stresses, 
suggesting that these TFs induce a general response to various 
environmental changes (Causton et al., 2001). With regard to 
the cellular response to oxidative stress, the yeast basic leucine 
zipper (bZIP) TF YAP1 is mainly in charge of regulating the 
expression of genes associated to this stress (Temple et al., 2005), 
as well as in response to xenobiotic insults, including drugs and 
heavy metals (Lushchak, 2011). Remarkably, transcription of 
some genes targeted by oxidative stress is also activated by TFs 
MSN2/MSN4 in response to heat-shock (Gasch et  al., 2000). 
Nonetheless, this response is mainly controlled by the heat-
shock TF HSF1, which directs the expression of around 150 
genes (Hahn et al., 2004). This TF also triggers gene expression 
changes upon starvation (Hahn and Thiele, 2004), as well as 
controls the expression of genes associated to life span exten-
sion (Shama et  al., 1998). Furthermore, it regulates cellular 
wall remodeling in response to thermal and oxidative stresses 
(Imazu and Sakurai, 2005; Yamamoto et al., 2007). Some other 
relevant aspects of particular regulation of CSRs to stressors 
found in ethanol production processes are given below.

Yeast Responses to inhibitory Compounds
Metabolic and molecular responses of yeast exposition to inhibi-
tory compounds, such as furfural and HMF, caused changes in 
expression of around 886 genes (Ask et  al., 2013a). Functional 
examination of proteomic and transcriptomic analyses showed 
that genes involved in redox balance, oxidative and salt stress 
as well as the TFs, MSN2/MSN4, YAP1, and HSF1 were mostly 
involved in stress responses and specifically, overexpression 
of YAP1 and MSN2 were related to the increase of yeast toler-
ance to furfural and HMF (Lin et al., 2009; Sasano et al., 2012). 
Activity of the MAPK signaling pathway of the yeast response to 
cell wall integrity was also found to increase yeast tolerance to 
HMF (Larsson et al., 1999). In agreement with the transcriptional 
analysis in reference (Dickson et  al., 1997), proteomic analysis 
also showed that redox and energy metabolism are significantly 
targeted by the stress response in yeast exposed to hydrolyzates 

containing furans, acids, and/or phenolics (Lin et  al., 2009; Lv 
et al., 2014). In the last study, the authors observed differential 
expression of around 200 genes, a number similar to the 103 and 
227 differentially expressed genes observed from yeast exposition 
to furfural and acetate, respectively (Li and Yuan, 2010). In this 
study, it was found that tolerance to furfural also required the over-
expression of genes involved in the oxidative stress response, such 
as SRX1, CTA1, and GRX5 as well as the HSP78, which encodes a 
mitochondrial chaperone needed for the thermotolerance of this 
organelle (Heer and Sauer, 2008). In addition, overexpression of 
some genes related to the lipid and carbohydrate metabolism have 
been observed within these genes. Interestingly, proteins involved 
in the TCA cycle were upregulated whereas enzymes of glycerol 
synthesis were downregulated (Lin et al., 2009). The later results 
strongly suggest an increment of NADH demand for furans 
conversion to alcohols and that this reducing power is generated 
in TCA cycle.

Yeast Responses to Thermal, ethanol, and 
Osmotic Stresses
In response to heat, S. cerevisiae typically shows transcriptional 
changes in genes encoding metabolic enzymes (e.g., hexoki-
nase, glyceraldehyde-3-phosphate dehydrogenase, glucose-
6-phosphate dehydrogenase, isocitrate dehydrogenase, and 
ADH), antioxidant enzymes (e.g., thioredoxin 3, thioredoxin 
reductase, and porin), molecular chaperones and their cofactors 
(e.g., HSP104, HSP82, HSP60, HSP42, HSP30, HSP26, CPR1, 
STI1, and ZPR1), and the TFs (e.g., HSF1, MSN2/4, and YAP1), 
among others (Lindquist, 1986; Piper, 1993; Kim et  al., 2013). 
Most of these genes also change their expression in response 
to ethanol and high osmolarity (Gasch et  al., 2000; Gasch and 
Werner-Washburne, 2002). However, stress-specific changes in 
gene expression also responded solely to either YAP1 or MSN2/4 
(Gasch et al., 2000). In addition to the implication of TFs in the 
regulation of gene transcription upon exposure to different types 
of stress, another intriguing fact is that the dissagregase protein 
HSP104 and the negative regulator of the H(+)-ATPase, the 
HSP30 are overexpressed upon exposition to ethanol, heat, and 
high osmolarity (Sanchez et  al., 1992; Piper et  al., 1997; Kültz, 
2005). These proteins are implicated in the recovery of aggregated 
proteins and prevent the cells from excessive energy consumption.

Cellular signaling networks of growth and stress response are 
antagonist. The RAS-PKA pathway, which regulates yeast prolif-
eration in response to nutritional sensing, negatively regulates 
the activity of the stress-responsive elements (STRE) and the 
heat-shock elements (HSE) targeted by both RIM15 and MSN2/4, 
and HSF1 and MSN2/4, respectively (Roosen et al., 2005). Thus, 
high activity of the RAS-PKA pathway caused by deletion of the 
BCY1 is in detriment of stress responses, whereas deletion of 
RAS2 increased yeast resistance to various stresses except high 
temperature and osmolarity (Ruis and Schüller, 1995) – this is due 
to the fact that trehalose metabolism is regulated by NTH1, which 
is probably activated by the RAS-PKA pathway. High activity of 
this pathway reduces RIM15 activity, which controls the entry 
into the G0 phase of cell cycle in response to glucose limitation at 
the diauxic shift. Its regulon includes gene clusters implicated in 
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the adaptation to respiratory growth, including oxidative stress 
genes (Cameroni et  al., 2004). TFs RIM15, GIS1, and MSN2/4 
exerts control on genes required for adaptation to oxidative and 
thermal stress (Cameroni et al., 2004). High RAS-PKA activity 
favors the activity of SCH9 kinase, which regulates ribosome 
biogenesis and translation initiation. This is a major target of 
TORC1 phosphorylation cascade, transiently reduced upon 
application of osmotic, oxidative, or thermal stress (Urban et al., 
2007). Under favorable conditions, TORC1 promotes growth and 
antagonizes stress response programs (De Virgilio et  al., 1994; 
Jacinto and Hall, 2003). Thus, TORC1 activity is reduced upon 
stress apparently by its sequestration in granules (Takahara and 
Maeda, 2012).

The RAS–PKA pathway also connects with the cell wall dam-
age response. PCK1 and the upstream protein elements ROM2 
and MTL1 of the PKC1–MAPK cell integrity pathway are needed 
for actin organization, and required for cellular responses to 
oxidative, osmotic, and heat stresses (Kamada et al., 1995; Vilella 
et al., 2005). More evidences on this fact were provided by two 
different research groups which discovered that the sensitivity 
to high osmolarity in the HOG-MAPK pathway mutants was 
reduced at elevated temperature, suggesting that the activation 
of the cell wall integrity pathway is mainly due to increased tem-
peratures (Alonso-Monge et al., 2001; Wojda et al., 2003). These 
two pathways and the SVG pathway ensure a proper response 
of cell wall integrity. The latter is activated by the SHO1 sensor, 
which also regulates HOG signaling (Figure  2). Furthermore, 
it was found that membrane sensors WSC1, WSC2, and WSC3 
restored the thermo-sensible phenotype of RAS1 mutants – WSC 
triple mutants did not growth at 37°C (Verna et al., 1997), which is 
another evidence for the connection between RAS-PKA signaling 
cascade and the cell integrity pathway. Signal transduction of this 
pathway begins with the cellular membrane proteins WCS1-3, 
MID2, and MTL1, among others (Rodicio and Heinisch, 2010). 
Finalizing with the phosphorylation of the TF SWI6 leading its 
localization into the nucleus required for the unfolded protein 
response (Scrimale et al., 2009).

Thermal stress also has an important effect on the metabolic 
responses – e.g., glucose and oxygen consumption rates and bio-
mass yields. In nitrogen-limited chemostats, glucose consump-
tion rate increased up to 1.8 times at 38°C compared to 30°C 
(Postmus et al., 2008). Besides ethanol production rate increased 
1.7 times, its yield decreased 0.6 times. Furthermore, in the culti-
vations at 38°C, glycerol was accumulated at 1.3 mmol gDCW

−1 h−1 
but no accumulation was observed at 30°C (Postmus et  al., 
2012). Despite oxygen uptake rate increase 1.1 times at high 
temperature, respiratory quotients (RQs) of 2.6 and 3.8 were 
calculated for the fermentations at low and high temperatures, 
respectively (Postmus et al., 2012). In the same work, a drastic 
drop of biomass yield was observed in cultivations grown at high 
temperature (38°C) as compared to the cultures developed at 
low temperature (Postmus et al., 2008). This behavior correlated 
with an increased flux of glycerol and ethanol at 38°C –  these 
were not observed at 30°C. In both cases, oxygen consumption 
rate slightly increased suggesting that reducing power produced 
in glycolysis is balanced by glycerol production and interrupted 
electron transport chain.

These results altogether show the complexity of cell stress 
responses and the difficulties for generating complex thermotol-
erant phenotypes. Therefore, selection of thermotolerant micro-
organisms from harsh environments similar to those found in 
ethanol production process is still a recurrent option. However, 
these microorganisms will eventually be useless when process 
conditions change – this will be especially true in the foundation 
of lignocellulosic biorefineries. Thus, a rational cell design based 
on knowledge of cell responses will enable the design of generic 
cell factories that can be used in several different processes. One 
must be aware that there would be physical components that 
limit biological augmentation. In this case, synthetic biology 
approaches (Alper and Stephanopoulos, 2009) and utilization 
of additional operations to remove toxic molecules can be of 
interest. In the last section, we review the current strategies for 
rational improving of yeast tolerance to ethanol production 
processes.

iMPROviNG YeAST TOLeRANCe TO 
iNHiBiTORY CONDiTiONS FOUND iN 
eTHANOL PRODUCTiON PROCeSS

Some of the methods for increasing yeast tolerance to harmful 
conditions found in ethanol production processes are summarized 
in Table 2. These methods include the adaptive laboratory evolu-
tion (ALE), which is performed by serial dilution of microbial 
population in fresh media, maintaining or increasing the inten-
sity of the stress (Elena and Lenski, 2003). The main advantage 
of this method is that increased fitness can be followed during 
the evolution, and populations can be screened for a strain with 
a useful phenotype – e.g., improved growth or increased glucose 
consumption. When combined with partial or complete genome 
sequence of isolated strains/populations, as well as genome level 
analysis of gene expression and metabolic fluxes, this procedure 
is very powerful to get basic knowledge about cell strategies that 
arise with the better performance (Hong et  al., 2011; Caspeta 
et al., 2014b).

Evolution of linear DNA fragments upon recombination of 
blocks of sequences rather than point mutagenesis alone has 
shown to be more important during evolution. The DNA shuf-
fling technology is a procedure for rapid propagation of beneficial 
mutations in a direct evolution experiment (Stemmer, 1994). This 
is based on repeated cycles of point mutagenesis, recombination, 
and selection allowing molecular evolution of complex sequences, 
through increasing the size of DNA library (Zhang et al., 2002). 
In combination with cellular mating, this technology has led the 
generation of cells resistance to ethanol production processes 
(Pinel et al., 2011).

Despite changes on expression of a single gene have given 
good results in generating the tolerant phenotype (Caspeta et al., 
2014b; Lam et al., 2014), this does not typically occurs since the 
tolerance to stressors requires changes of expression for thousand 
genes (see The Cellular Stress Response in Yeast). Therefore, the 
engineering of global transcription machinery has been devel-
oped to generate TFs that may lead with a proper reprograming of 
gene transcription network, which arises with the desired tolerant 
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TABLe 2 | Some examples of the strategies to improve yeast stress tolerance to inhibitory conditions during the conversion of lignocellulosic biomass 
to ethanol.

Molecular strategies Specific cases Reference

Adaptive evolution The industrial S. cerevisiae ethanol red was subjected to a long-term adaptive laboratory evolution. The 
resultant strain was able to grow and produce ethanol using non-detoxified spruce hydrolyzates

Wallace-Salinas and 
Gorwa-Grauslund (2013)

Using adaptive laboratory evolution/visualizing evolution at real time, seven strains were isolated due to 
their improved tolerance to lignocellulosic biomass hydrolyzates

Almario et al. (2013)

S. cerevisiae strain CENPK113-7D was evolved in laboratory and seven thermotolerant strains were 
isolated. These strains were able to grow at 40°C under fully aerobic conditions with improved kinetic 
parameters as compared to the parental strain

Caspeta et al. (2014b)

Reprograming gene 
expression

Mutagenesis of the transcription factor SPT15 allows to increase osmotic and ethanol tolerance, improving 
ethanol production

Alper et al. (2006)

Direct evolution – DNA 
shuffling technology

The strain S. cerevisiae R57 was isolated after five rounds of DNA evolution by DNA shuffling. It was able 
to survive, grow, and produce ethanol using a substrate, hardwood spent sulfite liquor. This strain also 
increased its viability in presence of salt, peroxide, acetic acid, and sorbitol

Pinel et al. (2011, 2015)

Random mutations (by 
chemical agents or UV)

Three S. cerevisiae strains with improved tolerance to vanillin, furfural, and acetic acid were generated by 
random mutagenesis with ethyl methane sulfonate coupled to an adaptive laboratory evolution strategy

Shen et al. (2014)

Heterologous expression The laccase I from Trametes sp. was cloned in yeast. The laccase-1 displaying yeast has oxidation activity 
and was effective during pretreatment for ethanol fermentation

Nakanishi et al. (2012)
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phenotype (Alper and Stephanopoulos, 2009). This method con-
sists on the mutagenesis of TFs acting with a desired promotor 
sequences – e.g., the TATA-binding, and the selection of domi-
nant mutations conferring the desired tolerant phenotype.

Random mutagenesis with chemical or physical agents, for 
example, the dimethyl sulfate (DMS) and UV radiation, has been 
used for long time to generate populations with a set of muta-
tions from which the useful ones are selected from experiments 
with the desired environmental pressure. This method has been 
used in combination with cellular shorting procedures to analyze 
thousands of phenotypes and came up with the most desired 
one (Huang et al., 2015). Despite this method being useful for 
generating tolerant phenotypes, it rarely permits the analysis of 
mutations that arise with the desired phenotype.

increasing ethanol Tolerance
Despite S. cerevisiae showing high ethanol tolerance, there have 
been many efforts to enhance this trait and generate strains 
tolerant to higher concentrations; here are some of the recent 
advances. Comparison of gene expression among tolerant and 
non-tolerant strains has served to recognize target genes involved 
in ethanol tolerance. Some genes involved in this feature are 
the global TF MSN2, some genes of the cAMP-PKA signaling 
pathway, genes related to the cellular wall integrity, and some 
genes encoding enzymes of lipids and carbohydrates metabolism 
(Lewis et al., 2010). It was shown recently that the manipulation 
of ions transport systems can also improve ethanol tolerance. For 
instance, changing potassium ion and proton electrochemical 
forces can improve yeast tolerance to ethanol (Lam et al., 2014). 
Overexpression of the TRK1 gene, a member of the potassium 
transport system, and the H(+)-ATPase gene, PMA1, in labora-
tory strains increased ethanol production by around 30% respect 
to the laboratory strain S288C and by 10% compared to industrial 
strains (Lam et al., 2014). In contrast to those findings, thermally 
evolved S. cerevisiae strains, which showed slight increase of 

ethanol tolerance, did not overexpress PMA1 (Caspeta et  al., 
2014b). The negative regulator of the H(+)-ATPase pump, the 
gene HSP30, however, increased upon thermal stress (Piper et al., 
1997; Meena et al., 2011), suggesting that thermal adaptation may 
optimize ATP usage for proton excretion, thus decreasing energy 
for maintenance. Thereafter, electrical potential and proton fluxes 
can decrease free energy of ATP hydrolysis for proton export 
(Maris et  al., 2004), enhancing the resistance to alcohols (Lam 
et al., 2014).

Transcription reprograming of yeast gene expression using 
the global transcription machinery engineering approach leaded 
with higher ethanol resistance. The mutagenesis of the TF SPT15 
allowed the selection of the SPT15-300 TF with a mutation in 
the phenylalanine (Phe177 Ser) as the dominant mutation which 
provided increased tolerance to elevated concentrations of glu-
cose and ethanol, as well as improved ethanol production (Alper 
et al., 2006).

increasing Tolerance to Toxic Compounds
Adaptive laboratory evolution has been successfully used for 
selection of yeast strains tolerant to lignocellulose hydrolyzates 
containing furfural, HMF, and acetate (Liu et al., 2005; Keating 
et  al., 2006; Heer and Sauer, 2008). Evolution of yeast popula-
tions in synthetic medium containing 3 mM furfural resulted in 
the selection of tolerant strains after 300 generations (Heer and 
Sauer, 2008). These strains reduced the lag-phase of growth sug-
gesting that furfural conversion to its alcohol is the main factor 
for improving the tolerance. In agreement with this, the evolution 
of the industrial yeast strain TMB3400 in synthetic mixtures of 
sugars supplemented with furfural, HMF, and acetic acid showed 
faster consumption of these inhibitors (Keating et  al., 2006). 
Furthermore, the conversion of furfural to furfuryl alcohol at 
significantly higher rates was the solution of evolved S. cerevisiae 
and Pichia pastoris strains to tolerate these chemicals (Liu et al., 
2005). These results suggest that detoxification of furfural and 
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HMF can be carried out in place with yeast strains having higher 
ability to convert such toxic molecules.

Evolution of the industrial strain ethanol red of S. cerevisiae 
in non-detoxified spruce hydrolyzate in combination to high 
temperature (39°C) resulted in the selection of strains capable 
to convert spruce hydrolyzates into ethanol with high efficiency 
(Wallace-Salinas and Gorwa-Grauslund, 2013). Contrary to the 
resistance in evolved strains selected with furfural and HMF 
alone, the superior phenotype of the evolved ethanol red strains 
did not rely on higher reductase activities for furfural conversion, 
but rather on a higher thermotolerance. Different results were 
also observed in tolerant yeast strains obtained from evolutionary 
engineering using genome-shuffling technology based on large-
scale population with cross-mating to generate tolerance to spent 
sulfite liquor (SSL) (Pinel et  al., 2011). These strains were also 
more tolerant to higher osmolarities, elevated ethanol concentra-
tions, and higher amounts of acetic acid than the parental strain.

Studies based on the change in gene expression using microar-
rays have led to the identification of redox balance and energy 
state of the cells as the major drivers to generate tolerance to 
furfural and HMF (Petersson et al., 2006; Ask et al., 2013a). From 
the 15 reductases which overexpression were found to improve 
tolerance, the overexpression of three candidate genes raised with 
the recognition of ADH6 as one of the major contributors for 
tolerance to HMF in aerobic and anaerobic conditions (Petersson 
et  al., 2006). It has been also demonstrated that tolerance to 
furfural can be increased by the overexpression of ADH7, the 
ORF YKL071W, and ARI1 genes, which encode are reductases 
involved in furfural reduction (Heer et al., 2009; Sehnem et al., 
2013). Combining the overexpression of the ADH ADH1 with 
the transaldolase TAL1 in recombinant xylose-fermenting S. 
cerevisiae improves ethanol production from lignocellulosic 
hydrolyzates. Most of the tolerant strains generated by these 
means increase furfural and HMF conversion to their less toxic 
alcohols. This strategy has been also effective in E. coli, in which 
the overexpression of reductases YGHD and DKGA, having 
NADPH-dependent furfural reductase activity, increases furfural 
tolerance (Miller et al., 2009).

Besides the overexpression of TAL1, the overexpression of 
some genes of the pentose phosphate pathway also increases 
yeast tolerance to furfural. Among them, the overexpression of 
ZWF1, GND1, or RPE1 induced tolerance to furfural at concen-
trations that are normally toxic in the wild-type strain (Gorsich 
et al., 2006). These results were similar to those observed when 
the xylose reductase and xylitol dehydrogenase from P. pastoris 
were overexpressed in combination with overexpression of the 
endogenous xylulose kinase of S. cerevisiae (Almeida et  al., 
2008). On the other hand, the overexpression of YAP1 activated 
the transcription of catalases genes CTA1 and CTT1, enhancing 
the tolerance to furfural but not to HMF (Kim and Hahn, 2013), 
suggesting that rapid furfural consumption is associated to accu-
mulation to reactive oxygen species.

The evolutionary engineering through genome-shuffling 
technology was used to increase yeast tolerance to hardwood 
SSL (Pinel et al., 2011). Using RNA-seq gene expression analysis, 
these authors found that the products of the genes UBP7 and 
ART5 (both related to ubiquitin-mediated proteolysis), NRG1 (a 

stress-response transcriptional repressor), and GDH1 (a NADPH-
dependent glutamate dehydrogenase), play an important role 
in the tolerance to these hydrolyzates (Pinel et  al., 2015). The 
genome-shuffling technology method was also used to increase 
tolerance to a combination of heat, acetic acid, and furfural 
stresses (Lu et al., 2012). The resulted strains showed tolerance to 
0.55% (v/v) acetic acid and 0.3% (v/v) furfural at 40°C.

Tolerance to phenolics can be tackled by the expression of 
extracellular heterologous laccases (Lee et  al., 2012). This trait 
can be also enhanced by heterologous expression of the gene 
encoding the phenyl acrylic-acid decarboxylase (PSP1), which 
catalyzes the decarboxylation of aromatic carboxylic acids 
into the corresponding vinyl derivatives (Richard et  al., 2015). 
Overexpression of multidrug efflux pump genes ATR1 and FLR1, 
and the TF YAP1 also resulted in yeast resistance to coniferyl 
aldehyde and HMF (Alriksson et al., 2010). Tolerance to vanillin 
and 39°C were induced after several rounds of mutagenesis in 
hydrolyzates containing vanillin (Kumari and Pramanik, 2012). 
Chemical mutagenesis coupled with ALE using continuous 
cultivation in 60% (v/v) non-detoxified hydrolyzate liquor from 
steam-pretreated lignocellulose was successfully used to select 
yeast strains with improved capacity to ferment xylose from 
lignocellulose hydrolyzates (Smith et  al., 2014). Since many of 
the toxic compounds affect the membrane potential, the addition 
of spermidine, which synchronize Ca2+, Na+, K+, and ATPase has 
also proven to induce tolerance, after disruption of the spermidine 
metabolism genes OAZ1 coding for an ornithine decarboxylase 
(ODC) enzyme and TPO1 coding for the polyamine transport 
protein (Kim et  al., 2015). Changes in ergosterol composition 
have shown to improve tolerance to vanillin in strains overex-
pressing the ergosterol synthesis genes ERG28, HMG1, MCR1, 
ERG5, and ERG7 (Endo et al., 2009).

increasing Tolerance to High Temperature 
and elevated Osmolality
Adaptive laboratory evolution has been successful for selecting 
thermotolerant S. cerevisiae strains (Yona et  al., 2012; Caspeta 
et  al., 2014b). After an evolution period of 450 generations, 
thermotolerant yeast populations were isolated from experi-
ments performed at 39°C (Yona et al., 2012). These populations 
showed a duplication in chromosome number III (ChIII) and 
overexpression of related genes. However, only the overexpres-
sion of some genes found in this chromosome including the TF 
HCM1 and the protease RRT12 reproduced a significant fraction 
of the thermotolerant phenotype in the parental strain. A similar 
result was found in thermotolerant yeast strains isolated from 
ALE experiments to 39.5°C (Caspeta et al., 2014b). In this work, 
a partial duplication of ChIII containing the HCM1 gene was 
found. Since duplication of ChIII was lost in evolved strains, this 
suggests that chromosomal duplications are a temporal solution 
to stress (Yona et al., 2012).

Adaptive laboratory evolution experiments have also used to 
generate tolerance to high pH, which induced the duplication of 
chromosome number five (Yona et al., 2012). Remarkably, chro-
mosomal duplications only appear in diploid cells since haploid 
S. cerevisiae populations showed segmental duplications only. In 
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these strains, a nonsense mutation of ERG3 proportionated 80% 
of the thermotolerant phenotype (Caspeta et  al., 2014b). This 
result and the fact that ethanol tolerance can be achieved by just 
one overexpression suggest that complex tolerant phenotypes can 
be achievable by just one mutation. Remarkably, this mutation 
changed cellular membrane properties.

Genome-shuffling technology was used to improve yeast 
performance in high gravity fermentations (Liu et al., 2011). The 
resulted strains derived from a diploid STE2/STE2 (receptor for 
alpha-factor pheromone) strain increased tolerance to high osmo-
larity and elevated ethanol concentrations. This method was also 
used to generate sexual and asexual populations of S. cerevisiae 
resistant to very high gravity fermentations, elevated temperature, 
and high glucose concentrations (Hou, 2010). In mutants of 
the gene GPD2 encoding glycerol 3-phosphate dehydrogenase 
subjected to three rounds of genome shuffling, a population of 
strains producing lower amounts of glycerol and improved toler-
ance to ethanol and high osmolality were able to be selected (Tao 
et al., 2012). These strains showed changes in FAs composition 
and higher accumulation of trehalose. A remarkable application 
of the genome-shuffling technology was the generation of both 
thermotolerance and ethanol tolerance in the industrial yeast 
strain SM-3, which were used to ferment syrups with 20% (w/v) 
glucose at 45°C and resists 9.5% (w/v) ethanol (Shi et al., 2009).

CONCLUDiNG ReMARKS

One of the major challenges for economic conversion of lignocel-
lulose to fuel ethanol is to generate robust S. cerevisiae strains 
able to cope with inhibitory conditions while keeping proper 
catalytic functions for raw material conversion to ethanol. Major 
inhibitory conditions found in the unit operations required 
for the conversion processes include the accumulation of toxic 
chemicals generated during lignocellulose pretreatment and 
sugar fermentation, the high temperature that accompanied 
simultaneous saccharification and fermentation, and the very 
high osmolality and elevated solids loadings at the beginning 
of the fermentation. Since unification of these unit operations 
is desirable to reduce production costs and energy utilization, it 
can be expected that yeast cells will be simultaneously exposed to 
most of these inhibitory conditions.

Since cellular macromolecules and metabolism have evolved to 
sustain optimal growth rates at the prevailed natural conditions, 
mainly preserving genetic information and proteins/membrane 
functional structures, the generation of complex tolerant pheno-
types for the ethanol industry will be further generated on the 
bases of the functions targeted by the stressors. The summarized 
results altogether show that major targets include cellular mem-
brane, redox and ionic potentials, and energy metabolism, as well 
as protein structure – the latter of apparently minor relevance.

To establish metabolic engineering strategies for increasing 
yeast tolerance, it is suggested to consider the route and regula-
tion of molecular responses following sensing, signal transduc-
tion, signal integration, and execution of cellular functions in 
response to environmental stresses. Results from systems biology 
and -omics analyses, as well as from traditional data mining, 
point out the relevance of the cross-regulation between the 
routes of yeast responses according to the different types of stress. 
This is part of the elasticity of cellular stress-signaling network, 
which is advantageous during evolutionary adaptation and in the 
generation of resistance to the multiple stresses found in ethanol 
production process.

In summary, the multiple technologies for the generation of 
numerous mutations, high-throughput screening, acceleration of 
cells adaptation and selection, laboratory evolution and engineer-
ing of TFs, and the new tools for controlling gene expression are 
accelerating the accumulation of basic information of CSRs, and 
the generation of yeast cells with desirable processing character-
istics including better performance in the inhibitory conditions 
found in lignocellulosic ethanol production processes.
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Actinomycetes populate soils and aquatic sediments that impose biotic and abiotic 
challenges for their survival. As a result, actinomycetes metabolism and genomes have 
evolved to produce an overwhelming diversity of specialized molecules. Polyketides, 
non-ribosomal peptides, post-translationally modified peptides, lactams, and terpenes 
are well-known bioactive natural products with enormous industrial potential. Accessing 
such biological diversity has proven difficult due to the complex regulation of cellular 
metabolism in actinomycetes and to the sparse knowledge of their physiology. The past 
decade, however, has seen the development of omics technologies that have signifi-
cantly contributed to our better understanding of their biology. Key observations have 
contributed toward a shift in the exploitation of actinomycete’s biology, such as using 
their full genomic potential, activating entire pathways through key metabolic elicitors and 
pathway engineering to improve biosynthesis. Here, we review recent efforts devoted to 
achieving enhanced discovery, activation, and manipulation of natural product biosyn-
thetic pathways in model actinomycetes using genome-scale biological datasets.

Keywords: actinomycetes, genome mining, genomics, transcriptomics, proteomics, metabolomics, genome-
scale metabolic reconstructions

inTRODUCTiOn

Actinomycetes represent one of the largest bacterial phyla and are primary contributors to carbon 
cycling and a major source of bioactive natural products (BNP) including, most prominently, 
antibiotics. Despite their prime importance, our understanding of actinomycete’s biology remains 
elusive owing to a characteristically large, convoluted, high GC content genome (Demain, 2014). 
The complexity of actinomycetes genomes was only fully revealed in the last decade as part of the 
genomic revolution. Sequencing of the first actinomycetes genomes revealed a plethora of bioac-
tive secondary metabolites yet to be discovered in addition to the well-characterized biosynthetic 
gene clusters (BGC) (Doroghazi et al., 2014). According to NCBI database, to date around 1,000 
actinomycete genomes have been fully sequenced and annotated. Homology sequence-based 
bioinformatic tools have confirmed their great potential as BNP producers; for example, species 
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of Streptomyces, Salinispora, and Saccharopolyspora families 
contain an average of 30 secondary metabolite gene clusters 
(Nett et al., 2009).

The physiological changes leading to BNP biosynthesis in 
actinomycetes have been thoroughly studied over the past 
10 years. Considerable work has advanced our understanding 
of the transitional stage triggering BNP biosynthesis (also 
known as the “metabolic switch”; Alam et al., 2010) and with 
it, our understanding of the physiological changes leading to 
secondary pathways activation. However, a lack of full under-
standing of this physiological transition stage has prevented us 
from manipulating fully this cellular process using metabolic 
engineering. Here, we review landmark studies contributing 
to the discovery, activation, and manipulation of metabolic 
pathways for BNP through the development of genome-wide 
biological datasets and systems biology in actinomycetes 
(Figure 1).

PATHwAY DiSCOveRY: FROM iMPROveD 
GenOMe AnnOTATiOn TO THe 
DiSCOveRY OF new BnP BiOSYnTHeTiC 
PATHwAYS

Genome annotation is the basis for pathway discovery and 
manipulation. Pathway discovery typically follows a defined 
pipeline: genome sequencing, annotation, gene discovery, 
and pathway manipulation. The exponential increase in 
sequencing efficiency is yielding an ever-increasing num-
ber of sequenced genomes, causing a bottleneck due to an 
often limited understanding of genome sequences. In  silico 
approaches mainly rely on sequence homology scores to 
experimentally characterized sequences. Historically, how-
ever, functional microbiology has focused on a handful of 
microorganisms. Therefore, the genomic space for in  silico 
genome annotation pipelines is biased for certain G + C con-
tent sequences, gene length, and organization. For instance, 
approximately 60% of the bacterial genomic space is miss-
annotated in terms of gene boundaries (start/stop codons) 
caused by minimal cross-checks between computationally 
assigned open-reading frames (ORFs) and real genes (Nielsen 
and Krogh, 2005).

Bioinformatics-based pipelines failed to annotate accurately 
short-length proteins and high G + C content sequences in an 
annotation effort for 46 bacterial and archaea genomes (Venter 
et  al., 2011). By contrast, functional annotations supported 
by “omics technologies” dramatically improve gene function 
assignment, particularly in less characterized microorgan-
isms such as Geobacter sulfurreducens (Qiu et  al., 2010) or 
the erythromycin producer actinomycete Saccharopolyspora 
erythraea (Marcellin et  al., 2013a). Integration of proteomics 
and transcriptomics approaches has led to the re-annotation 
of these genomes, allowing for correction of hundreds of gene 
boundaries, the confirmation of hypothetical proteins and the 
discovery of dozens of new genes. A combination of proteomics 
and genomics, also known as proteogenomics, has also been 

used to deliver unbiased correlations between genome sequence 
and protein expression (Gupta et al., 2007; Gallien et al., 2009; 
Armengaud, 2010; Castellana and Bafna, 2010; Marcellin et al., 
2013a).

Genome Mining and Pathway Discovery
The first sequenced genomes of BNP producers were Streptomyces 
coelicolor (Bentley et al., 2002), Streptomyces avermitilis (Ikeda 
et  al., 2003), producer of the insecticide/anthelmintic aver-
mectin, S. erythraea (Oliynyk et al., 2007) and producer of the 
classic antibiotic streptomycin Streptomyces griseus (Ohnishi 
et al., 2008). Further sequence inspection of such genomes and 
other model actinomycetes have opened a plethora of BGCs, 
and revealed the great potential of actinomycetes genomes for 
the production of BNPs (Nett et  al., 2009; Aigle et  al., 2014; 
Doroghazi et  al., 2014; Ikeda et  al., 2014). However, exploit-
ing this rich source of BNP has proven challenging. Genomic 
analyses show an abundance of known BGCs (i.e., chemically 
and genetically known), hypothetical BCGs (i.e., chemically 
unknown – genetically known), and cryptic BCGs (i.e., chemi-
cally unknown  –  genetically unknown) (Zerikly and Challis, 
2009; Doroghazi and Metcalf, 2013).

Initial approaches to the discovery and identification of BNP 
were based on the search for cryptic BGC. The most common 
method involves gene mapping of enzymatic assembly complexes 
such as polyketide synthases (PKSs), non-ribosomal peptide 
synthases (NRPSs), and other enzymes typically related to BNPs 
(e.g., lanthipeptide synthases, terpene synthases, etc.). While 
simplistic, accumulation of structural, mechanistic, genetic, 
and chemical information on PKs and NRPs has allowed for 
the prediction of structures and chemical properties of dozens 
of BCGs from DNA sequences (Walsh et al., 2006; Hertweck, 
2009; Jenke-Kodama and Dittmann, 2009; Koglin and Walsh, 
2009; Walsh and Fischbach, 2010). Incorporating these mining 
strategies in specialized bioinformatic pipelines has revolu-
tionized the genome mining scene efficiency. Genome-scale 
prediction of putative BGCs is nowadays possible within a few 
of hours.

Continuous progress has enabled the emergence of bioin-
formatics platforms, such as CLUSEAN (Weber et  al., 2009), 
ClustScan (Starcevic et  al., 2008), np.searcher (Li et  al., 2009), 
SMURF (Khaldi et al., 2010), and antiSMASH (Medema et al., 
2011b; Blin et  al., 2013; Weber et  al., 2015). The latter is the 
most popular system for automated BNP genome mining since 
it analyzes BGC domains to propose loci, chemical scaffold, 
and putative chemical structures. However, one of the biggest 
disadvantages of the use of these genome mining approaches is 
their intrinsic limitations to BGCs from known chemical struc-
tures. Complementary approaches have emerged to enable the 
discovery of novel BCGs, such as ClusterFinder (Cimermancic 
et  al., 2014) or EvoMining (Medema and Fischbach, 2015). 
ClusterFinder uses hidden Markov model-based algorithms and 
Pfam as search database to annotate BCGs by clusters of protein 
domains with a biosynthetic logic. The use of ClusterFinder has 
allowed the detection of previously unknown classes of BCGs 
(Cimermancic et  al., 2014). On the other hand, EvoMining is 
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a functional phylogenomic pipeline that identifies expanded, 
repurposed enzyme families, with the potential to catalyze new 
conversions within BGC (Medema and Fischbach, 2015). This 
innovative method embraces the predictive power of evolu-
tionary theory leading to model-independent predictions that 
include gene clusters that do not follow traditional biosynthetic 
rules. The method has been used for the discovery of the genes 
directing synthesis of small peptide aldehydes and the first bio-
synthetic system for arseno-organic metabolites.

Overall, genomic approaches have significantly improved 
the prediction of BNP from unannotated sequences and pro-
vided deep insights into the identification of novel chemical 
species. The genomic approach is limited to the known rep-
ertoire of BCGs, ignoring regulatory information for pathway 
activation.

PATHwAY ACTivATiOn: SYSTeMS 
BiOLOGY AnALYSiS OF ACTinOMYCeTe 
PHYSiOLOGY AnD DeveLOPMenT

Systems biology protocols have been successfully used to describe 
germination (Piette et al., 2005; Yagüe et al., 2013a; Bobek et al., 
2014), programed cell death (Manteca et al., 2005), diauxic lag 
phase (Novotna et al., 2003), mutant analyses (bald A mutant) 
(Kim et  al., 2005; Hesketh et  al., 2007), and phosphate limita-
tion (Rodríguez-García et al., 2007). Given that biosynthesis of 
natural products in actinomycetes is conceived as a physiological 
response to environmental changes (e.g., change of temperature, 
nutritional conditions, etc.), it is assumed that understanding 
their physiological behavior would provide the lead for natural 
product pathway activation and manipulation. Here, we focus on 
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reviewing efforts devoted to understand the physiological transi-
tions prior the activation of known natural product biosynthesis 
and the approaches used for the activation of unknown natural 
products biosynthetic pathways in model actinomycetes.

Physiological Transitions and 
Development
Actinomycetes undergo drastic physiological changes dur-
ing their developmental cycle (i.e., programed cell death and 
sporulation). In contrast to previous assumptions that sporula-
tion events exclusively occurred in solid cultures (Flardh and 
Buttner, 2009), differentiation during pre-sporulation stages have 
been described in both solid and liquid Streptomyces cultures 
(Manteca et al., 2010). The existence of two different mycelia (MI 
and MII) across the developmental cycle has been characterized 
using iTRAQ LC-MS/MS proteomics, phosphoproteomics, and 
microarray-based transcriptomics (Manteca et  al., 2010, 2011; 
Yagüe et al., 2013b). Specifically, proteins involved in antibiotic 
biosynthesis were upregulated in MII, and primary metabolism 
proteins from glycolysis, protein biosynthesis, and tricarboxylic 
acid cycle were upregulated in the MI. The second multinucleated 
mycelium with (aerial) and without (substrate) hydrophobic cov-
ers constituted a unique reproductive structure (Manteca et al., 
2010). The most remarkable differences between MII from solid 
and liquid cultures involved proteins regulating the final stages 
of hyphae compartmentalization and spore formation (Manteca 
et al., 2010).

Similarly, characterization of the S. erythraea developmental 
cycle in bioreactors has been explored at base resolution tran-
scription (RNA-seq), proteome (iTRAQ) and phosphoproteome 
(sMRM) (Marcellin et al., 2013a,b; Licona-Cassani et al., 2014) 
(Figure  2). The studies focused on the metabolic switch, a 
distinct transformational event that bisects two growth phases 
in actinomycetes and is characterized by rapid molecular and 
morphological changes. Authors found that the S. erythraea 
transcriptome undergoes extensive events of targeted mRNA 
degradation and transcription of mRNAs for adaptive metabolic 
functions, thereby resetting cells for the induction of a replace-
ment transcriptional program. A suite of RNase and proteases 
mediate a targeted destruction of the transcriptome and pro-
teome (suicidal patterns) in concert with the shifting of broad 
transcription macro-domains, delineated by core/non-core 
genomic regions. In addition, the temporal-dynamic, semi-
quantitative phosphoproteomic study revealed that proteins from 
central metabolism (putative acetyl-CoA carboxylase, isocitrate 
lyase, and 2-oxoglutarate dehydrogenase) and key developmental 
pathways (trypsin-like serine protease, ribonuclease Rne/Rng, 
and ribosomal proteins) in S. erythraea change dramatically the 
degree of phosphorylation across the developmental cycle in 
liquid cultures (Figure 2) (Licona-Cassani et al., 2014).

One of the most significant observations linking actinomycete 
physiological behavior and pathway activation was made by Nieselt 
and collaborators (Nieselt et al., 2010). Using a temporal-dynamic 
transcriptomic analysis, Nieselt and collaborators identified the 
existence of several transitional stages along the fermentation that 
coincide with activation of natural product metabolic pathways 

in S. coelicolor (Nieselt et al., 2010). Under their bioreactor set-
tings, early coordinated gene expression changes of genes related 
to nitrogen metabolism, including glutamine synthases I and II 
and the signaling protein GlnK is observed under similar tempo-
ral space as genes from the CPK antibiotic biosynthetic pathway. 
Interestingly, such transcriptional changes were observed under 
nitrogen sufficiency conditions. In addition, an unexpected 
transcriptional switch for developmental genes, such as chap-
lins, bldN, and whiH was registered showing for the first time 
that developmental genes are transcribed in S. coelicolor liquid 
cultures. Finally, the traditional metabolic switch was observed 
by a strong upregulation of the pho regulon together with the 
upregulation of the pigmented antibiotic undecylprodigiosin and 
actinorhodin (Nieselt et al., 2010).

While we are still far from overcoming the physiological 
barrier of achieving pathway activation and exploiting the full 
genomic potential of actinomycetes, systems biology approaches 
have significantly contributed to shifting key paradigms. First, we 
know that pathway activation does not follow the same regulatory 
rules to model actinomycetes (e.g., S. coelicolor or Mycobacterium 
tuberculosis); in fact, it is now possible to understand such differ-
ences in a single experiment. More importantly, systems biology 
has exposed a subset of strain-metabolite-specific regulatory 
mechanisms such as non-coding RNAs (Marcellin et al., 2013b), 
dynamic phosphorylation of ribosomal proteins (Licona-Cassani 
et  al., 2014), acetylation of RNA degradation-related proteins 
(Huang et  al., 2015), among others. The last part of this mini, 
review focuses on the efforts to manipulate metabolic pathways 
in actinomycetes using genome-scale metabolic reconstructions 
and metabolic engineering strategies.

PATHwAY MAniPULATiOn: FROM 
RATiOnAL DeSiGn TO GenOMe-SCALe 
MODeL – GUiDeD MeTABOLiC 
enGineeRinG STRATeGieS in 
ACTinOMYCeTeS

Production processes with sub-hundreds of mg/L product titers 
are considered unsustainable for industrial scale production. 
Actinomycetes cultures are also slow growing and unpredictable 
even under controlled conditions (i.e., bioreactor fermentations), 
and as such are difficult to ferment. For over 50  years, entire 
teams of metabolic and bioprocess engineers have used classical 
approaches such as random mutagenesis rounds (Tanaka et al., 
2009; Jung et al., 2011), media design, and process optimization 
(Hamedi et al., 2004; El-Enshasy et al., 2008; Zou et al., 2009), 
and rationally designed metabolic engineering strategies (Reeves 
et al., 2006, 2007; Olano et al., 2008) to engineer actinomycetes 
bioprocesses and strains to achieve acceptable titers. Modern 
strain engineering uses genome-scale models (GEMs) in com-
bination with omics data for the integration of genome-scale 
biological datasets toward the manipulation of metabolism.

Since the first GEM release, more than a decade ago (Edwards 
and Palsson, 1999), applications have expanded from in  silico 
metabolic predictions (Edwards and Palsson, 2000; Schilling 
et al., 2002; Park et al., 2007) to the discovery of antibacterial 

http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive
www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org


FiGURe 2 | Systems biology aims at understanding the larger picture of actinomycete’s biology – at the level of the organism – by putting its pieces 
together rather than apart. It is in stark contrast to decades of reductionist biology in the area of actinomycete’s biology. For example, this figure illustrates the 
comprehensive multi-omics characterization of the S. erythraea metabolism across a fermentation time-course. As in most actinomycetes, at the 50th hour, there is 
a characteristic metabolic transition, which dictates the production of erythromycin. This figure illustrates how this transition is characterized by a massive loss of 
proteins and ribosomal RNA before a new expression pattern emerges. Around 30% of all transcripts arose from previously unannotated DNA and detailed analysis 
revealed approximately 350 new coding genes and 300 non-coding genes. Systems biology can unravel the complex nature of actinomycete’s biology at the 
transcriptomics, metabolomics, and proteomics level revealing various novel non-coding RNAs and uncharacterized phosphorylation patterns.

December 2015 | Volume 3 | Article 19988

Licona-Cassani et al. Systems Biology in Actinomycetes

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org

targets (Oberhardt et al., 2009; Kim et al., 2010), integration of 
biological datasets (Lerman et al., 2012; Imam et al., 2015), phe-
notype prediction (O’Brien et al., 2013), estimation of metabolic 
capabilities (O’Brien et al., 2015), and the study of evolutionary 
relationships of metabolic and regulatory networks (Oberhardt 
et al., 2009; Kim et al., 2010; Barona-Gomez et al., 2012).

While draft GEM are now routinely generated using high-
throughput automated pipelines (Aziz et al., 2008; Henry et al., 
2010), successful applications of GEMs to microbial metabolism 
only have occurred on exhaustively (manually) curated/experi-
mentally validated metabolic reconstructions. In this regard, 
despite being our primary microbial source for antibiotics, only 
a handful of manually curated GEM for actinomycetes have been 
reported (Borodina et al., 2005a; Beste et al., 2007; Jamshidi and 

Palsson, 2007; Alam et  al., 2010; Medema et  al., 2010, 2011a; 
Chindelevitch et al., 2012; Licona-Cassani et al., 2012). Even more 
surprising is the fact that pathway optimization of actinomycete 
metabolism has only been achieved at the level of precursor sup-
ply (Borodina et  al., 2005b, 2008; Licona-Cassani et  al., 2012). 
In such approaches, optimal solutions are found because there is 
congruence between cellular (maximize growth rate) and engi-
neering objectives (maximize productivity). In order to properly 
optimize production of non-growth-associated metabolites (i.e., 
BNP) novel algorithms and new objective functions are to be 
incorporated to current protocols.

The last few years have seen the emergence of network recon-
struction beyond metabolism. These next-generation network 
reconstructions account for expression coupled to metabolism 
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and even transcriptional regulation. The first such model, 
known as ME-model, was developed for Thermotoga maritima 
(Zhang et al., 2009; Lerman et al., 2012) rapidly followed by the 
Escherichia coli ME-model (O’Brien et al., 2013). Incorporation 
of gene expression in the mathematical framework allows these 
models to expand their predictive capabilities, which may be 
what is needed to model non-growth-associated metabolites 
such as BNPs. It is expected that as ME-models for actinomycetes 
become available, just like GEMs became available 10 years ago, 
multi-omics integration may be possible, and with it, models 
become more predictive.

FUTURe DiReCTiOnS

Like in model organisms, such as yeast and E. coli, systems biology 
in actinomycetes has immensely advanced our understanding of 

this complex and fascinating bacterial family, offering insightful 
information regarding gene discovery, gene regulation, and pathway 
manipulation. The tools are highly developed and readily available 
yet integration and data analysis remain our main challenge. Just like 
finding a needle in a haystack, finding a key gene in a sea of data is 
extremely challenging; the main challenge remains the lack of tools 
for integration and visualization of large datasets. As such, systems 
biology in actinomycetes has yet to deliver real advances for the 
production of BNPs and discovery of novel bioactive compounds.
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Exopolysaccharides (EPSs) produced by diverse group of microbial systems are rap-
idly emerging as new and industrially important biomaterials. Due to their unique and 
complex chemical structures and many interesting physicochemical and rheological 
properties with novel functionality, the microbial EPSs find wide range of commercial 
applications in various fields of the economy such as food, feed, packaging, chemical, 
textile, cosmetics and pharmaceutical industry, agriculture, and medicine. EPSs are 
mainly associated with high-value applications, and they have received considerable 
research attention over recent decades with their biocompatibility, biodegradability, and 
both environmental and human compatibility. However, only a few microbial EPSs have 
achieved to be used commercially due to their high production costs. The emerging 
need to overcome economic hurdles and the increasing significance of microbial EPSs in 
industrial and medical biotechnology call for the elucidation of the interrelations between 
metabolic pathways and EPS biosynthesis mechanism in order to control and hence 
enhance its microbial productivity. Moreover, a better understanding of biosynthesis 
mechanism is a significant issue for improvement of product quality and properties and 
also for the design of novel strains. Therefore, a systems-based approach constitutes 
an important step toward understanding the interplay between metabolism and EPS 
biosynthesis and further enhances its metabolic performance for industrial application. 
In this review, primarily the microbial EPSs, their biosynthesis mechanism, and important 
factors for their production will be discussed. After this brief introduction, recent literature 
on the application of omics technologies and systems biology tools for the improvement 
of production yields will be critically evaluated. Special focus will be given to EPSs with 
high market value such as xanthan, levan, pullulan, and dextran.

Keywords: ePS, microbial production, exopolysaccharides, systems biology, xanthan, levan, pullulan, dextran

iNTRODUCTiON

Biopolymer (also called renewable polymers) is used as a term to describe polymers produced by 
biological systems and polymers that are not synthesized chemically but are derived from biological 
starting materials such as amino acids, sugars, and natural fats (Tang et al., 2012). Consequently, 
biopolymers can be classified as synthetic or natural polymers (Vroman and Tighzert, 2009). 
The biopolymers are superior to petrochemical-derived polymers in several aspects that include 
biocompatibility, biodegradability, and both environmental and human compatibility. Although 
petroleum-based polymers have negative effects to environment and humanity such as toxicity, 
defiance to biodegradation, and waste accumulation, they have been used in a variety of industrial 
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applications. Therefore, in response to these problems, biopoly-
mers are a suitable alternative that the researchers were looking 
(Keshavarz and Roy, 2010).

Today, several microorganisms are identified as microbial 
biopolymer producers and these polymers can be found as attached 
to the cell surface or extracted from the fermentation medium. 
Bacteria use these microbial biopolymers as storage materials 
in response to particular environmental stresses (Sanchez-
Garcia et al., 2010). Due to their biological functions microbial 
polysaccharides can be generally classified as intracellular storage 
polysaccharides (glycogen), capsular polysaccharides (e.g., K30 
O-Antigen), and extracellular bacterial polysaccharides (for 
example, levan, xanthan, sphingan, alginate, pullulan, cellulose, 
etc.), which are important for biofilm formation and pathogenic-
ity (Schmid and Sieber, 2015).

Microbial polysaccharides that are produced by microorgan-
isms and secreted out of the cell are defined as exopolysaccharides 
(EPSs). In nature, they have a significant role for protection of the 
cell, adhesion of bacteria tosolid surfaces, and participating in cell-
to-cell interactions (Nicolaus et al., 2010). In recent years, there is 
a significant interest on microbial EPSs since they have different 
structural and functional properties (Morris and Harding, 2009). 
EPSs are important resources for hydrocolloids used in food, 
pharmaceutical, chemical, and many other industries (Ahmad 
et al., 2015). Due to their many interesting physicochemical and 
rheological properties with novel functionality, the microbial 
EPSs act as new biomaterials and find a wide range of applications 
in many industrial sectors such as textiles, detergents, adhesives, 
microbial enhanced oil recovery (MEOR), wastewater treatment, 
dredging, brewing, downstream processing, cosmetology, phar-
macology, and food additives (Rühmann et al., 2015). Xanthan, 
dextran, and pullulan are examples of microbial polysaccharides 
with a considerable market due to their exceptional properties. 
However, plant and algal polysaccharides such as starch, galacto-
mannans, pectin, carrageenan, and alginate still include a major 
part of the hydrocolloid market, which has a market value of 4 
million US dollars in 2008, 3.9 billion US dollars in 2012, and this 
value is expected to reach 7 billion US dollars by 2019 (Williams 
et al., 2007; Patel and Prajapati, 2013). Since microbial EPSs enable 
fast and high yielding production processes under controlled 
conditions, they are economically competitive to the plant and 
algal origin polysaccharides, which are affected by climatologi-
cal and geological environmental conditions (Kaur et al., 2014). 
Although there is an increased attraction for microbial EPSs in 
industrial and medical applications and they are related with 
high-value applications, only a few bacterial EPSs have achieved 
to be used commercially such as xanthan, gellan, and dextran due 
to high production costs (Freitas et al., 2011; Llamas et al., 2012).

Due to the exceptionally high production costs, microbial 
EPSs could never find their proper place in the polymer market 
and therefore, high-level EPSs producing microbial systems gain 
escalating industrial importance. Increasing significance of EPSs 
in industrial and medical biotechnology calls for the elucidation 
of the interrelations between metabolic pathways and biosynthe-
sis mechanism in order to control and hence improve microbial 
productivity. Therefore, extensive interest has been dedicated to 
understand bacterial EPSs biosynthesis mechanism and pathways 

and enhance productivity within the past years. Omics technolo-
gies such as genome sequencing, functional genomics, protein 
structure analysis, and new bioinformatics tools have been used 
to identify new EPS biosynthesis pathways and understand the 
principles of EPS formation (Schmid and Sieber, 2015).

A modeling approach that linked omics data and the simulation 
of variable expression and enzyme activity will provide information 
about a cell’s macromolecular machinery (Lerman et  al., 2012). 
For this purpose, genome-based and genome-scale metabolic 
reconstructions can be used to understand and predict pheno-
types of a microbial species (Hanemaaijer et al., 2015). Therefore, 
a systems biology approach constitutes an important step toward 
understanding the interplay between metabolism and microbial 
EPS biosynthesis and further enhances its metabolic perfor-
mance for industrial application. Figure 1 demonstrated a brief  
summary of integration of omics studies with systems biology.

In this review after a brief description of the microbial EPSs, 
biosynthesis mechanism and important factors for their produc-
tion, recent literature on the application of omics technologies 
and systems biology tools for the improvement of production 
yields will be critically evaluated. Microbial EPSs with high 
market value such as xanthan, dextran, scleroglucan, pullulan, 
and levan are specially focused.

MiCROBiAL eXOPOLYSACCHARiDeS

The biopolymers produced by microorganisms were categorized 
to four main groups: polyesters, polyamides, inorganic polyanhy-
drides, and polysaccharides (Crescenzi and Dentini, 1996; Rehm, 
2009, 2010). Since the microbial biopolymers serve as reserve 
material or as part of a protective mechanism, the biopolymer 
producer microorganisms have significant advantages under 
certain environmental conditions (Rehm, 2010). The first 
bacterial polymer dextran was discovered by Pasteur (1861) in 
the mid-nineteenth century as a microbial product in wine and 
the bacterium Leuconostoc mesenteriodes was identified by Van 
Tieghem (1878) as dextran producer strain.

The bacterial polysaccharides that are synthesized and secreted 
by various microorganisms into the extracellular environment 
either as soluble or insoluble polymers are defined as EPSs. Their 
compositions, functions, chemical, and physical properties that 
establish their primary conformation vary from one bacterial 
species to another. EPSs are composed of mainly of carbohydrates 
(a wide range of sugar residues) and some non-carbohydrate 
substituents (such as acetate, pyruvate, succinate, and phosphate) 
(Vu et al., 2009; Nicolaus et al., 2010; Llamas et al., 2012; Staudt 
et al., 2012).

Most of EPSs producer bacteria have been described to pro-
duce either homo or heteropolysaccharide (Kumar et al., 2007). 
On the other hand, bacteria (Serratia marcescens, Aeromonas 
salominicida, and Pseudomonas sp. strain NCIB 2021) that 
were able to produce two different polysaccharides have been 
reported (Kwon et al., 1994). Due to linkage bonds and nature 
of monomeric units, homopolysaccharides can be categorized as 
α-d-glucans, β-d-glucans, fructans, and polygalactan. d-glucose, 
d-galactose, l-rhamnose, and N-acetylglucosamine (GlcNAc), 
N-acetylgalactosamine (GalNAc), or glucuronic acid (GlcA) 
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are the repeating units of heteropolysaccharides and occasion-
ally non-carbohydrate substituent such as phosphate, acetyl, 
and glycerol. Homopolysaccharides and heteropolysaccharides 
are also dissimilar in synthetic enzymes and site of synthesis. 
Biosynthesis of homopolysaccharides requires specific substrates 
like sucrose, while the residues of heteropolysaccharide are 
produced intracellularly and precursors are located across the 
membrane by isoprenoid glycosyl carrier lipids for extracellular 
polymerization (Nwodo et al., 2012). EPSs have also been classi-
fied in seven categories based on their functionality by Flemming 
and Wingender (2010) as constructive or structural (serve in the 
matrix help water retention and cell protection), sorptive (com-
posed of charged polymers), surface-active (including molecules 
with amphiphilic behavior), active, informative, redox-active, 
and nutritive.

EPS affords self-protection for cells from desiccation, preda-
tion, the effects of antibiotics, antimicrobial substances, antibod-
ies, bacteriophages and adherence to other bacteria, animal, and 
plant tissues under different stress conditions such as biotic stress, 
competition, and abiotic stresses, including temperature, light 
intensity, or pH (Mata et  al., 2006; Kumar et  al., 2007; Kumar 
and Mody, 2009; Ordax et  al., 2010; Donot et  al., 2012; Staudt 
et  al., 2012). Additionally, EPS supplies bacterial aggregation, 
surface attachment, and symbiosis of plant-microbe; hence, it is 
a crucial property for wastewater treatment and soil aggregation. 
Furthermore, pathogenicity of a microorganism is related with 
the production of capsular EPS and depends on the rate and 
amount of EPS synthesis (Kumar et al., 2007).

Microorganisms are often linked with a high cellular density 
biofilm and its stability is controlled by EPSs through interactions 
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between the polysaccharide chains. Moreover, microbial diversity 
is biologically supported by EPS to constitute a substrate for the 
microbial growth. Biofilm formation plays a crucial role both in 
adhesion and in adaptation of bacteria to the physicochemical 
conditions of the environment (Donot et al., 2012).

Environmental factors and specific culture conditions such 
as pH, temperature, carbon-to-nitrogen (C/N) ratio, oxygena-
tion rate, and carbon sources can impact EPS production. EPS 
composition can be altered by conditional changes (differing 
monosaccharides or by monosaccharide molar ratio). For 
instance, due to the carbon source, Lactobacillus casei has been 
shown to alter the chemical composition of its EPS (Staudt et al., 
2012). Furthermore, production of microbial EPSs in bioreactors 
enables to optimize growth and production yields by studying 
physiology and genetic engineering (Delbarre-Ladrat et al., 2014).

Due to their unique and complex chemical structures that 
offers beneficial bioactive functions, biocompatibility, and bio-
degradability, microbial EPSs have find a wide range of application 
areas in chemical, food, pharmaceutical, cosmetics, packaging 
industries, agriculture, and medicine in which they can be used 
as adhesives, absorbents, lubricants, soil conditioners, cosmetic, 
drug delivery vehicles, textiles, high-strength materials, emulsi-
fiers, viscosifiers, suspending, and chelating agents. In recent 
years, several novel bacterial EPSs have been isolated and identi-
fied; however, a few of them have achieved to have significant 
commercial value due to the high production costs (Mata et al., 
2006; Kumar et al., 2007; Nicolaus et al., 2010; Freitas et al., 2011; 
Llamas et al., 2012; Delbarre-Ladrat et al., 2014). Bacterial EPSs 
such as xanthan, gellan, dextran, and curdlan with superior physi-
cal and chemical properties are used instead of plant (guar gum or 
pectin) or algae (e.g., carrageenan or alginate) polysaccharides in 
traditional applications (Kumar and Mody, 2009; Nicolaus et al., 
2010; Freitas et al., 2011; Liang and Wang, 2015). Other bacterial 
EPSs such as levan, pullulan, and wellan with unique properties 
and biological activities have found new commercial opportuni-
ties (Freitas et al., 2011).

GalactoPol, which is synthesized by Pseudomonas oleovorans 
and composed mainly of galactose, and a fucose containing 
EPS FucoPol that is synthesized by Enterobacter A47 have been 
recently reported bacterial EPSs with great commercial potential. 
Almost 30 species of lactic acid bacteria (LAB) are also known 
as polysaccharide producers and one of the commercial EPS 
dextran producer Leuconostoc mesenteroides is a LAB; however, 
low production yields avoid LAB species to be exploited com-
mercially. Besides, lactobacilli are GRAS (generally recognized 
as safe) bacteria and their EPS could be utilized in foods (Badel 
et al., 2011).

After the discovery of the various EPSs, the activities of enzymes 
related with EPS production were investigated and radioisotope-
labeled precursors were used to elucidate the metabolic path-
ways for microbial biosynthesis. Moreover, understanding the 
molecular and regulatory mechanisms behind the biosynthesis 
of microbial polymers is an essential requirement for engineering 
bacteria leading to production of tailor-made biopolymers with 
high-value applications for industrial and medical applications 
with an economic cost (Rehm, 2009, 2010).

BACTeRiAL SYNTHeSiS OF 
eXOPOLYSACCHARiDeS

Extensive progress has been made in elucidating the biosynthetic 
and genetic mechanisms of biosynthesis of bacterial polysac-
charides in recent years. The mechanism of biosynthesis and the 
precursors required illustrate diversity for different classes of 
EPSs. EPSs are synthesized by bacteria extracellularly or intracel-
lularly (Boels et al., 2001; Kumar et al., 2007; Badel et al., 2011; 
Freitas et al., 2011; Li and Wang, 2012). Genes required for EPS 
production are responsible for encoding regulation, chain-length 
determination, repeat-unit assembly, polymerization, and export. 
The mechanism regulating EPS biosynthesis is a challenged topic 
to be understood despite accumulating knowledge of EPS gene 
organization (Péant et al., 2005). Regulation of EPS biosynthesis 
is related with various physiological and metabolic parameters 
such as the availability of sugar precursors and the expression 
level of enzymes (Delbarre-Ladrat et al., 2014). Information on 
genetics of certain EPS like xanthan is abundant; however, genetic 
data for other EPS synthesis (i.e., pullulan) is still limited (Donot 
et al., 2012).

Bacterial EPSs are mostly generated intracellularly and 
exported to the extracellular environment with the exception of 
homopolysaccharides such as dextran, levan, and mutan that are 
synthesized outside the cells by the action of secreted enzymes 
that convert the substrate into the polymer. The enzymes involved 
in EPS synthesis are found at different regions of the cell and can 
be characterized into four categories. The first group is intracel-
lular enzymes such as hexokinase, which phosphorylates glucose 
(Glc) to glucose-6-phosphate (Glc-6-P). They are also involved 
in other cellular metabolisms. The second group is required to 
catalyze conversion of sugar nucleotides. Uridine-5′-diphosphate 
(UDP)-glucose pyrophosphorylase that catalyzes the conversion 
of Glc-1-P to UDP-Glc, which is one of the key molecules in EPS 
synthesis can be given as an example for this class of enzymes. 
Another enzyme group is glycosyltransferases (GTFs) that are 
located in the cell periplasmic membrane. The sugar nucleotides 
are transferred by GTFs to a repeating unit attached to glycosyl 
carrier lipid. The enzymatic functions, the structures, and iden-
tification of the genes that encode GTFs has been investigated 
intense and due to amino acid sequence similarities more than 
94 GTF families were reported in the Carbohydrate-Active 
EnZymes (CAZy) database (http://www.cazy.org) (Li and Wang, 
2012). The last class is presumably involved in the polymerization 
of the macromolecules and situated outside the cell membrane 
and the cell wall (Kumar et al., 2007).

The general mechanisms for the production of bacterial 
polysaccharides are Wzx/Wzy-dependent pathway, the ATP-
binding cassette (ABC) transporter-dependent pathway, the 
synthase-dependent pathway, and the extracellular synthesis 
by use of a single sucrase protein. Inside the cell, the precursor 
molecules are transformed by enzymes and produce activated 
sugars/sugar acids in the first three mechanisms. Alternatively, 
in extracellular production pathway by direct addition of mono-
saccharides obtained by cleavage of di- or trisaccharides, the 
polymer strand is elongated (Schmid and Sieber, 2015).These 
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general mechanisms of EPS biosynthesis were demonstrated in 
detail in Figure 2.

In the Wzx/Wzy-dependent process, activated sugars are 
linked in a specific sequence to a lipid carrier by GTFs until the 
repeating unit is formed involving a Wzy protein. In the Wzx/
Wzy-independent (ABC transporter-dependent) pathway, 
polymerization occurs at the cytoplasmic side of the inner 
membrane. The genes, which are required for high-level polym-
erization and surface assembly, are described as wza (encoding an 
outer-membrane protein), wzb (encoding an acid phosphatase), 
and wzc (encoding an inner-membrane tyrosine autokinase). In 

most Gram-negative bacteria (i.e., Erwinia spp., Methylobacillus 
sp. strain 12S, Rhizobium spp., and Xanthomonas campestris), 
EPS biosynthesis and export have been reported to occur via 
the Wzx/Wzy-independent and Wzx/Wzy-dependent pathway 
(Arco et al., 2005; Cescutti et al., 2010; Freitas et al., 2011).

EPS secretion can occur in the presence or absence of a lipid 
acceptor molecule in the synthase-dependent pathway, which 
secretes complete polymer strands across the membranes and 
the cell wall, and is not dependent of a flippase for translocating 
repeat units. In this system, the polymerization and the transloca-
tion process are performed simultaneously by a single synthase 
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protein, a membrane-embedded glycosyl transferase. These 
pathways are often utilized for the assembly of homopolymers 
requiring only one type of sugar precursor such as curdlan 
[β-(1-3)-linked glucose monomers] or bacterial cellulose [β-(1-
4)-linked glucose units] (Rehm, 2010; Whitney and Howell, 
2013; Schmid and Sieber, 2015). Regulation of polymerization is 
implemented by an inner-membrane receptor, in Gram-negative 
synthase-dependent secretion systems such as P. aeruginosa 
alginate and Gluconacetobacter xylinus cellulose (Whitney and 
Howell, 2013).

In extracellular synthesis, polymerization reaction occurs as 
transfer of a monosaccharide from a disaccharide to a growing 
polysaccharide chain in the extracellular environment. This 
type of production of EPSs is uncomplicated; independent of 
the central carbon metabolism besides there is a limited varia-
tion in structure. The extracellular EPS synthesis can occur for 
homopolysaccharides (dextran, levan, and mutan) by extracel-
lular GTF (Boels et al., 2001; Finore et al., 2014).

The intracellular biosynthesis of homo- and heteropolysac-
charides includes production of (ir)regular repeating units from 
sugar nucleotide precursors, which are also involved in the 
biosynthesis of several cell wall components and can therefore be 
considered essential for growth (Boels et al., 2001; Nicolaus et al., 
2010; Li and Wang, 2012). Direct precursors for bacterial EPS 
biosynthesis are formed intracellulary from intermediates of the 
central carbon metabolism. The precursors and donor monomers 
for the biosynthesis of most repeating units are sugar nucleotides 
such as nucleoside diphosphate sugars (such as ADP-glucose), 
nucleoside diphosphate sugar acids (such as GDP-mannuronic 
acid), and nucleoside diphosphate sugar derivatives [such as 
UDP-glucose, UDP-N-acetyl glucosamine, UDP-galactose, 
and deoxythymidine diphosphate (dTDP)-rhamnose] (Barreto 
et  al., 2005; Péant et  al., 2005; Rehm, 2010). These sugars can 
be transported by basically three different ways: ATP hydrolysis 
coupled to sugar translocation via a sugar transport ATPase, the 
import with coupled to transport of ions and other solutes, and 
transport via the phosphoenolpyruvate (PEP) transport system 
(PTS) (Barreto et al., 2005; Péant et al., 2005).

GTFs (EC 2.4.x.y) catalyze heteropolysaccharide biosynthesis 
which has numerous intracellular steps and only the last step 
that polymerization of repeating units occurs is extracellular. 
Depending on substrate type, uptake of sugars is achieved through 
a passive or an active transport system by the cell in the first 
step. Subsequently, the substrate is catabolized in the cytoplasm 
through glycolysis and sugar nucleotides are formed. The bio-
synthesis of activated precursors [energy-rich monosaccharides, 
mainly nucleoside diphosphate sugars (NDP-sugars)], which are 
derived from phosphorylated sugars is occurred. Finally, EPS is 
secreted to extracellular environment therefore their secretion 
from cytoplasm through cell membrane without compromising 
the critical barrier properties is a challenging process (Badel et al., 
2011; Freitas et al., 2011).

Conversely, homopolysaccharides are synthesized extracel-
lularly by GTFs. This class is defined as glycansucrases class 
(E.C. 2.4.x.y) and dissimilar to classical Leloir-type GTF they 
utilize sucrose as donor substrate instead of nucleotide-sugars. 
The transfer of monosaccharides, generating a glycosidic bond, 

from activated molecules to an acceptor molecule is catalyzed 
by these enzymes. Energy released by degredation of sugars is 
used to catalyze transfer of a glycosyl residue on forming polysac-
charide. Due to the product of biosynthesis, the enzymes can be 
differentiated between transglucosydases (EC 2.4.1.y) and trans-
fructosydases (EC 2.4.1.y or 2.y). Transglucosidases class includes 
dextransucrase, mutansucrase, and reuteransucrase (EC 2.4.1.5), 
which are high molecular weight extracellular enzymes and cata-
lyze hydrolysis of sucrose to glucose and fructose and glucosyl 
transfer on carbohydrate or non-carbohydrate compounds. EPS 
structures can be varied based on different enzymes intervention 
and the synthesis of each polysaccharide is catalyzed by a specific 
GTF; therefore, two products encoded by two genes of gtf result 
in two different EPS. In addition, the enzyme conformation 
affects branching degree of homopolysaccharides. Levansucrases 
(EC 2.4.1.10) and inulosucrases (EC 2.4.1.9) from transfruc-
tosidases class produce levan and inulin type fructans. Ftf genes 
are induced under stress conditions and sucrose hydrolysis and 
fructosyl transfer on fructan polymerized chain or syntheses of 
tri- or tetrasaccharides are catalyzed. In fructan, glucose is the 
non-terminal reducing residue (G-Fn) (Badel et al., 2011).

OMiCS STUDieS AND SYSTeMS BiOLOGY 
AND OF MiCROBiAL BiOPOLYMeR AND 
MiCROBiAL ePS PRODUCTiON

Systems biology offers valuable application areas in molecular 
sciences, medicine, pharmacy, and engineering such as pathway-
based biomarkers and diagnosis, systematic measurement and 
modeling of genetic interactions, systems biology of stem cells, 
identification of disease genes, drug design, strain development, 
bioprocess optimization (Medina-Cleghorn and Nomura, 2013).

Strain improvement using systems level analysis of metabolic, 
gene regulatory and signaling networks, and integration of 
omics data are the most focused subjects of systems biology. 
Biochemical and bioprocess engineering principles are applied 
for optimization of upstream-to-downstream bioprocesses at 
first stages of strain development (Barrett et al., 2006). Process 
development has been a supporter of the scientific achievements 
in systems biology, mostly in the areas of transcriptomics, prot-
eomics, metabolomics, and fluxomics with availability of genome 
sequences for production organisms. The applications of systems 
biology in industry become a challenged subject (Otero and 
Nielsen, 2010).

In recent years, the enormous amounts of genome sequenc-
ing projects have resulted in accumulation of complete genome 
sequence information for a number of species. This information 
is valuable for understanding biological capabilities of organisms 
and biological processes such as signal transduction and cellular 
metabolism at the system levels. Therefore, an ever-increasing 
number of models for bacteria and more papers that describe new 
reconstruction tools and improvements have been published. 
Genome-scale constraint-based metabolic models have been 
reconstructed for several organisms and such constraint-based 
models can be quickly generated by software packages using an 
organism’s genomic, biochemical, and physiological data. These 
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metabolic models have been used to integrate high-throughput 
data understand cellular metabolism, to develop metabolic 
engineering strategies, to design media and processes, to consider 
theoretical capabilities, and to control the process online, which 
illustrates its usefulness for development and optimization of 
process. Metabolic models are used for generating new hypoth-
eses and targeting promising areas in engineering field. Metabolic 
engineering studies have been performed to modify microbes to 
produce industrially relevant biochemicals and biofuels such as 
ethanol and higher alcohols, fatty acids, amino acids, shikimate 
precursors, terpenoids, polyketides, and polymer precursors (e.g., 
1,4-butanediol) (Henry et al., 2010; Baart and Martens, 2012; Xu 
et al., 2013; Long et al., 2015; Simeonidis and Price, 2015).

Genome-scale metabolic networks have great achievement 
in development of metabolic engineering strategies for strain 
improvement mainly in five industrial fields: food and nutrients, 
biopharmaceuticals, biopolymer materials, microbial biofuels, 
and bioremediation. Metabolic models are built to improve 
the yield of fermentation by products and explore metabolic 
mechanisms and processes in food and nutrients industry. Several 
biopharmaceuticals and the productivity of useful biopolymers 
and their precursors have improved by genome-scale metabolic 
model-guided metabolic engineering strategy (Xu et al., 2013). 
Dupont’s near-decade long optimization of Escherichia coli for 
bioproduction of 1,3-propanediol is an important genome-scale 
metabolic engineering application (Nakamura and Whited, 
2003). The industrially optimized strain required up to 26 
genomic changes including insertions, deletions, and regulatory 
modifications. Recent advances in constraint-based modeling 
have enabled in  silico prediction of genomic targets for the 
enhancement of strain performance or product yield (Esvelt and 
Wang, 2013). The engineering strategies have been successfully 
implemented for the improvements in the yield or production 
process, alterations in the degree of polymerization, removal of 
side chains or non-sugar substituents, or heterologous expression 
of EPS biosynthesis gene clusters (Becker, 2015). Additionally, the 
gene clusters of significant EPSs were figured out in Figure 3.

Due to their superior properties, wide application areas, there 
is a high demand to improve microbial EPS production with an 
economical cost. Therefore, the omics data and tools were utilized 

to perform systems biology approaches to understand and control 
EPS biosynthesis mechanism, design novel strains, and enhance 
productivity.

Natural or engineered microorganisms could synthesize many 
biopolymers and their monomers such as poly-3-hydroxyalkanates 
(PHAs), polylactic acid (PLA), polysaccaharides, carboxylic 
acids, and butanediols. Systems biology approach and genome-
scale metabolic models-guided metabolic engineering strategies 
have been successfully employed to enhance the productivity of 
useful biopolymers and their precursors (Xu et al., 2013).

Jung et  al. reported direct synthesis of PLA, which is a 
promising biomass-derived homopolymer and its copolymer, 
poly (3-hydroxybutyrateco- lactate), P (3HB-co-LA), by direct 
fermentation of metabolically engineered E. coli. In typical 
conditions, PLA production involves two steps fermentative 
production of lactic acid followed by chemical polymerization 
with low production yields. In this study, in silico genome-scale 
metabolic flux analysis was performed to determine metabolic 
engineering targets to improve E. coli strain. The engineering 
process was achieved by knocking out the ackA, ppc, and adhE 
genes and by replacing the promoters of the ldhA and acs genes 
with the trc promoter, and therefore, an 11 wt% enhancement of 
PLA production was obtained.

Polyhydroxyalkanoates (PHA) synthesizing capacity of 
Pseudomonas putida was investigated by genome-scale metabolic 
model of this microorganism and survival under anaerobic stress 
was achieved by introducing the ackA gene from Pseudomonas 
aeruginosa and Escherichia coli (Sohn et al., 2010).

Cai et al. (2011) reported the draft genome of the moderately 
halophilic bacterium Halomonas sp. TD01. In this study, several 
genes relevant to PHA and osmolytes biosynthesis were analyzed 
providing invaluable clues for understanding of the evolution and 
genes transfer, the strategic guidance of the genetic engineering 
of halophilic Halomonas sp. TD01 for co-production of PHA and 
ectoine.

The analysis of the genes required for the synthesis of the EPS 
mauran by H. maura strain S-30 was performed to identify gene 
cluster in this strain. Three conserved genes, epsA, epsB, and epsC, 
also a wzx homolog, epsJ, which indicates that mauran is formed 
by a Wzy-dependent system, were found. It was also reported 
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that eps gene cluster reaches maximum activity during stationary 
phase, in the presence of high salt concentrations (5% w/v), which 
was investigated by transcriptional expression assays using a deri-
vate of H. maura S-30, which carries an epsA: lacZ transcriptional 
fusion (Arco et al., 2005).

Generation of monomers including propanediols, butanedi-
ols, diamines, and terpenoids by microorganism through easier 
biosynthetic pathways was also reported (Lee et al., 2011, 2012; 
Curran and Alper, 2012). Additionally, production of monomers 
has been improved using systems biology approaches (Yim et al., 
2011; Ng et al., 2012).

Genome-scale metabolic model-guided metabolic engineer-
ing approach has been performed and successfully used to 
improve production yields of various biopolymers and their 
precursors in synthetic material industry. The microbial pro-
duction of monomers such as butanediols that are important 
raw materials in this industry are enhanced by genome-scale 
metabolic model strategies (Xu et  al., 2013). For instance, Ng 
et al. (2012) have designed and constructed S. cerevisiae strains 
with improved production of 2,3-butanediol with gene deletion 
strategy, in which disruption of alcohol dehydrogenase (ADH) 
pathway is required, by performing in silico genome-scale meta-
bolic analysis. Yim et al. (2011) have used biopathway prediction 
algorithm to elucidate possible pathways for 1,4-butanediol 
(BDO) biosynthesis. Strain development was performed by engi-
neering the E. coli host to enhance anaerobic operation of the 
oxidative tricarboxylic acid cycle and drive the BDO pathway. 
The engineered strain was able to produce BDO from glucose, 
xylose, sucrose and biomass-derived mixed sugar streams. 
Furthermore, the productions of some important carboxylic 
acid monomers, used as raw materials in synthetic material 
industry, such as formic acid, malic acid, and succinic acid were 
improved in engineered S. cerevisiae or E. coli via genome-scale 
metabolic models-guided metabolic engineering strategies (Lee 
et al., 2005b; Wang et al., 2006; Moon et al., 2008; Kennedy et al., 
2009). These successfully implemented studies will be helpful 
to improve microbial EPS production and to design industrial 
strategies.

Systems metabolic engineering of E. coli or Corynebacterium 
glutamicum as efficient cell factories has resulted in overpro-
duction of 1,5-diaminopentane as building block for novel 
biopolymers (Kind and Wittmann, 2011). The importance of the 
Entner–Doudoroff pathway in PHB production was predicted 
by stoichiometric flux analysis of recombinant E. coli metabolic 
model and confirmed experimentally (Hong et  al., 2003). The 
dynamics of PHA copolymer structure and properties were iden-
tified by mathematical models during its in  vivo accumulation 
(Aldor and Keasling, 2003). Besides, an optimal carbon source 
switching strategy for the production of block copolymers was 
described by a population balance model in Ralstonia eutropha 
system (Mantzaris et al., 2001).

Previously genome-scale metabolic model reconstructions 
of biopolymer producer strain such as Pseduomonas putida 
(Nogales et  al., 2008; Puchalka et  al., 2008) and Pseudomonas 
aeruginosa (Oberhardt et al., 2008) have been published, as they 
could be used to elucidate biopolymer synthesis mechanism and 
improvement of production.

Thermophilic microorganism Brevibacillus thermoruber 423 
is able to produce high levels of EPS (Yasar Yildiz et al., 2015). 
Recently, draft genome sequence and whole-genome analysis 
of this bacterium have been reported. Whole-genome analysis 
of this bacterium was performed by a systems-based approach 
to understand the biological mechanisms and whole-genome 
organization of thermophilic EPS producers. Therefore, 
strategies for the genetic and metabolic optimization of EPS 
production could be developed. Genome annotation was used 
to detect essential genes associated with EPS biosynthesis and 
a hypothetical mechanism for EPS biosynthesis was generated 
considering the experimental evidences. The genome sequence 
of B. thermoruber strain 423 is being used to reconstruct a 
genome-scale metabolic model to develop metabolic engineer-
ing strategies since the metabolic model will be used to optimize 
medium compositions, to modify the microorganism genetically, 
to improve production yields, and to modify EPS monomer 
composition (Yasar Yildiz et al., 2014).

Nadkarni et  al. (2014) performed comparative genome 
analysis of Lactobacillus rhamnosus clinical isolates to identify 
EPS cluster. In this study, transcriptional orientation of the eps 
cluster genes, the presence of two genes homologous to priming 
glycosytransferases, the absence of rmlACBD genes involved in 
the dTDP-rhamnose biosynthetic pathway, and the presence 
of a family 2 GTF in the eps cluster of both clinical isolates of 
L. rhamnosus, is predicted to alter EPS composition and could 
influence pathogenicity.

The first complete genome sequence of Russia origin 
Bifidobacterium longum subsp. longum strain GT15, comparative 
genome analysis, identification, and characterization of regulatory 
genes, in silico analysis of all the most significant probiotic genes 
and considered genes have been reported. The genomic analysis 
for polysaccharides was also performed, and it was observed that 
most of the genes in the carbohydrate metabolism category were 
involved in the utilization of oligo-polysaccharides. The genome 
also contains genes predicted to encode proteins involved in the 
production of capsular EPS, which are most likely involved in 
bacteria–host interactions (Zakharevich et al., 2015).

Genome sequence of moderately halophilic and EPS-
producing Salipiger mucosus DSM 16094T and the presence of a 
high number of genes associated with biosynthesis of EPSs have 
been reported. Genes associated with the synthesis of polyhy-
droxyalkanoates have been also found (Riedel et al., 2014).

Acidithiobacillus ferrooxidans was the first biomining micro-
organism whose genome was sequenced and the genes involved 
in the biosynthesis EPSs precursors have been studied (Valdés 
et al., 2008). The cluster of five genes proposed to be involved in 
the biosynthesis of EPSs precursors via the Leloir pathway have 
been also identified previously (Barreto et al., 2005).

A curdlan producer Agrobacterium sp. ATCC 31749’s genome 
was sequenced and the curdlan biosynthesis operon (crdASC) 
was identified (Ruffing et  al., 2011). Moreover, transcriptome 
analysis of this microorganism has been performed to understand 
the regulation of EPS biosynthesis (Ruffing and Chen, 2012). In 
this study, transcriptome profiling was used to identify genes that 
expressed during curdlan biosynthesis and carry out targeted 
gene knockouts to investigate their roles in the transcriptional 
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regulation of curdlan production. The analysis showed that 
curdlan synthesis operon was upregulated by up to 100-fold 
upon nitrogen depletion. Moreover, novel regulation mecha-
nisms including RpoN-independent NtrC regulation and 
intracellular pH regulation by acidocalcisomes were identified.

Engineering studies for LAB, particularly members of the 
genera Lactococcus and Lactobacillus, have been performed for 
the production of platform chemicals, such as lactate l- and 
d-stereoisomers,1,3-propanediol, and 2,3-butanediol, food 
flavors and sweeteners, vitamins, and complex polysaccharides 
(Gaspar et al., 2013).

Exopolysaccharide biosynthetic pathways in LAB have 
been engineered to have challenges greater than manipulat-
ing specific steps in primary metabolism (Patel et  al., 2011). 
Since EPSs enhance potential health benefits of fermented 
food products, many metabolic engineering approaches 
are employed to improve productivity and structure of EPS 
(Gaspar et al., 2013).

Omics studies can be used to improve the understanding of 
metabolism in food industry microorganisms. The metagenomic 
studies for fermented food were performed to analyze the meta-
bolic potentials of LAB bacteria, which is very important in indus-
trial fermentations. Jung et  al. (2011) performed metagenomic 
studies changes in bacterial populations, metabolic potential, and 
the overall genetic features of the microbial community during 
a 29-day fermentation process of the traditional Korean food 
kimchi. The transcriptome response has been analyzed in yogurt 
fermentation (Sieuwerts et al., 2010) and in milk (Goh et al., 2011).

The first genome-scale model for L. lactis (Oliveira et al., 2005), 
and since whole-genome metabolic reconstructions for Lb. plan-
tarum (Teusink et al., 2005) and S. thermophilus (Pastink et al., 
2009) have been reported. Functional genomics and other studies 
have performed to investigate genomic diversity in LAB and the 
findings highlighted the variety of carbon substrates potentially 
used by LAB including simple sugars, complex carbohydrates 
such as xylan, starch, and fructans, α-galactosides (e.g., raffinose 
and stachyose), pentoses (D arabinose and D-xylose), and the 
cheap C3 carbon source glycerol (Teusink et al., 2009; Siezen and 
van Hylckama Vlieg, 2011).

Complete genomic sequence of Lb. bulgaricus 2038 has been 
reported and genomic analysis of EPS biosynthesis has been per-
formed. Two neighboring eps clusters with significant differences 
were identified when compared with genome sequence of Lb. bul-
garicus species by comparative genomic analysis (Hao et al., 2011).

Genomic studies microbial EPSs producer of deep-sea bacte-
ria such as Zunongwangia profunda SM-A87, Pseudoalteromonas 
sp. SM9913, Pseudoalteromonas haloplanktis TAC125 (Qin et al., 
2011), have been also performed and analyzed for EPS gene 
clusters (Finore et  al., 2014). In addition, genome sequence of 
several deep-sea isolates such as Idiomarina loihiensis (Hou et al., 
2004) and Alteromonas macleodii (Ivars-Martinez et  al., 2008) 
demonstrated the EPS biosynthesis genes (Finore et al., 2014).

Such omic studies and works from systems biology perspective 
will play an important role both scientifically and economically, 
since there is a great need for developing efficient method-
ologies for enhanced EPS biosynthesis. More information on the 
genome of the microorganism will enable to develop strategies 

to successfully enhance production rate and also to engineer 
EPSs properties by modifying composition and chain length. 
Systems-based modeling approach constitutes an important step 
toward understanding the interplay between metabolism and 
EPS biosynthesis.

Systems biology approaches and metabolic reconstruction 
studies of microbial EPS have been also reported for two impor-
tant EPSs: xanthan and levan. These studies and their findings 
were given in detail in the following sections. Besides, these two 
important EPSs researches on pullulan and dextran were also 
discussed and the general properties and applications for all these 
important EPSs were summarized in Table 1.

XANTHAN

The commercially most important microbial EPS is known as 
Xanthan which is produced by the plant-pathogen-proteobac-
terium Xanthomonas campestris pv. campestris (Xcc) (Vorhölter 
et al., 2008; Frese et al., 2014). It is a heteropolysaccharide com-
posed of repetitive pentasaccharide units consisting of monomeric 
units of two glucose, two mannose, and one GlcA residues with 
with a backbone chain consisting of (1-4)-β-d-glucan cellulose 
(Khan et al., 2007). Due to its superior properties and rheological 
characteristics, xanthan has found a wide range of applications 
as a thickening or stabilizing agent in food, cosmetics and oil 
drilling industries (Schatschneider et. al, 2013; Chivero et  al., 
2015). It has been described as a “benchmark” product based on 
its significance in food and non-food applications which include 
dairy products, drinks, confectionary, dressing, bakery products, 
syrups, and pet foods, as well as the oil, pharmaceutical, cosmetic, 
paper, paint, and textile industries (Patel and Prajapati, 2013; 
Cho and Yoo, 2015). Xanthan was also employed in non-food 
applications such stabilizing cattle feed supplements, calf milk 
substitutes, agricultural herbicides, fungicides, pesticides, and 
fertilizers, and to impart thixotropy into toothpaste preparations 
(Morris, 2006). Considering the commercial importance of this 
microbial EPS, omics studies and metabolic model reconstruc-
tions were performed to clarify xanthan biosynthesis mechanism.

The genomes of five Xanthomonas strains X. campestris pv. 
campestris strains ATCC 33913 (da Silva et al., 2002) and 8004 
(Qian et  al., 2005), X. campestris pv.vesicatoria strain 85-10 
(Thieme et al., 2005), X. oryzae pv. oryzae strains KACC10331 
(Lee et al., 2005a,b) and MAFF 311018 (Ochiai et al., 2005), X. 
axonopodis pv. citri strain 306 (da Silva et al., 2002) have been 
sequenced. The complete genome sequence of the xanthan pro-
ducer strain Xanthomonas campestris pv. campestris strain B100 
and its use for mechanistic model for biosynthesis of xanthan 
have been also reported (Vorhölter et al., 2008). In this study, the 
gene products and metabolic pathways for xanthan polymeriza-
tion were investigated in detail. The gene products of gumJ, gumC, 
gumD, and gumE were analyzed to establish detailed functions in 
a xanthan polymerization. Moreover, the mechanistic model for 
the biosynthesis of xanthan was established.

In vivo proteome analysis X. campestris pv. campestris has been 
performed to investigate protein expression of the microorgan-
ism during host–plant interaction. Peptide mass fingerprinting or 
de novo sequencing methods were utilized for identification of the 
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TABLe 1 | General description of significantly important microbial ePSs.

Microbial 
ePS

Monomeric 
units

Microorganism industrial applications Omic studies Metabolic model

Xanthan Glucose, 
mannose and 
glucuronate

Xanthamonas sp. Thickening, stabilizing agent, food additive, 
etc.

Genome sequence, 
Proteomics

Available 
(Schatschneider et al., 
2013)

Levan Fructose Halomonas smyrnensis AAD6T, 
Zymomonas mobilis, Bacillus 
subtilis (natto)

Emulsifier, stabilizer and thickener, 
encapsulating agent, food and feed additive, 
osmoregulator, and cryoprotector, etc.

Genome sequence Available (Ates et al., 
2013; Diken et al., 
2015)

Pullulan Glucose Aureobasidium pullulans Thickening, stabilizing, texturizing, gelling 
agents, etc.

Genome sequence, 
proteomics, genome shuffling

Not available

Dextran Glucose Leuconostoc spp. and 
Streptococcus spp.

Blood plasma extender and  
chromatography media

Genome sequence Not available
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functions of proteins. This approach will be used to determine the 
roles of proteins in pathogenicity mechanismsand also xanthan 
biosynthesis (Andrade et al., 2008).

Schatschneider et al. (2013) has reported the first large-scale 
metabolic model for Xanthomonas campestris (Xcc), which 
was reconstructed from genome data of, manually curated and 
further expanded in size. The impact of xanthan production was 
studied in  vivo and in  silico and compared with gumD mutant 
strain. This verified metabolic model is also the first model focus-
ing on bacterial EPS synthesis and it can be used for detailed 
systems biology analyses and synthetic biology reengineering of 
Xcc. Moreover, draft genome of X. campestris B-1459, which was 
used in pioneering studies of xanthan biotechnology, and it can 
be used to analyze the genetic basis of xanthan biosynthesis has 
been reported recently (Wibberg et al., 2015).

LevAN

Levan is a naturally occurring polymer that is composed of 
β-d-fructofuranose with β(2-6) linkages between fructose rings. 
It is synthesized by the action of a secreted levansucrase (EC 
2.4.1.10) that directly converts sucrose into the polymer (Han 
and Clarke, 1990). As a homopolysaccharide with many distin-
guished properties such as high solubility in oil and water, strong 
adhesivity, good biocompatibility, and film-forming ability, it has 
great potential as a novel functional biopolymer in foods, feeds, 
cosmetics, pharmaceutical, and chemical industries (Kang et al., 
2009; Kazak Sarilmiser et  al., 2015). In fact, a recent literature 
analysis on microbial EPSs attributed levan together with xanthan, 
curdlan, and pullulan as the most promising polysaccharides for 
various industrial sectors (Donot et al., 2012).

Due to its exceptionally high production costs, levan could 
never find its proper place in the polymer market, and therefore, 
high-level levan producing microbial systems gain escalat-
ing industrial importance. Levan is produced as an EPS from 
sucrose-based substrates by a variety of microorganisms, includ-
ing the halophilic bacterium Halomonas smyrnensis AAD6T, 
which has been reported as the first levan producer extremophile 
(Poli et al., 2009).

The gram-negative halophilic bacterium H. smyrnensis 
AAD6T, which was isolated from Çamaltı Saltern Area in Turkey 
(Poli et al., 2009, 2013), was found to excrete high levels of levan 

(Poli et al., 2009). With this microbial system, productivity levels 
were further improved by use of cheap sucrose substitutes such 
as molasses (Kucukasik, 2010; Kucukasik et al., 2011) as well as 
other cheap biomass resources (Toksoy Oner, 2013) as fermenta-
tion substrate. Further research on the potential uses of levan 
produced by H. smyrnensis AAD6T as a bioflocculating agent 
(Sam et al., 2011), its nanostructured thin films (Sima et al., 2011, 
2012), its suitability for peptide-based drug nanocarrier systems 
(Sezer et al., 2011), and its adhesive mulitilayer films (Costa et al., 
2013) have been reported.

Increasing significance of levan in industrial and medical 
biotechnology calls for the elucidation of the interrelations 
between metabolic pathways and levan biosynthesis mechanism 
in order to control and hence enhance its microbial produc-
tivity. However, there is very limited information about the 
mechanisms involved in the biosynthesis of levan from extre-
mophiles (Nicolaus et al., 2010) and no report about a systematic 
approach to analyze levan production by H. smyrnensis AAD6T. 
Considering this fact, systems-based approaches were applied to 
improve the levan production capacity of H. smyrnensis AAD6T 
cultures (Ates et al., 2013).

The genome sequence forms the basis for metabolic model 
reconstruction; however, there was a lack for genome information 
of H. smyrnensis AAD6T. Only recently, its draft genome sequence 
has been announced. De novo assembly of the whole sequencing 
reads were carried out in this study. Consequently, several genes 
related to EPS biosynthesis, including the genes for levansucrase 
and ExoD were revealed by genome analysis (Sogutcu et al., 2012). 
Due to the absence of genomic information, first, comprehensive 
metabolic model of a taxonomically close halophilic bacterium, 
namely, C. salexigens DSM3043 have been reconstructed (Ates 
et al., 2011). Then, in order to investigate levan biosynthesis by a 
metabolic systems analysis approach, the genome-scale metabolic 
network of C. salexigens was recruited and adopted to H. smyrn-
ensis AAD6T via integration of the available biochemical, physi-
ological, and phenotypic features of H. smyrnensis AAD6T. The 
in silico metabolic model was verified with dynamic experimental 
data on different medium compositions and was then systemati-
cally analyzed to identify critical network elements (i.e., enzymes, 
biochemical transformations, and metabolites) related to levan 
biosynthesis mechanism. The findings manifested mannitol as a 
significant metabolite for levan biosynthesis, which was further 
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verified experimentally. In the previous study, 1.844  g/L levan 
yield from the stationary phase bioreactor cultures using a defined 
media containing sucrose as sole carbon source with almost four-
fold increase of levan production was reported (Ates et al., 2013).

Recently, Diken et  al. (2015) performed the whole-genome 
analysis of H. smyrnensis AAD6T to investigate biological mecha-
nisms, and furthermore, the genome-scale metabolic model 
iKYA1142, which included 980 metabolites and 1142 metabolic 
reactions, was reconstructed. The genomic analysis figured out 
the biotechnological potential of this microorganism as a result 
of its capacity to produce levan, Pel exopolysaccharide, polyhy-
droxyalkanoates (PHA), and osmoprotectants. Genes related 
to EPS biosynthesis and intracellular PHA biosynthesis were 
detected. Hs_SacB gene encoding the extracellular levansucrase 
enzyme (EC 2.4.1.10), Pel polysaccharide gene cluster (PelA, PelB, 
PelC, PelD, PelE, PelF, and PelG), Alginate lyase precursor (EC 
4.2.2.3), and “Alginate biosynthesis protein Alg8” genes were 
predicted. The genome information and metabolic model will 
have a significant role on levan biosynthesis since they will be 
utilized to improve levan production by metabolic engineering 
strategies and medium optimization.

PULLULAN

A fungal glucan “pullulan” that is a linear homopolysaccharide 
composed of maltotriose reduplicative units connected by 
α-1,4-linkages is produced by Aureobasidium pullulans (Singh 
et al., 2008; Sheng et al., 2014; Özcan et al., 2014). Although pul-
lulan production studies mostly focused on A. pullulans, other 
producer strains such as Remella mesenterica, Cryphonectria 
parasitica, and Teloschistes flavicans were also reported (Cheng 
et al., 2011). Biosynthesis of pullulan was occurred intracellularly 
at the cell wall or cell membrane and microorganisms secreted 
this EPS out to the cell surface to form a loose and slimy layer 
(Ma et  al., 2015). Its solubility in water is excellent as a result 
of the linkage pattern. Moreoever, it has outstanding chemical 
and physical properties, such as low viscosity, non-toxicity, slow 
digestibility, high plasticity, and excellent film-forming (Cheng 
et al., 2011; Sheng et al., 2014).

The major market for pullulan is food industry and also its 
potential applications in pharmaceutical, agricultural, chemical, 
cosmetic, biomedical, and environmental remediation areas 
have been reported (Özcan et al., 2014; Ma et al., 2015). Due to 
its superior properties, pullulan can be used as non-polluting 
wrapping material for food supplements, oxygen impermeable, 
edible, and biodegradable and highly water soluble films, denture 
adhesives, emulsifiers and stabilizers for various food products, 
binder, lubricant, gelling agent, oral care products, and blood 
plasma substitute. Since it is non-immunogenic, non-toxic, 
non-carcinogenic, and non-mutagenic, pullulan can find novel 
application areas such as gene therapy, targeting drugs, and gene 
delivery (Cheng et al., 2011; Singh et al., 2015). Pullulan has been 
commercialized in various countries, used as a safe food ingredi-
ent and pharmaceutical bulking agent and in Japan.

The molecular biosynthesis of pullulan is a complex metabolic 
process therefore the molecular basis of this process is not clearly 
identified. The three significant enzymes for pullulan biosynthesis 

are α-phosphoglucose mutase (PGM, EC 5.4.2.2), UDP-glucose 
pyrophosphorylase (UGP, EC 2.7.7.9), and glucosyltransferase 
(FKS, EC 2.4.1.34). Nitrogen is the major component for the 
cultivation of A. pullulans in pullulan fermentation (Wang et al., 
2015). Wang et  al. (2015) analyzed gene expression of the key 
enzymes (PGM, UGP, FKS) to improve pullulan production. 
They have reported the improved pullulan production correlated 
to the high activities of PGM and FKS, increased the activities of 
α-phosphoglucose mutase and glucosyltransferase, and upregu-
lated the transcriptional levels of pgm1 and fks genes by nitrogen 
limitation.

Kang et  al. (2011) studied genome shuffling A. pullulans 
N3.387 by ethyl methane sulfonaten (EMS) and ultraviolet (UV) 
mutagenesis to improve pullulan biosynthesis and developed a 
mutant that could produce more pullulan than wild type strain.

Sheng et al. (2014) performed proteomic studies of pullulan 
production in A. pullulans to understand the effect of differ-
ent concentrations of (NH4)2SO4 which would be useful to 
optimize industrial pullulan production. The proteomic studies 
demonstrated the expression of antioxidant related enzymes and 
energy-generating enzymes and the depression of the enzymes 
concerning amino acid biosynthesis, glycogen biosynthesis, gly-
colysis, protein transport, and transcriptional regulation under 
nitrogen limitation, resulted in conversion of metabolic flux from 
the glycolysis pathway to the pullulan biosynthesis pathway.

Draft genome of Aureobasidium pullulans AY4 was determined 
and genome analysis revealed the presences of genes coding for 
commercially important enzymes such as pullulanases, dextra-
nases, amylases, and cellulases (Chan et al., 2012). Gostin et al. 
(2014) performed de novo genome sequencing and genome 
analysis of the four varieties of A. pullulans to investigate the 
genomic basis of pullulan biosynthesis potential. Single-copy 
genes for phosphoglucose mutase and uridine diphosphoglucose 
pyrophosphorylase, which are the key enzymes for converting 
glucose units into pullulan, were present in four varieties of A. 
pullulans. Genomic analysis also revealed that these microorgan-
isms included all of the putative enzymes that were proposed to be 
involved in pullulan biosynthesis (Gostin et al., 2014). The genome 
sequences of A. pullulans species will be facilitated to clarify 
biosynthesis mechanism of pullulan and improve its production.

DeXTRAN

Dextran, which is a homopolysaccharides composed of α-1,6 
glycosidic linkages, is produced by L. mesenteroides hydrolases 
in the precense of sucrose. Various strains of bacteria such as 
Streptococcus and Acetobacter have been also found to pro-
duce dextran bacteria (e.g., Leuconostoc and Streptococcus), 
through the use of specific enzymes like glucansucrases (Patel 
et al., 2011; Casettari et al., 2015). Since dextran has a flexible 
structure as a result of free rotation of glycosidic bond and it 
is highly soluble in water, biocompatible, and biodegradable, it 
becomes a functional hydrocolloid (Ahmad et al., 2015). It has 
commercial applications in food, pharmaceutical and chemical 
industries as adjuvant, emulsifier, thickener, carrier, and stabi-
lizer. Moreoever, dextran is used as therapeutic agent to restore 
blood volume, for the matrix preparation of chromatography 
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columns, for synthesizing dextran sulfate for blood coagula-
tion prevention and blood flow facilitation, as osmotic agents, 
lubricant in eye drops and for increase of blood sugar levels, 
iron carrier, anticoagulant for pharmacy (Patel et al., 2011; Han 
et al., 2014).

Dextrans have also found use in different areas such as veteri-
nary medicines, biosensor material, food syrup stabilizers, dough 
improvers, metal-plating processes, enhanced oil recovery, stabi-
lizing coating for protecting metal nanoparticles against oxida-
tion, and coating on biomaterials to prevent undesirable protein 
absorption. Dextran and its derivatives such as cyclodextran are 
utilized in the pharmaceutical industry like cariostatic, anti-HIV, 
and anti-ulcer agent (Ahmad et al., 2015; Casettari et al., 2015).

Various genome sequence and genome analysis studies were 
carried out with dextran producer strains. For instance, the 
genome of LAB Leuconostoc gasicomitatum was sequenced and 
genome analysis was performed to understand the growth and 
spoilage potentials. The genomic analysis revealed genes for 
two dextransucrases catalyzing the formation of dextran from 
sucrose: epsA (LEGAS_0699) is part of a large EPS cluster, while 
dsrA (LEGAS_1012) is located as a single gene in the chromo-
some (Johansson et al., 2011). Saulnier et al. (2011) performed the 
metabolic pathway reconstruction, genome profiling, genomic, 
and transcriptomic comparisons of the Lactobacillus reuteri 
strains to define functional probiotic features. Genome-wide 
comparison resulted in dextranase gene that predicted to encode 
the synthesis of EPS. The first genome sequence of Weissella 
species has been announced for Weissella confusa (formerly 
Lactobacillus confusus) LBAE C39-2, which was also found prom-
ising for in situ production of dextran in sourdoughs (Amari et al., 
2012). A draft genome sequence of dextran producer Leuconostoc 
lactis EFEL005 has been announced and genomic analysis was 
performed to understand its probiotic properties as a starter for 
fermented foods (Moon et al., 2015). The increased number of 

genome sequences will accelerate systems-based works for dex-
tran biosynthesis mechanism.

CONCLUSiON AND  
ReCOMMeNDATiONS

In microbial EPS production, a better understanding of biosyn-
thesis mechanism is a significant issue for optimization of produc-
tion yields, improvement of product quality and properties, and 
also for the design of novel strains. As most of the novel bacterial 
EPS with unique properties have expensive production costs and 
economic hurdles need to be overcome, this valuable information 
about biosynthesis is also be important to lower these charges.

More information on the genome of the EPS producer microor-
ganisms will enable to develop additional strategies to successfully 
enhance EPSs production rate and also to engineer their properties 
by modifying composition and chain length. Since genome-scale 
reconstruction includes every reaction of target organism through 
integrating genome annotation and biochemical information, a 
systems-based metabolic modeling approach constitutes an impor-
tant step toward understanding the interplay between metabolism 
and EPSs biosynthesis. Since microbial biopolymer biosynthesis is 
a result of a complex system of many metabolic processes, systems-
based approaches are needed to control and optimize production 
in order to improve the formerly reported yields.

Furthermore, the genome-scale metabolic model based on 
genome sequence will have the capacity to consider gene expres-
sion, metabolomics, and proteomics data to get accurate predic-
tion at different environmental conditions.
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Cells respond to environmental and/or genetic perturbations in order to survive and 
proliferate. Characterization of the changes after various stimuli at different -omics levels 
is crucial to comprehend the adaptation of cells to the changing conditions. Genome-
wide quantification and analysis of transcript levels, the genes affected by perturbations, 
extends our understanding of cellular metabolism by pointing out the mechanisms that 
play role in sensing the stress caused by those perturbations and related signaling 
pathways, and in this way guides us to achieve endeavors, such as rational engineering 
of cells or interpretation of disease mechanisms. Saccharomyces cerevisiae as a model 
system has been studied in response to different perturbations and corresponding tran-
scriptional profiles were followed either statically or/and dynamically, short and long term. 
This review focuses on response of yeast cells to diverse stress inducing perturbations, 
including nutritional changes, ionic stress, salt stress, oxidative stress, osmotic shock, 
and to genetic interventions such as deletion and overexpression of genes. It is aimed to 
conclude on common regulatory phenomena that allow yeast to organize its transcrip-
tomic response after any perturbation under different external conditions.

Keywords: yeast, transcriptome, perturbation, regulation, stress

iNTRODUCTiON

The central challenge in systems biology is to construct the whole life model for the prediction 
of cellular response to the changing environments. Therefore, the genome-level understanding of 
the cellular response to both genetic and environmental perturbations is extremely important in 
modeling. Consequently, systematic perturbation experiments were conducted to reach this goal. 
Saccharomyces cerevisiae has been investigated in biochemical and genetics laboratories for many 
decades, since it is considered to be a good model organism. Cellular response of this organism at 
different -omics levels to different perturbations has also been extensively studied by systematically 
introducing environmental changes. The availability of a deletion collection made it also an attractive 
organism to screen the cellular response to deletions of specific genes. The systems biology-based 
studies resulted in the understanding of several pathways and the cellular behavior of the yeast cells 
to different perturbations. Although it is probably the best-understood organism, we are still far away 
from modeling the response of this organism to perturbations (Boone, 2014).

Eukaryotic cells reprogram the expression of those genes that are essential for adapting to the 
changing conditions as a response to perturbation. Microarray technology allowed investigation 
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of expression profiles of thousands (whole-genome arrays) 
or hundreds (low-density arrays) of genes simultaneously. 
ArrayExpress at the European Bioinformatics Institute (EBI) and 
the Gene Expression Omnibus (GEO) database at the National 
Center for Biotechnology Information (NCBI) are the two 
major public databases of microarray data (Barrett et al., 2013; 
Kolesnikov et  al., 2015). Although they have different designs, 
both databases support the minimum information about a micro-
array experiment (MIAME), a standard guideline for describing 
a microarray experiment (Brazma et  al., 2001). The establish-
ment of RNA-seq, providing detailed measurement, and lower 
technical discrepancy, became another attractive analytical tool 
in transcriptomics (Nagalakshmi et al., 2008; van Dijk et al., 2011; 
Nookaew et  al., 2012). Most of the high-throughput data have 
been generated by sampling the experimental system at single-
time point. Generation of the time-series gene expression data 
is considered to be very important to understand the dynamic 
nature of biological systems. The efforts to study and model such 
dynamic data were reviewed in detail by Bar-Joseph et al. (2012), 
Yosef and Regev (2011), and Secrier and Schneider (2014).

The programing of gene expression in cells occurs on a broad 
range of time-scales from rapid responses (minutes to hours of 
response to environmental stresses) to slower (hours to days dur-
ing development) processes (Yosef and Regev, 2011). An early 
analysis of the transcriptomic response of yeast cells to diverse 
environmental changes indicated that a large set of genes (~900) 
showed a comparable and severe response to different perturba-
tions sensing them as an environmental stress [environmental 
stress response (ESR)]. The upregulated genes were related to 
stress defense regulated by Msn2p and Msn4p and downregulated 
genes were associated with ribosome biogenesis and protein syn-
thesis. An important observation to be noted was the involvement 
and the regulation of different isoenzymes in response to several 
perturbations (Gasch et  al., 2000; Causton et  al., 2001; Gasch, 
2003). Positive and negative regulators of protein kinase A (PKA) 
pathway were also reported to be induced within the ESR genes 
(Gasch et al., 2000). This common response to perturbations was 
reported to be important for preparing cells in response to further 
possible changes in the environment (Berry and Gasch, 2008; 
Mitchell et al., 2009) leading to stress (cross-) tolerance. However, 
it should be noted that the correlation between upregulation of 
gene expression and its requirement for fitness was not always 
significant (Giaever et al., 2002; Giaever and Nislow, 2014).

Zakrzewska et al. (2011) used yeast haploid deletion collection 
to find the genes and their related functions involved in the stress 
survival and in the gain of stress tolerance. Survival analysis of the 
yeast cells revealed that a general stress response (GSR) increases 
survival after a period of mild stress pretreatment, and this sur-
vival of stress was negatively correlated with mutant growth rate. 
Resistance to stress and corresponding tolerance gained, induced 
by severe perturbations in S. cerevisiae, are directed by specific 
processes for each stress and at the same time by general processes 
for all stresses. Growth rate was acknowledged for being respon-
sible for tolerating stress and growth rate reduction was found 
to be responsible for gaining tolerance to stress. Transcriptomic 
analysis in response to several perturbations in chemostats at dif-
ferent growth rates indicated that there was a notable correlation 

between the growth rate-dependent genes and ESR genes (Gasch 
et al., 2000; Regenberg et al., 2006; Castrillo et al., 2007; Brauer 
et al., 2008; Fazio et al., 2008). It has been proposed that most of 
the alterations in the expression of ESR genes are associated with 
the lowered growth rate as a result of a change in the environment. 
Msn2p and Msn4p are found to be important in the organization 
of transcriptome, but not in the observed changes, in the pheno-
type due to changes in the growth rate (Zakrzewska et al., 2011). 
Components of stress-specific signaling pathways and effectors 
of these pathways intervening functional adaptation in response 
to changes in environmental conditions have been identified 
(Chasman et al., 2014). An extensive review of signaling pathways 
that control proliferation versus stress defense in yeast and mam-
malian cells was recently provided (Ho and Gasch, 2015).

Transcriptomic data obtained from perturbation experi-
ments are an extremely important step in the construction of 
large scale, system-based models that can be used to predict the 
cellular response to perturbations. The integration of this data 
with other -omics, pathway information, computational, and sta-
tistical tools, is crucial to improve the accuracy in the prediction 
capabilities of the models. However, it is important to note that 
these experiments should be carefully designed and interpreted 
according to the needs of the investigators. In the present review, 
systematically introduced perturbations to monitor the whole-
genome level transcriptomic response of S. cerevisiae cells to 
these perturbations will be summarized. Most commonly studied 
stress-causing perturbations, such as the changes in the types and 
quantities of available nutrients, oxidative reagents, temperature, 
osmolarity, and the metal ions, were selected to review. Moreover, 
these perturbations are closely related to the optimization of 
industrial applications and to human diseases. Although we 
review each perturbation in a different section, it is not always 
possible to analyze only one stress factor alone. For example, dur-
ing fermentation, S. cerevisiae wine strains undergo considerable 
stress due to the high concentrations of sugars, producing high 
osmotic pressure, followed by ethanol accumulation, addition to 
nitrogen limitation, low pH, and the presence of SO2, all imposing 
pressure on the cells (Treu et al., 2014).

TRANSCRiPTOMiC ReSPONSe TO 
NUTRiTiONAL CHANGeS

The ability of living organisms to acclimate to alterations in their 
nutritional environment is necessary for their survival, and they 
have developed mechanisms to cope with the new conditions 
quickly and effectively. Yeast cells sense the nutrients in the 
environment via a group of major nutrient-signaling pathways, 
which coordinate general responses, such as cellular proliferation 
and stress resistance. Systematic perturbation experiments were 
performed to understand the underlying molecular mechanisms 
responsible for this adaptation process to the changes in the 
environment. The response and tolerance to nutrient-relevant 
stresses have been largely reviewed by Teixeira et al. (2011) and 
Conrad et al. (2014). Our focus here will be to review the selected 
studies on the transcriptomic response of S. cerevisiae to nutrient 
limitations and to transient changes in the nutrient environment 
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as well as on the studies aiming to elucidate the nutrient-signaling 
pathways.

Response to Nutrient Limitations
Nutrient limitation has drawn the attention of researchers, because 
microorganisms encounter nutrient limitation in their natural 
environments and during industrial processes. The first genome-
wide transcriptome analysis in S. cerevisiae by DeRisi et  al. 
(1997) investigated the response of yeast cells at transcriptomic 
level during the diauxic shift using microarrays. This pioneering 
work indicated that the passage from a glucose rich medium to 
a glucose-depleted medium involves the integration of a number 
of major signaling and regulatory pathways. These environmental 
perturbation experiments revealed that glucose depletion leads 
to the induction of cytochrome c-related genes and the genes 
involved in the TCA/glyoxylate cycle and carbohydrate storage 
and to the repression of those involved in protein synthesis, 
including ribosomal proteins, tRNA synthetases, and translation, 
elongation, and initiation factors. They further investigated the 
genome-wide transcriptional response to the deletion of TUP1, 
general transcription repressor, and to the overexpression of 
YAP1, transcription activator, to understand the contribution 
of those individual regulatory proteins to the reprograming of 
transcriptional response to glucose. These genetic perturbation 
experiments revealed the group of genes, expression of which was 
altered by the deletion of these transcription factors (DeRisi et al., 
1997). These results demonstrated for the first time that microar-
ray technology is a useful tool for the genome-wide exploration 
of expression patterns of genes upon environmental and genetic 
perturbations. Transcriptional alterations resulting from dele-
tion or overexpression of regulatory molecules identified by 
this approach were used to dissect and characterize regulatory 
pathways and networks.

Gasch et  al. (2000) examined the temporal transcriptomic 
changes in yeast cells in batch cultures exposed to amino acid 
starvation or to nitrogen depletion for a period of 6 h and reported 
the alteration in the expression levels of ESR genes under both 
conditions. The genes involved in carbohydrate metabolism, 
detoxification of reactive oxygen species (ROS), cellular redox 
reactions, cell wall modification, protein folding and degradation, 
DNA damage repair, fatty acid metabolism, metabolite transport, 
vacuolar and mitochondrial functions, autophagy, and intracel-
lular signaling were found to be induced and the genes related to 
growth-related processes and ribosome biogenesis were reported 
to be repressed. Furthermore, the transcriptomic analysis of the 
strains carrying deletion of Msn2p, Msn4p, and both of these 
factors revealed that the majority of ESR genes were under the 
control of Msn2p and Msn4p. Starvation-specific response of 
yeast cells was reported to be related to switch from active growth 
to a growth-arrested state.

The observation of the effect of changing growth rates on the 
transcriptomic response to changes in the nutrient environment 
resulted in a shift of mode of fermentations from batch to chemo-
stat with a constant growth rate. Boer et al. (2003) carried out the 
analysis of the transcriptome of S. cerevisiae cells under carbon-, 
nitrogen-, phosphorus-, or sulfur-limitation, at a dilution rate 
of 0.1 h−1. This study revealed the significant alterations in the 

expression levels of 31% of genes between at least two growth 
conditions. The genes involved in the uptake and phosphoryla-
tion of glucose, uptake and metabolism of fatty acids and storage 
carbohydrates, glyoxylate cycle, and gluconeogenesis, uptake and 
utilization of alternative carbon sources were upregulated under 
carbon limitation in addition to the induction of the few genes 
involved in the protection against oxidative stress. The expression 
levels of the genes involved in the transport such as low or moder-
ate affinity hexose transporters, the genes involved in the glucose 
repression, cell proliferation, and differentiation were downregu-
lated under glucose limitation when compared with three other 
conditions. Under nitrogen limitation, the genes involved in the 
metabolism of nitrogen-containing compound were observed to 
be upregulated, and the promoter analysis of coregulated genes 
revealed that Gln3p, Gat1p, Dal80p, and Gzf3p have important 
roles in the regulation of genes under nitrogen catabolite repres-
sion. Under phosphate limitation, the genes implicated in the 
uptake and metabolism of inositol phosphate, in the phosphate 
metabolism, and in the process of phosphorylation of metabolites 
were found to be induced. From promoter analysis, Pho4p was 
predicted to be the regulator of these events. Under sulfur limita-
tion, the upregulation of the genes associated with the uptake 
of sulfate and sulfur-containing molecules and with the sulfur 
assimilation process was observed. Promoter analysis predicted 
that the transcription factors including Chf1p–Met4p–Met28p 
complex, Met31p, and Met32p are involved in the regulation of 
these genes. The genes involved in the glycogen metabolism, in 
the export of sulfite and in copper transportation were found to be 
repressed under phosphate limitation, and the majority of these 
downregulated genes were predicted to be dependent on Msn2p 
and Msn4p. It has been suggested that the cellular metabolism 
reorganized to encounter the needs for nutrient-limited growth 
of the yeast cells (Boer et al., 2003). Wu et al. (2004) have also 
examined the genome-wide transcriptome of yeast under five 
(glucose, ethanol, ammonium, phosphate, and sulfate) differ-
ent nutrient-limited conditions at a dilution rate of 0.1 h−1. The 
genes affected under each condition were identified with the 
comparison to its corresponding steady state. This study revealed 
that the genes involved in the TCA cycle, oxidative phosphoryla-
tion, and the genes encoding high-affinity glucose transporters 
were upregulated under glucose-limited condition. The genes 
involved in glyoxylate cycles, gluconeogenesis, and nitrogen 
catabolite repression were upregulated under ethanol-limited 
conditions even in the presence of sufficient levels of nitrogen 
in the medium. An interesting result from this study was the 
observation of the activation of iron-associated genes, including 
FTH1, FET3, FRE3, FIT2, and FIT3, by glycolysis. The variances 
between these two investigations may stem from the differences 
in the strain background, in the experimental conditions, and in 
the analysis of data.

The relationship between growth rate and response to nutri-
ent limitations draws the attention of many researchers (Castrillo 
et al., 2007; Boer et al., 2008, 2010; Brauer et al., 2008; Slavov and 
Botstein, 2011, 2013). Castrillo et al. (2007) have investigated the 
effect of the growth rate on the transcriptional, metabolic, and 
proteomic responses to nutritional changes in yeast with a special 
emphasis on TOR pathway. The experiments were carried out at 
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growth rates of 0.07, 0.1, and 0.2 h−1 under four different nutri-
ent limitations (glucose, ammonium, phosphate, and sulfate) 
in chemostats. Data analysis was performed by comparing the 
nutrient limited with nutrient sufficient condition in each case. 
This study revealed a common response to increase the growth 
rates in yeast at all omics levels under all nutrient limiting 
conditions. The genes upregulated with the increasing growth 
rate and independent of the nutritional limitation were found 
to be involved in the processes related to translation initiation, 
ribosome biogenesis, protein biosynthesis, RNA metabolism, 
nucleic acid metabolism, nucleus import/export, and proteasome 
function. The downregulated genes were implicated in biological 
processes related to the response to external stimulus, cell trans-
duction, autophagy, homeostasis, response to stress, and vesicle 
recycling within Golgi. It has been suggested that these groups of 
genes might be involved in maximizing the efficient use of cellular 
resources in each limiting condition at each different growth rate. 
Furthermore, it has been demonstrated in this study that most 
of the genes regulated with growth rates are also targets of the 
TOR signaling pathway. The models to explain the regulation of 
metabolic fluxes of carbon/nitrogen, sulfur/folate, and leucine 
biosynthesis at the protein level were constructed through the 
integration of quantitative proteomic and metabolomic data.

Brauer et  al. (2008) also studied the relationship between 
the growth rate, entry into cell cycle, glucose metabolism, and 
the transcriptomic response to different nutritional limitations 
(i.e., glucose, ammonium, sulfate, phosphate, uracil, or leucine) 
in 36 steady-state conditions. The transcript levels of ~27% of 
all yeast genes were found to be either positively or negatively 
correlated with growth rate, independent of any nutrient limita-
tion, and provided further support for the results published by 
Castrillo et al. (2007). The genes involved in ribosomal functions 
and stress response were found to be positively correlated with 
growth rate, whereas the genes involved in peroxisomal functions 
were identified to be negatively correlated with growth rate. The 
relationship between growth rate and cell-cycle population in 
G0/G1 phase was also linear independent of limiting nutrient. 
They have also constructed a linear model, based on the gene 
expression values, to predict relative “instantaneous growth rate” 
in both batch and continuous cultures. The observation of the 
complete consumption of glucose and failure in arresting in cell 
cycle, when the growth of the auxotrophic strains is limited by 
the auxotrophic requirements, led researchers to investigate this 
phenomenon further.

Analysis of the transcriptomic response of auxotropic yeast 
cells grown in chemostat cultures limited only with their respec-
tive auxotrophic requirements, at different growth rates, indi-
cated a decoupling of growth rate response (GRR) from nutrient 
signaling, and the magnitude of the response was found to be 
less than that recorded in prototrophs. It has been suggested that 
growth rate signal is important in the regulation of fermentation/
respiration, the GRR, and the cell division cycle (Brauer et  al., 
2008; Slavov and Botstein, 2013).

Response to Transient Nutrient Changes
The reorganization of the transcriptomic and/or metabolomic 
response to transient changes in the nutrient environment was 

investigated by the impulse-like addition of the limited nutrient 
into yeast cells grown in chemostats under a specific nutrient 
limitation. The dynamic adaptation to the changing concentra-
tion of the nutrient was followed in time-course experiments after 
the perturbation of the steady state by the addition of the limited 
nutrient.

Kresnowati et al. (2006) studied transcriptional and metabolic 
response of yeast cells within the initial 5 min of the perturba-
tion when aerobic, tightly controlled glucose-limited chemostat 
cultures were subject to a glucose pulse, and a new insight could 
be provided for the temporal organizations of metabolic and 
transcriptional events. This study provided the first example of 
the integration of transcriptome with metabolic changes during 
the initial response (minutes) to a well-defined perturbation of 
S. cerevisiae cells. They have shown that although metabolic and 
transcriptomic data are well correlated, the changes in metabolite 
concentrations were observed in seconds, and the changes in the 
transcriptomic response were detected later. Cells have responded 
to this increasing glucose level at transcriptional and metabolic 
level in order to adapt to the change from respiratory to respiro-
fermentative metabolism and to growth acceleration. The same 
group has also studied the long-term response of yeast cells to a 
glucose pulse and depletion of oxygen by investigating the dynamic 
adaptation of S. cerevisiae grown in aerobic, glucose-limited 
chemostat cultures to an anaerobic pulse of glucose for a longer 
period of time (5, 10, 30, 60, and 120 min). The fact that one-
third of the genes were significantly and differentially expressed 
indicated an important reprograming and strong response of the 
cells after the pulse. Most of these genes were found to be related 
to growth and carbon catabolite repression. The expression levels 
of several genes, including the genes encoding ribosomal biogen-
esis and ribosomal proteins, were changed in opposite direction 
30 min after the pulse (van den Brink et al., 2008).

Bradley et al. (2009) have also shown the coordinated changes 
between the transcriptome and metabolome by analyzing the 
dynamic transcriptomic and metabolomic response of yeast 
cells grown on filters to glucose and ammonium starvation and 
developed an integrative approach based on Bayesian framework 
to predict metabolite–transcript correlations.

Dikicioglu et al. (2011, 2012) investigated the transcriptional 
response in the short (seconds) and long term (hours), by 
introducing a glucose pulse to a glucose-limited culture and an 
ammonium pulse to an ammonium-limited culture of yeast cells. 
The integration of the transcriptomic data from these perturba-
tion experiments with two different network-based approaches 
presented further information about the time-based regulation 
of transcriptional reorganization of yeast cells under these 
conditions. Integration of this transient transcriptome data with 
the corresponding metabolome data combined with metabolic 
pathway information revealed the whole-genome level long-term 
reorganization of the yeast cells. The changes in the transcriptome 
and metabolome from an initial limited state, followed by a sud-
den pulse and then by returning to the limited state were identified 
for the first time in this study. The transient organization of the 
de novo biosynthetic pathways and salvage pathways under these 
conditions was reported through integration of transcriptome 
and metabolome.
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Nutrient Signaling
The sensing and signaling networks that direct the transcriptional 
and metabolic reorganization in response to the changing nutri-
tional conditions were subject to several studies and reviewed 
largely by Zaman et  al. (2008). In order to understand the 
regulation of transcriptional response of yeast cells to glucose, the 
transcriptomic data of the selected yeast strains that carry condi-
tional alleles in response to glucose perturbation were analyzed. 
The integration of genetic knowledge with microarray analysis 
revealed the presence of five interlocking pathways in glucose 
signaling. PKA and PKB (Sch9p) were found to be the main regu-
lators, whereas Snf1 and Rgt pathways have restricted roles in the 
regulation of the transcriptomic response to glucose. A schematic 
model illustrating the glucose signaling network was constructed. 
The perception of the environmental nutrients by the cell was 
reported to be the main determinant of growth rate-dependent 
organization of transcriptomic response (Zaman et al., 2009).

Livas et  al. (2011) investigated the genome-wide transcrip-
tional response of wild-type yeast cells and two suppressor strains 
lacking PKA activity when grown on ethanol and exposed to 
glucose for 30 min. This study revealed the set of genes, which are 
induced or repressed by glucose either dependent or independ-
ent of PKA activity. Induction of the genes involved in glucose 
metabolism and repression of the genes involved in the utiliza-
tion of alternative carbon sources were found to be exclusively 
controlled by other pathways and independent of PKA. The genes 
involved in amino acid synthesis were found to be regulated by 
PKA, and the response to glucose is transient. The genes regulated 
by redundant PKA-dependent and PKA-independent signaling 
pathways included the genes encoding glucose transporters, ribo-
somal proteins, and the genes involved in the utilization of non-
fermentable carbon sources. A fourth group of genes was found 
to be regulated by the cooperative signaling pathways, including 
PKA. This study provided additional support that PKA signaling 
is an important player in the reorganization of the transcriptomic 
response of S. cerevisiae to glucose.

Hughes Hallett et al. (2014) examined the TOR kinase complex 
I (TORC1) pathway, which has a key role in the regulation of cell 
growth, by investigating the changes in the yeast transcriptome 
in response to various perturbations, including glucose starvation 
and nitrogen starvation for 20 min. Under glucose starvation, PPA2 
branch of TORC1 pathway has a low level activity, whereas Sch9 
branch was completely switched off. The transcriptomic analysis 
of SNF1 deleted strains indicated that cAMP activated kinase 
(Snf1p) represses TORC1–Sch9 signaling but hyper-inactivates 
TOR–PPA2 signaling indicating that Snf1p regulates the TORC1 
pathway. However, the presence of additional factors remains to 
be elucidated. Under nitrogen starvation, TORC1–Sch9 signaling 
was found to be inactive, whereas TORC1–PPA2 signaling has a 
high activity. The analysis of the corresponding deletion strains 
showed that the regulators of the TORC1, Gtr1p/Gtr2p, Npr2p/
Npr3p, and Rho1p have important roles in nitrogen or amino 
acid starvation.

In a recent study, Oliveira et al. (2015) investigated the dynamic 
regulation of nitrogen metabolism by TORC1 pathway in yeast 
cells by analyzing transcriptome, proteome, and metabolome 
data. Codesigning of a perturbation matrix to follow the changes 

at different omics levels and the use of probabilistic model-based 
analysis that incorporates the prior knowledge resulted in the 
identification of putative targets and inputs of TORC1 including 
a novel putative glutamine signal.

In order to understand the pleiotropic role of the PAS kinase 
Rim15p in the integration of nutrient-signaling networks, 
such as TOR, PKA, and the Pho80–Pho85 kinase pathways, 
the transcriptomic responses of prototrophic RIM15 deletion 
mutant and a congenic RIM15 reference strain of S. cerevisiae 
were comparatively analyzed. Cells were grown under severe 
calorie restriction in anaerobic retentostat cultures near non-
growing conditions. This study revealed the important function 
of Rim15p in cell-cycle arrest and in the integration of nutrient 
sensing and signaling pathways under nutrient-depleted condi-
tions (Bisschops et al., 2014).

The details of all these nutritional perturbation experiments 
in S. cerevisiae cells are summarized in Table 1. Many aspects of 
the response to limitation of C-, N-, S-, and P-sources could be 
revealed, and the details of the growth-regulated response could 
be elucidated as well as a wealth of information about transcrip-
tional reorganization in response to the changing nutritional 
environment that was provided by the above mentioned studies. 
It is important to keep in mind that the information coming 
from different studies is far away from being integrated into a 
model due to the differences in the strain background or in the 
experimental design. Moreover, the use of different algorithms to 
analyze and interpret the data provokes an additional difficulty 
in the comparison or integration of these findings. The challenge 
continues to identify the nutrition signaling pathways by specifi-
cally designed experiments on the basis of these observations. It 
is important to design an experimental platform to analyze and 
integrate the response to nutritional changes at different omics 
levels from wild-type as well as from specifically selected strains, 
based on the previous knowledge.

TRANSCRiPTOMiC ReSPONSe TO 
OXiDATive PeRTURBATiONS

Exposure to oxidative agents causes the production of ROS, 
which are known to cause severe cellular damage and be involved 
in cellular processes, such as aging and apoptosis, as well as in the 
molecular pathogenesis of several severe disorders. The detailed 
information on cellular antioxidant systems, which protect yeast 
cells against ROS accumulation, can be found in the reviews 
(Farrugia and Balzan, 2012; Morano et  al., 2012). Oxidative 
agents used to investigate oxidative stress response (OSR) are 
hydrogen peroxide, lipid hyperoxides, organic hydroperoxides, 
such as cumene hydroperoxide (CHP), linoleic acid hydroper-
oxide, superoxide anion, and heavy metals, such as Fe2+ and Cd. 
A systematic analysis of yeast deletion mutants revealed that the 
genes involved in the OSR, induced by different agents, consists 
of a set of genes known as “core genes,” which are observed under 
a wide variety of oxidative stress condition and another group of 
genes known as the “oxidant specific” genes (Thorpe et al., 2004). 
Several perturbation studies were carried out to investigate the 
dynamic transcriptomic response of yeast cells to oxidative stress 
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TABLe 1 | Nutritional perturbation experiments in S. cerevisiae cultures.

Perturbation experiment type exposure (sampling) time Measurement 
technique

Reference

Nutrient limitations
From glucose rich to glucose-depleted medium (Diauxic 
shift)

NA From 9 to 21 h cDNA microarrays DeRisi et al. 
(1997)

From glucose grown to amino acid starvation Shake flasks Sampled at early exp. phase (0), 0.5, 
1, 2, 4, and 6 h

cDNA microarrays Gasch et al. 
(2000)

From glucose grown to amino acid starvation + nitrogen 
limitation

Sampled at early exp. phase (0), 0.5, 
1, 2, 4, 8, 12 h, 1, 2, 3, and 5 days

Aerobic carbon, nitrogen, phosphorus, or sulfur limited Chemostat at 0.1 h−1 Sampled at steady state Affymetrix Yeast 
Genome S98 Array

Boer et al. 
(2003)

Glucose, ethanol, ammonium, phosphate, or sulfate limited Chemostat at 0.1 h−1 Sampled at steady state and 
starvation phase

Arrays supplied by 
Hoheisel

Wu et al. 
(2004)

Carbon, nitrogen, phosphorus, or sulfur limited Chemostat at 0.07, 0.1, 
and 0.2 h−1

Sampled at steady state Affymetrix Yeast 
Genome S98 Array

Castrillo et al. 
(2007)

Glucose, ammonium, sulfate, phosphate, uracil, or leucine 
limited

Chemostat at 0.05, 0.1, 
0.15, 0.2, 0.25, and 
0.3 h−1

Sampled at steady state Agilent Yeast Oligo 
Microarray (V2)

Brauer et al. 
(2008)

Histidine-, lysine-limited Chemostat at 0.05, 0.1, 
0.15, 0.2, 0.25, and 
0.3 h−1

Sampled at steady state Agilent Yeast Oligo 
Microarray

Slavov and 
Botstein (2013)

Transient nutrient changes
Glucose (1 g/L) pulse to glucose-limited Chemostat at 0.05 h−1 0, 0.5, 1, 2, 3.5, 5, and 5.5 min Affymetrix Yeast 

Genome S98 Array
Kresnowati 
et al. (2006)

Anaerobic glucose (200 mM) pulse to aerobic 
glucose-limited

Chemostat at 0.1 h−1 0, 5, 10, 30, 60, and 120 min Affymetrix Yeast 
Genome S98 Array

van den Brink 
et al. (2008)

Switch to glucose-free or ammonium-free medium Filter-cultures Sampled at exp. phase (0), 10, 30, 
60, 120, 240, and 480 min

Agilent Yeast Oligo 
Microarray (V2)

Bradley et al. 
(2009)

Glucose (2% w/v) pulse to glucose-limited and ammonium 
(0.3% w/v) pulse to ammonium-limited

Chemostat at 0.1 h−1 Sampled at 0, 20, 40, 60 s, 8, 16, 24, 
32min, 1, 2, 3, 4, 5, and 7 h

Affymetrix Yeast 
Genome 2.0 Array

Dikicioglu et al. 
(2011, 2012)

Nutrient signaling
Galactose (2%) or glucose (2%) addition to glycerol grown 
cells

NA Sampled at OD600 = 0.25 (0), 20, 40, 
60, and 80 min

Agilent Yeast Oligo 
Microarray

Zaman et al. 
(2009)

Glucose (4%) addition to ethanol grown cultures NA Sampled at early exp. phase (0), and 
30 min

Affymetrix Yeast 
Genome S98 Array

Livas et al. 
(2011)

Switch to glucose, nitrogen, or amino acid-free medium Shake flasks Sampled at OD600 = 0.60 (0), 20 min Agilent Yeast Oligo 
Microarray (V2)

Hughes Hallett 
et al. (2014)Sampled at steady state

Glutamine (400 mg/L) pulse to proline grown cultures from 
proline + glutamine grown cultures to glutamine depletion

Batch reactor Sampled at 0, 3, 7, 10, 14, 24, 56, 
and 120 min

Affymetrix Yeast 
Genome 2.0 Array

Oliveira et al. 
(2015)

Anaerobic glucose limited Chemostat at 0.025, 
0.05, 0.1 h−1

Sampled at steady state Affymetrix Yeast 
Genome S98 Array

Bisschops 
et al. (2014)

Retentostat Sampled at 2, 9, 16, and 20 days
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caused by different oxidative agents. Since the hydrogen peroxide 
is a natural ROS as a by-product of the aerobic metabolism and 
was most extensively used as a model system for oxidative stress, 
we will mainly focus in this review on the studies where the oxida-
tive stress was induced by hydrogen peroxide treatment.

The dynamic transcriptomic response to the addition of hydro-
gen peroxide and menadione into batch cultures was first investi-
gated by Gasch et al. (2000) among other environmental stresses 
for a period of 2–3 h. The genes encoding superoxide dismutases, 
gluthatione peroxidases, thiol-specific antioxidants, thioredoxin, 
thioredoxin reductases, glutaredoxin, and glutaredoxin reductase 
in addition to ESR genes were found to be specifically upregulated 
in response to both chemicals. Transcriptomic response of YAP1 
deleted yeast strain indicated that Yap1p is an important regula-
tor of the OSR. Causton et al. (2001) have also investigated the 
transcriptomic response of yeast cells to hydrogen peroxide simi-
larly and reported the specific upregulation of ROX1, which is a 

repressor of hypoxic genes. Comparative transcriptomic analysis 
of the wild-type, yap1Δ, yap2Δ, yap1Δ yap2Δ, yeast cells after 
treatment with hydrogen peroxide showed that these proteins are 
regulators of different biological processes in OSR (Cohen et al., 
2002).

TOR kinase complex I pathway is known to be involved in the 
response to a vast variety of stresses (Loewith and Hall, 2011). 
Hughes Hallett et al. (2014) examined the TORC1 pathway pro-
cess information by investigating transcriptional reorganization 
of yeast cells in response to various perturbations, including oxi-
dative stress induced with hydrogen peroxide using an integrative 
approach. The analysis of two different modules indicated that the 
genes in the TORC1–Sch9 pathway were downregulated and the 
expression levels of the genes in the TORC1–PP2A were not or 
little affected under oxidative shock. The investigation of the phos-
phorylation levels of the proteins regulated by PP2A by bandshift 
assay showed that Npr1p and Gln3p are dephosphorylated but 
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Nnk1p remained phosphorylated upon oxidative stress. These 
results indicated that TORC1–PP2A-branch signaling is weak 
or moderate under oxidative stress. Furthermore, the analysis 
of three yeast strains that stop the transmission of the signal 
from Npr2p/Npr3p, Gtr1p/Gtr2p, and Rho1p to TORC1–Sch9 
signaling and SNF1 deleted strains resulted in the observation 
that these proteins do not have any effect on this signaling under 
oxidative stress as well as under osmotic and heat stresses.

Investigation of the dynamic transcriptional response of yeast 
cells to oxidative stress induced by the addition of CHP at mid-
exponential phase under fully controlled conditions revealed 
early transcriptional events (Sha et  al., 2013). Approximately 
54% of the genes that are regulated by Msn2p/Msn4p were also 
found to be significantly and differentially expressed after the 
treatment with CHP. YAP1 was found to be upregulated after 6 
and 20  min of induction and 52% of its targets were differen-
tially and significantly expressed upon oxidative stress. HMS2, 
MET28, YAP5, NUT2, ROX1, and SUT2 encoding transcriptional 
factors were also found to be induced during the early response 
within the first 6 min after the addition of CHP. MET1, MET12, 
MET16, MET22, MET3, MET8, CYS3, and STR3 regulating sulfur 
metabolism, which are targets of MET28, were upregulated within 
20  min. Other members of the YAP family (YAP3, YAP5, and 
YAP7) were also upregulated in the early response to CHP. Drug 
resistance-related proteins, the proteins involved in cell wall and 
cytoskeleton metabolism, and another group of genes of unknown 
function were found significantly induced within 6 min after the 
stress induction and returned immediately to their basal levels. 
A transient repression of the genes involved in cell growth, DNA 
replication, transcription, and translation was observed within 
this interval. The genes associated with mitochondrial function 
and vesicle trafficking were also transiently downregulated in this 
early period. The transcript levels of the genes that are involved 
in gluthatione, glutaredoxin, and thioredoxin systems and the 
genes encoding ROS removing enzymes were induced within 
this early period. The genes encoding the enzymes of the oxida-
tive branch of the pentose phosphate pathway were upregulated, 
whereas the branch leading to the synthesis of nucleic acids was 
repressed. The transcription factor Rpn4p that is regulator of the 
synthesis of the proteasome subunits was induced earlier than 
the genes encoding of these subunits to cope with the removal of 
the accumulated oxidized proteins. A comparative analysis of the 
results with previous studies (Gasch et al., 2000; Causton et al., 
2001), whereas the hydrogen peroxide was used to induce the 
oxidative stress, revealed the induction of the ESR genes, and the 
genes involved in the glutathione metabolism and the pentose 
phosphate pathway. The biological processes associated with 
transcription and translation were downregulated in all three 
studies. The induction of cell wall and membrane was specific for 
the antioxidant CHP. The genes associated with mitochondrial 
processes were downregulated in response to CHP, whereas 
upregulated in response to hydrogen peroxide (Sha et al., 2013).

In a recent study, Zhao et al. (2015) investigated the transcrip-
tional response of a strain, which has higher peroxide tolerance 
ability to 2 mM hydrogen peroxide exposure in comparison to that 
of control strain. The genes involved in carbohydrate metabolism, 
fatty acid degradation, glycolysis/gluconeogenesis, peroxisomal 

matrix, pyruvate metabolism, amino acid metabolism, and 
nucleotide repair pathways were found to be significantly and 
differentially expressed between two strains in response to 
hydrogen peroxide. MAP kinase and cAMP–PKA signaling path-
ways, which were significantly enriched by the genes responsive 
to oxidative perturbation, were identified to be involved in the 
oxidative tolerance of the mutant strain.

A whole-genome scale analysis at different omics levels 
revealed that Slf1p, which is La-related protein, is involved in 
the translational control of oxidative stress induced by hydrogen 
peroxide (Kershaw et  al., 2015). Deletion and mutated strains 
of SLF1 were used in this study and cultures were treated with 
hydrogen peroxide for 10 or 60 min to induce oxidative stress.

The details of all these oxidative perturbation experiments in  
S. cerevisiae cells are summarized in Table 2. These studies, focused 
on the response of S. cerevisiae to oxidative stress, revealed a set 
of regulators including Yap1p and its homologs, Skn7p, Msn2p, 
and Msn4p and their selective targets. However, construction of 
a quantitative model, which incorporate sensing, signaling, and 
regulation, could not be constructed. It should also be noted that 
further studies are required to identify missing information com-
ing from a unique experimental platform and carefully designed 
perturbation experiments.

TRANSCRiPTOMiC ReSPONSe TO THe 
CHANGiNG TeMPeRATUReS

Yeast cells encounter rapid and large differences in temperature 
in nature, and industrial strains are being optimized to grow 
at certain temperatures, depending on the production process. 
Therefore, in order to understand the mechanisms for adapting 
to and showing tolerance to different temperatures, perturbation 
experiments were designed and performed. The adaptation of 
wine strains to cold is also important to improve the aroma of the 
wine. Yeast strains were stored at freezing temperatures, and it is 
critical to comprehend storage temperature effects on the viabil-
ity/physiology of the cells. Therefore, the transcriptional response 
of yeast cells to different temperatures was extensively studied.

Heat Shock or Adaptation to Higher 
Temperatures
Temporal genome-wide transcriptional changes of wild-type and 
MSN2/MSN4 deleted yeast cells in response to a temperature 
shift from 25 to 37°C was first investigated by Gasch et al. (2000). 
The changes in the expression levels of ESR genes were observed 
within the first minutes after the heat shock, and the majority 
of these genes were found to be regulated by Msn2p/Msn4p by 
the investigation of the transcriptomic response of double deleted 
mutants to heat shock. The genes involved in protein folding 
chaperons were observed to be induced later. Analysis of the 
transcriptomic response to a similar temperature shift has also 
provided further support for these findings (Causton et al., 2001).

A comparative genome-wide analysis including the tran-
scriptional analysis of wild-type and rpd3Δ strains grown at 25 
and 39°C for 20 min resulted in the finding that RpdL3 histone 
deacetylase complex is involved in the partial regulation of gene 
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TABLe 2 | Oxidative perturbation experiments in S. cerevisiae.

Perturbation experiment type exposure (sampling) time Measurement technique Reference

Hydrogen peroxide (0.30 mM) addition at 
early exp. phase

Shake flasks 0, 10, 20, 30, 40, 50, 60, 80, 100, 
and 120 min

cDNA microarrays Gasch et al. (2000)

Hydrogen peroxide (0.40 mM) addition at 
mid-exp. phase

Shake flasks 0, 10, 20, 40, 60, and 100 min Affymetrix YE6100 gene chips Causton et al. (2001)

Hydrogen peroxide (0.6 mM) addition at 
mid-exp. phase

NA 1 h Oligonucleotide arrays Cohen et al. (2002)

Hydrogen peroxide (2 mM) addition at mid-
exp. phase

Shake flasks 0, 20 min Agilent Yeast Oligo Microarray (V2) Hughes Hallett et al. 
(2014)

CHP (190 μM) addition at mid-exp. phase Batch bioreactor 0, 3, 6, 12, and 20 min Affymetrix Yeast Genome S98 Array Sha et al. (2013)
Growth with 2 mM hydrogen peroxide Shake flasks Sampled at mid-exp. phase RNA-sequencing Zhao et al. (2015)
Hydrogen peroxide (0.4 mM) addition at 
mid-exp. phase

NA 0, 15, and 60 min RNA-sequencing Kershaw et al. (2015)
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expression upon heat exposure. This study indicated the impor-
tant role of the chromatin modifications in the reorganization of 
transcriptomic response to the heat exposure. Hsf1p and Msn2p/
Msn4p are main regulators of the heat shock, and this complex 
has a role in the activation of the genes regulated by Msn2p/
Msn4p (Ruiz-Roig et al., 2010).

Mensonides et  al. (2013) investigated the transcriptome of 
S. cerevisiae in response to a temperature shift from 28 to 41°C 
to understand the adaptation of yeast cells to high temperature 
bioprocesses, over a period of 6  h, in batch cultures. In the 
initial response during the first hour, in which the cell growth 
was impaired, genes involved in energy metabolism, trehalose 
metabolism, the genes encoding molecular chaperones were 
most significantly induced, and the genes coding for components 
of translation and transcription machinery were provisionally 
downregulated. Biological processes related to amino acid 
biosynthesis, nucleotide metabolism, ion transport, and rRNA 
biosynthesis were found to be induced after 60  min within 
the cell growth permissive period. The upregulation of stress 
responsive genes was also observed during this period except the 
genes involved in trehalose metabolism. Transporters and the 
genes associated with purine metabolism were downregulated. 
The genes involved in the PKC1 pathway, also known as cell wall 
integrity pathway, were found to be upregulated upon heat shock 
and remained active for about 1 h during heat exposure.

Hughes Hallett et al. (2014) investigated the effect of the heat 
stress on the TORC1 pathway by exposing yeast cells to 42°C for 
20 min. The response was similar to the response of yeast cells 
to oxidative stress; TORC1–Sch9 signaling was blocked, whereas 
TORC1–PP2A-branch signaling was weak or moderate.

Cold Shock or Adaptation to Cold
Acclimatization/adaptation of yeast cells to cold was also exten-
sively studied through perturbation experiments. First perturba-
tion experiments to investigate the dynamic transcriptomic 
response of yeast cells to a temperature shift from 37 to 25°C 
were carried out by Gasch et al. (2000). Unlike to the response 
observed in a temperature shift from 25 to 37°C, the ESR genes 
were repressed under this condition and showed a very rapid 
transition to steady-state characteristics at 25°C.

Sahara et  al. (2002) performed perturbation experiments to 
analyze the dynamic transcriptional response in wild-type yeast 
cells upon exposure to 10°C for 8  h. Genes involved in rRNA 
synthesis and the biosynthesis of ribosomal proteins were upreg-
ulated in the early phase within 30 min and in the middle phase 
within 2 h, respectively. General stress genes, including the genes 
involved in trehalose and glycogen biosynthesis, were observed 
to be induced in the late phase. Additionally, data indicated that 
cAMP–PKA pathway might have a role in the regulation of these 
genes. In another study aiming to investigate the adaptation of 
yeast cells to cold, wild-type and MSN2/MSN4 deleted yeast cells 
were exposed to 10°C for varied time periods changing up to 60 h. 
This study has also provided additional support that ESR genes, 
including the genes encoding various heat shock proteins and 
gluthatione/glutaredoxin system, were upregulated during late 
cold response, which is dependent on Msn2p/Msn4p. The genes 
involved in RNA metabolism and lipid metabolism were induced 
during early cold response which was Msn2/Msn4 independent 
(Schade et al., 2004).

The analysis of the transcriptomic response of yeast cells grown 
in batch cultures at 25°C and exposed to near-freezing tempera-
ture for different periods of time ranging from 6 to 48 h revealed 
that the genes involved in trehalose and glycogen synthesis and 
the genes encoding phospholipids, mannoproteins, cold shock 
proteins, heat shock proteins, and glutathione were upregulated 
for cold adaptation. The downregulation of the genes involved in 
protein synthesis at 4°C is in agreement with the observed delay 
in growth (Murata et al., 2006).

Tai et  al. (2007) studied the genome-wide expression of 
S. cerevisiae cells in response to suboptimal temperatures at 
steady state. Yeast cells were grown in anaerobic glucose-
limited and ammonium-limited chemostat cultures at a 
dilution rate of 0.03 h−1, at 12 and 30°C. At low temperature 
(12°C), transcription levels of ribosome-biogenesis genes 
were increased, and in contrast to batch cultures, the expres-
sion levels of 88% of ESR genes were decreased. A group of 
genes involved in nuclear export and ribosome biogenesis 
was found to be upregulated and the genes involved in car-
bohydrate metabolism, transport, and response to stimulus 
were downregulated under both nitrogen and carbon limited 
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TABLe 3 | Perturbation experiments to monitor the transcriptomic response of S. cerevisiae to the changing temperatures.

Perturbation experiment type exposure (sampling) time Measurement technique Reference

Heat shock or adaptation to higher temperatures
From 25 to 37°C Shake flasks 5, 15, 30, and 60 min cDNA microarrays Gasch et al. (2000)

From 25 to 37°C Shake flasks 0, 15, 30, 45, 60, and 120 min Affymetrix YE6100 gene chips Causton et al. (2001)

25 or 39°C NA 20 min Agilent Yeast Oligo Microarray Ruiz-Roig et al. (2010)

From 28 to 41°C Batch bioreactor 0, 10, 30, 60, 120, 240, and 360 min Affymetrix Yeast Genome S98 Array Mensonides et al. (2013)

From 30 to 42°C Shake flasks 20 min Agilent Yeast Oligo Microarray (V2) Hughes Hallett et al. (2014)

Cold shock or adaptation to cold
From 37 to 25°C Shake flasks 5, 15, 30, 45, 60, and 90 min cDNA microarrays Gasch et al. (2000)

From 30 to 10°C NA 15, 30, 120, 240, and 480 min cDNA microarrays Sahara et al. (2002)

From 30 to 10°C Shake flasks 10, 30, and 120 min; some cases 60 h DNA microarrays Schade et al. (2004)

From 25 to 4°C Batch/time series (up to 48 h) 6, 12, 24, and 48 h cDNA microarrays Murata et al. (2006)

30 and 12°C Chemostat at 0.03 h−1 Sampling at steady state Affymetrix Yeast Genome S98 Array Tai et al. (2007)

30 and 15°C Chemostat at 0.05 h−1 Sampling at steady state Affymetrix Yeast Genome 2.0 Array Pizarro et al. (2008)

28 and 15°C Chemostat at 0.028 h−1 Sampling at steady state Yeast Array García-Ríos et al. (2014)
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conditions. This study revealed adaptational differences 
between the long-term exposure and a rapid shift to low 
temperature pointing out no need for trehalose and glycogen 
for the cold adaptation at steady state.

Comparative transcriptomic analysis of the effect of the low 
temperature (15°C), between a laboratory and a wine strain grown 
under anaerobic nitrogen-limited conditions in chemostats 
resulted in the identification of strain-specific and temperature-
dependent genes. The absence of induction of the genes mediated 
by stress response elements implied that the GSR was repressed 
under 15°C in comparison to 30°C. The genes involved in treha-
lose metabolism and in GSR were found to be downregulated, 
and the genes involved in ribosome biogenesis, RNA processing 
were upregulated at low temperature in both strains. Integration 
of the transcriptome with the metabolic topology indicated 
that glycogen metabolism, amino acid transport, glycolipid 
biosynthesis, arginine biosynthesis, and allantoin metabolism 
were affected by the temperature. The transcript levels of the 
genes involved in sugar uptake and nitrogen metabolism, and 
transcript levels of genes related to organoleptic properties were 
significantly different between the two strains. The expression 
level of HSF1, encoding a heat shock transcription factor, which 
is active under diverse stress conditions, was lower at 15°C in 
both strains (Pizarro et al., 2008). García-Ríos et al. (2014) also 
investigated the adaptation of two different wine strains, grown 
in chemostat cultures at 0.028 h−1, to 15°C in order to improve 
the wine aroma. The integrative analysis of transcriptome with 
metabolome and proteome data revealed the upregulation of the 
sulfur assimilation pathway and glutathione biosynthesis during 
adaptation to cold and the response to low temperature was found 
to be strain specific.

The details of all these perturbation experiments in S. cer-
evisiae cells are summarized in Table  3. One of the common 
observations was that the set of the genes affected by temperature 

up- or downshift was different in the early and late phases of the 
perturbation in batch cultures. MSN2/MSN4-dependent ESR 
genes were found to be upregulated in the late phase during tem-
perature downshift and in the early phase during the temperature 
upshift. The majority of the upregulated genes were found to be 
downregulated upon long-term exposure to lower temperatures in 
chemostat experiments, where growth rate is constant. TORC1–
Sch9, cAMP/PKA, and PKC1 pathways were found to be involved 
in the organization of the transcriptional response to heat shock 
and induction of the heat shock proteins was mediated by Hsf1p. 
High osmolarity glycerol (HOG) pathway was reported to be 
involved in the adaptation to cold stress that provokes changes in 
the membrane fluidity, which are sensed by Sln1p (Hayashi and 
Maeda, 2006; Panadero et al., 2006). However, the construction 
of quantitative models requires further studies as explained in the 
previous sections and remains as a challenging point.

TRANSCRiPTOMiC ReSPONSe TO SALT 
AND OSMOTiC SHOCK

Cells exposed to increased osmolarity, leading to water loss 
and cell shrinking, need to maintain their shape and turgidity. 
For optimal functioning of biochemical reactions appropriate 
concentrations of ions are required in the cytosol and orga-
nelles. HOG pathway, which is a mitogen-activated protein 
kinase (MAPK) signal transduction system, was reported to be 
the major pathway in the adaptation of yeast cells to increased 
osmolarity by inducing glycerol formation (Hohmann, 2009). 
Osmostress induction was selected as a model system by several 
groups to understand the regulation of gene expression by stress-
activated kinases and signal transduction. The high osmolarity 
signaling has been reviewed by Hohmann (2009) and de Nadal 
and Posas (2015). The detailed description of HOG pathway and 
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its repressors were also extensively reviewed (Gehart et al., 2010; 
Saito and Posas, 2012; Engelberg et al., 2014). Several perturba-
tion experiments were carried out to monitor the genome-wide 
transcriptomic response of yeast cells to the changing osmolarity 
in the environment.

The genome-wide analysis of the transcriptomic data of the 
wild-type and HOG1 deleted yeast cells to saline stress created by 
the exposure to 0.4 or 0.8M NaCl for 10 or 20 min revealed that 
the genes involved in carbohydrate, glycerol, trehalose, and glyco-
gen metabolism, the genes involved in the synthesis of ribosomal 
proteins, protein biosynthesis, and amino acid metabolism were 
induced after 10 min exposure to 0.4 or 0.8M NaCl. The genes 
associated with stress, signal transduction, and ion homeostasis 
were also found to be upregulated. The induction in the expres-
sion levels of the majority of genes was dependent on Hog1p. The 
examination of the trancriptomic response after 20 min indicated 
that this response was transient (Posas et  al., 2000). Rep et  al. 
(2000) analyzed the transcriptional response of the wild-type, 
HOT1, MSN2 MSN4, and HOG1 deleted strains of S. cerevisiae 
to osmotic stress created by exposing cells to 0.5 or 0.7M NaCl or 
0.95M sorbitol. This study has also revealed the upregulation of 
the similar set of genes that is reported by Posas et al. (2000), and 
the induction of the majority of them were found to be Hog1p 
dependent. Hot1p, which is now known as the transcription fac-
tor required for the genes involved in the synthesis of glycerol, 
was reported to be required for the normal expression of a set of 
genes of HOG pathway. The authors suggested that MSN2/MSN4 
might also be regulated by Hog1p.

Analysis of the dynamic transcriptomic response of S. cerevi-
siae cells grown to mid-log phase and treated with 1M NaCl for 
different periods including 0, 10, 30, and 90 min revealed that 
the number of salinity-induced genes increases over time. Early 
(10 and 30 min) transcriptional response genes were found to be 
involved in nucleotide and amino acid metabolism, intracellular 
transport, protein synthesis, and destination. A few components 
of signaling pathways were also found upregulated in this phase. 
Highly expressed transcripts identified after 90 min of the treat-
ment included salinity stress-induced genes, transporters of the 
major facilitator superfamily, the genes involved in the metabolism 
of energy reserves, nitrogen and sulfur compounds biosynthesis, 
and lipid, fatty acid/isoprenoid biosynthesis. The genes involved 
in glycerol biosynthesis (GPD1/2, GPP1/2) were observed to be 
upregulated at all time points (Yale and Bohnert, 2001).

The analysis of the dynamic transcriptomic response of 
wild-type and strains that are blocked at various points in the 
HOG pathway, to various concentrations of KCl and 1M sorbitol 
revealed that Hog1p functions during gene induction and repres-
sion, cross talk inhibition, and in governing the regulatory period. 
Both branches of the HOG pathway were found to be active at 
high osmolarity and Ssk–Sln pathway has an important role in 
response to modest osmolarity (O’Rourke and Herskowitz, 2004).

Fine-tuning of the response to osmotic stress at translational 
level was also examined by several investigators. Melamed et al. 
(2008) investigated the translational response of yeast cells to 
high osmotic stress and its correlation with the transcriptomic 
response. This study revealed the accumulation of non-translated 
RNA corresponding to a set of genes. Most of the translationally 

regulated genes were found to be independent of the HOG path-
way. The translational regulation of the HOG pathway-dependent 
genes was found to be mediated by Pub1p, and it has been sug-
gested that the involvement of additional signaling pathways 
in the coordination of translational regulation. Analysis of the 
correlation with transcription and translatome, by monitoring 
the affinity tagged ribosomes, indicated that changes in the tran-
scriptome are well correlated with translatome when the yeast 
cells were exposed to 1M sorbitol for 10 min to induce a severe 
osmotic stress and less correlated with the mild stress (Halbeisen 
and Gerber, 2009). Warringer et  al. (2010) reported that the 
translationally regulated transcripts were dependent on Hog1p 
and Rck2p after hyperosmotic shock.

A yeast quantitative model of the Hog1 MAPK-dependent 
osmotic stress response was constructed by integrating immuno-
precipitation data (ChIP-chip) with the transcriptome obtained 
from the analysis of single- and multiple-mutant strains (total of 
31 different strains) exposed to 0.4M KCl for 20 min by Capaldi 
et  al. (2008). This model revealed the interaction of Hog1 and 
Msn 2/4 pathways in information processing and regulation of 
gene expression in response to osmotic stress, which is context 
dependent. Chasman et al. (2014) have recently reported a very 
detailed integrative study on the pathway connectivity and the 
coordination of the signal in yeast cells in response to 0.7M 
NaCl. The transcriptomic data from 16 relevant mutants, which 
are carrier of the deletions in the genes known to be involved 
in the NaCl-induced acquired stress tolerance, was integrated 
with protein interaction data, and phospho-proteomic changes. 
This study shed light into the regulation and coordination of ESR 
genes and RNA Pol II was found to be key decision point in the 
coordination of balance between induced and repressed ESR. 
Cdc14p was found to be a critical integrator linking HOG and 
CK2 signaling, connecting to other pathways, including TORC1 
and Ras/cAMP/PKA.

An integrative analysis carried out by Hughes Hallett et  al. 
(2014), to investigate the effect of osmotic stress on the TORC1 
pathway process information, revealed that the genes in the 
TORC1–Sch9 pathway were downregulated, and the expression 
levels of the genes in the TORC1–PP2A were not or little affected 
under osmotic conditions created with 0.4M KCl for a period of 
20 min. TORC1–PP2A-branch signaling was weak, and Npr2p/
Npr3p, Gtr1p/Gtr2p, and Rho1p and Snf1p were not involved in 
this signaling process. MAPK Hog1/p38 was found to be impor-
tant in the inhibition of TORC1–Sch9 signaling, but not in other 
stress conditions caused by different perturbations of the system.

A comparative analysis of the transcriptomic response of two 
S. cerevisiae strains, a laboratory strain and a brewing strain, in 
response to high NaCl concentrations, revealed that the alterations 
in the expression levels of genes were larger in the laboratory strain. 
The response to the lower concentration of salt was rapid than that 
to the higher concentration in both strains. Under high NaCl con-
centration conditions, genes involved in carbohydrate metabolism 
and energy production were upregulated in both strains. Depending 
on the transcriptome profiles, target genes to construct a new strain 
with a better salt tolerance were identified, and the outcome of over-
expression of those genes (GPD1, ENA1, and CUP1) was verified 
under high salinity stress (Hirasawa et al., 2006).
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TABLe 4 | Perturbation experiments to monitor the transcriptomic response of S. cerevisiae to salt and osmotic shock.

Perturbation experiment type exposure (sampling) time Measurement technique Reference

0.4 or 0.8M NaCl NA 10 and 20 min DNA microarrays Posas et al. (2000)
0.5 or 0.7M NaCl or 0.95M sorbitol NA 45 min of 0.7M NaCl, 30 min of 0.5M NaCl, 

or 30 min of 0.95M sorbitol
Gene filters Rep et al. (2000)

1M NaCl NA 0, 10, 30, and 90 min Gene filters Yale and Bohnert (2001)
1M sorbitol or varying concentrations 
of KCl (0.0625, 0.125, and 0.5M)

Shake flasks Sorbitol at 0, 5, 10, 20, 30, 40, 60, 90, 120, 
and 180 min

DNA microarrays (made 
in-house)

O’Rourke and Herskowitz 
(2004)

KCl at 5, 10, 20, and 30 min
1M NaCl NA 0, 10, 30, 60, 180, and 300 min DNA microarrays Melamed et al. (2008)
1M sorbitol NA 10 min Oligonucleotide microarrays Halbeisen and Gerber 

(2009)
0.4M NaCl NA 0, 2, 6, and 30 min Yeast 6.4K microarrays Warringer et al. (2010)
0.4M NaCl Shake flasks 20 min Agilent G4140A microarrays Capaldi et al. (2008)
0.7M NaCl Shake flasks 30 min DNA microarrays Chasman et al. (2014)
from 30 to 42°C Shake flasks 20 min Agilent Yeast Oligo 

Microarray (V2)
Hughes Hallett et al. (2014)

0.25, 0.5, 0.75, and 1M NaCl Shake flasks 0, 15, 30, 45, 60, and 120 min Yeast Gene Chip ver. 2 (DNA 
Chip Research Inc., Japan)

Hirasawa et al. (2006)
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The details of the perturbation experiments in S. cerevisiae 
cells in response to salt and osmotic shock are summarized in 
Table  4. The cellular response of yeast cells to high osmotic 
perturbation was shown to be controlled by Hog1p, which also 
regulates the activities of Msn2p/Msn4p and TORC1 signaling 
pathway. Both branches of the HOG pathway were found to 
be active at high osmolarity, and Ssk–Sln pathway was shown 
to have an important role in response to modest osmolarity. A 
quantitative and explicit network model implicating pathway 
connectivity and coordination of signaling in response to osmotic 
stress was constructed using an integrative approach by Capaldi 
et al. (2008) and Chasman et al. (2014), respectively. However, 
the signaling dynamics and the identification of common and 
context-dependent features of oxidative response signaling 
remain to be elucidated.

TRANSCRiPTOMiC ReSPONSe TO 
PeRTURBATiONS iN MeTAL iON 
HOMeOSTASiS

Many essential cofactors in the cell are transient metal ions, and 
they are functional in a range of biological processes, such as cell 
energetics, gene regulation, and control of free radicals (Cohen 
et al., 2000). Although these cations are an essential part of nutri-
tion, they are toxic at elevated levels, causing oxidative stress, or 
changes in enzyme and protein function, lipid peroxidation, and 
DNA damage. S. cerevisiae, one of the most intensively studied 
simple eukaryote, is a good model to study how the metabolism is 
affected by variations in response to the availability of metal ions 
due to the high degree of conservation among these mechanisms 
concerning yeast and other higher eukaryotes. There is a substan-
tial amount of information regarding how S. cerevisiae deals with 
these metals and metalloids and copes with them at toxic levels 
(Wysocki and Tamás, 2010).

Among these metals, iron and copper are of particular interest 
due to their ability to donate and accept electrons in vital electron 

transfer reactions thus establishing themselves irreplaceable roles 
in many cellular processes (De Freitas et al., 2003). It also shed 
light on the pathophysiology of the related disorders of these 
processes in higher eukaryotes caused by the deficiency or the 
overload of these metal ions (Askwith and Kaplan, 1998).

Response to iron
Yeast cells respond to change in the iron availability by regulat-
ing the expression of iron transporters at transcriptional level. 
Aft1p was the first identified transcription factor that has a key 
role for the stimulation of the iron uptake systems in response 
to low-iron conditions (Yamaguchi-Iwai et al., 1995). Later, the 
genes regulated by AFT2, which is the paralog of AFT1, were 
identified using DNA microarrays. This study revealed that Aft2p 
encodes a transcription factor that has a role in the regulation 
of the expression in response to growth under low-iron condi-
tions (Rutherford et  al., 2001). Courel et  al. (2005) designed 
the perturbation experiment to study the expression of genes 
involved in iron homeostasis by comparing the functions of 
Aft1p and Aft2p in regulation. Comparison of the transcriptome 
of the wild-type strain and corresponding AFT1 and AFT1 AFT2 
deleted mutant cells, grown exponentially under iron-deficient 
conditions, revealed that Atf1p and its paralog Aft2p regulates the 
expression of genes related to iron-siderophore transport at the 
plasma membrane, vacuolar iron transport, and mitochondrial 
iron metabolism under iron-deficient conditions. Aft2p was 
identified to have a more specific role in the regulation of genes 
related to mitochondrial and vacuolar iron homeostasis, while 
Aft1p explicitly activates the expression of genes related to cell 
surface iron uptake systems.

Apart from the response observed in the iron ion transport 
to maintain the iron ion homeostasis, the genes involved in dif-
ferent metabolic pathways requiring iron-dependent enzymes 
were identified to be transcriptionally regulated in response to a 
change in the iron availability to remodel the metabolic activities 
for more efficient use of iron. Metabolic remodeling of yeast cells 
to iron deficiency was reviewed in detail by Philpott et al. (2012).
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Shakoury-Elizeh et al. (2004) comparatively investigated the 
transcriptomic response of the wild-type and that of the mutant 
yeast cells (AFT1 deleted or overexpressing Aft1p) grown in low 
(20 μM), iron sufficient (100 μM), and high (500 μM) iron condi-
tions, until mid-exponential phase. In addition to the identifica-
tion of novel target genes of Aft1p, biotin uptake was reported to 
be upregulated under iron deficiency, while cells preferred to syn-
thesize it when iron is abundant. Similarly, many genes involved 
in the synthesis and uptake of amino acids that require Fe–S 
proteins were reported to be regulated by iron level. Regulation 
of glutamate synthesis was identified to be dependent on the iron 
availability. Its synthesis from ammonia and alpha-ketoglutarate 
was found to be catalyzed by the enzymes encoded by GDH1 and 
its paralog GDH3 under iron-deprived conditions. On the other 
hand, it was synthesized from glutamine and ketoglutarate under 
iron overloaded conditions through activity of GLT1, which was 
highly expressed. The integrative analysis of the transcriptome 
with metabolome data of the yeast cells grown in the presence of 
low (10 μM), optimal (100 μM), and high (330 μM) concentration 
of iron for 4 h revealed that the glucose metabolism, amino acid 
synthesis, ergosterol, and lipid biosynthesis biological processes 
were all affected due to the loss in the activities of specific iron-
dependent enzymes under iron deprivation. However, the amino 
acid homeostasis was not found to be very much affected from 
iron deficiency. Iron uptake systems were upregulated to preserve 
the activity of the iron-containing enzymes. It has been suggested 
that yeast cells do not have a specific machinery to forward 
iron ions to be used in a specific process under iron deficiency 
(Shakoury-Elizeh et al., 2010).

Puig et  al. (2005) studied and compared the transcriptional 
response of yeast cells grown to the exponential phase under iron 
deprivation condition achieved by the addition of iron chelator or 
in 300 μM Fe1+-containing medium. The gene encoding fatty acid 
desaturase and genes related to sterol biosynthesis were upregu-
lated, and the genes associated with TCA cycle, mitochondrial 
electron transport chain, heme biosynthesis, and biotin synthesis 
were downregulated under iron-deprived conditions. The same 
group further studied the role of CTH2, which was identified to 
be specifically induced under iron-deprived conditions, in iron 
regulon. The transcriptional response of the CTH2 and CTH1 
CTH2 deleted mutants to iron deprivation indicated that Cth2p is 
involved in the targeted degradation of the transcripts coding for 
proteins involved in multiple Fe-dependent metabolic pathways, 
including the TCA cycle, respiration, lipid metabolism, heme 
biosynthesis, and multiple Fe–S proteins. It has been suggested 
that metabolic remodeling in response to iron deprivation is 
coordinated through targeted degradation of mRNAs encoding 
proteins, which are involved in Fe-dependent processes and 
mediated by Cth2p. Further studies conducted by the same group 
(Puig et  al., 2008) identified Cth1p having also an important 
role in the targeted degradation, specifically mRNAs encoding 
proteins involved in mitochondrial oxidative phosphorylation, 
while Cth2p preferentially involved in the targeted degradation 
of mRNAs of iron-containing enzymes and mRNAs associated 
with iron homeostasis. These two proteins were also reported to 
have important roles in the degradation of mRNAs involved in 
the transport and metabolism. An increase in the glycogen level 

and activation of Snf1p was also observed in response to iron 
deficiency.

The analysis of the transcriptional response of the wild-type 
and iron sensitive CCC1 deleted cells to high levels of iron under 
aerobic and anaerobic conditions, grown in the presence of 3 mM 
iron for 3 h, revealed that high iron alters the expression of the 
genes involved in cell-cycle progression, DNA repair, and oxida-
tive response and iron toxicity in the CCC1 deleted cells. The 
same study also revealed that iron toxicity may not be only due to 
oxidative damage since the increase in the transcripts indicative 
of oxidative damage or DNA repair in response to high iron levels 
was not observed in the cells under anaerobiosis. Iron sensitivity 
caused by the deletion of CCC1 was reported to be suppressed by 
the upregulation of the genes encoding mitochondrial iron trans-
porters Mrs3p or Mrs4p or mitochondrial pyrimidine phosphate 
transporter Rim2p. In this study, it was suggested that cells may 
decrease cytosolic iron levels by a mechanism that sequester iron 
ions into mitochondria under iron toxicity (Lin et al., 2011).

In order to investigate the role of the Yap5p transcription 
factor in the transcriptional reorganization of yeast cells, the tran-
scriptomic response of the YAP5 deleted cells to iron overload 
was examined after 20 and 60 min exposure to 2 mM FeSO4 and 
compared with that of the wild-type yeast cells (Pimentel et al., 
2012). In addition to the alterations in the expression levels of 
the genes involved in iron homeostasis, this study revealed that 
the genes involved in ribosome biogenesis were downregulated 
and those of involved in stress response, protein degradation, 
respiration, lipid, fatty acids, and carbohydrate metabolism were 
upregulated under high iron-containing conditions, indicating 
that iron overload causes a GSR. Yap5p was found to be involved 
in the regulation GRX4, which regulates the nuclear localization 
of Aft1p, and the expression of CCC1, which is involved in iron 
storage, was found to be partially regulated by Yap5p. A schematic 
model to illustrate the hypothetical role of Yap5p under iron 
overload was also proposed by the authors. The regulation of iron 
metabolism by low and high iron sensing transcription factors 
(Aft1p/Aft2p and Yap5p) and post-transcriptional regulation of 
iron metabolism was reviewed by Outten and Albetel (2013).

Response to Copper
The transcriptional response to low and high copper levels was 
reported to be regulated by transcription factors Mac1p and 
Ace1p, respectively (Jungmann et al., 1993). Gross et al. (2000) 
investigated the genome-wide transcript profiles under copper 
deprived and excess conditions by exposing the cells to 100 μM 
CuSO4 for 30 min, to identify the targets of Mac1p and Ace1p. 
These experiments revealed that Mac1p activates the expres-
sion of CTR1, CTR3, FRE1, FRE7, YFR055w, and YJL217w 
under copper deficient conditions. Under copper overloaded 
conditions Ace1p induces the expression of the genes encoding 
metallothionein that chelates excess copper, Cup1p and Crs5p, 
and cytosolic copper–zinc superoxide dismutase, Sod1p, which 
detoxifies superoxide. The expression of the two genes that have 
roles in iron uptake system, namely FET3, which is required for 
high-affinity iron uptake, FTR1 which forms complex with Fet3p, 
were also found to be downregulated under high copper condi-
tions (Gross et al., 2000).
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The genome-wide time-course gene expression analysis during 
copper starvation and copper overload in the presence of 8 μM 
CuSO4 for a period up to 48 h highlighted the connection between 
copper and iron metabolism. In response to copper deprivation, 
cells induce the expression of copper-independent, non-reductive 
iron transport genes although the global cellular iron levels did not 
decrease. Similar to the response observed under iron-deprived 
conditions, copper deficiency also lead to downregulation of the 
genes involved in respiration (van Bakel et al., 2005).

Cankorur-Cetinkaya et  al. (2013) compared the transcrip-
tional profiles of the wild-type and CCC2 deleted cells under 
copper deficient and high or low levels of copper-containing 
conditions by growing yeast cells without copper or 0.04 μM or 
0.5 mM CuSO4. CCC2 is the human ortholog of human ATP7A 
and ATP7B, in which mutations are the cause of Menkes and 
Wilson diseases, respectively. Experimental design used in this 
study enabled the identification of the genes and biological 
processes affected from the deletion of the CCC2 gene or the 
changing extracellular copper levels or the interactive effect 
of both factors. This study also showed the relation between 
copper and iron metabolisms highlighting the alteration in the 
transcriptional response to different level of copper availability 
in the absence of CCC2, which is involved in the copper export 
from the cytosol. Ribosome biogenesis and copper import were 
found to be downregulated in reference yeast cells in response 
to changes from low/deficient copper condition to high copper 
condition. This study revealed the processes, regulation of which 
under different copper levels changes depending on the presence 
or absence of CCC2. The genes involved in iron ion homeostasis, 
siderophore transport were identified to be upregulated in the 
reference strain, whereas downregulated in the absence of 
CCC2 deleted cells in response to high copper levels. The iron 
homeostasis, siderophore transport, and NAD+ metabolism were 
identified to be downregulated in the deletion mutant under high 
copper-containing conditions and upregulated under copper-
deficient conditions when compared to the reference strain 
under same conditions. The amino acid metabolism, specifically 
arginine metabolic process, was also identified to be altered by the 
interactive effect of both perturbations, and these findings were 
also supported by the metabolomic analysis. The transcription 
factors, around which most transcriptomic changes occur, were 
also identified in this study through integrative analysis of tran-
scriptome and regulome. This integrative analysis indicated that 
the genes targeted by general oxidative stress inducers, namely 
Sko1p, Skn7p, Cin5p, Yap1p, and Yap6p, were mostly affected 
from both perturbations and their interactions.

Response to Other Metal ions
The transcriptional response of yeast to zinc deficiency was 
studied in glucose- and ammonium-limited chemostat cultures 
aerobically and anaerobically (De Nicola et  al., 2007). Zinc-
specific Zap1p regulon, a central transcription factor that is active 
in response to zinc alterations, was identified to be the regulator 
of genes involved in carbohydrate storage metabolism. It was 
found that oxygen and Zn availability affected a large number of 
genes, implying a more significant role of Zn in mitochondrial 
processes. Wu et al. (2008) used transcriptome profiling of the 

wild-type and mutant cells, ZAP1 deleted and cells containing 
plasmids encoding constitutive allele of Zap1, to detect the target 
genes of Zap1p. Yeast cells were exposed to various concentra-
tions of zinc changing from 3 to 300 μM for various periods of 
time changing from 0.5 to 8 h. In addition to their previous study 
(Lyons et al., 2000), in which 46 genes were identified to be poten-
tial target genes; in this study, they further investigated the role 
of Zap1p and identified numerous new targets of Zap1-mediated 
regulation. The transcriptomic response of the Zap1 target 
genes was shown to have dependency to the level of zinc in the 
medium. This study revealed that cells induce the genes involved 
in zinc uptake to maintain the zinc homeostasis in response to 
a mild zinc deficiency. On the other hand, the genes involved in 
maintaining secretory pathway and cell wall function, and stress 
responses were regulated at transcriptional level in response to a 
severe zinc deficiency. It has been suggested that these group of 
genes are mainly involved in the adaptation to zinc deficiency.

Jin et al. (2008) investigated the genome-wide response of yeast 
cells to a 2 h of exposure to equitoxic concentrations of Zn2+, Cd2+, 
Hg2+, Cu2+, Ag+, Cr6+, and As3+ and complemented this study with 
deletome. Principal component analysis (PCA) and hierarchical 
clustering of global transcriptomic response indicated that the 
response was specific for each metal and the response to different 
concentrations of the same metal were closely related but differ-
ent. A group of genes, called common metal responsive (CMR) 
genes, were found to be commonly affected by all metals. The 
genes involved in metal transport and homeostasis, detoxification 
of ROS, carbohydrate metabolism, including glycolysis, oxidative 
phosphorylation, and alcohol metabolism, polyamine transport, 
and transcription were upregulated. The genes involved in polysac-
charide metabolism, G-protein signaling, protein targeting, and 
transport were downregulated. Some evolutionarily conserved, 
signal transduction pathways, including cAMP-dependent PKA, 
protein kinase CK2, and MAPK, were found to be involved in the 
regulation of responses to the exposure to metals. Msn2p/Msn4p 
was observed to regulate 10% of the differentially expressed 
genes, among the 14 perturbation conditions.

A short-term effect of the moderate amounts of metals on  
S. cerevisiae cells was investigated (Hosiner et al., 2014). Analysis 
of the transcriptomic data after 30 min acquaintance to Ag+, Al3+, 
As3+, Cd2+, Co2+, Hg2+, Mn2+, Ni2+, V+, and Zn2+, metals relevant 
to human health indicated that the metal-specific oxidative 
defense, including gluthation/thioredoxin and metallothionein 
systems, and protein degradation processes, including vacu-
olar protein degradation, proteosomal proteolysis, chaperone 
complex activities, and Sec19, which regulates vesicle traffic in 
secretory pathways, were activated in response to all these metal 
ions. The genes involved in ribosome biogenesis were observed 
to be downregulated after a short-term exposure to metals. 
The potential regulators effective under these conditions were 
predicted via a statistical tool, and the largest group covered the 
transcription factors Yap1p, Msn2p, Msn4p, Yap7p, and Cad1p, 
the latter two being the homologs of Yap1p. A comparative 
analysis with the results obtained after 2  h exposure to metals 
(Jin et al., 2008) showed the induction of the genes involved in 
protein synthesis and a repression of the genes associated with 
the metal detoxification process.
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TABLe 5 | Perturbation experiments to monitor the transcriptomic response of S. cerevisiae to changes in metal ion homeostasis.

Perturbation experiment type exposure (sampling) time Measurement technique Reference

Response to iron
Deletion or overexpression of AFT2 Shake flasks Sampled at OD = 0.4 DNA microarrays Rutherford et al. (2001)
aft1Δ and aft1Δ/aft2Δ cells grown in iron depletion NA Sampled at log phase DNA microarrays Courel et al. (2005)
Deletion or overexpression of AFT1 under 20, 100, or 
500 μM iron-containing conditions

NA Sampled at mid-log phase cDNA microarrays Shakoury-Elizeh et al. 
(2004)

at mid-exp. phase switch from 100 to 10, or 300 μM iron-
containing conditions

NA 4 h Affymetrix Yeast Genome 
2.0 Array

Shakoury-Elizeh et al. 
(2010)

No iron or 300 μM iron-containing conditions NA Sampled at log phase DNA microarrays Puig et al. (2005)
cth1Δ/cth2Δ cells expressing physiological levels of CTH1, 
CTH2, or vector alone under iron-deficient conditions

NA Sampled at log phase Affymetrix Yeast Genome 
S98 Array

Puig et al. (2008)

ccc1Δ exposed to 3 mM of iron under aerobic and 
anaerobic conditions

NA 3 h Affymetrix microarray Lin et al. (2011)

2 mM iron Shake flasks 20 and 60 min UAVR Yeast 19.2K v1 Pimentel et al. (2012)

Response to copper
Wild-type versus constitutively active Mac1 at mid-exp. 
phase switch to no copper, or 100 μM copper containing 
conditions

NA 60 min of no copper DNA microarrays Gross et al. (2000)
30 min of 100 μM CuSO4

At mid-exp. phase switch to no copper, or 8 μM copper 
containing conditions

NA 0.5, 1, 2, 3, 4, 24, and 48 h A-UMCU-4 – UMC Utrecht 
S. cerevisiae 16K array, 
version 1.2

van Bakel et al. (2005)

Wild-type versus ccc2Δ/ccc2Δ Batch bioreactor Sampled at mid-log phase Affymetrix Yeast Genome 
2.0 Array

Cankorur-Cetinkaya et al. 
(2013)No copper, 0.04 μM or 0.5 mM copper containing 

conditions

Other metal ions
Zinc limitation at aerobic and anaerobic conditions Chemostat at 

0.1 h−1

Sampled at steady state Affymetrix Yeast Genome 
S98 Array

De Nicola et al. (2007)

Zinc replete (various Zn concentrations) and zinc limiting NA At log phase or transient: 
0.5, 1, 2, 4, and 8 h

DNA microarray Wu et al. (2008)

Equitoxic concentrations of Zn2+, Cd2+, Hg2+, Cu2+, Ag+, 
Cr6+, and As3+

NA 2 h DNA microarray Jin et al. (2008)

Ag+, Al3+, As3+, Cd2+, Co2+, Hg2+, Mn2+, Ni2+, V+, or Zn2+ Shake flasks 30 min Microarrays obtained from 
Microarray Centre Toronto

Hosiner et al. (2014)
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The details of all these perturbation experiments in S. cerevi-
siae cells are summarized in Table 5. All these studies indicated 
that yeast cells reorganize their transcriptional response and their 
metabolism upon exposure or deficiency of transition metals.

Since the iron deficiency is the most common, worldwide 
nutritional disorder, first perturbation experiments related to 
iron were designed to understand the effect of the iron deficiency 
on the reorganization and the regulation of transcriptomic 
response. These studies resulted in the identification of the target 
genes controlling iron transport and homeostasis as well as the 
post-transcriptional regulation of the iron-dependent metabolic 
pathways under iron deficiency. Aft1p, Aft2p, Yap5p, and Snf1p 
were found to be the major transcription factors in regulation of 
the cellular reorganization under iron deprivation.

Although a number of experiments were also carried out to 
understand the effect of the iron overload, the results of these 
experiments are not comparable due to the use of different iron 
concentrations and exposure times. A set of carefully designed 
perturbation experiments should be planned to understand the 
effect of the iron overload and to reveal the signaling pathway(s) 
underlying the response to iron overload and deficiency.

Early copper-related genome-wide studies are concentrated 
on the identification of target genes of two transcriptional factors 
in response to copper deficiency and copper overload. However, 

these pioneering studies are not easily comparable due to the 
differences in experimental design as in the case of iron.

The perturbation experiments carried out by exposing yeast 
cells to low or high levels of different metal ions for a defined period 
of time revealed a detailed picture for the organization of the tran-
scriptional response to metals, including copper. Evolutionarily 
conserved signaling pathways, including cAMP-dependent PKA, 
protein kinase that coordinate the post-translational regulation 
of the proteins involved in the glycolysis and gluconeogenesis 
and the transcriptional regulation of the synthesis of ribosomal 
protein, CK2 that is involved in ribosome biosynthesis, and 
MAPK that is involved in apoptosis, differentiation, and stress 
response were identified to participate in the organization of 
the response to metals. Msn2p/Msn4p, Yap1p, and its homologs 
Yap7p and Cad1p were found to be involved in the regulation of 
a large number of metal responsive genes. However, a quantitative 
model implicating these results is still missing.

CONCLUSiON AND PeRSPeCTive

Yeast cells may encounter many kinds of environmental pertur-
bations during growth and fermentation, including accumulation 
of ethanol, weak acids, heat, low pH, ROS, nutrient limitation, 
and osmotic changes imposed by high concentrations of sugars 
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(Teixeira et al., 2011; Zhao et al., 2015). In most cases, cells have 
to cope simultaneously or successively with numerous aspects. 
Studying these responses is important for optimizing industrial 
process conditions and designing more robust overproduction 
strains using a rational design strategy and genetic engineering 
techniques. In addition to that, such perturbation/response stud-
ies are important due to their contribution to our fundamental 
understanding of microbial metabolism and to unravel drug-
disease relationships. Here, we summarized findings on the yeast 
transcriptome in response to nutritional, osmotic, oxidative, 
temperature, and transient metal ion perturbations, as such not 
aimed for an exhaustive literature survey.

Transcriptomic analysis of S. cerevisiae subjected to different 
types of stress-causing conditions helped us to identify the genes 
with altered expression as a result of a perturbation and the use 
of deleted strains for the known transcription factors led to the 
determination of the affected genes and the up- or downregulated 
biological processes. However, studies carried out in the first 
decade since the application of the high-throughput techniques 
have discrepancies due to the differences in experimental design 
including the type of the equipment or microarrays, fermentation 
conditions and mode, selection of control, duration of the expo-
sure to stress-causing agents, and the amount of stress-causing 
agent. The first perturbation experiments were carried out in 
batch. Chemostat fermentations were preferred after the elucida-
tion of the relationship between the response and the growth rate. 
The statistical and bioinformatics tools used to analyze the results 
are also important features that make the comparative analysis 
very difficult.

In the last decade, carefully designed perturbation experi-
ments considering prior genetic data and the integration of 
transcriptome with metabolome, proteome, phospho-proteome, 
and interactome revealed the presence of some shared signaling 
pathways, which are activated in response to several environmen-
tal perturbations and also the condition dependent response of 
S. cerevisiae to specific perturbations. Ras/cAMP/PKA signaling 
pathway, which is involved in cell growth and response to nutri-
ents and stress, and TORC1, which is the main regulator of growth 
and metabolism in all eukaryotic cells, were found to be common 
in response to all perturbations considered in this review. Sch9-
branch signaling and PP2A-branch signaling of TORC1 were 
reported to be inhibited under glucose starvation, osmotic stress, 
oxidative stress, and heat stress in yeast cells. Different types of 
nitrogen starvation and rapamycin were observed to lead to the 
activation of PP2A-branch signaling of TOR kinase (Hughes 
Hallett et  al., 2014). Snf1p, AMP-activated serine/threonine 
protein kinase, which is involved in the transcription of glucose 
repressed genes in yeast, is also a common regulator in organizing 
the response of yeast cells to several perturbations. In addition to 
the common signaling pathways, ESR genes, primarily controlled 
by the transcription factors Msn2p and Msn4p, which are known 
to be regulated by Ras/cAMP/PKA pathway, and/or by TORC1, are 
also induced in response to various environmental perturbations. 
However, the role of the Msn2p and Msn4p for the acquisition of 
stress tolerance has remained rather obscure. While Berry and 
Gasch (2008) suggested a significant role of Msn2p and Msn4p 
in the gain of stress tolerance, Zakrzewska et al. (2011) claimed 

that these two transcription factors are not functional for the 
acquisition of severe stress tolerance, but decline in the growth 
rate is critical for the gain of tolerance. However, the molecular 
mechanism leading to the development of tolerance, which is of 
extreme importance for biotechnological applications, requires 
further examination.

The major goal of system biology is to construct quantitative 
whole life models for the prediction of cellular response to the 
changing environment. When we overview the results of a num-
ber of studies carried out in the last 15 years, which are focused 
to elucidate the response to an induced stress using one or several 
omics technologies, it seems that we are far away to reach this aim 
at present. However, it should be noted that the efforts, especially 
on the development of integrative systems biology approaches 
complemented with accumulated and shared information, con-
tinue and guarantee the success in the near future.

Future Prospects
Yeast cells have established a range of mechanisms in response 
to environmental and genetic perturbations, in order to adopt 
themselves to the new condition. This is attained by not only 
changes in the gene expression levels and protein regulation but 
also mRNA stability, non-covalent binding of allosteric effectors 
and post-translational modifications of enzymes are involved 
(Tripodi et al., 2015). Therefore, despite the large number of 
perturbation experiments carried out to date, understanding 
the complete regulatory and signaling networks in response 
to perturbations requires further carefully designed perturba-
tion experiments complemented with integrative analysis of 
-omics and new computational approaches (see Figure  1). 
It should be noted that strain selection and selection of the 
mutants, which will be incorporated into the study should be 
carefully planned by incorporating prior genetic knowledge. 
The complementation of environmental perturbations with 
genetic perturbations using appropriate mutants will help to 
characterize the details and coordination of the underlying 
signaling and regulatory events.

Most of the reviewed articles here used microarray technol-
ogy for studying transcriptome. Since the RNA-seq technology 
has been available for several years now, the number of studies 
employing this technology is expected to accumulate and play 
a major role in future research. The properties of RNA-seq such 
as providing more precise measurement of transcript levels, and 
excluding limitations such as non-specific hybridization and 
possible signal saturation due to high abundance of transcripts 
makes it a valuable tool (Wang et al., 2009; Nookaew et al., 2012).

Most of the studies carried out in the past on the yeast tran-
scriptome comprise measurements at single-type point (static). 
Time-series transcriptome data complemented with quantitative 
proteome and phospho-proteome reflect the dynamic regulation 
of gene expression, thus incorporation of such data improves the 
validity of a quantitative model, derived to predict the activities of 
genes under a particular condition. The design of new perturba-
tion experiments to monitor dynamic changes at all -omics levels 
including interactome and metabolome and the development 
of new computational tools to analyze and integrate this data 
will possibly facilitate to reveal the underlying regulatory and 
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signaling events and will immensely contribute to improve the 
predictive capability of models in the near future.

It was not within the scope of this review, but it is noteworthy 
that the yeast response mechanisms to cope with the presence 
of a foreign compound, i.e., drug, is an attractive research field 
to discover drug targets or understand the mechanism of action. 
Studies on the deletion or overexpressing mutants are considered 
very important in the understanding of molecular basis of dis-
eases and in finding novel drug targets. For example, the MAP 
kinase Hog1 is the yeast ortholog of mammalian p38, important 
for embryonic development and cancer progression (Bradham 
and McClay, 2006). Consequently, yeast will continue to be one 
of the major model organisms for systems biology approaches 

and specifically designed perturbation experiments will help to 
develop whole life models.
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