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Editorial on the Research Topic

Advances in reservoir modelling and simulation

In light of the current energy crisis, the development of oil and gas resources must

adhere to a higher standard of both efficiency and precision. Reservoir simulation and

modelling has been a significant tool in increasing oil and gas recovery. Engineers are able

to better visualize the subsurface environment, study fluid dynamics, and come up with

ideas for production improvement by applying reservoir simulation and modelling

(Fanchi, 2005; Islam et al., 2016). The growing complexity of reservoirs promotes the

further advancement of reservoir modelling and simulation. In recent years, there has

been a significant development in the investigation of reservoir modelling and simulation,

particularly in the fields of heavy oil, shale gas, and shale oil. For instance, in the numerical

simulation of heavy oil reservoirs, large-scale reservoir models directly serve production,

and certain heterogeneity, such as lean zone, can also be successfully examined (Xu et al.,

2014; Xu et al., 2016). The flow law of gas at the micro and nano scales is transferred to the

real field size in the numerical modelling of the shale gas reservoir (Xu et al., 2017; Xu

et al., 2018; Xu et al., 2019). The simulation technology of in-situ conversion is emerging at

a quick pace with considering the effects of thermochemical reaction and thermophysical

reaction on the production process (Xu et al., 2021).

This special issue gives a summary of the most current advancements in numerical

reservoir modelling. We shall outline briefly to present this special issue:

To improve gas reservoir development, Xiao et al. built a CBM (coalbed methane)

prediction model for wells. In this study, the influence of coal characteristics and reservoir

geology conditions on CBM production was examined. They discovered that a larger

absorption capacity increases CBM production.

Wang et al. used numerical and physical simulation to investigate the water control

process in a gas field. In addition, their research revealed that the water-blocking and

water-sensing capacities affect the water control process. The use of a continuous packer is

suggested based on simulation findings.
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Using panel data modelling and simulation methods, Shi

et al. evaluated China’s oil resources. In this study, the

Malmquist-Luenberger Index was used to more accurately

measure the static efficiency of time nodes. Their research

demonstrated that the development of oil fields in China’s

eastern area is superior to the west.

Cai et al. used deep learning into the indicator modelling and

simulation. In this study, the AlexNet model was enhanced by

adding more convolution layers. The comparison to actual

working situations revealed that the model presented in this

study is greatly enhanced in terms of estimation precision.

The influence of natural gas hydrates on the pressure of a

deep-water pipeline was anticipated by Mo et al. In this study, a

mathematical model connecting pipeline flow and hydrate

volume is constructed. The modelling findings indicate that

hydrate development will result in a more severe pipeline

obstruction.

Deng et al. analyzed the production of a multilayer

heterogeneous reservoir using a production model that took

experimental data into account. Their research shown that an

increase in the permeability gradient increases oil output, with

the high-permeability layer contributing more to oil recovery.

To analyze the flow efficiency, Li et al. devised a gas/water

relative permeability model based on fractal theory. In this

study, the authors linked the geomechanical equation, the

flow equation, and the fractal equation to demonstrate that

stress and slip flow jointly govern the gas/water flow

efficiency. Also noted is the link between wettability and

relative permeability.

Liu et al. conducted research on the mechanism of hydraulic

fracture propagation in infill horizontal wells. Based on

geomechanical models, they examined the interactions

between original fractures and artificial fractures. Their

research revealed that fracture spacing and well spacing

influence the propagation trajectory.
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Deepwater gas fields have high bottom water energy and a high risk of seeing water.
Higher requirements are put forward for the water control process to control the water
effect. This article is based on the actual background and well design of the X gas field in
the South China Sea and on three sets of physical simulation experiments and three sets of
numerical simulation experiments. An analysis and comparison of the water control effect
of a combination of continuous packer, continuous packer and variable density screen
tube, and their adaptability evaluation in deepwater gas reservoirs were performed. The
results obtained from the numerical and physical simulations are consistent. The
experimental results show that the water control process of a continuous packer is
mainly based on the water-seeing and water-blocking ability. It is less capable of extending
the time to produce water in the horizontal section. However, its water-blocking ability is
strong and is able to seal the water spot quickly. It extends the total production time by
12.29% and increases the total gas production by 5.96%; the combined water control
process of the continuous packer and variable density screen tube can effectively play their
respective advantages of water control. The combination of the continuous packer and
variable density screen tube can effectively be advantageous of their respective water
control processes, enabling the gas–water interface to advance in a balanced manner,
extending the water-free gas recovery period by 11.61%, extending the total gas
production time by 15.76%, and increasing the total gas production volume by
13.75%. Both water control processes have good applicability in deepwater gas fields
and have certain sand control capability. It is conducive to the one-time completion
operation for the commissioning of deepwater gas fields.

Keywords: deepwater gas field, water control process, continuous packer, variable density screen tube, physical
simulation

Edited by:
Jinze Xu,

University of Calgary, Canada

Reviewed by:
Jun Zhou,

Southwest Petroleum University,
China

Zhiyuan Wang,
China University of Petroleum,

Huadong, China
Li Zhonghui,

Yangtze University, China

*Correspondence:
Dianju Wang

djwang@nepu.edu.cn

Specialty section:
This article was submitted to

Environmental Informatics and Remote
Sensing,

a section of the journal
Frontiers in Earth Science

Received: 29 March 2022
Accepted: 08 April 2022
Published: 27 May 2022

Citation:
Wang D, Li Y, Ma L, Yu F, Liu S, Qi T
and Jiang S (2022) Evaluation of the
Effectiveness and Adaptability of a

Composite Water Control Process for
Horizontal Wells in Deepwater

Gas Reservoirs.
Front. Earth Sci. 10:906949.

doi: 10.3389/feart.2022.906949

Frontiers in Earth Science | www.frontiersin.org May 2022 | Volume 10 | Article 9069491

ORIGINAL RESEARCH
published: 27 May 2022

doi: 10.3389/feart.2022.906949

7

http://crossmark.crossref.org/dialog/?doi=10.3389/feart.2022.906949&domain=pdf&date_stamp=2022-05-27
https://www.frontiersin.org/articles/10.3389/feart.2022.906949/full
https://www.frontiersin.org/articles/10.3389/feart.2022.906949/full
https://www.frontiersin.org/articles/10.3389/feart.2022.906949/full
https://www.frontiersin.org/articles/10.3389/feart.2022.906949/full
http://creativecommons.org/licenses/by/4.0/
mailto:djwang@nepu.edu.cn
https://doi.org/10.3389/feart.2022.906949
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2022.906949


INTRODUCTION

As China’s gas reservoir exploration and development in the
Southeast Qiongdongnan Basin moves toward deeper water,
some of the reservoirs are experiencing difficulty in moving
water reserves (Chen et al., 2020). This is especially true in
terms of gas reservoir production seeing water. The Lingshui
25–1 gas field, for example, faces a water depth of nearly 1,000 m.
The design well depth is nearly 4,000 m, the pressure coefficient
of the target layer is 1.7–1.9, and the temperature reaches 150°C.
In the gas reservoir production environment (Shi, 2015), there are
challenges of high bottom water multiples and high energy (Chen
et al., 2020). These place higher demands on the water control
process and its effectiveness during extraction. By increasing the
contact area between the wellbore and the reservoir, the
production capacity can be effectively increased. Especially in
deepwater gas reservoirs, horizontal wells have become the main
production well type. However, the problem of excessive water
production has also becomemore prominent (Sun and Bai, 2017).
At present, domestic and foreign horizontal well water control
processes are widely used mainly in oil reservoirs. The
compressibility of natural gas allows it to be extracted at a
higher seepage rate than oil wells, and water intrusion poses a
greater risk to gas reservoir development than to oil reservoir
development (Xu et al., 2018; Xu et al., 2021).The ability of
horizontal wells to produce gas rapidly decreases or even stops
when water is present. As a result, the implementation of simple
“drainage” and “plugging” water control techniques at a later
stage is limited (Wang et al., 2001). A combination of pre- and
post-water control techniques needs to be applied. Therefore,
there is still much room for exploration of water control
techniques for gas reservoirs and their effective
implementation. A great deal of research and experimentation
has been carried out on water control techniques for horizontal
wells. However, they have mainly been applied to oil reservoirs.
Considering the high temperature and high pressure production
background and characteristics of deepwater gas reservoirs, in
this study, it is concluded that both the variable density screen
tube and continuous packer water control processes have good
water control effects in gas reservoirs.

The principle of the variable density screen tube water
control process is to compare the non-homogeneity of the
producing formation in horizontal wells. Changing the
horizontal well borehole density effectively delays the bottom
water or gas top cone entry time in horizontal wells (Zhou, 2007;
Pang et al., 2012). Horizontal wells use a low borehole density in
the high-permeability section of the producing formation to
reduce the rate of inflow at this location. High-density boreholes
are used in the low-permeability section of the formation to
increase the rate of inflow at this location, equalising the rate of
bottom water rise throughout the horizontal section and
preventing early cone in of bottom water and see water
(Zhou, 2007; Wei et al., 2009; Li et al., 2010). Due to the
limitations of the process technology, it is not possible to
achieve a completely uniform inflow profile by varying the
density of the orifice (Xu et al., 2019; Xu et al., 2020). Hence,
it is necessary to improve this by staging different density

orifices (Sun et al., 2011). However, the effectiveness of
segmented variable density water control is guaranteed by the
requirement that the different sections of the borehole have the
desired inflow velocity (Wei et al., 2009). Therefore, this
requires that in practice, a packer is placed between each
section to achieve out-of-tube containment. The packers have
high sealing capacity and stability (Rao et al., 2010). However,
the high temperature and pressure conditions in deepwater gas
reservoirs place higher demands on the packers used in
horizontal well section completions (Zhao et al., 2012). In
addition, considering that non-uniform flow of crude oil is
due to reservoir non-homogeneity and frictional pressure
drop along the wellbore, one practical way to reduce this
problem is to use inflow control devices between packers by
adjusting the inflow and distribution of production within each
isolated section (Sun et al., 2011; Wang et al., 2011; Irani et al.,
2021). However, the device itself and the packers used in
conjunction with it need to meet both high-temperature and
high-pressure conditions.

The principle of the AICD flow regulating screen tube water
control process in oil reservoirs is based on the difference in
viscosity coefficients of oil and water. The different effects of fluid
inertia forces and viscous resistance are used to control the discs
to achieve water flow inhibition (Yan et al., 2021). This mitigates
the “heel–toe effect”, leading to an uneven inflow of crude oil at
the “heel” and “toe” ends of the horizontal well, resulting in an
uneven cone of bottom water (Zeng et al., 2014). Oil is more
viscous than water, but gas is less viscous than water. This
opposite viscosity class causes AICD to be non-applicable for
gas field applications. The nozzle-type ICD controls the fluid
velocity in the horizontal section to maintain uniformity by
adjusting the nozzle size and density. It has achieved good
water control and oil enhancement results in offshore oil
fields. However, its anti-clogging performance and anti-
flushing performance make it difficult for its application in
high production gas wells. The continuous packer is the
annulus between the well wall and the screen tube filled with
fine coated polymer granular gravel. The film on the surface
increases the resistance to the axial flow of the fluid in the annulus
and acts as a barrier to water movement in the annulus. This is
similar to the presence of a bare eye external packer between each
screen tube, which has the effect of continuously preventing water
from entering the horizontal section. The water-blocking,
breathable cladding is now fully compatible with high-
temperature, high-pressure gas reservoir production
environments (Liu et al., 2020). This combination significantly
reduces the fugitive flow of produced fluids in the outer annulus
by filling the naked eye annulus with lightweight particles. In
combination with the downstream ICD/AICD, it reduces the
production pressure differential in the high-permeability water-
seeing layer and increases the production pressure differential in
the low-permeability oil-producing layer, which enables
subdivision of the entire well section to regulate the flow and
control water (Wan et al., 2020; Yan et al., 2021; Zhang et al.,
2021). However, in deepwater reservoirs, the density and viscosity
of natural gas are less than those of water. Therefore, ICD/AICD
screen tubing cannot be used to produce gas and control water in
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gas reservoirs. The ICD/AICD is a passive device, and once it is
placed in the completion tubing column, it cannot be adjusted
during production to ensure flow equalization (Sun et al., 2011).

In response to the abovementioned problems with the water
control process, this study considers the advantage of
continuous packers to mitigate fluid cascading in the
annulus outside the pipe. It can effectively enhance the
coincidence of the gas production rate and reservoir
inhomogeneity at different locations of the variable density
screen tube. By combining the advantages of the two water
control processes, a water control process combining a variable
density screen tube and a continuous packer is designed. The
water control effect of this combination in deepwater gas
reservoirs is also evaluated by combining physical and
numerical simulation methods.

MATHEMATICAL MODEL

Model-Related Parameters
The H1 well is a designed well location for the Nanhai X gas
reservoir, with bare-hole completion and gravel-filled sand

control. The gas reservoir temperature is approximately 128°C,
the reservoir pressure is nearly 40 MPa, the bottom water
multiple is 100 times, the height of water avoidance in the
horizontal section is 59.1m, the horizontal section length of
the design is 580 m, and the screen tube diameter is
approximately 15 cm (Table 1).

Mathematical Models
Considering the H1 well is a bare-borehole completion,
continuous packer technology allows for an “infinite
section” completion. Flow control was applied to each
section by separately modeling the pressure and pressure
drop distribution in the horizontal section. The analysis of
the effect of different water control processes on the evolution
of the gas–water interface under constant production
conditions was carried out. The gas reservoir seepage model
was readjusted to consider the higher percolation rates of
natural gas during the extraction of the gas reservoir. The
model was adjusted to better match the parameters of the water
control process (Figure 1).

It is assumed that each section of the horizontal well flows
in a continuous packer plane radially; the gas reservoir is

TABLE 1 | Main relevant parameters for numerical simulation experiments.

Gas reservoirs Horizontal wells

Initial pressure (Mpa) 43.3 Length of the horizontal production section (m) 580
Gas reservoir thickness (m) 20 Inner diameter of the screen tube (m) 0.1491
Gas density (kg/m3) 0.65 Single-hole diameter of the screen tube (m) 0.01
Gas viscosity (mPa-s) 0.045 Maximum hole density (holes/m) 300
Volume factor (10–3 m3/m3) 3.5 Reasonable gas extraction rate (%) 3.5–4.0
Average porosity 0.2 Daily gas production (104 m3/d) 50
Bottom water multiplier 100 Height of water avoidance (m) 59.1
Average permeability (mD) 13.7 Well control area (cm2) 4.9 × 109

FIGURE 1 | Compound water control process production pressure drop model.
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bottom water–bounded and the fluid conforms to the Darcy
flow law.

qr � 2πrhk
μ

dp

dr
. (1)

According to the continuity equation, it follows that

ρq � ρ1q1 � ρ2q2 � constant. (2)
Joint compression factor gas equation of state

ρ � pM

ZRT
. (3)

The flow at the radius r can be converted to the standard state
flow at qr q’r

qr � q′rBg � q′r
psc

ZscTsc

ZT

p
. (4)

Separating the variables yields

2πKhTscZsc

q′rpscTμZ
pdp � dr

r
. (5)

For steady-state flow, the outer boundary pressure is constant and
the mass flow rate in each horizontal section of the packer is
constant. Then, there is

774.6Kh
qscT

2∫p

pwf

p

μZ
dp � ln

r

rw
. (6)

The aforementioned equation can be converted to

p

μZ
� f(p). (7)

Using the concept of anthropomorphic pressure, there is

ψ � 2∫p

p0

p

μZ
dp. (8)

Applying the mean pressure equation is equivalent to

qsc � 774.6Kh(p2
e − p2

wf )
T�μ �ZIn re

rw

. (9)

p2
e − p2

wf �
1.291 × 10−3qscT�μ �Z

Kh
In

re
rw
. (10)

According to the Hawkins equation, the epidermal coefficient is
expressed as

S � (K

Ka
− 1) ln

ra
rw
. (11)

When Ka <K, the additional pressure drop is greater than 0; then,
we have

Δp2
skin �

1.291 × 10−3qscT�μ �Z
Kh

S. (12)

p2
e − p2

wf �
1.291 × 10−3qscT�μ �Z

Kh
(In re

rw
+ S′). (13)

Combining the pressure drop from the epidermal effect into the
total pressure drop, the stable flow Darcy capacity equation is

qsc �
774.6Kh(p2

e − p2
wf)

T�μ�Z(In re
rw
+ S) . (14)

p2
e − p2

wf � 1.291 × 10−3qscT�μ �Z
Kh

(In re
rw

+ S). (15)

According to the distribution characteristics of the
permeability size of the horizontal section of the horizontal
well, it was mainly divided into five sections. The distance of
each section from the location of the heel end is 0–33 m, 33–178,
178–307, 307–358, and 358–580, and the numerical model
determines that the average permeability of the formation in
the near horizontal section of the well is 23.5 mD, that is,
0.0232 μm2. Combined with the analysis of the coefficient of
variation of the permeability of the near well, that is,

C �
													
1
n
∑n

i�1(ki − �k)2√ /�k, (16)

where ki is the near-well permeability of the micro-element of the
wellbore in section i, m2 and �k is the average permeability of the
near-well, m2. Based on the characteristics of the permeability
distribution of the six sections of the horizontal section reservoir,
the permeability distribution of each section was more
homogenous. Therefore, this analysis will be approximated as
six horizontal section microelements to obtain the coefficient of
variation between each section of the near analysis. The
coefficient of variation for the horizontal section of well H1
was calculated to be 0.4 (Table 2, Figure 1). We believe that
the production profile can be improved by optimizing the pore
density, but there are fluctuations (Wang et al., 2012). The
optimization of the sieve tube borehole density in this study
was carried out based on the horizontal well shot hole
optimization model (Wang et al., 2012). By setting the flow
rate distribution in the horizontal section to the equilibrium
state, a system of equations with borehole density as the decision
variable is solved. Initially, the screen tube hole densities of the six
horizontal section microelements were determined to be 51holes/
m, 263holes/m, 62holes/m, 300holes/m, 44holes/m (Table 2).

PHYSICAL SIMULATION EXPERIMENTS

Experimental Setup and Procedure
The interior of this experimental setup is a 50 cm × 50 cm × 50 cm
square kettle (Figure 2). The 100 water saturation measurement
sensors inside the kettle and 20 pressure sensors are evenly
distributed throughout the chamber. According to the target
gas reservoir conditions, air was used instead of natural gas
and distilled water instead of experimental bottom water
during the experiments. There was one gas injection valve at
the top of the kettle. The gas reservoir bottom water multiplier
was large and vigorous. In order to simulate the ability of the
bottom water to cone in at the horizontal section position during
gas reservoir production, three inlet valves were installed at the
bottom of the unit. The valves were connected to uniformly open
water injection pipes. The kettle was recharged by an ISCO pump
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at constant pressure, and a panel with uniform openings was
installed above the three water injection pipes to create a bottom
water layer by “surface injection” instead of “spot injection.” The
balanced injection design prevents the effect of injection
operation on the bottom water cone. A small condensing unit
was added to the middle of the gas extraction pipe, and the lower
part of the unit was connected to a water collection device. A gas
flow meter was connected at the end of the gas extraction pipe to
determine the rate of gas extraction and count the volume of gas
extracted.

Based on the different phases of the physical simulation
experiment, the overall procedure was divided into three
processes: initial model building, simulation of the water-free
gas extraction period, and simulation of the water-seeing period
and production shutdown.

1) Initial model building includes sand filling, sand segment
compaction, horizontal segment laying, kettle sealing, gas
and water injection equipment connection, and gas–water
interface building. In particular, the gas–water interface was

established considering that the actual reservoir had 23%
bound water saturation formation. Therefore, a full model
sand body with 100% water content was used to replace the
upper aquifer by top pressure gas injection through the kettle
body. This was carried out until the formation was 23%
saturated with bound water. The final gas–water interface
was determined after the criteria were adjusted by cyclic water
and gas injection. A stable gas–water interface was obtained
for the entire experimental setup for 12 h. That is, the
gas–water saturation field of the entire model no longer
changes significantly. At this point, the water avoidance
height conforms to the geometric model settings.

2) Gas reservoir extraction simulation—The gas production
valve of the horizontal well was opened and the gas recovery
rate was set to a reasonable recovery rate. The gas recovery
situation and total gas recovery volume every 1 h were
recorded and the gas recovery rate was calculated. The
characteristics of gas and water distribution at different
section locations at each time are recorded through 3D
visualization software. When the extraction channel began

TABLE 2 | Horizontal sieve pipe section segments and shot hole density.

Penetration segment Length interval
(m)

Penetration rate Average
permeability of near

wells

Coefficient of
variation

Sieve tube
hole density

mD μm2 mD μm2 pcs/m

First paragraph 0–33 30 0.03 23.5 0.0232 0.4 51
Second paragraph 33–178 12 0.012 263
Third paragraph 178–307 28 0.028 62
Paragraph 4 307–358 10 0.01 300
Paragraph 5 358–580 31 0.03 44

FIGURE 2 | Physical simulation equipment for water control processes. (A) kettle body; (B) measuring points and laying inside the equipment; (C) kettle body
sealing; (D) sieve tube; (E) measuring points; (F) sand compaction in sections; (G) sand sampling.
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to produce water, the production time and gas-water
saturation field were recorded, and the gas–water
interface and the location of water production at this
time were determined. Total water production was
collected and recorded until the gas well stopped
producing.

3) The gas well was shut down, and the experiment was completed.
The standard for gas well shutdown was when the water content
reached 98%. The gas production valve was closed and the
experimental data were collated. The total production time, total
gas production, and gas–water saturation field were recorded,
focusing on completing the characterization of the distribution of
water bodies in the horizontal section location.

Experimental Model Design
The geometric model of the physical simulation experiment was
designed with a gas–water interface height of 20 cm and a water
avoidance height of 20 cm. The horizontal well section was located in
the middle position of the kettle. The length was 40 cm, internal
diameter 0.5 cm, and borehole diameter 0.1 cm (Figure 3). Themodel
stratigraphic setting was completed by filling with sand and
compacting. Reservoir construction was based on the permeability
distribution characteristics of the horizontal section trajectory of the
H1 horizontal well. That is, a non-homogenous reservoir with five
permeability stages. In order to effectively enhance the vertical
segmentation characteristics of the reservoir, the kettle was divided
into five separate spaces by combining four thin steel plates with sieve
holes embedded in the joints of each section of the formation. Each
separate space was filled and compacted with quartz sand of different

mesh sizes. This was used to simulate water intrusion in a non-
homogenous gas reservoir. The sand model was completed by
mechanical compaction. The reservoir permeability of each section
of the sand-filled model was equated with the corresponding core at a
ratio of 10:1. The non-homogenous character of the original
formation was ensured (Table 3). This process was achieved by
repeated sampling and testing with a core hole and percolation tester
until the permeability ratio between the two on the core scale wasmet.

The physical experiments were divided into three groups: the no
water control process experiments, the continuous packer water
control process, and the combined variable density sieve tube and
continuous packer process experiments. The pore density of the
production screen without the water control process model and
continuous packer water control process model is of uniform
density, that is, 1/cm (Figure 3C, Table 3). The variable screen
tube pore density was calculated based on the permeability of different
reservoir sections (Table 3). Both the continuous packer water control
process model and the combined water control process model were
lined with laminated packer particles at the screen tube and bare eye
annulus. Based on the experiments, it was found that the filling
thickness of the laminated particles had a significant effect on the
effective additional resistance generated by the particles themselves.
The greater the filling thickness, the greater the additional pressure
drop. Thus, a large lateral filling thickness can effectively reduce the
lateral gas fugacity. Based on the results of the analysis of the
additional pressure drop generated by the thickness of the clad
gravel, a thickness of 1 cm was set for this physical simulation
experiment (Figure 3, Figure 4). Finally, the results of the
simulations on the effect of different water control processes on
the water intrusion profile characteristics, time to water production,
and the final total production were used to complete the evaluation of
the suitability of water control processes in gas reservoirs.

With the assurance that the model and the formation use the
same pore medium and that the fluid density and viscosity are
constant, if the two similar criteria of the ratio of the gravity and
driving forces of the gas and water phases are to be satisfied, the gas
recovery rate ratio will be the square of the length ratio (Shen et al.,
2013). The experimental model was scaled down to 103:1 based on
the actual parameters of well H1. From the similarity criterion, the
gas recovery rate was the square of the length ratio, that is, 106:1. The

FIGURE 3 | Composite water control process geometry model and screen tube design. (A) Geometric model of combined water control process. (B) Variable
density, and (C) uniform density.

TABLE 3 | Table of H1 well segmentation and physical model parameter design.

Horizontal
segment/cm

0–2 2–12 12–21 21–25 25–40

Reservoir segmental permeability/mD 30 12 28 10 31
Model segmental permeability/mD 300 120 280 100 310
Uniform density eyelets (pcs/cm) 1 1 1 1 1
Variable density eyelets (pcs/cm) 0.5 0.9 0.44 1 0.4
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equivalent gas recovery rate for the physical model was thus
calculated to be approximately 200 L/d. The reactor volume was
100 L, the average porosity after sand compaction was 22.4%, and
the height of the water body in the reactor was 20 cm, so the space
occupied by gas was approximately 16.8 L. The ideal gas state
equation calculated the gas reservoir environment to be
43.3MPa. The volume of gas filling in the kettle at ambient
temperature and pressure was approximately 5379 L. This met
the reasonable gas recovery rate setting for well H1 (Table 1).

Physical Simulation Results
Model 1 was an experiment model without water control
measures. Based on the gas–water saturation evolution, the

results show that as production progresses, the bottom water
starts to cone in from the middle of the horizontal section and
finally water is produced in the middle of the horizontal section
(Figure 5A). Model 1 gas production began to show water at
13.684 days. When gas production reached 14.692 days, the water
content reached above 98% and production stopped, with a total
gas production of approximately 2,864.34 L (Table 4).

The experimental results of the Model 2 continuous packer
water control process showed essentially no change in the bottom
water cone inlet characteristics before water was seen. It was still a
central cone inlet. After water emergence, the overlying gravel
rapidly sealed the water emergence location, and the other
horizontal sections continued to produce. The gas–water

FIGURE 4 | Pressure drop test results from filling thickness on gas flow.

FIGURE 5 | Evolution of the gas–water saturation field under different water control measures. (A) Conditions without water control process. (B) Continuous
containment water control process. (C) Combination of variable density screen tube and continuous packer water control process.
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interface began to migrate laterally along the horizontal section
from the water spot (Figure 5B). When the horizontal section
was fully producing water, the gas–water interface profile features
were parallel to the horizontal section. Model 2 showed water at
13.693 days of production, approximately 13 min longer than

Model 1. Consideration was given to the laying of the overlying
gravel, error betweenmodels, and total production time. The time
difference between the two models was ignored in the later
analysis. The time to water was considered to be in
approximate agreement. The total gas production time for

TABLE 4 | Quantitative comparison statistics of simulation results from different models.

Waterless gas extraction period Total gas production time Total gas production

See water
time/d

Extension rate/% Total production
time/d

Extension rate/% Total gas
production/L

Growth rate/%

Model 1 13.684 — 14.692 — 2,864.34 —

Model 2 13.693 — 16.497 12.29 3,035.05 5.96
Model 3 15.273 11.61 17.007 15.76 3,258.19 13.75

FIGURE 6 | Diagram of the water intrusion process in well H1 for different water control models. (A)No water control process. (B)Continuous packer water control
process. (C) Combined variable density sieve tube and continuous packer process.
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Model 2 was approximately 16.497 days, and the total gas
production was approximately 3,035.05 L. The gas production
time was approximately 12.29% longer, and the total gas
production was approximately 5.96% higher than that of
Model 1 (Table 4).

The combined water control process of Model 3 demonstrated
a balanced bottom water cone inlet interface during gas
production. It made it more homogenous, and after seeing
water, the location of the water is effectively blocked without
affecting the continued production of other horizontal sections
(Figure 5C). Therefore, it had better water control effect. Model 3
saw water at an extension rate of approximately 11.61%
compared with Models 1 and 2. The total production time
was extended by 15.76% compared with the no water control
condition, extending to 17.007 days. The total gas production was
3,258.19 L, with a gas production growth rate of approximately
13.75% compared with the no water control condition (Table 4).

NUMERICAL SIMULATION
EXPERIMENTAL ANALYSIS

Numerical Model Design
Numerical simulations of the combined water control processmodel
were carried out to validate the physical simulations against each
other (Figure 6). The radial resistance of the laminated particles
before they see water is very small and it hardly affects the flow of the
fluid. In contrast, the resistance to axial flow is large, about 104 times
the resistance to radial seepage (Wan et al., 2020). Therefore, in the
model setup with lamella-sealed particles, the axial permeability of
the particle-filled annulus is equivalently reduced by a factor of 104.
The radial permeability parameter is not changed so that no lateral
fugitive flow occurs during gas production.

Numerical Simulation Results
The results of Model 1 show that the H1 well, without the
implementation of a water control process, began to lift the
initial bottom water as a whole upward as production
progressed. The bottom water starts to cone in at the middle
of the horizontal section. After 7.1 years of production, the
bottom water tapered into the horizontal section and started
to produce water (Figure 6A). Due to the high reservoir pressure,
the bottom water multiplier was high. The horizontal section
floods rapidly after water production. Water production rises in a
near-linear fashion in the short term (approximately 0.4 years).
When the gas production time is 7.5 years, the horizontal well
section is completely filled with water. Total gas production was
13.42 × 108 m3 (Table 5).

Model 2 is a water control process with a combination of a
variable density screen tube and a continuous packer. Due to the
lateral flow stopping capacity of the continuous packer for the gas,
the mutual interference of gas production in each section is reduced
and radial seepage is dominant. The percolation rate is related to
reservoir inhomogeneity and sieve tube density (Figure 6B).
Therefore, based on the basic design of the model, the bottom
water below the horizontal section is characterized by a more gentle
morphology of the gas–water interface profile during the cone
advance. Initially, the main feature is an overall uplift, with a
“double-peaked” structure around 7.5 years of production but still
with a gentle overall profile. Water starts to appear after 8.0 years of
production and ceases after 0.8 years of production. This is 0.9 years
later than the time taken by Model 1 and represents an extension of
time of approximately 12.67%. Total gas production was 15.47 ×
108 m3, with a gas production growth rate of approximately 15.27%
of that under uncontrolled water conditions (Tab 5).

DISCUSSION

The physical and numerical simulations carried out in this study
for the continuous packer and its combined water control process
with the variable density screen tube yielded consistent results.
The results of the two simulation methods, Model 2 and Model 3,
for both water control processes were within 10% error in the
water-free recovery period, total gas production time, and total
gas production volume (Table 6). Both the continuous
containment and composite water control processes achieved
considerable production enhancement.

A comparison of the simulation results for both physical and
numerical simulations, Model 1 and Model 2, shows that the
continuous packer is predominantly water-seeking and water-
blocking. The total production time of the process pair with the
horizontal well is effectively extended, and the rate of water
production is significantly reduced, indicating that the continuous
packer has a high water-stopping capacity. Although able to directly
stop the bottom water from entering the horizontal section at the-
water-seeing location, it does not affect the normal production of gas
at other locations in the horizontal section. The gas permeable water
blocking effect is more consistent with the physical simulation
results recognized (Liu et al., 2020). The process belongs to the
late extraction water blockingmeasures and themain advantages are
as follows: 1) no need to find water operation; 2) the whole well
section is set up to prevent adaptive water blocking and solve the
problem of out-of-tube fugitive flow; 3) once blocking water, there is
no need to worry about the problem of extra increase of water outlet
point later, and long-term effective; 4) gravel filling has good anti-

TABLE 5 | Quantitative comparison statistics of simulation results from different models.

Waterless gas extraction period Total gas production time Total gas production

Time to
see water/year

Extension rate/% Total production
time/year

Extension rate/% Total gas
production/108 m3

Growth rate/%

Model 1 7.1 — 7.5 — 13.42 —

Model 2 8.0 12.67 8.8 17.33 15.47 15.27
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sand effect. However, there are still certain shortcomings for water
control operations, that is, the failure to change the bottom water
cone in speed or form. The simulation results of the water control
model with the combination of the continuous packer and variable
density screen tube solved the abovementioned problems well. The
resistance to percolation in the axial direction of the laminated
packer particles reduces the out-of-tube fugitive flow. The gas
percolation rate at each location in the horizontal section is
controlled mainly by the reservoir properties. This, combined
with the variable density distribution of the orifice of the screen
tube, matches the inhomogeneity of the reservoir. The gas
percolation rate is balanced across the horizontal section. The
gas–water interface during bottom water ascent in Model 3 has a
greater extensional width (along the horizontal production section).
The bottom water beneath the entire horizontal section has a
smoother gas–water interface during ascent. This ensures efficient
and long-term production of the horizontal well.

In terms of physical model design, this is influenced by factors such
as size of the kettle itself, ratio of the kettle to the horizontal section,
reservoir pore and seepage conditions, and inhomogeneous
characteristics. It is not possible to avoid an exact match between
thephysicalmodel and the relevant parameters or ratios of the actual gas
reservoir and its production process. Based on the similarity principle
(Shen et al., 2013), it can show the ability of bottom water coning
upward under different permeability conditions according to the gas
production capacity and pressure drop characteristics of different
positions in the horizontal section and complete the characterization
of the bottom water coning process. Of course, it is affected by the
degree of reservoir inhomogeneity. The absolute flatness of the
gas–water interface cannot be satisfied (Wang et al., 2012). In this
experiment, due to the large coefficient of variation between sections, the
gas–water interface appears to have a “waveform” structure during
ascent. Therefore, the best water control effect of the combination of
continuous packer and variable density screen tube requires a low
degree of reservoir inhomogeneity. When the gas–water interface
reaches the horizontal section, the clad packer particles continue to
produce the same water control effect as in Model 2. This further
enhances the production time after water is seen. However, due to the
larger width and gentler morphology of the air–water interface below
the horizontal section inModel 3, the initial contact with the horizontal
section at the onset of water is extensive, resulting in insufficient ability
to extend the total gas production time after the onset of water.

CONCLUSION

1) Numerical and physical simulation studies and comparative
analyses were carried out based on production well data from

the LS 25–1 gas field. We found that a single water control
technique has limited effectiveness in controlling water in
deepwater gas reservoirs. A combination of multiple water
control techniques is required to achieve the desired results.

2) The results of the study also demonstrate the advantages of the
continuous containment water control process for deepwater
gas reservoirs. The water control principle is applicable to
deepwater gas reservoirs. When a horizontal well starts
producing water, no other measures are required to locate
the location of the water produced. It is then possible to
effectively reduce the amount of water produced at that
location. Rapid water flooding of the horizontal well is
prevented, thereby ensuring that the horizontal section
continues to produce gas at locations where no water was
produced.

3) The combination of the continuous packer and variable density
screen tube can maximize the water control effect of both
processes. It can greatly enhance the recovery rate of the
producing wells. At the early stage of gas reservoir
production, the overlaid packer particles can greatly reduce
the water tampering effect in the annulus of the horizontal
section. The radial percolation rate of gas at each location in the
horizontal section is consistent with the inhomogeneity of the
reservoir, ensuring that the gas production rate in each section
of the horizontal well matches the density of the screen tube
borehole and slows the bottom water cone in and balancing the
gas–water interface during production. After water is seen, the
overburden sealing particles continue to prevent bottom water
from entering the horizontal section and causing flooding.
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Triple-Porosity and Dual-Permeability
Productivity Prediction Model of CBM
Wells Considering Complex Flow
Regimes
Qianhua Xiao1*, Huailin Wang1*, Yanhui Yang2,3, Zhiqiang Li1*, Bocai Jiang4*, Jiahao Li1 and
Zuping Xiang1

1College of Petroleum Engineering, Chongqing University of Science and Technology, Chongqing, China, 2Pilot Test Base for
CBM Production of China National Petroleum Corporation, Renqiu, China, 3PetroChina Huabei Oilfield Company, Renqiu, China,
4College of Science, Guilin Institute of Aerospace Technology, Guilin, China

The productivity evaluation of CBM wells can yield significant insights into exploring the
patterns of CBM production, predicting the effectiveness of the CBM well and reservoir
stimulation, optimizing the gas reservoir development program, and developing a
reasonable production system, for the purpose of facilitating efficient development of
CBM. In particular, to accurately evaluate CBM productivity, we should establish the
corresponding mathematical model of fluid flow through porous media and productivity
evaluation model based on a clear understanding of CBM occurrence states and
mechanisms of its flow through porous media. After considering the effects of slip
flow, Knudsen diffusion, surface diffusion, stress sensitivity, and matrix shrinkage on
fluid mass transfer, we have put forward a triple-porosity and dual-permeability
mathematical model to predict CBM productivity that incorporates matrix gas
desorption, complex flow in matrix pores, and gas–water two-phase flow in a cleat
system. In combination with reservoir characteristic parameters, a case study of Ma-26
well in the Mabidong block in the south of the Qinshui Basin, we carried out a numerical
simulation of the productivity of a fractured CBM well and analyzed the effects (on
production performance) of occurrence states, cleat system permeability, complex flow
regimes in the matrix, Langmuir pressure, and Langmuir volume on production are
provided. The results show that 1) in the initial drainage and production stage of CBM
wells, both free gas and adsorbed gas are produced simultaneously, while adsorbed gas
dominates the production in later stages; 2) the peak output and cumulative output of CBM
wells increase significantly with the rise in cleat system permeability; 3) the increase of
Langmuir pressure, volume, and matrix porosity are conducive to the increase of CBM
production. The research has considerable reference value for work on mechanisms of
CBM flow in porous media and post fracturing productivity evaluation of CBM and also
provides a theoretical basis for fieldwork in CBM development.

Keywords: CBM, triple porosity and dual permeability, production performance simulation, gas slip effect, surface
diffusion
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INTRODUCTION

As an unconventional natural gas, CBM has entered the stage
of commercial exploitation in China. At present, the prevalent
view among both Chinese and foreign researchers is that CBM
is mainly adsorbed on the surface of coal matrix blocks. In the
process of depressurized production, the gas desorbs from the
matrix surface and then diffuses to the cleat-fracture system,
before flowing into the wellbore through the cleat-fracture
system, in a process that satisfies Darcy’s law regarding fluid
flow through porous media. There are three processes of
desorption, diffusion, and porous flow in the process of
CBM recovery (Dong et al., 2017), and the reservoir
porosity and permeability vary continuously with changes
in reservoir stress. During the production of CBM wells, an
increase in effective stress reduces the permeability of the
fracture system, while the gas is desorbed from the matrix
surface, and the shrinkage of the matrix increases the
permeability of coalbed fractures (Palmer and Mansoori,
1996; Clarkson et al., 2010).The net effect of the two will
have an important impact on the production of CBM wells.
Researchers around the world have put forward many
mathematical models considering the abovementioned
mechanisms (Seidle and Huitt, 1995; Moore and Higgs,
2015; Ye et al., 2021). Based on the S&D permeability
change model, Meng et al. (2018) established a dynamic
prediction model of coal seam permeability considering
effective stress, coal matrix shrinkage, and gas slip effect,
revealing the dynamic change law of permeability during
coalbed methane development. Luo et al. (2021) proposed a
fractal permeability model for dual-porosity media with
curved natural fractures based on the analysis of pore-
fracture structure characteristics of real coal samples.
Compared with the traditional dual porous media model
with embedded parallel planar fractures, Both the
characteristics of pore and fracture curvatures are
considered in the model. The results show that the
permeability prediction value of this model is 1–2 orders of
magnitude lower than that of the traditional model, which
indicates that the permeability of coal seam is overestimated in
the conventional model. Wei et al. (2022) adopted a strain rate-
based permeability model to characterize the effect of matrix
expansion on permeability during gas adsorption and evaluate
the competing effects of pressure depletion and desorption
contraction on permeability changes. Shaw et al. (2019), used
an indoor test method to study the effects of stress sensitivity
and coal seam matrix shrinkage on the relative permeabilities
of gas and water in coalbed fractures. Currently, CBM
productivity evaluation mostly involves mathematical
models for numerical simulation considering coalbed gas
desorption, diffusion, and gas–water two-phase flow in
fractures (Wei and Zhang, 2013). In this process, fluid–solid
coupling flow mathematical models were developed in
consideration of the changes of reservoir parameters,
including porosity and permeability (Jiang et al., 2011;
Moore et al., 2015; Kong et al., 2017). By introducing the
S&D permeability change model, (Yan et al. (2012).

established a three-dimensional gas–water two-phase dual-
porosity single-permeability mathematical model of coal
reservoir considering permeability variation, and a software
is developed to study the effects of coal reservoir, adsorption
and characteristic parameters on production performance.
The research shows that the production of CBM is directly
proportional to initial gas content, effective thickness, fracture
permeability, and Langmuir pressure. On the basis of
comprehensive consideration of the gas desorption,
diffusion and flow mechanisms through porous media, a
dynamic two-dimensional gas-water two-phase dual-
porosity and single-permeability mathematical model was
proposed by Zhang et al. (2015), to simulate production
performance of fractured CBM wells, and the impacts of
relative parameters incorporating Langmuir volume,
Langmuir pressure, desorption time, coalbed pressure, cleat
permeability and porosity on production of fractured CBM
wells are analyzed. With consideration of effective stress,
matrix shrinkage, and Klinkenberg effect, Yang (2016)
established a permeability model and a three-dimensional
dual-medium gas-water two-phase CBM porous flow
production model to carry out production simulation
research of fractured CBM wells. In addition, He also
designed a dynamic simulation program to study self-
stimulation effect on CBM production and predict the
development performance of fractured CBM wells. Ma et al.
(2017) put forward a dual-porosity, single-permeability, fluid-
solid fully-coupled production simulation model of CBM
wells. The effects of coal seam porosity, permeability, water
phase retention and relative permeability change on
productivity are investigated in the model. The results
indicate that the desorption and matrix shrinkage effect will
lead to an increase in permeability near the wellbore and a
decrease in permeability at places far away from the wellbore.
A large desorption strain and elastic modulus but a small
Poisson’s ratio is conducive to increasing the permeability and
production of gas wells. Chen et al. (2013) proposed a dual-
porosity, dual-permeability, and fluid-solid coupled model to
investigate the effects of different reservoir parameters on
productivity. The gas transport process of desorbed gas
moving into the macroscopic pores of matrix, and then to
fractures are took into consideration, and an analysis of the
effects of desorption time, fracture permeability, fracture
spacing, matrix shrinkage effect, bottom-hole pressure,
Langmuir volume, matrix and fracture porosity on
production performance are performed in the paper. Wei
and Zhang (2010) developed a set of triple-porosity, and
dual-permeability flow model of CBM coupled with solid
deformation. It is believed that after gas desorption, CBM
does not directly enter the fractures, but first moves into the
macropores and then transport from these pores into the
natural fractures and that there are gas-water two-phase
flow in both the matrix pores and fractures. On the basis of
the characteristics of gas–water two-phase flow in the early
stage of CBM reservoir production Qiao et al. (2018) treated
the critical desorption pressure of the reservoir as the supply
pressure, and developed the productivity formula suitable for
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CBM reservoir by combining numerical simulation and
mathematical derivation.

For CBM flow through porous media and its production models,
previous models created by the research community take only of the
adsorbed gas into account, considering that the adsorbed gas in the
matrix desorbs directly into the cleat system during CBM
production, without considering the free gas in the micropores of
thematrix. Xiao et al. (2021) studied themicro-occurrence andmass
transfer patterns of CBM by using NMR online detection. The
research shows that about 90% of CBM exists in adsorbed manner.
Adsorbed gas is the main source of CBM production, followed by
free gas. About 70% of the gas produced from dry coal samples
comes from adsorbed gas. The contribution of gas in different
occurrence states to production varies greatly. In the early stage,
it is chiefly the free gas and pore-confined gas that are produced, and
in the later stage, it is mainly the adsorbed gas (Xiao et al., 2021). In
addition, the model mainly focuses on the effects of fracture system
stress sensitivity and matrix shrinkage on fracture permeability and
does not account for the flow of gas desorbed from the matrix
surface into micropores and the complex flow states of gas in them
(Duan et al., 2017; Huang et al., 2018; Liu et al., 2018). In the present
study, we take into consideration the gas slip flow, Knudsen
diffusion, and surface diffusion in the micropores of the coal
seam matrix, the stress sensitivity of the coal seam, and the matrix
shrinkage effect, and then develop a triple-porosity, double
permeability productivity evaluation mathematical model that
incorporates the desorption of the gas from coal seam matrix, the
transport of gas inmicropores and the gas-water two-phase flow in the
fracture system. Then, we proceed to derive the numerical solution
equations of the model by the finite difference method and design the
corresponding calculation program. In combination with reservoir
characteristic parameters, the effects of different reservoir parameters
on the production of CBM wells are simulated and analyzed.

MATHEMATICAL MODEL FOR
PRODUCTIVITY PREDICTION OF
FRACTURED CBM WELLS
As shown in Figure 1A, coal bed matrix includes matrix bulk
and matrix micropores. CBM exists on the surface of matrix
grains as adsorbed gas and then enters matrix micropores

through desorption and diffusion. The free gas in the matrix
micropores flows into the natural cleat system together with
the desorbed gas. Under the original reservoir conditions, the
coal seam natural cleat system is saturated with water. With
the progress of production, due to the pressure difference
between the cleat system and matrix, the methane in the
matrix will flow into the natural cleat system, resulting in
gas-water two-phase flow in the natural cleat system, as shown
in Figure 1B.

Mathematical Model of Porous Flow in the
Coal Seam Matrix System
The gas flow equation in the matrix should incorporate gas
adsorption, desorption, and diffusion on the surface of matrix
grains, and gas flow in the macro-pores of the matrix.

1) Gas adsorption and diffusion:

The mechanism of desorption from the micropores of the coal
seam matrix is shown that with the decrease of pore pressure in
production, the gas desorbs from the surface of the coal seam
matrix. This process is described by Langmuir isothermal
adsorption equation:

C(Pgm) � VL
Pgm

Pgm + PL
, (1)

where C(Pgm) is the amount of gas adsorbed in unit mass coal
seam(m3/kg), VL is the Langmuir volume, (m3/kg), Pgm is the
pressure of matrix system (MPa), and PL is the Langmuir
pressure (MPa).

Based on the pseudo steady non-equilibrium adsorption
model, the diffusion of gas in micropores is described by
Fick’s first law as follows:

−zC
zt

� 1
τ
(C − C(Pgm)), (2)

where t is desorption time (day). The amount of gas desorbed in
micropores is finally expressed as:

qgms � ρs(1 − ϕt) 1τ (C − C(Pgm)), (3)

FIGURE 1 | (A) Schematic diagram of occurrence state of CBM (B) Schematic diagram of the physical model of gas-water two-phase flow in a natural cleat system.
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where ρs is coal density (kg/s), and φt is total porosity
(dimensionless quantity).

2) Gas flow in matrix pores

The pores of the coal matrix includemicropores with adsorbed
gas and macropores with the free gas phase. The gas desorbed
from the micropores is transported into the macropores that in
turn provide the gas source to natural fractures, which is similar
to the triple porosity model.

Considering the viscous flow and slippage flow in the
macropores of the matrix, the adsorption and desorption of
gas in the micropores of the matrix, and the interporosity flow
between the matrix and natural fractures, the flow equation in the
coal seam matrix is obtained on the basis of the continuous
medium theory as follows:

z

zx
⎛⎝ρgKmapp

μg

zPm

zx
⎞⎠ + z

zy
⎛⎝ρgKmapp

μg

zPm

zy
⎞⎠ + qgms − qgmf

� z(ϕmρg)
zt

, (4)

where qgmf is the amount of interporosity flow between natural
fractures and matrix kg/(m3 · d−1), Kmapp is the apparent
permeability (mD) of the matrix; ρg is gas density (kg/m3), φm
is matrix porosity (dimensionless), μg is gas viscosity (mPa·s), and t
is the time (d).

The coal seam with developed natural fractures can be treated
as a dual-porosity medium containing matrix and fractures.
When there is a pressure difference between matrix and
fractures, the fluid will exchange mass between the two media.

The mass interporosity flow between fractures and matrix per
unit grid volume is:

qgmf �
σρgKmapp(Pm − Pf )

μg
, (5)

where Pf is the pore pressure in natural fractures (MPa) and σ is
the shape factor (1/m2), defined as:

σ � 4⎛⎝ 1
L2
x

+ 1
L2
y

⎞⎠, (6)

where LX is the length of the matrix block in the x direction (m);
Ly is the length of the matrix block in the y direction (m).

3) Matrix apparent permeability

The diffusion flux of mass transfer in the micropores of coal
seam matrix is the sum of surface diffusion flux and free gas
diffusion flux, and the gas transport in the micropores includes
viscous slip flow and Knudsen diffusion (Wu et al., 2016a; Wu
et al., 2016b). Combined with the Darcy equation, the apparent

permeability model of the coal seam matrix is proposed as
follows:

Kmap � −ϕm

τ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
fs

r2ef
8

(1 + αrKnr)(1 + 4Knr
1 − bKnr

) + fk(2refδDf −2

3
)(8ZRT

πMg
)1/2

μgCg

+ DsμgZRTρsVL

Vstdp

pL(pL + p)2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,
(7)

fs � 1

(1 + Knr), (8)

fk � 1

(1 + 1/Knr), (9)

where Knr represents the Knudsen number of real gas, a
dimensionless quantity, ref is the effective pore radius(nm), Ds is
the surface diffusion coefficient(m2/s), b is the gas slip
constant(dimensionless), Mg is the molecular weight of gas(kg/
mol), R is the general gas constant, Pa/mol/K. δ Represents the
dimensionless ratio of molecular diameter to local pore diameter, Df

represents the fractal dimension of pore wall (dimensionless); Cg is
the gas compression factor(MPa−1), Vstd represents themolar volume
of gas in standard state, m3/mol, αr is the rare effect coefficient of the
ideal gas, dimensionless, ρs is the density of coal (kg/m3), and τ
indicates pore tortuosity, a dimensionless quantity.

When both the shrinkage and stress sensitivity of organic
matrix is considered (Sheng et al., 2019), the nanopore radius can
be expressed as:

ref �(ro(pe/po)0.5(q−s))⎛⎝ �������������������������
1+ (1−ϕm)

ϕm

εLpL(pin −p)(pL +p)(pin +pL)
√ ⎞⎠,

(10)
where Pin is the initial pore pressure(MPa), ro is the initial pore
radius (m), s is the permeability coefficient of coal obtained by
fitting experimental data (dimensionless), q is the porosity
coefficient of coal obtained by fitting experimental data
(dimensionless), Pe is the effective overlying stress (MPa), Po is
atmospheric pressure(MPa), εL is Langmuir strain (dimensionless).

Mathematical Model of Flow Through the
Natural Cleat System of Coal Seam
Darcy flow is assumed in the natural cleat system, and the
mathematical model of gas-water dual-phase two-dimensional
plane flow in coal reservoir can be obtained from Darcy’s law and
continuity equation. The expression is as follows.

Water-phase flow differential equation:

z

zx
(KfxKrwρw

μw

zPfw

zx
) + z

zy
(KfyKrwρw

μw

zPfw

zy
) − qw(f−F)

� z(ρwSfwϕf)
zt

.

(11)
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Gas flow differential equation:

z

zx
⎛⎝KfxKrgρg

μg

zPfg

zx
⎞⎠ + z

zy
⎛⎝KfyKrgρg

μg

zPfg

zy
⎞⎠ + qgmf

− qg(f−F) �
z(ρgSfgϕf)

zt
.

(12)

Auxiliary equations:

Sfg + Sfw � 1, (13)
pfcgw(Sw) � pfg − pfw, (14)

where Kf is the absolute permeability of cleat (mD), Kfrg is the
relative permeability of gas phase in cleats (dimensionless
quantity), Kfrw is the relative permeability of water phase in
cleats (dimensionless quantity), μw is the viscosity of water
phase (mPa·s), ρw is water phase density(kg/m3), φf is the
porosity of cleat system (dimensionless quantity), Pfg is the
pressure of gas in cleat system (MPa), Pfw is water phase
pressure of cleat system (MPa), Sfw is water saturation in
natural fractures(dimensionless quantity), Sfg is gas saturation
in natural fractures (dimensionless quantity), qw (f-F) is
interporosity gas flow between natural fractures and artificial
fractures per unit volume of reservoir in unit time (kg/m3 · d−1); qg
(f-F) is interporosity water flow between natural fractures
and artificial fractures per unit volume of reservoir in unit
time (kg/m3 · d−1) and Pfcgw is capillary pressure (MPa).

Mathematical Model of Porous Flow
Through the Artificial Fracture System in
Coal Seam
After hydraulic fracturing of vertical wells in a coal reservoir, the
productivity is actually controlled by discrete large-scale artificial
fractures, which are relatively independent systems of flow
through porous media. In line with the law of mass
conservation, the differential equations of gas–water two-phase
flow due to artificial fractures are obtained as follows:

z

zx
⎛⎝KFKFrgρg

μg

zPF

zx
⎞⎠ + qg(f−F) − qgwell �

z(ρgSFgϕF)
zt

, (15)

z

zx
(KFKFrwρw

μw

zPF

zx
) + qw(f−F) − qwwell � z(ρwSFwϕF)

zt
, (16)

where KF is the absolute permeability of artificial fractures (mD),
KFrg is the relative permeability of the gas phase in artificial
fractures (dimensionless quantity), KFrw is the relative
permeability of the water phase in artificial fractures
(dimensionless quantity), φF is the porosity of artificial
fracture system (dimensionless), PF is pore pressure in
artificial fracture system (MPa), SFw is water saturation in
artificial fractures (dimensionless quantity), SFg is gas
saturation in artificial fractures (dimensionless quantity), qwwell
is water production per unit volume of reservoir in unit time (kg/
m3 .d−1), qgwell is gas production per unit volume of reservoir in
unit time (kg/m3 .d−1).

During coalbed methane well production, the conductivity of
hydraulic fracture decreases with the increase of effective stress,
showing strong stress sensitivity. Based on relevant experimental
results, the relationship between permeability and effective stress
of artificial fracture system is (Li et al., 2019; Li et al., 2020)

KF � KFi exp(−dfδme), (17)
where KF is the absolute permeability of artificial fractures (mD),
KFi is the initial fracture permeability (mD), df is the stress
sensitivity coefficient of the fracture system (MPa−1), and δme

represents the mean effective stress (MPa).
It is assumed that, after the hydraulic fracturing of the coal

reservoir and during the production of the gas well, the gas will
vertically flow from the natural fractures into the main artificial
fractures in the form of linear flow.

By approximating the artificial fractures by the well sources in the
natural fracture grid unit, we can obtain the interporosity flow of gas
and water between the natural fractures and the artificial fractures:

ql(f−F) �
4 · hf · Δx

Δy
ρlKFKFrl(Pf − PF)

μl
. (18)

For a hydraulically fractured vertical well, the well production
mainly comes from the vertical fractures on both flanks, and the
fluid near the wellbore changes from radial flow to linear flow in
artificial fractures.

According toDarcy’s law, the well production can be expressed as

qlwell � 4ρlKFKFrlhFWF

μl

PF − Pwf

Δx , (19)

where subscript l is either w or g, representing water or gas, Pwf is
bottom-hole flow pressure (MPa), Δx and Δy represent the size of
the grid (where the artificial fracture is located) along with the X
and Y directions (m), hF is hydraulic fracture height (m) and WF

is the width of artificial fracture (m).

Productivity Prediction of the Fractured
CBM Well
Historical fitting and Projection of well Ma 26 in the
Mabidong block.

For the historical fitting, we selected the actual production data
of well Ma 26, a vertical well. Through relevant tests, the reservoir
parameters of well Ma 26 in No. 15 coal seam of the Mabidong
block are obtained and shown in Table 1. The bottom-hole flow
pressure is calculated based on the initial drainage and production
data (for both water and gas) of well Ma 26, and the actual bottom-
hole flow pressure is fitted by adjusting the artificial fracture
parameters (uncertain parameters) in the model. The fitting
fracture length and fracture conductivity are 100 m and 2 D_cm,
respectively. Based on the historical fitting method, the projection
of gas production of well Ma 26 is obtained and the results are
shown in Figure 2. In the stage of production allocation, if the
production is assumed at 500 m3/day, the gas well can produce
stably for about 600 days, then the cumulative figure of well Ma 26
in five years is predicted to be about 75 × 104 m3.
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Next, a systematic research on the productivity prediction and
influencing factors of CBM wells after fracturing are carried out,
focusing on the variation of coalbed free gas and adsorbed gas with
production time, and the effects of permeability of coal cleat system,
adsorption and desorption characterization parameters, matrix
porosity and complex flow regimes on production performance.
For this purpose, the reservoir parameters of Ma Bidong block in the
south of Qinshui Basin are shown in Table 2, the reservoir
parameters of the Mabidong block in the south of the Qinshui
Basin, which is a typical CBM development block of PetroChina.

Production Change of Free Gas and
Adsorbed Gas
Figure 3 shows the production performance curves of adsorbed
gas and free gas during the production of CBM wells. Figure 4

shows the variation of free gas and adsorbed gas in the production
process. It can be seen from the figures that the output of a CBM
well mainly comes from adsorbed gas. At the initial stage of
production, it mainly produces free gas and adsorbed gas in
pores. With the progress of production, the proportion of free gas
output decreases rapidly, while that of adsorbed gas increases
rapidly, accounting for more than 80%. This research result is
consistent with the occurrence and production law of CBM in the
Mabidong block tested by Xiao et al. (2021) using low field NMR
online detection.

Effect of Cleat System Permeability on
Production
Figure 5 andTable 3 show the influence of cleat systempermeability
on CBM production. It can be seen from the figures that when the

TABLE 1 | Reservoir parameters of well Ma 26 in No. 15 coal seam of the Mabidong block.

Coal seam thickness (m) 4.30 Reservoir pressure (MPa) 9.85
Critical desorption pressure (MPa) 4.28 Bottom-hole flow pressure (MPa) 0.10
Langmuir pressure (MPa) 1.66 Reservoir porosity (%) 6.07
Langmuir volume(m3/t) 8.64 Matrix permeability(mD) 0.01

TABLE 2 | Main parameters of the coal seam.

Coal seam thickness (m) 9.80 Reservoir pressure (MPa) 9.85
Fracture length (m) 100.0 Bottom-hole flow pressure(MPa) 0.10
Langmuir pressure(MPa) 1.96 Reservoir porosity (%) 4.07
Langmuir volume(m3/t) 20.00 Average throat diameter(nm) 30.00
Cleat density (number of cleats/cm) 3.00 Cleat porosity (%) 3.00
Permeability of cleat system (mD) 20.00 Coal density(kg/m3) 1360
Formation water viscosity(mPa·s) 1.00 Gas reservoir width (m) 400
Langmuir strain constant (-) 0.01 Length of the gas reservoir (m) 400
Formation water density (kg/m3) 1000 Stress sensitivity coefficient(MPa−1) 0.02

FIGURE 2 | Historical fitting and production prediction of well Ma 26 in No. 15 coal seam of the Mabidong block.
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permeability of the cleat system increases from 10mD to 20mD,
and then from 20mD to 30mD, the cumulative output of CBM
wells increases from 2.08 million m3 to 3.07 million m3, and then
from 3.07millionm3 to 3.64 millionm3, representing a rise of 47.3%
and 74% respectively. Meanwhile, peak output increases from
768m3/d to 1493m3/d and then to 2225m3/d and the peaking
time of daily CBM output is also advanced. Therefore, the
permeability of the cleat system has a great influence on the gas
production, peak daily output, and peaking time of CBM wells.

Effect of Complex Flow Regimes in the
Matrix on Production
In the process of CBM production, a decrease in pore pressure
results in an increase in effective stress and a decrease in coal

seam permeability. However, the gas desorption causes matrix
shrinkage with the progress of production. In addition, the
decrease of pore pressure leads to a rise in slip flow, Knudsen
diffusion, and surface diffusion in the micropores of the
matrix, resulting in an increase in the permeability of the
coal seam matrix. The combined effects cause the dynamic
change in the permeability of the coal seam matrix in the
production process of CBM wells. Figure 6 shows the
production curve of CBM wells with and without
consideration of complex flow regimes. It can be seen that
when complex flow regimes in the matrix are taken into
account, both peak output and cumulative output of CBM
are higher than those without complex flow regimes. As shown
in Table 4, the cumulative output considering only the
slippage effect is 6.2% higher than that of without

FIGURE 4 | Proportion of free gas and adsorbed gas with production time.

FIGURE 3 | Variation of free gas and adsorbed gas with production time.

Frontiers in Earth Science | www.frontiersin.org June 2022 | Volume 10 | Article 9062767

Xiao et al. Productivity Prediction Model

24

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


considering any flow regime, and the output difference is 17%
according to whether complex flow regimes are considered
or not.

The above results show that during the production of CBM
wells, the matrix shrinkage, diffusion, and slippage effects cause
an increase in matrix permeability, offsetting the negative impact

TABLE 3 | Effect of the permeability of the coal seam cleat system on CBM production.

Permeability of the
cleat system (mD)

Peak output (m3/d) 10-year cumulative gas
production (104 m3)

Percentage increase in
cumulative gas production

(%)

10 768.373 208.651 /
20 1492.986 307.343 47.3
30 2225.42 364.566 74.7

FIGURE 6 | Effects on gas production when whether complex flow regimes are considered or not.

FIGURE 5 | Effect of permeability of coal seam cleat system on production.
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of stress sensitivity on permeability, which causes a higher CBM
production under dynamic permeability than constant
permeability. Pore pressure is the key factor affecting the

complex transport mechanisms in the matrix. With the
progress of production, the apparent permeability of the
matrix increases as the pore pressure declines. The apparent

TABLE 4 | Effects on gas production when complex flow regimes are and are not considered.

Matrix
gas flow pattern

Peak output (m3/d) 10-year cumulative gas
output (104 m3)

Percentage rise in
cumulative gas production

(%)

Complex flow regimes are ignored 1496.145 307.343 /
Only slip flow is considered 1541.475 326.246 6.2
Considering complex flow regimes 1810.359 359.397 16.9

FIGURE 7 | Apparent permeability distribution of CBM reservoir matrix. (A) Considering complex flow regimes (B) considering slippage flow only.

FIGURE 8 | Effect of Langmuir pressure on CBM production.

Frontiers in Earth Science | www.frontiersin.org June 2022 | Volume 10 | Article 9062769

Xiao et al. Productivity Prediction Model

26

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


permeability distribution of the coal seam matrix is shown in
Figure 7.

Impact of Langmuir Pressure on Production
Figure 8 illustrates the effect of Langmuir pressure on CBM
production performance. It can be seen that when the Langmuir
pressure rises from 2MPa to 4 MPa and then to 6MPa, the peak
CBM output increases from 1316 m3/d to 1496 m3/d and then to
1561 m3/d. Meanwhile, the cumulative output rises from 2.62
million m³ to 3.07 million m³ and then to 3.19 million m³,
representing a gain of 17.2% and 21.8% respectively, as shown in
Table 5. The peak output and cumulative output of CBM increase
with rises in Langmuir pressure, but the margin of growth slows.
This is because a rise in Langmuir pressure causes an increase in
the desorption pressure of CBM, which means it is then easier for
CBM to desorb, and more adsorbed gas will desorb into free gas.

Effect of Langmuir Volume on Production
The influence of Langmuir volume (gas adsorption capacity of
coal) on the daily production and cumulative production of gas
wells are illustrated in Figure 9. It can be seen that Langmuir
volume has an important effect on the daily output and
cumulative output of CBM. A rise in (Figure 9). Langmuir
volume will bring a significant increase in CBM peak output,
daily output, and cumulative output. When the Langmuir volume
increases from 10 m3/t to 15 m3/t and then to 20 m3/t, the peak
output increases from 1295 m3/d to 1496 m3/d and then to
1661 m3/d, and the cumulative output increases from 241 ×
104 m3 to 307 × 104 m3 and then to 363 × 104 m3. As
provided in Table 6, the cumulative output increases by 27.3%
and 50.7% respectively. The time required for CBM to reach the
peak daily output also increases slightly with the rise in Langmuir
volume. This is because when the reservoir pressure is constant,

TABLE 5 | Effect of Langmuir pressure on CBM production.

Langmuir pressure (MPa) Peak output (m3/d) 10-year cumulative gas
production (104m3)

Percentage rise in
cumulative gas production

(%)

2 1316.379 262.232 /
4 1496.145 307.343 17.2
6 1561.773 319.422 21.8

FIGURE 9 | Influence of Langmuir volume on CBM production.

TABLE 6 | Effect of Langmuir volume on output.

Langmuir volume (m3/t) Peak output (m3/d) 10-year cumulative gas
production/(104m3)

Percentage rise in
cumulative gas production/(%)

10 1295.607 241.478 /
15 1496.145 307.343 27.3
20 1661.92 363.866 50.7
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the total gas content of the coal reservoir rises with the increase of
the Langmuir volume, which is equivalent to increasing the
geological reserves of CBM. It can also be seen from the daily
gas output in Figure 9 that the Langmuir volume has no effect on
the initial daily output. This is because the free gas phase in the
matrix micropores is mainly produced in the initial stage of
production, while the contribution of adsorbed gas to the output
becomes gradually apparent with the passage of production time.

CONCLUSION

Taking into consideration the comprehensive effects of
coalbed matrix shrinkage effect, gas slippage, Knudsen
diffusion, surface diffusion, and fracture stress sensitivity on
CBM flow, a mathematical model of production performance
that incorporates coalbed matrix gas desorption, complex flow
regimes in micropore gas, fracture stress sensitivity and gas-
water two-phase flow is developed. We selected the reservoir
parameters of the Mabidong block in the south of the Qinshui
Basin to carry out the numerical simulation and projection of
CBM well output and focused on the impact of some key
parameters on CBM well production performance. The
following conclusions are drawn:

1) The productivity simulation shows that free gas and adsorbed
gas are produced simultaneously in the stage of coalbed
methane drainage and production, but the free gas is the
main gas, and the percentage of free gas production
decreases rapidly with production time, while the percentage
of adsorbed gas production increases rapidly. By the late
production stage,70–80% of daily gas comes from adsorbed gas.

2) The complex flow regimes in the coal seam matrix has some
effect on the output of CBM. Considering the complex flow
regimes, the output is increased by about 17% compared with
output where these regimes are not considered, and the output
is increased by 6.2% if only the slip effect is considered. In the
later stage of production, the gas transport in the micropores

of the coal seam matrix is mainly surface diffusion and
Knudsen diffusion.

3) The permeability of the coalbed cleat system has a great impact
on CBM production. The peak output and cumulative output of
CBM increase significantly with a rise in cleat system
permeability. The greater the permeability of the cleat system,
the earlier the CBM production reaches the peak output.

4) The cumulative output and peak output of CBMwells are directly
proportional to Langmuir volume and pressure. When Langmuir
volume increases from 10m3/t to 20m3/t, the cumulative
production of CBM wells will increase by about 50%. When
the Langmuir pressure increases from 2MPa to 6MPa, the
cumulative output of CBM will increase by about 21.8%.
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Indicator diagram analysis based
on deep learning
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At present, more than 90% of China’s oil production equipment comprises rod

pump production systems. Indicator diagram analysis of the pumping unit is not

only an effective method for monitoring the current working condition of a rod

pump production system but also the main way to prevent, detect, and rectify

various faults in the oil production process. However, the identification of the

pumping unit indicator diagram mainly involves manual effort, and the

identification accuracy depends on the experience of the monitoring

personnel. Automatic and accurate identification and classification of the

pumping unit indicator diagram using new computer technology has long

been the research focus of studies for monitoring the pumping unit working

condition. In this paper, the indicator diagram is briefly introduced, and theAlexNet

model is presented to distinguish the indicator diagram of abnormal wells. The

influence of the step size, convolution kernel size, and batch normalization (BN)

layer on the accuracy of the model is analyzed. Finally, the AlexNet model is

improved. The improved model reduces the calculation cost and parameters,

accelerates the convergence, and improves the accuracy and speed of the

calculation. In the experimental analysis of abnormal well diagnosis, the data

are preprocessed via data deduplication, binary filling, random line distortion,

random scaling and stretching, and random vertical horizontal displacement. In

addition, the image is expanded by transforming several well indicator diagrams.

Finally, data sets of 10 types of indicator diagrams are created for better adaptability

and application in the analysis and classificationof indicator diagrams, and the ideal

application effect is achieved in actual working conditions. In summary, this

technology not only improves the recognition accuracy but also saves

manpower. Thus, it has good application prospects in the field of oil production.

KEYWORDS

indicator diagram, deep learning, convolutional neural network, AlexNet, batch
normalization

Introduction

Rod pump production systems constitute the predominant equipment in crude oil

exploitation. Owing to the specific nature of their structural characteristics and working

environment, their failure rate is high. Therefore, it is crucial to understand the working

state of the pumping unit as well as to analyze and rectify faults in a timely and accurate
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manner (Li et al., 2013a; Reges et al., 2015). The indicator

diagram is a closed curve composed of the load-versus-

displacement curves. In the working process of the rod

pumping unit, the obtained indicator diagram can be used to

qualitatively analyze the working condition of the pumping unit,

adjust the working parameters in a timely manner, and detect

and eliminate faults. However, in actual production, the

recognition and classification of the indicator diagram mainly

involves manual effort, and the recognition efficiency is low.

Deep learning, a new area of machine learning with successful

applications in computer vision, speech recognition, and other

fields, provides a new idea for solving problems such as image

classification (Zhang, 2000; Xu et al., 2007; Bezerra et al., 2010;

Sun et al., 2012; Li et al., 2013b),. As the analysis of the indicator

diagram can be regarded as a type of image classification, it is

technically feasible and of great practical significance to study the

application of convolutional neural networks (CNNs) to the

automatic identification and classification of the indicator

diagram (Luan et al., 2011; Li, 2015).

Diagnosis of abnormal wells based on
AlexNet model

In recent years, the use of computer technology for the

diagnosis of abnormal wells has attracted considerable

research attention. For example, expert systems, support

vector machines, and fuzzy theory are used in the diagnosis of

abnormal wells (Krizhevsky et al., 2012; Krizhevsky, 2014). These

methods involve artificial feature extraction, i.e., feature

extraction using classification methods such as pattern

classification. However, the extraction process is manual and

hence suffers from information loss and extraction errors, which

affect the performance of the subsequent classification

algorithms. In deep learning, a large amount of historical data

can be used to automatically extract and learn features, which

compensates for the shortcomings of manual feature extraction.

According to the characteristics of the indicator diagram, the

CNN algorithm is an innovative and widely applicable tool for

the diagnosis of abnormal wells.

Figure 1 shows the AlexNet network model. The network

model for image recognition consists of four basic elements:

convolution layer, pooling layer, fully connected layer, and

activation function (Xu et al., 2020). The pooling layer

generally follows the convolution layer, and the fully

connected layer is located at the end of the network to output

the final feature vector. The activation function determines

whether the neurons are activated for transmitting

information. The main function of the convolution layer is to

extract the features of the input indicator diagram. The core idea

of convolution involves the local receptive field and weight sharing

convolution process. After the convolution layer extracts the

features, the generated feature map is passed to the next layer.

The main function of the pooling layer is to compress the feature

map and eliminate the influence of the space conversion of the

indicator map. The last layer of the CNN is generally the fully

connected layer, whose function is to convert the feature map of

the input indicator diagram extracted by the previous convolution

layer and pooling layer into the feature vector output. Thus, the

diagnosis of abnormal wells is completed.

The AlexNet experiment involves 80 iterations. The model is

saved once every 10 iterations, and the accuracy, number of

iterations, and loss error of the model are recorded. The accuracy

of the network model is gradually stable after more than

20 iterations, and the recognition accuracy of the model test

set is 97.3%, as shown in Figure 2A. Similarly, after around

FIGURE 1
AlexNet network model.
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FIGURE 2
AlexNet training process. (A) Accuracy rate (B) Loss function (C) Confusion matrix.

FIGURE 3
5*5 Convolutional training process. (A) Accuracy rate (B) Loss function.
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20 iterations, the loss value gradually becomes stable and reaches

convergence; the loss of the test set is around 0.02, as shown in

Figure 2B. As can be seen from the confusion matrix shown in

Figure 2C, the diagnostic accuracy of the AlexNet model for

abnormal wells is relatively high. According to the diagnosis, error-

prone situations that occur include fixed valve leakage, insufficient

FIGURE 4
3*3 Convolutional training process. (A) Accuracy rate (B) Loss function.

FIGURE 5
2*2 convolution training process. (A) Accuracy rate (B) Loss function.

TABLE 1 Performance comparison of three convolution kernel sizes.

Size
of convolution kernel

Number of iterations
to convergence

Test accuracy (%) Parameters Memory (MB)

5*5 20 96.9 32,741,674 127

3*3 20 97.4 49,352,746 191

2*2 20 97.1 63,571,290 248
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TABLE 2 Influence of step size on network performance.

Model/step size Number of iterations
to convergence

Test accuracy (%) Parameters Memory (MB)

5cs1 20 96.5 196,153,386 766

1cs2_4cs1 20 97.2 49,352,650 192

2cs2_3cs1 20 97.9 14,487,594 56

3cs2_2cs1 20 94.9 7,409,706 28

4cs2_1cs1 20 93.6 5,312,458 20

1cs3_4cs1 18 95.8 21,827,530 85

2cs3_3cs1 18 87.5 6,098,986 23

FIGURE 6
Comparison of step accuracy. (A) Accuracy map of training set (B) Accuracy map of test set.

FIGURE 7
Comparison of step loss rate. (A) Loss value of training set (B) Loss value of test set.
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liquid supply and gas influence, and slow closing of the moving valve.

However, the test set comprising nearly 1700 data includes less than

40 error data. Thus, the AlexNet network achieves high accuracy in

indicator diagram classification for abnormalwell diagnosis. Finally, the

evaluation indexes of the model are as follows: accuracy rate, 96.58%;

precision rate, 97.18%; recall rate, 95.97%; and F1 score, 96.22%.

Improvement of AlexNet model

Owing to the high memory consumption and low accuracy of

the AlexNet model, the model is improved accordingly. The

influence of various parameters on the diagnosis accuracy of

abnormal wells is studied in detail. The model is optimized in

terms of the convolution kernel size, batch normalization (BN)

layer, and step length, and the parameters suitable for the diagnosis

model of abnormal wells are selected. The early stopping method

and dropout layer are used to prevent overfitting of the model. The

number of iterations/epochs is set to 80, and the accuracy and error

of the training and test sets are recorded once per epoch.

Influence of convolution kernel size on
network model

1) 5*5 convolution kernel

The network model converges after around 20 iterations, and

the loss converges to 0.08 for the test set. Figure 3 shows the good

fitting performance of the network model.

2) 3*3 convolution kernel

FIGURE 8
Improved AlexNet network model. In this study, VGG, LeNet, and other models are used for comparison.

TABLE 3 Comparison of two models.

Model Test accuracy (%) Number of parameters Memory (MB)

AlexNet 97.3 5,700 myriad 230

Improved AlexNet 97.9 1,400 myriad 56
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TABLE 4 Transformation of indicator diagram.

Conversion type of
indicator diagram

Indicator diagram Indicator diagram with
180° rotation

Conversion of normal indicator diagram

normal hexane indicator diagram normal hexane indicator diagram

Conversion of indicator diagram of upper bump pump and lower bump pump

indicator diagram of down-impact pump indicator diagram of bump pump

Conversion of indicator diagram of moving valve leakage and fixed valve leakage

indicator diagram of valve leakage indicator diagram of fixed valve leakage

Conversion of indicator diagram of insufficient fluid supply and slow closing of
valve

indicator diagram of insufficient liquid supply indicator diagram of valve closing delay

indicator diagram of insufficient liquid supply indicator diagram of valve closing delay
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The network model converges after around 20 iterations, and

the deviation is small. The 3*3 convolution kernel achieves better

performance than the 5*5 convolution kernel, as shown in

Figure 4. Hence, the 3*3 convolution kernel is a better choice。

3) 2*2 convolution kernel

There is a certain gap between the 2*2 and 3*3 convolution

kernels in terms of the fitting and accuracy, as shown in Figure 5.

Hence, the usage rate of the 2*2 convolution kernel is low in

common network models.

4) Comparative analysis of experiments

The size of the convolution kernel influences the

performance of the network model. From the aforementioned

experiments, the 3*3 convolution kernel is selected because it has

the highest accuracy, relatively small number of parameters, and

moderate memory consumption. Table 1 compares the

performances of the three convolution kernel sizes.

Influence of step size on network model

As can be seen from Table 2, the 2cs2 _ 3cs1 model

outperforms the AlexNet model in terms of the accuracy,

number of parameters, and memory consumption.

Influence of BN layer on network model

In the training and testing processes of the network model,

any change in the network input will affect the accuracy of

the model. In particular, in the case of the deep network

model, the number of iterations until convergence will

increase (Huang, 2007; Yang, 2011). In the training

process, if the distribution of the input in the previous

layer changes significantly, the model will suffer from

poor adaptability, which leads to difficulty in adjusting the

parameters. Using the BN layer can reduce the dependence

on data initialization and prevent problems caused by it

(Chen et al., 2014; Yuan and Hu, 2015; Xu et al., 2019).

The experiment uses the AlexNet network model to add the

BN layer in order to test the influence of the BN layer on the

abnormal well diagnosis model. The number of iterations is 80,

the initial learning rate is 0.01, and the batch size is 16.

Figures 6A,B show the accuracy curves of the abnormal well

diagnosis model before and after adding the BN layer for the

training and test sets, respectively. Figures 7A,B show the loss

value curves of the abnormal well diagnosis model before and

after adding the BN layer for the training and test sets,

respectively. As can be seen from the curve of the training set,

the loss value of the model with the BN layer decreases faster as

the number of iterations increases, and the loss value is

minimized when the number of iterations is around 10. Thus,

adding the BN layer accelerates the convergence of the network

model and makes it easier to extract the characteristics of image

information. For the test set, the loss value of the model changes

relatively smoothly. In general, the loss value of the model with

the BN layer decreases faster than that of the model without BN

layer. As can be seen from the accuracy change diagram, the

model with the BN layer can achieve the highest accuracy faster,

which can effectively reduce the training time to a certain extent.

Abnormal well diagnosis model based on
improved AlexNet

The improved AlexNet model uses the 3*3 convolution

kernel instead of the 11*11 or 5*5 convolution kernel, which

reduces the calculation cost and number of parameters and

accelerates the convergence. Figure 8 shows a schematic of the

improved AlexNet network model.

The experimental results of the two models on the test set

data are summarized in Table 3. The number of parameters

and memory size of the AlexNet model are 57 million and

230 MB, respectively. The minimum memory consumption

of the improved AlexNet is 56 MB. Compared with AlexNet,

the number of parameters is reduced by more than 43 million

and the memory consumption is reduced by 174 MB. Finally,

the diagnostic classification accuracy of abnormal wells

using the two models on the test set is listed in the table.

As can be seen, the accuracy of the improved AlexNet

is 97.9%.

TABLE 5 Classification of indicator diagram.

Category Number Label Storage path Category Number Label Storage path

Normal work 837 1 img/1 Slow closing of swimming valve 743 6 img/6

Insufficient fluid supply 719 2 img/2 Piston outlet pump barrel 730 7 img/7

Gas influence 919 3 img/3 Valve Leakage 342 8 img/8

Up-impact pump 628 4 img/4 Fixed valve leakage 342 9 img/9

Lower bump pump 589 5 img/5 Sand effect and insufficient liquid supply 270 10 img/10
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TABLE 6 Diagnostic results of indicator diagram.

Enter indicator diagram Diagnostic conditions Actual operation

Gas influence Gas influence

Insufficient for liquid Insufficient for liquid

Pump normal Pump normal

Sucker rod break Sucker rod break

Gas influence Gas influence

Gas influence Insufficient for liquid
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Experimental analysis of deep
learning model

Experimental data preparation

In deep learning, owing to the small number of samples of

training data, under-fitting will occur while training the network

model (Wen et al., 2016; Zhang et al., 2016; Lu and Goodson,

2017; Xu et al., 2018). Therefore, an image expansion method

based on the characteristics of the indicator diagram is proposed.

Table 4 summarizes the transformation of the indicator diagram.

For an actual oil well, the abnormal indicator diagram data

are less whereas the normal indicator diagram data are more. To

ensure the generalization ability of the model and the balance of

data, the normal indicator diagram is randomly deleted.

Creation of data sets

In this study, 10 types of indicator diagrams are collected, and

10 folders are created accordingly, as shown in Table 5. The indicator

diagram data in Table 5 from Shengli Oilfield in China, there have

been tens of thousands of rod pumping wells. Due to serious sand

production, high water cut, strong corrosion, high viscosity of crude

oil, insufficient liquid supply and other reasons, downhole accidents

such as rod breaking, pump leakage and sand sticking often occur.

Each indicator diagram is saved in a .txt file and named with a

picture path tag, such as img/1/a001.jpg 1, for the model to read.

After storage, the sequence is randomly disrupted; 70% is

randomly selected as the training set and the remaining 30%

is employed as the test set by using the method of leaving the set.

Application of improved AlexNet model to
indicator diagram analysis

The trained CNN is used to analyze and diagnose the

indicator diagram of the pumping unit, which is input to the

improved AlexNet network model to judge the working

condition type. The judgment results are shown in Table 6:

As can be seen from the table, the accuracy of the improved

model in the judgment of the working condition is 83.3%, which

is basically consistent with the actual working condition,

indicating that the improved model has good application

prospects in actual working condition analysis.

Conclusion

In this study, an improved AlexNet model with a total of five

convolution layers and a 3*3 convolution kernel was employed. In the

first two convolution layers, the step size was 2, and in the last three

convolution layers, the step size was 1. The pooling layer used was the

maximum pooling layer, and the step size was 2. The BN layer was

added behind convolution layers 1 and 2. Moreover, the memory

consumption of the improved AlexNet model was reduced

considerably, which accelerated the convergence and resulted in

high accuracy in the analysis of actual working conditions. Finally,

a comparison of the model parameters and calculation cost showed

that the performance of the improved AlexNet model is superior.

(Duan et al., 2018).
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Pressure in the deep-water pipeline is an important parameter that should be

carefully predicted to control the natural gas transport in petroleum industry.

However the present methods to predict pressure along the deep-water

pipeline are complex and time-consuming. Some methods even ignore the

formation of natural gas hydrate leading to the inaccurate pressure prediction.

In this work, we proposed amodel to predict the pressure along the deep-water

pipeline considering the reduction of pipeline radius induced by the formation

of natural gas hydrate. The model was validated by experimental data and was

applied to the real deep-water pipeline in China. Results indicate that the

decline of pressure in the pipeline is mainly caused by the reduction of

pipeline radius due to the formation of natural gas hydrate compared with

the flow resistance caused by viscous flow. The decline of pressure becomes

faster against time with the 40% pressure loss at the fifth year of natural gas

transport. This model enables to obtain the pressure values in the deep-water

pipeline with high accuracy and good convenience.

KEYWORDS

natural gas hydrate, pressure, blockage, pipeline, deep water

Introduction

Development and transport of oil and gas are significant in petroleum industry (Xu

et al., 2018, Xu et al., 2019; Mo et al., 2020; Xu et al., 2020; Wang C. et al., 2021; Wang C.

et al., 2022; Mo et al., 2022). The formation of natural gas hydrate is a great threat to the

transport of natural gas in the deep-water pipeline (depth of water >1000 m) (Li et al.,

2016; Ren, 2018). Natural gas transport in the deep-water pipeline is under complex

conditions: 1) the complicated pipeline system affected by the pipeline design, pipeline

laying, pipeline management, pipeline maintenance, etc.; 2) the extreme environment,

especially the low temperature and high pressure; 3) the components of gas mixture,

i.e., liquid or gaseous hydrocarbons, water, etc. Natural gas hydrate is likely to form at the

low temperature (lower than around 11°C) and high pressure (higher than about 2.5 MPa)

(Zhang et al., 2010), which is in accordance with the temperature and pressure conditions

in the deep-water environment. As a result, the natural gas hydrate can easily form and

grow inside the submarine pipeline during the transport of natural gas.
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The formation of natural gas hydrate causes severe

problems. Natural gas hydrate adheres to the inner pipeline

surface, which reduces the pipeline radius and causes the loss

of pipeline pressure. And the layer of natural gas hydrate at the

pipeline surface can become thicker against time. If effective

treatments are not carried out promptly, the pipeline can be

blocked. The blockage caused by the natural gas hydrate, on

the one hand, significantly reduces gas flow rate and severely

affects gas transport. On the other hand, it damages the

pipelines, valves and other transportation equipment (Gao,

2018). As the formation of natural gas hydrate causes various

problems during natural gas transport in deep-water pipeline,

the pressure inside pipeline is worth great attention. Because

the pressure affects both the formation of natural gas hydrate

and the gas transport efficiency (Li et al., 2013). An accurate

prediction of pressure inside deep-water pipeline is of great

significance.

The pressure along the deep-water pipeline can usually be

obtained by two methods: experiment and numerical simulation.

Li and Dong (2019) investigated 12 experimental pipelines

worldwide and found that the pressure design inside the

experimental pipelines was lower than the pressure in the real

deep-water pipeline systems. Among the 12 pipeline systems, the

high-pressure Petreco A/S pipeline system in Norway could

reach the highest pressure of about 25 MPa (Li and Dong,

2019). However, the pipeline system in laboratory is still very

different from the true deep-water environment. As a result, the

pressure obtained from experiments is not able to reflect the

accurate pressure in the real pipeline. Numerical simulation is an

effective way to predict the pressure in the submarine pipeline. In

2003, the CSMHyK model was firstly built by the Center for

Hydrate Research of Colorado University of Mines (Boxall, 2009;

Davies, 2009; Zerpa et al., 2012). The model is utilized to describe

the formation of natural gas hydrate and is widely used in

commercial software like OLGA to calculate the pressure in

the real pipeline systems (Boxall et al., 2009; Davies et al., 2010;

Zerpa et al., 2012). The CSMHyK model and the software OLGA

are one of the most widely used methods to calculate pipeline

pressure in natural gas industry (Ding et al., 2019; Wang et al.,

2022). Moreover, Sonne and Pedersen (2009) used a

compositional hydrate kinetics model to simulate the hydrate

growth rate. Sonne and Pedersen’s model was utilized to develop

the software Flowasta and predict pressure in pipeline (Creek

et al., 2011). There are other methods to acquire the pressure in

pipeline system, i.e., neural network (Ke et al., 2021), inward and

outward natural gas hydrates growth shell model (Shi et al.,

2011), etc. However, Ke et al. (2021)’s method is not able to

describe the formation of hydrate. Shi et al. (2011)’s model needs

complex calculation, because it requires the computation of

hydrate growth before obtaining the pressure values. Overall,

although there are many ways to calculate the pressure inside the

deep-water pipeline, the experiments differ from the real deep

water environment, while the establishment and calibration of

numerical model are time-consuming. A convenient method

with relatively high accuracy is needed to predict the pressure

along the deep-water pipeline considering the formation of

natural gas hydrate.

In this work, a mathematical model to predict the pressure in

the deep-water pipeline was derived considering the reduction of

pipeline radius caused by the formation of natural gas hydrate.

This model is able to obtain the pressure values in the deep-sea

pipeline transporting the gaseous natural gas with high accuracy

and good convenience.

Mathematical model

The mathematical model was established based on the

following assumptions.

(1) The deep-water pipeline is horizontally laid (Figure 1). Fluid

flowing through the pipeline is the gaseous mixture

consisting of methane and water vapor.

(2) The flow of methane and water vapor mixture conforms the

laminar flow.

(3) The natural gas hydrate deposits uniformly on the pipeline

inner surface and causes the reduction of pipeline radius. The

hydrate grows against time. Therefore, the pipeline radius is

a function of time.

The Poiseuille’s law was used to describe the laminar flow of

gas mixture in the horizontal pipeline:

Q � πr(t)4(p0 − pi)
8μLi

(1)

where Q is the gas mixture flow rate in the pipeline, m3/s; r(t) is

the pipeline inner radius, m, which is a function of time t; p0 is the

pressure at the inlet of pipeline, Pa; pi is the pressure at the

location i, Pa; μ is the viscosity of gas mixture, Pa·s; Li is the

distance between the inlet and the location i, m. Therefore, pi can

be expressed as:

pi � p0 − 8μLiQ

πr(t)4 (2)

FIGURE 1
Illustration of the geometry of the pipeline and the hydrate
layer.

Frontiers in Earth Science frontiersin.org02

Mo et al. 10.3389/feart.2022.987594

42

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.987594


Because the formation of natural gas hydrate reduces the

pipeline inner radius, the pipeline inner radius r(t) is given by:

r(t) � r0 − Δr(t) (3)

Where r0 is the initial pipeline inner radius, m; Δr(t) is the

thickness of hydrate layer, m, which is also a function of time.

The thickness of hydrate layer (also the reduction of pipeline

inner radius) Δr(t) needs to be determined to accurately predict

the pressure in the pipeline. Based on Cai (2018)’s work, the

model of natural gas hydrate formation is given by:

ΔVh

Δt � Fk exp(C1) exp(−C2

T
) 1

Mgρhg
(Teq − T)A (4)

Where Vh is the volume of natural gas hydrate, m3; Fk is the

heat transfer coefficient; C1 is the kinetic constant, exp(C1) =

37.8; C2 is the activation temperature coefficient of natural gas

hydrate, K; T is the temperature, K; Mg is the molar mass of

natural gas hydrate, kg/mol; ρgh is the molar density of natural

gas hydrate, mol/m3. Teq is the equilibrium temperature of

natural gas hydrate, K; A is the area of hydrate-gaseous

mixture interface, m3. Using Cai (2018)’s model, the

thickness of natural gas hydrate layer Δr during Δt can be

written as:

Δr
Δt � Fk exp(C1) exp(−C2

T
) 1

Mgρhg
(Teq − T) (5)

Hence, the pipeline inner radius considering the formation of

natural gas hydrate is given by:

r(t) � r0 − Fk exp(C1) exp(−C2

T
) 1

Mgρhg
(Teq − T)t (6)

The pressure along the deep-water horizontal pipeline at the

presence of natural gas hydrate is derived as:

pi � p0 − 8μLiQ

π[r0 − Fk exp(C1) exp(−C2
T ) 1

Mgρhg
(Teq − T)t]4 (7)

Eq. 7 is the model to predict the pressure in the deep-water

pipeline considering formation of natural gas hydrate. This

model can be used to compute the pressure along the

horizontal pipeline when natural gas hydrate forms at the

inner surface of pipeline during deep-water natural gas

transport.

Model verification

The model was validated using the experimental data

obtained by Lorenzo et al. (2014) and the computation from

Cai (2018)’s model.

Lorenzo et al. (2014)’s carried out experiments on natural

gas hydrate formation in pipeline transporting gas-dominant

fluids, and they measured the pressure drop inside the

pipeline. The information of their experiments is exhibited

in Table 1. The experimental results are plotted in Figure 2.

Cai (2018) used Lorenzo et al. (2014)’s experimental data to

validate her model for the formation of natural gas hydrate.

The calculation of Cai (2018)’s model is also shown in

Figure 2. In our work, we compared our model with the

experimental data in Lorenzo et al. (2014)’s work and Cai

(2018)’s computations to verify our model (Figure 2). The

TABLE 1 Data of the parameters for model verification.

Parameter Value Parameter Value

Initial Pipeline radius r0, m 0.01 Average temperature in pipeline T, K 286.6

Pressure at the inlet of the pipeline p0, Pa 8.6×106 Viscosity of the gas mixture μ, Pa·s 6.8×10−4

Volume factor of gas mixture Bg 0.9 Flow rate of gas mixture on surface Qs, m
3/s 2.76×10−3

Heat transfer coefficient Fk 0.5 Kinetic constant C1 3.63

Activation temperature coefficient of natural gas hydrate C2 4,400 Molar mass of natural gas hydrate Mg, kg/mol 0.16

Molar density of natural gas hydrate ρg
h, mol/m3 44.6 Equilibrium temperature of natural gas hydrate Teq, K 292.54

Length of the pipeline L, m 39.6

FIGURE 2
Results of our model, Cai’s model and the experimental data.
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comparison demonstrates that the results of our model

approximate the experimental data much better than Cai

(2018)’s model with an average error less than 8%. Cai

(2018)’s model focuses on the formation and collapse of

natural gas hydrate in pipeline. In her model, the radius

reduction is only considered after the collapse of natural gas

hydrate. However, the loss of pipeline radius occurs at the

point that the hydrate starts to form not collapse. As a result,

Cai (2018)’s model overestimates the pressure along the

pipeline. Because the calculation in our model is relatively

simple, our model provides a more convenient and reliable

way to predict the pressure in deep-water pipeline

considering the pipeline radius reduction induced by

natural gas hydrate.

Model application

The model was used to predict the pressure along the real

deep-water pipeline of China at the presence of natural gas

hydrate. The data of the parameters in the model come from

the real pipeline systems (Liang et al., 2009; Cai, 2018; Ding et al.,

2019), which are exhibited in Table 2.

Influence of natural gas hydrate on
pipeline pressure

Pressure along the pipeline during 5 years of natural gas

transport was calculated using our model. Results are shown in

Figure 3.

Figure 3 illustrates that the pressure decreases almost linearly

along the pipeline. The decline of pressure is mainly caused by

two aspects: laminar flow resistance in viscous flow and the

reduction of pipeline radius due to the formation of natural gas

hydrate. In order to compare the effects of these two aspects, we

calculated the pressure along the pipelines with changeable

radius and constant radius at the fifth year of natural gas

transport in Figure 4. In the pipeline with changeable radius,

fluid flow encounters the resistances caused by both laminar flow

resistance and the reduction of pipeline radius. While in the

pipeline with constant radius, fluid flow only encounters the

laminar flow resistance. Results show that the reduction of

pipeline radius plays a dominant role in the pressure drop

inside the pipeline, because the pressure drop in the pipeline

with changeable radius (1.97 MPa) is much more significant than

the pipeline with constant radius (0.02 MPa). It also implies that

TABLE 2 Data of the parameters for model application.

Parameter Value Parameter Value

Initial Pipeline radius r0, m 0.1651 Average temperature in pipeline T, K 278.15

Pressure at the inlet of the pipeline p0, Pa 5×106 Viscosity of the gas mixture μ, Pa·s 7.6×10−4

Volume factor of gas mixture Bg 0.9 Flow rate of gas mixture on surface Qs, m
3/s 10.4

Heat transfer coefficient Fk 0.5 Kinetic constant C1 3.63

Activation temperature coefficient of natural gas hydrate C2 6,877 Molar mass of natural gas hydrate Mg, kg/mol 0.16

Molar density of natural gas hydrate ρg
h, mol/m3 44.6 Equilibrium temperature of natural gas hydrate Teq, K 292.54

Length of the pipeline L, m 1,000

FIGURE 3
Pressure along the pipeline during 5 years of natural gas
transport. FIGURE 4

Pressure along the pipelines with changeable radius and
constant radius at the fifth year of natural gas transport.
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taking into account the formation of natural gas hydrate is

important to predict the pressure in the pipeline which

transports natural gas in deep sea.

Characteristics of pipeline pressure
decline

The decline of pressure during the first 3 years is much

slower than the fifth year based on Figure 3. In order to

investigate the pressure drop against time, we plot the

pressure at 200, 400, 600, 800, and 1000 m of the pipeline

during 5 years of natural gas transportation in Figure 5. In the

first 3 years, the maximum pressure drop is only 0.19 MPa,

accounting for a 3.8% of pressure loss, which occurs at the

1000 m of the pipeline. However at the fifth year, the pressure

declines drastically to around 3 MPa at 1000 m with the

1.97 MPa of pressure drop. Nearly 40% of the pressure is

reduced.

The drastic pressure drop is caused by the reduction of

pipeline radius due to the formation of natural gas hydrate.

The average reduction of pipeline radius during 5 years is shown

in Figure 6. After 5 years of natural gas transport, 66.63% of

pipeline radius is occupied by natural gas hydrate. This means

that the formation and deposition of natural gas hydrate

significantly affect the natural gas transport by blocking the

pipeline. The growth of natural gas hydrate becomes faster as

time goes by. And the blockage of pipeline tends to be more

serious if the transportation continues without any treatments.

As a result, the natural gas hydrate inside the pipeline should be

cleared in time to maintain the good transport efficiency.

Conclusion

1. The model considers changeable pipeline radius induced by

the formation of natural gas hydrate. Therefore it provides a

convenient and reliable way to predict the pipeline pressure,

which is validated by the experimental data.

2. The decline of pressure inside the pipeline is mainly due to the

reduction of pipeline radius caused by natural gas hydrate

compared with the flow resistance induced by viscous flow.

3. The growth of natural gas hydrate becomes faster against time,

and the blockage of pipeline tends to be more serious. This

leads to the decline of pressure along the pipeline with a nearly

40% of pressure loss at the fifth year.
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In the development of multi-layer co-production heterogeneous reservoirs,

problems such as serious inter-layer heterogeneity and interference always

exist, resulting in an unclear understanding of inter-layer production. A clear

understanding of the interferencemechanism and influence ofmain controlling

factors of multi-layer heterogeneous reservoirs on the production of small

layers is the key to the effective development of the reservoirs. On the basis of

clarifying the main controlling factors affecting the production of multi-layer

heterogeneous reservoirs, this paper developed a multi-pipe parallel

displacement experiment system to carry out indoor heterogeneous

reservoir multi-layer water injection flooding experiments. Combined with

dynamic and static parameters, the experiments simulated and evaluated the

effects of factors such as permeability ratio, water cut, shutting down high

permeability layers, production pressure difference, and change in crude oil

viscosity in high permeability layers. The primary objective of this work is to

reveal the mechanism of small-layer interference under different conditions,

and clarify the influence of main control factors on the production of small-

layer. The results show that the smaller the permeability ratio is, the weaker the

difference in physical properties among layers along the vertical direction is. The

reduction in the difference in seepage resistance decreases the dynamic

interference among layers. The reduction in the water ratio among layers

and shutting down high permeability layers can reduce the interlayer

interference effectively. Increasing production pressure difference effectively

improves the oil displacement efficiency of reservoirs with poor physical

properties. A lower fluidity in the high permeability layers can effectively

improve the oil displacement efficiency of other layers.
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multi-layer co-production heterogeneous reservoirs, interference mechanism,
multi-pipe parallel displacement experiment system, water injection flooding
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1 Introduction

In a heterogeneous reservoir with multiple layers producing

oil, due to the vertical heterogeneity among layers, the interlayer

and intralayer contradictions in the production process cannot

be ignored. The interference phenomenon is serious, which leads

to high production in the high-permeability layer(s), early water

breakthrough time and high oil recovery (Huang et al., 2015; Liu

et al., 2017; Xu et al., 2018; Renan et al., 2019). The low-

permeability layers are inhibited by the high-permeability

layers, leading to low oil production, late water breakthrough,

which ultimately affects the total oil recovery (Cui and Zhao,

2010; Liu et al., 2019).

The research on the influence law of production of small-

layers in multi-layer producing reservoirs mainly focuses on the

interlayer interference mechanism and the establishment of

small-layer production splitting models (Liu et al., 2012; Jiang

et al., 2016; Zhao et al., 2016). The known interlayer interference

mechanism is that, the greater the permeability ratio is, the

greater the mutual influence among various flow units is, and

the greater the oil displacement efficiency difference (Xu et al.,

2019; Xu et al., 2020) is. When the permeability ratio exceeds a

certain limit, production of the low-permeability layers is

extensively reduced (Rahman and Mattar, 2007; Shen et al.,

2018). Increasing the production pressure difference can

enhance the production capacity of the low-permeability layer,

and also make the small layer with higher starting pressure be

used, thereby reducing the impact of interlayer interference

(Larsen, 1981; Fetkovich et al., 1990). However, the existing

research on the interlayer interference mechanism considers

limited factors, the change of the minimum permeability and

the water content of different layers are not considered. In terms

of small-layer production splitting models: at present, the small-

layer production splitting models mainly include the KH splitting

model, KHK splitting model, KNK splitting model, and dynamic

splitting model, etc. (Kuppe et al., 2000; Hu et al., 2018; Mi et al.,

2019). However, the existing splitting models mainly focus on the

study of the basic physical properties of the reservoir, do not

consider the impact of dynamic factors on the production law of

the small layer. It is difficult to accurately describe the impact of

dynamic factors such as the different water content of each small

layer on their productions.

Generally speaking, the research on the production influence

law of small layers in a multi-layer production reservoir is not

comprehensive. This article focuses on the development of a

multi-layer production reservoir. For the problem of unclear

understanding of the production law, through the development

of a multi-tube displacement system, an indoor multi-layer water

injection displacement experiment was carried out. The

experiment simulated and evaluated the impacts of different

factors on interlayer production, such as permeability ratios,

different water cuts, shutting down high permeability layers, and

changing production pressure and viscosity, etc. The experiment

is designed to reveal the interference mechanism of the small

layer under different conditions and clarify the law of influence of

main control factors on the production of the small layer. The

research results show that the degree of dynamic interference

among layers decreases as the decreasing permeability ratio

decreases, and increases as the increasing water cut. Shutting

down the high-permeability layer, increasing the production

pressure difference, and increasing the oil viscosity of the

high-permeability layer can reduce vertical production

differences and inter-layer interference. The research results

can provide a more comprehensive understanding of

mechanisms for the effective development of multi-layer

heterogeneous reservoirs.

2 Multi-tube parallel displacement
experiment

Aiming at solving the problems of strong inter-layer

heterogeneity, serious interference, and unclear understanding

in the development of heterogeneous reservoirs, we carried out

multi-layer water flooding experiments to simulate and evaluate

the impact factors on the inter-layer production, such as

permeability ratio, water content, shutting down high-

permeability layers, changing production pressure differences

and fluid viscosity. The experiment was carried out to reveal the

mechanism of small-layer interference under different

conditions, and clarify the law of influence of main control

factors on the production of small-layer.

2.1 Experimental equipment and
procedures

The multi-pipe parallel displacement experiment equipment

included a high temperature and high-pressure displacement

device, which was mainly composed of a set of parallel sand

filling pipes, a displacement pump, a constant temperature

device, and an intermediate container. The main technical

indicators included a temperature range of 20–200°C, and a

pressure range of 0.1–50 MPa. The experimental process is

shown in Figure 1. The specific experimental process steps are

described as follows:

① Sand filling. According to the experimental requirements,

select quartz sand of different meshes and fill the sand-

filled tube for use.

② Cleaning. Clean the filled sand pipe to remove impurities.

③Drying. Use nitrogen to dry the cleaned sand-filled pipe for

later use.

④ Vacuuming. Use a vacuum pump to vacuum the blow-

dried sand-packed pipe to saturate the fluid in the

next step.

Frontiers in Earth Science frontiersin.org02

Deng et al. 10.3389/feart.2022.990554

48

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.990554


⑤ Saturating water and measuring porosity. Saturate the

evacuated sand pipe with water, record the volume,

pressure, rate of flow and other data, and calculate the

porosity and permeability of the sand pipe.

⑥ Saturating oil. Use oil to displace water and inject oil into

the sand-packed pipe to establish oil saturation.

⑦ Waterflooding. Displacing the sand-packing pipe with

water.

⑧ Layer measurement. Simulate the production situation of

different layers and split the production.

2.2 Experimental materials

To ensure the comparability in the experimental research, the

experiment used 200–600 mesh quartz sand to fill eight sand-

filling pipes, and then tested them in sequence. The basic

parameters of each sand-filling pipe are shown in Table 1. In

the experiment, the crude oil used 2# white oil (viscosity 2 mPa·s,
density 800 kg/m3), 5# white oil (viscosity 5 mPa·s, density

820 kg/m3), 10# white oil (viscosity 10 mPa·s, density kg/m3);

the injected water is pure water with a density of 1,000 kg/m3.

After each experiment, the sand-filled tube was cleaned, and the

procedures were repeated for the next experiment.

2.3 Experimental plan

In general, a parallel displacement experiment was designed

to analyze the inter-layer interference phenomenon and reveal

the interference mechanism. In the multi-pipe parallel flooding

experiment, four sand-packed pipes were selected each time in

different combinations. The permeability gradually decreased

from the first layer to the fourth layer. The experiment

separately considered the influence of factors such as

permeability ratio, different water-bearing stages, production

FIGURE 1
Experimental flow chart.

TABLE 1 Basic parameter table of the sand filling pipe.

Sand
filling
pipe
number

1 2 3 4 5 6 7 8

The inside diameter of (mm) 30.9 30.9 30.9 30.9 30.8 30.9 30.9 30.8

Length (cm) 34.9 34.8 34.8 34.8 35.0 34.9 34.9 34.9

Sand filling mesh (mesh) 600 500 450 325 450 325 206 206

Porosity (%) 29.5 30.1 32.4 33.2 34.3 38.3 40.2 42.8

Permeability (mD) 48 98 146 265 726 845 1,196 2,412
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pressure difference, shutting down layers and crude oil viscosity

on the interlayer production. The design of experiments was

divided into five categories and 19 groups of experiments

(Table 2).

2.4 Evaluation parameters

2.4.1 Production splitting coefficient
The ratio of the production of each layer to the sum of the

total production of each layer, which can be shown as:

α � Qi∑Qi
(1)

2.4.2 Cumulative oil production ratio
The ratio between the displacement amount of each sublayer

to the total displacement amount of all production layers, which

can be shown as:

fi � 100 ×
Voi∑n

i�1
Voi

(2)

TABLE 2 Summary of the design of the multi-layer water experiments.

Experiment
number

Permeability
ratio

Minimum
permeability
(mD)

Initial
water
content

Shutting
down layers

Production
pressure
difference
(MPa)

Viscosity
(mPa·s)

Remarks

1 5.5 48 0 — 1 2 Different permeability
ratio

2 15 48 0 — 1 2 Different permeability
ratio

3 25 48 0 — 1 2 Different permeability
ratio

4 50 48 0 — 1 2 Different permeability
ratio

5 8 146 0 — 1 2 Different permeability
ratio

6 5.5 48 40%, 30%,
20%, 10%

— 1 2 Low water cut stage

7 5.5 48 60%, 50%,
40%, 30%

— 1 2 Medium and low
water cut stage

8 5.5 48 80%, 70%,
60%, 50%

— 1 2 Medium and high
water cut stage

9 5.5 48 95%, 90%,
85%, 80%

— 1 2 High water cut stage

10 5.5 48 90%, 60%,
40%, 20%

— 1 2 Different water-
bearing stages

11 5.5 48 0 1 1 2 Shutting down 1 layer

12 5.5 48 0 1, 2 1 2 Shutting down 2 layers

13 5.5 48 0 1, 2, 3 1 2 Shutting down 3 layers

14 5.5 48 0 — 2 2 Different pressure
difference

15 5.5 48 0 — 3 2 Different pressure
difference

16 5.5 48 0 — 4 2 Different pressure
difference

17 5.5 48 0 — 5 2 Different pressure
difference

18 5.5 48 0 — 1 5 The viscosity of the
high permeability
layer is 5 mPa·s

19 5.5 48 0 — 1 10 The viscosity of the
high permeability
layer is 10 mPa·s
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Where α—Production splitting coefficient, dimensionless;

Qi—The production of the i-th layer, m3; ΣQi—The total

production of all layers, m3. Voi—The amount of oil displaced

by the i-th layer, cm3; fi—Portion of cumulative oil production in

i-th layer, %; n—Total floors.

3 Results and discussion

3.1 The influence of permeability ratio

3.1.1 Experimental plan
According to the actual loading situation of a single sand-

filling pipe, and the designing requirements of the overall

experimental plans, pipes with permeability from 48 mD to

2,412 mD were selected, and five groups of test plans with

permeability ratios of 5.5, 8, 15, 25, and 50 were designed

(Table 3). In these tests, the formation pressure was 14 MPa.

The formation temperature was 90°C, and the experimental

pressure difference was 1 MPa. When the water production

rate at the outlet end of the low permeability layer reached

98%, the experiment stopped.

3.1.2 Experimental results and analysis
3.1.2.1 The impact of permeability ratio on the

production of small layers when the minimum value of

permeability is the same

The minimum permeability is 48 mD, and the permeability

ratio is 5.5, 8, 15, 25, 50 respectively. The experiment results show

that:

① From the perspective of fluid production, the fluid

production of the high-permeability layer is absolutely

dominant, reflecting the high-permeability layer’s

contribution to fluid production (Table 4; Figure 2).

When the permeability ratio is 5.5, the high-

permeability layer accounts for more than 48% of the

liquid production, and the low-permeability layer

accounts for less than 7%. As the permeability ratio

increases, the proportion of liquid production in the

high-permeability layer increases, and the proportion

of liquid production in the low-permeability layer

gradually decreases. When the permeability ratio is 50,

the proportion of liquid production in the high-

permeability layer exceeds 74.32%, and the proportion

of liquid production in the low-permeability layer

is 1.15%.

② From the perspective of cumulative oil production, the

cumulative oil production of the high-permeability layer

has an absolute advantage (Table 4; Figure 3). When the

permeability ratio is 5.5, the cumulative oil production of

the high-permeability layer accounts for more than 42%,

and the cumulative oil production of the low permeable

layer accounts for less than 11%. With the increase of the

permeability ratio, the cumulative oil production of the

high-permeability layer also gradually increases, and the

percentage of fluid production in the low-permeability

layer also gradually decreases. When the permeability ratio

is 50, the cumulative oil production of the high-

permeability layer accounts for over 80.93%, and the

cumulative oil production of the low-permeability layer

accounts for 2.47%.

The main reason is that the greater the permeability ratio in

multi-layer production is, the greater the mutual influence

among the flow in each layer is, and the higher the seepage

resistance of the low-permeability layer is, and the lower the oil

production. When the permeability ratio is small, the difference

of physical properties among vertical layers in the flow resistance

is reduced, and the difference in seepage resistance is reduced.

The degree of utilization is more uniform, and the degree of

dynamic interference among layers is reduced.

3.1.2.2 The influence of different minimum permeability

on the production of small layers

The minimum permeability is 48 mD and 146 mD (Table 3),

and the permeability of the other three layers keeps the same

(Schemes 2, 4). The experiment results show that increasing the

minimum permeability means the permeability ratio difference

between the high-permeability layer and the low-permeability

layer is reduced, which leads to the reduction of interlayer

interference. When the minimum permeability changes from

TABLE 3 Test combination schemes for different permeability ratios of sand filling pipe.

Scheme Permeability ratio Layer 1
(mD)

Layer 2
(mD)

Layer 3
(mD)

Layer 4
(mD)

1 5.5 265 146 98 48

2 8 1,196 845 265 146

3 15 726 265 98 48

4 25 1,196 845 265 48

5 50 2,412 1,196 265 48
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48 mD to 146 mD, and the difference in liquid production ratio

between the high-permeability layer and the low-permeability

layer changes from 65.08% to 49.32%, with a decrease of 15.76%;

the cumulative oil production ratio difference dropped from

63.56% to 41.31%, with a decrease of 22.25%.

3.2 The influence of different water
content

3.2.1 Experimental test plan
The permeability ratio of 5.5 with relatively small

interference is selected as the basis of the experimental

scheme. The experiments consider the low water cut stage, the

medium and low water cut stage, the medium-high water cut

stage, the high water cut stage and the mixed water cut stage. The

five groups of different water content combination schemes are

shown in Table 5. In these tests, the formation pressure is

designed to be 14 MPa, the formation temperature is designed

to be 90°C, the experimental pressure difference is 1 MPa. When

the water production rate at the outlet end of the low

permeability layer reaches 98%, the experiment stops.

3.2.2 Experimental results and analysis
The experimental results show that the fluid production of

the high permeability layer always has an absolute advantage

(Table 5; Figure 4), which is mainly indicated in the following

aspects:

① The difference between high and low permeability layers

increases with the increase of water content. As the water

content increases, the liquid production ratio of the high

permeability layer increases from 56.92% in the low water

cut stage to 75.54% in the high water cut stage. The low

permeability layer is the opposite. It shows that the change

in water content has aggravated the level difference among

layers. The greater the difference in water content among

layers is, the greater the difference in liquid production

TABLE 4 Summary of the liquid production splitting coefficient and the cumulative oil production proportion of different permeability ratio.

Scheme Permeability ratio Liquid production splitting coefficient, % Proportion of cumulative oil production, %

Layer 1 Layer 2 Layer 3 Layer 4 Layer 1 Layer 2 Layer 3 Layer 4

1 5.5 48.48 33.26 12.13 6.12 42.80 29.56 17.10 10.54

2 8 54.34 29.01 11.63 5.02 49.38 28.51 14.04 8.07

3 15 61.41 25.00 9.94 3.65 55.72 25.83 11.89 6.56

4 25 67.33 22.50 7.92 2.25 67.3 20.18 8.78 3.74

5 50 74.32 18.66 5.87 1.15 80.93 12.06 4.54 2.47

FIGURE 2
Comparison chart of splitting coefficients of produced liquid with different permeability ratios.
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splitting coefficient is. The main reason is that the seepage

resistance of the high-permeability layer is small. The

water injection breaks through and the seepage

resistance decreases early, which leads to an increase in

liquid production and an increase in water content, and

causes an increase in the water content difference of each

layer in the longitudinal direction.

② In the mixed water-bearing stage, the fluid production of

the high-permeability layer reaches the maximum value of

86.52%, mainly because the mixed water-bearing and

high-water-bearing layer is a high-permeability layer,

which leads to higher liquid production in the high-

permeability layer. Therefore, reducing the difference in

water content of each vertical layer is an important factor

to effectively reduce the interference for the layers with

more serious interference.

3.3 The effect of shutting down high
permeability layer

3.3.1 Experimental test plan
The permeability ratio of 5.5 with relatively small

interference was selected as the basis of the experimental

plan to simulate the impact of closing the high permeability

layer on the overall development of the reservoir. The

experiments compared the effects of shutting down 1 layer,

shutting down 1 and 2 layers, shutting down 1, 2, and 3 layers

(Table 6). The layers were shutting down when the water

content reaches 90. In these tests, the formation pressure

was 14 MPa, the formation temperature was 90°C, the

experimental pressure difference was 1 MPa. When the water

production rate at the outlet end of the low permeability layer

reached 98%, the experiment stopped.

FIGURE 3
Comparison of the proportion of cumulative oil production in each layer with different permeability ratios.

TABLE 5 Different water content test combination scheme and result table.

Scheme Permeability ratio Initial water content % Water-cut stage Liquid production splitting coefficient

Layer 1 Layer 2 Layer 3 Layer 4 Layer 1 Layer 2 Layer 3 Layer 4

1 5.5 40 30 20 10 Low 56.92 24.33 12.5 6.25

2 5.5 60 50 40 30 Sub-low 60.21 22.89 11.11 5.79

3 5.5 80 70 60 50 Sub-high 68.18 18.22 9.12 4.48

4 5.5 95 90 85 80 High 75.54 14.06 7.25 3.15

5 5.5 90 60 40 20 Mix 86.52 8.61 3.42 1.45
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3.3.2 Experimental results and analysis
The experiments were carried out by closing one, two and

three high permeability layers respectively. The experimental

results show that:

① From the perspective of liquid production, after closing the

high permeability layer, the production splitting coefficient

in the low permeability layer has increased significantly

(Figures 5–7), and the permeability ratio has also decreased

from 5.5 to 3, 2, and 1. After shutting down the high

permeability layer, the difference in permeability among

the layers is substantially reduced, thereby reducing the

interference among the layers. As the permeability ratio

decreases, the difference in physical properties among

vertical layers decreases, the difference in seepage

resistance decreases, the degree of production becomes

more uniform, and the dynamic interference among layers

decreases. Therefore, for the production layer with more

serious interference, closing the high permeability layer to

FIGURE 4
Comparison of liquid production splitting in different water cut layers.

TABLE 6 Combination scheme of layer change test for sand-filled pipe clamps.

Scheme Shutting down
layers

Layer 1
(mD)

Layer 2
(mD)

Layer 3
(mD)

Layer 4
(mD)

1 None 265 146 98 48

2 Shutting down 1 layer Shutting 146 98 48

3 Shutting down 2 layers Shutting Shutting 98 48

4 Shutting down 3 layers Shutting Shutting Shutting 48

FIGURE 5
Liquid production splitting coefficient of each layer when one
layer is shutting down.
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reduce the permeability ratio can effectively reduce the

interference. It can be seen that closing the high

permeability layer is an effective method to reduce

interlayer interference.

② From the perspective of cumulative oil production, after

shutting down the high-permeability layer, the cumulative

oil production ratio of the minimum permeability layer

increases from 10.54% to 25.25% (Figures 8–10). The

crude oil in the low-permeability layer has been

effectively produced, and the degree of production has

been significantly improved. Therefore, by shutting down

the high permeability layer, the oil displacement efficiency

of the reservoir with poor physical properties can be

effectively improved.

3.4 The influence of different pressure
differences

3.4.1 Experimental test plan
The permeability ratio of 5.5 with relatively small

interference was selected as the basis of the experimental

program, and five sets of tests with different pressure

differences of 1, 2, 3, 4, and 5 MPa were designed. In these

tests, the formation pressure was designed to be 14 MPa, the

formation temperature was designed to be 90°C, the experimental

FIGURE 6
Liquid production splitting coefficient of each layer when two
layers are shutting down.

FIGURE 7
Liquid production splitting coefficient of each layer when
three layers is shutting down.

FIGURE 8
The cumulative oil production of each layer when layer 1 is
shutting down.

FIGURE 9
The cumulative oil production of each layer when layer 2 is
shutting down.
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pressure difference was 1 MPa. When the water production rate

at the outlet end of the low permeability layer reached 98%, the

experiment stopped.

3.4.2 Experimental results and analysis
The experimental results (Table 7) showed:

① From the perspective of liquid production, as the

production pressure difference increased from 1 to

5 MPa, the production splitting coefficient in the high

permeability layer gradually decreases from 48.48% to

38.61% (Figure 11). And production splitting coefficient

in the low permeability layer gradually increases, from

6.13% to 12.18%. It can be concluded that when the

physical properties of each layer do not change, as the

production pressure difference increases, the low-

permeability layer in the vertical direction is used, and

the difference in the degree of production among layers is

reduced, showing that the dynamic interference among

layers decreases with the increase in the production

pressure difference. Therefore, for the production layer

with more serious inter-layer interference, increasing the

production pressure difference can effectively reduce the

interference degree.

② From the perspective of cumulative oil production, as the

production pressure difference increased from 1 to 5 MPa,

and the proportion of cumulative oil production from

high-permeability layers gradually decreased (Figure 12)

from 42.8% to 37.25%, and the proportion of cumulative

oil production from low-permeability layers gradually

increased from 10.54% to 15.78%. It shows that

increasing the production pressure difference enables

the effective development of crude oil in the low-

permeability layer, and the degree of production is

significantly improved. By increasing the pressure

difference, the oil displacement efficiency of reservoirs

with poor physical properties can be effectively improved.

3.5 The influence of crude oil viscosity

3.5.1 Experimental test plan
Different viscosities were used to carry out comparative

displacement experiments to simulate the interference

mechanism of different crude oil viscosities. The permeability

ratio of 5.5 with relatively small interference was selected as the

basis of the experimental plan. The crude oil viscosity of the high

permeability layer was designed to be 2, 5, and 10 mPa·s
respectively. In these tests, the formation pressure was

designed to be 14 MPa, the formation temperature was

designed to be 90°C, the experimental pressure difference was

1 MPa. When the water production rate at the outlet end of the

low permeability layer reached 98%, the experiment stopped.

3.5.2 Experimental results and analysis
Experiments were carried out with different crude oil

viscosities in the highly permeable layer, and the experimental

results (Table 8) showed that:

① From the perspective of fluid production, when the

viscosity of crude oil in the high permeability layer

FIGURE 10
The cumulative oil production of each layer when layer 3 is
shutting down.

TABLE 7 Different pressure difference test liquid production splitting coefficient and accumulative oil production ratio table.

Scheme Production pressure difference
(MPa)

Liquid production splitting
coefficient, %

Proportion of cumulative oil
production %

Layer 1 Layer 2 Layer 3 Layer 4 Layer 1 Layer 2 Layer 3 Layer 4

1 1 48.48 33.27 12.13 6.13 42.8 29.56 17.1 10.54

2 2 45.85 31.62 14.32 8.21 41.25 28.46 18.03 12.26

3 3 43.31 30.76 16.46 9.47 39.51 27.24 19.48 13.77

4 4 40.88 29.81 18.62 10.69 38.42 26.35 20.7 14.53

5 5 38.61 29.29 19.92 12.18 37.25 26.02 20.95 15.78
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increases from 2 mPa·s to 10 mPa·s, the proportion of

fluid produced from the sub- high permeability layer rises

faster and has an absolute advantage, and the proportion

of fluid production increases from 33.27% to 68.98%. The

proportion of fluid production in the high permeability,

low permeability, and sub-low permeability layers

gradually decreased, the proportion of fluid production

in the high permeability layer decreased from 48.48% to

FIGURE 11
Comparison of splitting coefficients of liquid production in each layer with different pressure differences.

FIGURE 12
Comparison of the proportion of cumulative oil production in each layer with different pressure differences.

TABLE 8 Different pressure difference test liquid production splitting coefficient and accumulative oil production percentage table.

Crude oil viscosity
of high permeability
layer mPa·s

Liquid production splitting coefficient % Proportion of cumulative oil production %

Layer 1 Layer 2 Layer 3 Layer 4 Layer 1 Layer 2 Layer 3 Layer 4

2 48.48 33.27 12.13 6.13 42.8 29.56 17.1 10.54

5 34.57 46.3 13.36 5.76 32.1 29.72 20.52 17.65

10 19.88 68.98 7.41 3.73 26.28 31.51 22.89 19.32
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19.88%, and the proportion of fluid production in the low

permeability and sub-low permeability layers decreases

from 18.3% to 11.14%. The main reason is that the

viscosity of the high permeability layer increases, and

the sub-high permeability layer will be the main channel

for liquid flow.

② From the perspective of cumulative oil production, as the

viscosity of crude oil in the high-permeability layer gradually

increases, the proportion of cumulative oil produced from

the high-permeability layer gradually decreases from 42.8%

to 26.28%, while the proportion of cumulative oil produced

from other layers all rise. The percentage of cumulative oil

production in the second-highest permeable layer increased

from 29.56% to 31.51%, the proportion of the second-lowest

permeability layer increased from 17.1% to 22.89%, and the

lowest permeability layer increased from 10.54% to 19.32%.

The main reason is that after the oil viscosity of the high-

permeability layer increases, the fluidity decreases, the

seepage resistance increases, and the production degree of

the relatively low-permeability layer increases, which

promotes the effective development of the low-

permeability layer. The mobility of the permeable layer

can effectively improve the oil displacement efficiency of

other reservoirs.

4 Conclusion and understanding

Due to the strong inter-layer heterogeneity and serious

interference in the development of multi-layer production

reservoirs, the interlayer production law is unclear. By

carrying out an indoor multi-tube parallel displacement

experiment, the influence of different permeability ratios,

water content, shutting down layers, different production

pressure, and viscosity on the interlayer production was

simulated and evaluated. This research is to reveal the

mechanism of small-layer interference under different

conditions and provide a basis for the effective development

of multi-layer production reservoirs. The following

understandings have been obtained during the study:

① When the permeability difference is from 5 to 50, the

cumulative oil production of high permeability layer

increases from 42% to 80.93%.

② During multi-layer production, the crude oil displaced by

water injection mainly comes from the high-permeability

layer. The high-permeability layer has a higher water

injection utilization rate, which makes a large

contribution to the overall recovery. The low

permeability layer makes a small contribution to the

overall recovery.

③ The degree of dynamic interference among layers decreases

as the permeability difference decreases. It increases as the

water cut increases. Shutting down the production layer,

increasing the production pressure difference, and

increasing the oil viscosity of the high-permeability layer

can reduce the longitudinal production difference and

alleviate vertical conflicts and reduce inter-layer interference.

④ According to the results of the production interference

mechanism and the law of the small layers of multi-layer

production reservoirs, it is suggested that the small layers

with similar reservoir physical properties should be firstly

combined and developed. Controlling the difference

among layers in water content, and shutting down the

high water-bearing layers can better reduce the

contradictions among the layers. At the same time, for

multi-layer producing reservoirs with large differences in

physical properties, the production pressure difference can

be increased because the utilization degree of low-

permeability layers is low.
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Green Growth Efficiency Evaluation of
Major Domestic Oil-Gas
Resource-Based Cities——Based on
Panel Data of SBM Model and
Malmquist-Luenberger Index
Hongjing Shi, Pengtai Li *, Jingzhu Wei and Songbai Shi

School of Economics and Management, Northeast Petroleum University, Daqing, China

Based on the panel data of Jinzhou, Panjin, Songyuan, Daqing, Yangzhou, Dongying and
other 20 oil and gas resource-based cities from 2010 to 2018, combined with DEA-SBM
model and Malmquist-Luenberger index, using DEA-SOLVERPro 5.0 and MaxDEA
software. This paper evaluates the green growth efficiency of oil and gas resource-
based cities from static and dynamic perspectives.The results show that the average
static efficiency of green growth of themain oil and gas resource-based cities in China does
not reach 1, there is efficiency loss, and it does not reach Pareto optimum.The static
efficiency of green growth of the eastern oil and gas resource-based cities is higher than
that of other regions, which is in line with the law of the Environmental Kuznets Curve. The
environment has been improved. More than half of the oil and gas resource-based cities
have a dynamic efficiency value of green growth greater than 1, and the development trend
of green growth is better.

Keywords: oil and gas resource-based city, green growth, efficiency evaluation, SBMmodel, malmquist-luenberger
index

INTRODUCTION

Since the founding of the People’s Republic of China in 1949, a number of oil and gas resource-based
cities have been established relying on oil and gas resources, which has provided tremendous
dynamic support for the economic development of the Republic. These oil and gas resource-based
cities are inevitably trapped in development dilemma because of the imbalance of industrial structure
and the reduction of resources, so it is very important to explore a new economic growth model for
oil and gas resource-based cities. Therefore, economic green growth is an inevitable choice for oil and
gas resource-based cities in the new era. What is the efficiency of green economic growth in oil and
gas resource-based cities? Which indicators can be used to evaluate the green growth efficiency of oil
and gas resource-based cities? Starting from these two problems, combing the literature on the
efficiency evaluation of green growth at home and abroad, this paper constructs the evaluation index
system of green growth of oil and gas resource-based cities, based on the panel data of 20 oil and gas
resource-based cities such as Jinzhou, Panjin, Songyuan, Daqing, Yangzhou and Dongying from
2010 to 2018, using MaxDEA software. Based on DEA-SBM model and Malmquist-Luenberger
index, this paper evaluates the green growth efficiency of oil and gas resource-based cities from static
and dynamic perspectives.
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At present, there are relatively few literatures on the green
growth efficiency of oil and gas resource-based cities in
academia, and most of them study the green growth
efficiency of a specific region or province. In 1991, Hall
constructed a green growth evaluation index system with
two dimensions of green status and green policy, and used it
to evaluate the environmental quality status of the
United States (Hall and Kerr, 1991), which opened the
prelude of quantitative analysis of regional green growth
efficiency evaluation in academia. Beginning in 2010,
China’s Green Development Index, co-authored by Beijing
Normal University, Southwest University of Finance and
Economics and the National Bureau of Statistics, is the first
edition of China’s Green Development Index framework,
which provides more than 60 indicators for the three
dimensions of economic growth greening, resource
and environment carrying potential and government policy
support. It can be used to calculate the annual green index of
provinces and municipalities in China.In 2013, Qian
Zhengming and other scholars used the input-output theory
to calculate the green growth efficiency of each province in
China. The selected input indicators are labor, capital and
energy, the expected output is GDP, and the unexpected
output is the emission of three wastes. They divided China
into three regions: the eastern region, the central region and the
western region, and compared the green growth efficiency of
the three regions (Qian and Liu, 2013). In 2014, Vlontzos et al.
Based on the data from 2001 to 2008, used the non-radial
DEA method to evaluate the energy and environmental
efficiency of EU member States, and compared the impact
of environmental protection on environmental efficiency
(Vlontzos et al., 2014). In 2015, Wu Chunyou’s team at
Dalian University of Technology measured the green growth
efficiency of G20 countries (Wang and Wu, 2015). In 2017,
Moutinho et al. Evaluated the eco-efficiency of 26 countries by
using DEA model based on output-oriented variable scale
and immutable scale model (Xu et al., 2018). In 2016, Guo
Lingling and others constructed China’s green growth
evaluation index system, which selected 19 indicators in five
aspects of nature, resources, economy, policy and quality of
life (Guo et al., 2016). In 2017, Wen Chaoxiang and other
scholars based on the 1999-2012 provincial panel data, with the
help of SBMmodel, evaluated the green development efficiency
of each province in China, and found that the
green development efficiency of each province in China is
uneven, the gap is obvious, and the gap shows an upward
trend over time (Yang and Wen, 2017). Many experts and
scholars have made great contributions to measuring the
green growth efficiency of individual provinces and cities. In
2016, Zhang Huan and others measured the green development
level of cities in Hubei Province (Zhang et al., 2016). In 2017,
Feng Zhijun and others measured the level of green growth in
Guangdong Province (Xu et al., 2019). In 2009, Ouyang Zhiyun

and others measured the green development level of 286 cities
in China (Ouyang et al., 2009). In 2018, Wu Chuanqing
measured the green development efficiency of major cities in
the Yangtze River Economic Belt (Wu and Song, 2018).

Experts and scholars at home and abroad have done a lot of
work on the efficiency evaluation of green growth, and DEA
(Data Envelopment Analysis) is the most commonly used
method to evaluate the efficiency of green growth for
specific objectives, because there are differences in the
research objects and their backgrounds, and there is no
unified evaluation index system at present. The most
accurate and scientific index system should be constructed
according to the attributes of the research object and its
background.In addition, when domestic and foreign
scholars study the efficiency of green growth, they mostly
choose various countries, provinces or an economic belt,
lacking more in-depth subdivision research, such as the
efficiency of green growth of oil and gas resource-based
cities, so this paper aims at oil and gas resource-based
cities, referring to the evaluation methods and indicators
selected by previous scholars. It aims to establish a more
scientific evaluation system to study the green growth
efficiency of oil and gas resource-based cities.

THEORETICAL BASIS

Selection Basis of Evaluation Method
In the long river of exploring the efficiency evaluation of green
growth, scholars have used a variety of efficiency evaluation
methods, of which the most common six methods are: data
envelopment analysis, comprehensive index method, fuzzy
comprehensive evaluation method, TOPSIS analysis, grey
relational analysis and analytic hierarchy process. A
comparison of the six methods is shown in Table 1.

This paper evaluates the green growth efficiency of 20 oil and
gas resource-based cities, and the sample size is relatively large,
which is aimed at the efficiency evaluation of 20 decision-making
units, multi-input and multi-output. Therefore, this paper
chooses DEA to evaluate the green growth efficiency of oil
and gas resource-based cities.

DEA-SBM Model
In 2001, in order to solve the problem of angle assumption,
Tone put forward DEA-SBM model, which is based on Pareto-
Koopmans economic theory, and introduced slack variable
into DEA model, which makes it unnecessary to assume that
input and output change in the same direction and different
outputs change in the same direction when measuring
efficiency. Therefore, DEA-SBM model is a non-radial non-
angle efficiency evaluation model, which can be used to
evaluate the efficiency of decision making units containing
undesirable output. The model is as follows.
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ρ � min
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ztk ≥ 0
sxn ≥ 0
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k � 1, 2, . . .K (1)

In the formula (1), ρ denotes the target efficiency value of the
decision-making unit, ρ∈[0,1], when ρ = 1, the decision-making
unit is completely effective, as long as ρ≠1, the efficiency loss of
the decision-making unit exists, the closer ρ is to 0, the more the
efficiency loss of the decision making unit exists, and the larger
the improvement space is.ztk represents the weight coefficient, the

number of factor inputs is represented by N, M represents the
number of expected outputs, and I represents the number of non-
expected outputs.sxn is the slack variable of the input factor.sym is
the slack variable of the expected output. spi represents the slack
variable of the undesired output. The xi’kn and yt’kmrespectively
represent two different types of outputs of the k’decision-making
unit at t’. Thebt’ki represents the investment of the decision making
unit k’ at time t’.

Malmquist-Luenberger Index
When evaluating the static efficiency of a specific time node with
undesirable output in a DMU, DEA-SBM model can effectively
measure the utilization degree of input factors in the DMU.
However, when evaluating the vertical change of DMU efficiency,
that is, considering the time factor, we need to use the dynamic
efficiency evaluation method to analyze the trend, causes and
potential of efficiency growth.The Malmquist index proposed by
Swedish economist Sten Malmquist in 1953 is recognized and
used by most scholars. Compared with other dynamic efficiency
analysis methods, the combination of Malmquist index and DEA
model has significant advantages. In the process of dynamic
efficiency evaluation, the traditional Malmquist index also has
some drawbacks, it ignores the undesirable output. So in 1997,
Chungetal and other scholars proposed Malmquist—Luenberger
index (ML) model, which introduced the directional distance

TABLE 1 | Comparison of evaluation and analysis method.

Method Explanation Merit Shortcoming

Data Envelopment
Analysis

Based on the concept of relative efficiency, this
paper evaluates the efficiency of multiple input
and multiple output of multiple decision making
units

It is not necessary to determine the weight
according to the subjective will of the
researchers, follow the original data, and be
objective and accurate. The method is simple
and easy to use

Based on the concept of relative efficiency,
the effectiveness of evaluation is relative

Comprehensive Index
Method

The indexes of each evaluation object are
transformed into the relative evaluation value of
the same quantity, and these values are
synthesized to obtain the comprehensive
evaluation index

The method is simple and easy to understand It is difficult to determine the evaluation
system and the index processing is more
complex

Fuzzy comprehensive
evaluation method

Based on the comprehensive evaluation
method of fuzzy mathematics, the object
limited by multiple factors is solved by
qualitative evaluation to quantitative evaluation

Solving the problem of uncertainty and non-
quantification

The subjectivity of index weight is strong, and
the calculation process is stable and complex

TOPSIS analysis
method

Advantages and disadvantages of the solution
example method, the existing evaluation object
and the best program and the distance
between the worst program relative sort

The requirements for the data of the research
objects are low, and the operation is simple

Cannot resolve duplicate information between
metric

Grey correlation degree
analysis method

Quantitative analysis of the dynamic change of
the system development is proposed to
determine the correlation degree of various
factors, and the close degree of the relationship
is determined by the geometric shape similarity
of the reference data and the comparative data
column

The method is simple and intuitive Cannot resolve duplicate information between
metric

Analytic Hierarchy Proc The multi-objective decision-making problem
as a system, through qualitative analysis of the
multi-objective decomposition, decomposed
into different groups of factors, and through
continuous comparison to determine the
weight, and finally come to the total sort

It needs less quantitative data and more
systematic and comprehensive thinking

There are more subjective elements, more
quantitative and less qualitative, which are
difficult to be convinced. When the number of
indicators is large, it is easy to have the
problem that the weight is difficult to
determine
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function into the Malmquist index to solve the problem of
undesirable output. The directional distance function is as
follows:

Dt
0

	→(xt, yt, bt;g) � sup{β: (yt, b) + βg ∈ pt(xt)} (2)
In the formula (2), g represents a direction vector, gt=(y,-bt), in

the formula, y and b are respectively used to represent the
expected output and the unexpected output, and the minus
sign represents a direction, which means that the directions of
the expected output and the unexpected output are opposite.
βrepresents the state of complete efficiency, that is, there is the
maximum expected output and the minimum unexpected output.

The functional expression of Talmudist-Gutenberg index is as
follows:

MLt+1
t �

⎧⎪⎪⎨⎪⎪⎩ 1 + �D
t

0(xt, yt, bt;yt,−bt)
1 + →

�D
t

0(xt+1 , yt+1 , bt+1 , yt+1 ,−bt+1)p 1 + �D
t+1
0 (xt, yt, bt;yt,−bt)

1 + →
Dt+1

0 (xt+1 , yt+1 , bt+1;yt+1 ,−bt+1)
⎫⎪⎪⎬⎪⎪⎭

1
2

(3)

There are three cases, namelyML > 1,ML = 1 andML < 1,ML >
1, it shows that the static efficiency of green growth shows an
upward trend. If ML = 1, it shows that the efficiency of green
growth has no obvious trend. If ML < 1, the efficiency of green
growth shows a downward trend. The ML index can be
decomposed into EFFch and TEch, EFFch represents the
technical efficiency change index, TEch represents the technical
progress index, and the judgment criteria of the two values are
consistent with those of the ml index. The decomposition function
is as follows:

MLt+1
t � EFFchpTEch

EFFcht+1t � 1 + �D
t+1
0 (xt, yt, bt;yt,−bt)

1 + →
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1
2

(4)

SELECTION OF INDICATORS AND DATA
SOURCES

In order to evaluate the green growth efficiency of major oil and
gas resource-based cities in China, 20 oil and gas resource-based
cities in China were selected as the research objects, and the DEA-
SBM model was used to evaluate the static efficiency of green
growth of oil and gas-based cities. Combined with Malmquist-
Luenberger index, this paper evaluates the dynamic efficiency of
green growth of oil and gas resource-based cities.

Selection of Indicator
Drawing on the green growth evaluation indicators of OECD
(OECD, 2011), World Bank (World Bank, 2012), UNEP (UNEP,
2012), Chinese Academy of Sciences (Research Group of

Sustainable Development Strategy of Chinese Academy of
Sciences, 2011) and Beijing Normal University (Beijing
Normal University Scientific Development Concept and
Economic Sustainable Development Research Base and etc,
2012) and other authoritative institutions, this paper collates a
large number of relevant literatures on green growth evaluation
indicators. For example, Qu Ying used pollution emissions,
energy consumption and labor input and other input
indicators to measure the green growth efficiency of pollution-
intensive industries in Liaoning Province (Qu et al., 2017). When
Jiao Linlin and others measure the green growth efficiency of
coastal cities, the input indicators are labor input, total energy
consumption, pollutant emissions and CO2 emissions, and the
output indicators are regional GDP (Xu et al., 2020). Under the
guidance of these institutions’ green growth evaluation index and
these literatures, considering the characteristics of oil and gas
resource-based cities, this paper finally determines GDP, the
number of employees, industrial electricity, industrial
wastewater emissions, industrial sulfur dioxide emissions, total
fixed assets investment and science and technology expenditure
as the evaluation index system of this paper.Labor input, capital
input, energy input and technology input are taken as input
indicators, and the expected output is GDP. Considering the
characteristics of large pollutant emissions in oil and gas
resource-based cities, industrial pollutants are taken as non-
expected output, and the evaluation index system is shown in
Table 2.

Data Sources
Oil and gas resource-based cities are not only an important
energy base in China, but also an important pillar of China’s
urban economy. Considering the distribution of oil and gas
resource-based cities and the availability of data, this paper
selects 20 typical oil and gas resource-based cities as the
research object. They are: Cangzhou, Ordos, Jinzhou, Panjin,
Songyuan, Daqing, Yangzhou, Dongying, Binzhou, Puyang,
Nanyang, Jingzhou, Hengyang, Zhanjiang, Suining, Yan’an,
Yulin, Jiuquan, Qingyang and Karamay.According to the
geographical location and economic development of these
cities, they can be divided into three regions. According to the
experience of predecessors, this paper divides Jinzhou City and
Panjin City of Liaoning Province into the eastern region, Daqing
City of Heilongjiang Province and Songyuan City of Jilin
Province into the central region, the specific division is: The
oil and gas resource-based cities in the eastern region include
Dongying, Yangzhou, Panjin, Cangzhou, Zhanjiang, Jinzhou and
Binzhou, the oil and gas resource-based cities in the central region
include Daqing, Songyuan, Puyang, Nanyang, Jingzhou,
Hengyang and Ordos, and the oil and gas resource-oriented
cities in the western region include Qingyang, Jiuquan, Yan’an,
Yulin, Karamay and Suining.This paper studies the green growth
efficiency of oil and gas resource-based cities based on the data
from 2010 to 2018. The data mainly come from China Urban
Statistical Yearbook, China Environmental Statistical Yearbook,
China Energy Statistical Yearbook and China Science and
Technology Statistics Yearbook.
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EMPIRICAL RESEARCH

In the course of the study, because of the existence of undesirable
environmental pollutants, this paper chooses DEA-SBMmodel to
evaluate the green growth efficiency of oil and gas resource-based
cities, but wants to explore the dynamic changes of green growth
efficiency of oil and gas resource-based CIT ies vertically and
conduct more in-depth research. A combination of the DEA-
SBM model and the Malmquist-Luenberger index is required.

Static Efficiency Evaluation
According to the DEA-SBM model, the static efficiency of green
growth of 20 oil and gas resource-based cities is evaluated by
using DEA-SOLVERPro5.0 software, and the evaluation results
are shown in Table 3.

As shown in Table 3, the average static efficiency of 20 oil and
gas resource-based cities is Yangzhou, Binzhou, Ordos,
Zhanjiang, Dongying, Jingzhou, Daqing, Cangzhou, Yulin,
Hengyang, Jinzhou, Songyuan, Karamay, Suining, Puyang,
Jiuquan, Yan’an, Panjin, Nanyang and Qingyang from large to
small. The average static efficiency of green growth of all oil and
gas resource-based cities does not reach 1,It shows that there are
efficiency losses in the green growth of various oil and gas

resource-based cities in 2010–2018, but the efficiency value of
some cities in some years, such as Zhanjiang in 2010–2013,
Yangzhou, Ordos, Binzhou, Zhanjiang and Dongying in 2018,
has reached 1, indicating that these cities have reached Pareto
optimal state and achieved green economic growth in these years,
But there are also cities like Qingyang with extremely low
efficiency of green economic growth.In order to better
compare the green growth efficiency of oil and gas resource-
based cities in various regions, the static efficiency evaluation
results of green growth of oil and gas resource-based cities in
different regions are sorted out according to the data in Table 3,
as shown in Table 4.

In order to more intuitively reflect the comparison of the static
efficiency of green growth in different regions and their respective
development trends, the static efficiency comparison chart of
green growth in different regions is drawn according to Table 4,
as shown in Figure 1.

Since 2010, under the premise of the steady improvement of
green growth efficiency in China, the static efficiency of green
growth of oil and gas resource-based cities has generally shown a
downward trend, which also shows that the green growth of oil
and gas resource-based cities in China is not ideal. Among all the
oil and gas resource-based cities, Yangzhou’s green growth static

TABLE 2 | Evaluation index system of green growth efficiency of oil and gas resource-based cities.

Indicator Type Index Meaning Index Calculation Unit

Input index Labor input number of people employed person
Capital investment Total investment in fixed assets Ten thousand yuan
Energy input Industrial power consumption 10,000 kWh
Technical input Science and technology expenditure Ten thousand yuan

Output indicators Expected output GDP Ten thousand yuan
Unexpected output Industrial pollutant emission Ton

TABLE 3 | Static efficiency evaluation results of green growth of Oil and gas resource-based cities.

City 2010 2011 2012 2013 2014 2015 2016 2017 2018 Mean
Value

Ranking

Yangzhou 1.0000 1.0000 1.0000 0.6570 1.0000 0.6721 1.0000 0.5755 1.0000 0.8783 1
Binzhou 1.0000 1.0000 1.0000 0.7816 0.6403 1.0000 0.7989 0.6503 1.0000 0.8746 2
Erdos 1.0000 1.0000 1.0000 1.0000 0.9026 1.0000 0.2007 0.3364 1.0000 0.8266 3
Zhanjiang 1.0000 1.0000 1.0000 1.0000 0.9026 1.0000 0.2007 0.3364 1.0000 0.8266 4
Dongying 0.8041 0.7304 0.7240 0.6867 0.6571 0.7699 0.8093 0.5337 1.0000 0.7462 5
Jingzhou 1.0000 1.0000 0.5989 1.0000 0.6768 0.5064 0.7289 0.5067 0.6138 0.7368 6
Daqing 0.5714 0.6038 0.6566 0.5361 0.5985 0.6875 0.8033 0.8612 1.0000 0.7020 7
Cangzhou 0.7549 1.0000 1.0000 0.7161 0.6672 0.7624 0.4600 0.3354 0.4260 0.6802 8
Yulin 0.5794 0.7304 0.6856 0.4530 0.5883 0.7045 0.5727 1.0000 0.6256 0.6599 9
Hengyang 0.8445 0.7455 1.0000 0.6055 0.5340 0.5034 0.5486 0.3740 0.3854 0.6157 10
Jinzhou 0.6254 0.7181 0.6358 0.4797 0.3562 0.5985 0.5717 0.3737 1.0000 0.5954 11
Songyuan 1.0000 1.0000 0.1942 0.7052 0.6486 0.5038 0.4156 0.4025 0.4712 0.5935 12
Karamay 1.0000 1.0000 0.7597 0.6341 0.5569 0.5396 0.3073 0.2520 0.2767 0.5918 13
Suining 1.0000 1.0000 0.4891 0.2788 0.3670 0.3278 0.2270 0.7624 0.2883 0.5267 14
Puyang 1.0000 0.5607 0.6297 0.5287 0.4825 0.5193 0.3328 0.2621 0.3077 0.5137 15
Jiuquan 1.0000 0.6348 1.0000 0.3562 0.3842 0.2592 0.1573 0.1859 0.1777 0.4617 16
Yan’an 1.0000 1.0000 0.7404 0.3218 0.2367 0.2411 0.2554 0.1990 0.1574 0.4613 17
Panjin 0.2546 0.5443 0.4999 0.6127 0.3573 0.4280 0.3603 0.3368 0.5143 0.4342 18
Nanyang 0.5585 0.4327 0.4015 0.3353 0.3433 0.3569 0.2440 0.2572 0.3073 0.3597 19
Qingyang 0.9990 0.9992 0.1237 0.0750 0.0792 0.0533 0.0576 0.0888 0.1561 0.2924 20
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efficiency ranks first, the green growth efficiency value is greater
than 0.5, and the average green growth efficiency is 0.8,783, which
indicates that compared with other oil and gas resource-based
cities, Yangzhou’s economic development model is relatively
healthy and its resource allocation is relatively
reasonable.However, from the perspective of efficiency, green
growth still has efficiency loss. The average static efficiency of
green growth in Jiuquan, Yan’an, Panjin, Nanyang, Qingyang and
other cities is less than 0.5, the economic development model is
extremely unhealthy, the input factors of production have not
been ideal output, there are waste of resources, environmental
pollution and other factors that damage green growth in the
region.From the perspective of spatial dimension, the static
efficiency of green growth of oil and gas resource-based cities
in the eastern region is higher than that of other regions, which is
in line with the law of environmental Kuznets curve. After
economic development to a certain extent, the degree of
environmental pollution has been gradually alleviated, and the
environmental quality has been improved. The static efficiency

value of green growth of oil and gas resource-based cities in
central and western regions is the largest in 2010, and after 2010,
the static efficiency of green growth has a significant downward
trend. The overall water level of the western, central and eastern
regions and oil and gas resource-based cities showed a straight
downward trend, and the green growth efficiency did not reach 1.
It shows that the green growth of all oil and gas resource-based
cities has efficiency loss and does not reach the Pareto optimal
state, which further illustrates that the green growth of 20 oil and
gas resource-based cities in the past nine years is not optimistic,
and there are problems such as slow economic development,
waste of resources, environmental pollution and so on. How to
improve the green growth efficiency of oil and gas resource-based
cities has become a difficult problem that the government of oil
and gas resource-based cities has to face and solve.

Dynamic Efficiency Evaluation
The static evaluation results show that the static efficiency of
green growth of oil and gas resource-based cities is generally low.

TABLE 4 | Static efficiency evaluation results of green growth of oil and gas resource-based cities in different regions.

Particular year Youcheng Average Eastern region Central Region Western region

2010 0.8496 0.7770 0.8534 0.9297
2011 0.8349 0.8561 0.7632 0.8940
2012 0.7069 0.8371 0.6401 0.6330
2013 0.5881 0.7048 0.6729 0.35315
2014 0.5489 0.6544 0.5980 0.3687
2015 0.5716 0.7472 0.5824 0.35425
2016 0.4526 0.6001 0.4677 0.2628
2017 0.4315 0.4488 0.4285 0.4146
2018 0.5854 0.8486 0.5836 0.2803

FIGURE 1 | Comparison of static efficiency of green growth in different regions.
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Combined with DEA-SBM model and Malmquist-Luenberger
index, the dynamic efficiency of green growth of 20 oil and gas
resource-based cities from 2010 to 2018 is evaluated and analyzed
by using MaxDEA software. Because the dynamic efficiency of
green growth is a dynamic evaluation of the efficiency of green
growth, only eight periods can be evaluated in the nine-year
period. The evaluation results are shown in Tables 5, 6.

The evaluation results show that more than half (11) of the oil
and gas resource-based cities have a green dynamic growth rate
ML value greater than 1, including Cangzhou, Daqing, Dongying,
Jinzhou, Jingzhou, Nanyang, Panjin, Puyang, Qingyang,
Yangzhou and Yulin, and their green growth is on the rise.
The green growth momentum of Qingyang, Yulin and
Dongying is remarkable. The ML values of Binzhou, Ordos,

Hengyang, Jiuquan, Karamay, Songyuan, Suining, Yan’an and
Zhanjiang are less than 1, and the green growth is in a downward
trend.In order to better understand the green growth efficiency of
oil and gas resource-based cities, this paper decomposes the total
elements of green growth into green growth technology index
(EC) and green growth technology progress index (TC), as shown
in Table 6.

The evaluation result of green dynamic growth efficiency
reflects the development trend of green growth of oil and gas
resource-based cities. When the dynamic evaluation result ML >
1, the green growth efficiency of oil and gas resource-based cities
shows an upward trend during the evaluation period. If ML < 1, it
indicates that the green growth efficiency of oil and gas resource-
based cities shows a downward trend during the evaluation
period. If ML = 1, It means that the green growth efficiency of
oil and gas resource-based cities has not changed significantly
during the evaluation period.In order to conduct a more in-depth
study on the green growth of oil and gas resource-based cities, the
green total factor growth efficiency can be decomposed into TC
and EC indexes. TC is the index of green technological progress,
which represents how technological progress affects the efficiency
of green growth of oil and gas resource-based cities. EC is a green
technology efficiency index, which represents how the
comprehensive factors such as the proficiency of technology
users and market environment affect the green growth
efficiency of oil and gas resource-based cities when technology
remains stable. In the research literature at home and abroad,
many scholars mentioned that TC and EC change in the same
direction. The static efficiency of green growth indicates the
allocation ability of resources within the region when the
technology is stable, in contrast, the efficiency of green
dynamic growth indicates whether the region has the ability to
improve efficiency when the technology is improved, and it also
becomes the basis of how the static efficiency of green growth
changes. Comparing the static efficiency of green growth and the
value of green total factor productivity, this paper analyzes the
growth state and growth potential of green economy from static

TABLE 5 | Evaluation results of green dynamic growth efficiency.

City 2010-2011 2011-2012 2012-2013 2013-2014 2014-2015 2015-2016 2016-2017 2017-2018

Binzhou 1.4687 0.9807 0.7688 0.6953 0.8728 0.9823 1.0402 1.1023
Cangzhou 1.1716 0.5129 0.9496 0.8700 1.0411 1.1386 1.1364 1.2787
Daqing 1.3582 0.9500 0.9885 1.1537 0.9860 0.6768 1.1594 0.9730
Dongying 1.1331 0.8991 0.9736 1.0436 1.1270 1.0870 1.2832 1.0371
Erdos 1.0244 1.0312 0.9641 1.0283 0.9616 1.0613 0.7741 1.0692
Hengyang 1.2591 1.0077 0.4734 1.0255 0.9980 1.0759 0.8879 1.0551
Jinzhou 1.0696 0.9595 1.0202 1.0662 1.0934 1.2272 1.0529 1.0187
Jingzhou 1.0528 0.9667 0.9045 0.9568 0.9529 1.0587 0.9992 1.1100
Jiuquan 0.9232 0.8242 0.9984 0.7167 0.4417 1.5907 1.2638 0.8772
Karamay 1.0635 0.5396 0.7886 1.1815 0.7530 1.0931 1.0546 1.1192
Nanyang 1.0726 0.9782 0.9898 0.9677 1.0120 1.4101 1.1125 1.0276
Panjin 1.0630 1.0011 0.9510 1.0180 1.0165 0.9988 1.2815 1.1094
Puyang 1.0779 0.9511 0.9680 1.0527 0.9980 1.0198 1.0499 1.0099
Qingyang 0.6612 1.3452 0.9720 0.9853 1.0772 1.0484 1.3504 1.9957
Songyuan 0.8913 0.9948 0.9734 0.9993 1.0188 1.0813 1.0695 0.9271
Sui ning 0.9941 0.7155 1.0717 0.8026 1.0019 0.9957 1.0012 0.9952
Yan’an 1.0060 0.7981 0.5485 0.8547 0.7146 0.8752 1.1474 1.3485
Yangzhou 1.1235 1.0460 0.8096 1.0863 1.0440 1.0779 1.1500 1.0487

TABLE 6 | Decomposition results of green total factor growth efficiency of Oil and
gas resource-based cities.

City ML Ranking EC Ranking TC Ranking

Binzhou 0.9889 15 0.9426 18 1.0677 3
Cangzhou 1.0123 10 1.0040 11 1.0135 7
Daqing 1.0306 8 1.0000 13 1.0306 6
Dongying 1.0729 3 1.1067 3 1.0093 8
Erdos 0.9893 14 1.0000 13 0.9893 16
Hengyang 0.9728 16 1.0016 12 0.9885 17
Ji zhou 1.0635 5 1.1302 1 0.9755 18
Jingzhou 1.0002 11 1.0125 9 0.9966 12
Jiuquan 0.9545 17 0.9752 16 1.0002 11
Karamay 0.9491 18 0.9556 17 1.0056 10
Nanyang 1.0713 4 1.0449 7 1.0385 4
Panjin 1.0549 6 1.0673 5 0.9898 15
Puyang 1.0159 9 1.0308 8 0.9929 14
Qingyang 1.1794 1 1.0926 4 1.2340 1
Songyuan 0.9945 13 1.0000 13 0.9945 13
Suining 0.9472 19 1.0061 10 0.9454 19
Yan’an 0.9116 20 0.9857 14 0.9448 20
Yangzhou 1.0483 7 1.0507 6 1.0067 9
Yulin 1.1609 2 1.1211 2 1.0861 2
Zhanjiang 0.9971 12 0.9763 15 1.0328 5
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and dynamic perspectives. The results show that, compared with
the ranking of static efficiency of green growth, there is no
obvious positive and negative relationship between them. For
example, Qingyang’s green total factor productivity ranks first,
while the static efficiency of green growth is the last, which shows
that although the current level of green growth in Qingyang is
low, it has good development potential.

It can be seen from Table 6 that the analysis of the green
technology progress index of oil and gas resource-based cities
shows that the values of the green technology progress index of oil
and gas resource-based cities from 2010 to 2018 are greater than
0.9 and approximate to 1, indicating that green technology
progress can promote the efficiency of green growth. The
analysis of the green technical efficiency index of oil and gas
resource-based cities shows that the technical efficiency values of
11 oil and gas resource-based cities, such as Daqing, Binzhou,
Cangzhou and Dongying, are all greater than 1, which shows that
green technology can improve the efficiency of green growth.By
comparing with the green total factor growth efficiency index
ranking, this paper analyzes the impact of the two indexes on the
green growth efficiency of oil and gas resource-based cities,
among which Yan’an and Suining have the lowest ml value,
which is less than 1, Qingyang TC index ranks first, and EC index
is 1.0926.For cities with higher ml value, TC is the power source
to maintain efficiency improvement, while for cities with higher
EC ranking, the value of TC is not necessarily large. To sum up, at
present, the greater factor to improve the efficiency of green
growth of oil and gas resource-based cities is the progress of green
technology, although the efficiency of green technology can also
play a certain role, but relatively limited.

CONCLUSION

Based on the panel data of SBM model and Malmquist-
Luenberger index, this paper evaluates the green growth
efficiency of major oil and gas resource-based cities in China,
and draws the following conclusions.

1) Using the non-radial non-angle DEA-SBM model, from the
static point of view of China’s oil and gas resource-based cities
2010–2018 green growth efficiency evaluation. The evaluation
results show that the average static efficiency of the 20 oil and
gas resource-based cities ranks in the following order:
Yangzhou, Binzhou, Ordos, Zhanjiang, Dongying, Jingzhou,
Daqing, Cangzhou, Yulin, Hengyang, Jinzhou, Songyuan,
Karamay, Suining, Puyang, Jiuquan, Yan’an, Panjin,
Nanyang and Qingyang. They did not reach 1 and did not
reach Pareto optimality. It shows that the present situation of
green growth of oil and gas resource-based cities is not ideal,
the input of production factors does not achieve the desired
effect, while the economy is backward, the waste of resources
is serious, the environmental situation is not optimistic, and

the coordinated development of economy, resources and
environment can not be realized.From the perspective of
spatial dimension, the static efficiency of green growth of
oil and gas resource-based cities in the eastern region is higher
than that of other regions, which is in line with the law of
environmental Kuznets curve. The economic development
level of oil and gas resource-based cities in the eastern region is
higher, and the degree of environmental pollution is gradually
improved.

2) Based on DEA-SBMmodel andMalmquist-Luenberger index,
this paper evaluates the green growth efficiency of oil and gas
resource-based cities in China from 2010 to 2018 from the
dynamic perspective. The evaluation results show that more
than half of the oil and gas resource-based cities have green
growth total factor productivity ml value greater than 1.
Specifically, Cangzhou, Daqing, Dongying, Jinzhou,
Jingzhou, Nanyang, Panjin, Puyang, Qingyang, Yangzhou
and Yulin are in an upward trend of green growth, among
which Qingyang, Yulin and Dongying are the most
significant.The ml value of Binzhou, Ordos, Hengyang,
Jiuquan, Karamay, Songyuan, Suining, Yan’an and
Zhanjiang is less than 1, the green growth is in a
downward trend, and the efficiency of green growth has
great room for improvement. The green total factor growth
efficiency of oil and gas resource-based cities is different. The
green technological progress has a greater impact on the green
growth efficiency of oil and gas resource-based cities, while the
green technological efficiency has a smaller impact.
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A fractal relative permeability
model for two-phase flow
through unsaturated shale
porous medium

Li Fengxia1,2, Zeng Fanhui3*, Shen Yunqi1,2 and Zhang Yu3

1State Key Laboratory of Shale Oil and Gas Enrichment Mechanisms and Effective Development,
Beijing, China, 2State Energy Center for Shale Oil Research and Development, Jiangsu, China,
3Southwest Petroleum University, Chengdu, China

The accurate calculation of the two-phase relative permeability has a significant

impact for effectively characterizing the fluid flow patterns of unsaturated shale

reservoir. A new fractal relative permeability model is developed based on two-

phase transport feature in confined nanopores, which is upscaledwith the aid of

fractal theory for two-phase flow through unsaturated shale porous medium.

Unlike the earlier models, the presented models considered nanopore

wettability, confined viscosity varies with the nanopore diameter (variable

water phase viscosity), stress dependence effect, real gas effect, irreducible

water saturation and tortuosity effect. The proposed model compares the

permeability of single nanopore and multiple nanopores with earlier

research, which shows that the fractal relative permeability model agrees

well with earlier models and experimental data. The results show that the

Monte Carlo model and Abaci experimental model studied by previous

researchers are special cases of the proposed fractal model, thus showing

that the proposed fractal model has obvious advantages. Further calculations

show that 1) The gas phase’s relative permeability gradually decreases with the

increase of water saturation; 2) Confined viscosity varies with the nanopore

diameter has a greater influence on the inorganic pores and a smaller influence

on the organic pores on the relative permeability; 3) The relative permeability of

the intersection point in the organic pore is higher than that of the inorganic

porous, but the water saturation at the intersection is less than that of inorganic

pores. Therefore, it lays a solid foundation for revealing the two-phase flow law

of shale porous media.

KEYWORDS

shale, two-phase flow, confined viscosity, irreducible water saturation, tortuosity
effect, fractal relative permeability model
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1 Introduction

Simulating the gas and water fluid flow in the shale multi-

scale pore structure of an unsaturated reservoir plays an

extremely important role in dealing with key issues such as

fracturing fluid flowback and unsaturated reservoir

development (Bear and Jacob, 1975; Adler and Brenner, 1988;

Berkowitz, 2002). One of the most important basic parameters

that can characterize the multiphase flow of oil and gas reservoirs

is the two-phase relative permeability. It can not only evaluate the

behavior of multiphase fluids, but also provide constructive

guidance for unsaturated oil and gas reservoirs (Lei Dong

et al., 2015). Laboratory test simulation (Jackson et al., 2018)

and theoretical derivation of mathematical formulas (Li, 2010;

Yao et al., 2018) are the most important methods for evaluating

the relative permeability of gas and water phases. Nevertheless,

due to the extremely low permeability and the extremely complex

nanopore structure, the relative permeability of the two phases of

unsaturated tight reservoirs cannot be accurately obtained

(Zhang et al., 2017). For this reason, in order to study the

gas-water two-phase flow behavior in tight reservoir shale

porous media, mathematical models are widely used to

accurately predict the gas-water two-phase relative permeability.

Fractal theory is adopted by a large number of researchers to

accurately study the relative permeability of the microscopic pore

structure of saturated shale porous media with wet and non-wet

phases. Katz et al. (Katz and Thompson, 1985) and Krohn et al.

(Krohn and Christine, 1988) have rigorously demonstrated that

porous media rocks with complex pore structures have fractal

characteristics. Based on the fractal self-similarity theory,

numerous researchers extensively apply mathematical

modeling and numerical simulation to study the gas-water

two-phase fluid flow behavior in rock pore structure, and

obtained the two-phase relative permeability model (Tan

et al., 2015; Wang et al., 2017). According to the assumption

that each capillary bundle is saturated by the wetting and non-

wetting phase fluids, Yu et al. (Yu and Li, 2003) uses the fractal

capillary bundle model and the Hagen-Poiseuille equation to

accurately calculate the fractal permeability of the tight reservoir

rock porous media. Liu et al. (Liu and Yu, 2007) proposed a new

fractal permeability model that considers the capillary pressure

effect. However, although these models use fractal theory, they do

not consider the combined effects of tortuous capillaries,

viscosity changes with pore diameter, and irreducible water

saturation.

Prediction of gas-water two-phase relative permeability in

shale multi-scale pore structure is still challenging due to

complex pore structures and ultra-low permeability. The flow

channel is not straight but tortuous, which is a typical feature of

multiphase fluid flowing in real porous medium rock. Clennell

(Clennell, 1997) and Khalili (Matyka et al., 2008) demonstrates

the great and profound influence of tortuosity on the electrical,

hydraulics and diffusion properties in unsaturated rocks with

multi-scale pores, and based on this, introduces the concept and

characteristics of tortuosity (Carman, 1937). Yu (Yu and Li,

2003) and Liu (Liu et al., 2021) established a porous media

permeability model based on fractal theory through

mathematical modelling method and considering fractal

distribution of tortuosity. The results show that the fractal

permeability calculated under the conditions of considering

fractal distribution of tortuosity and not considering fractal

distribution of tortuosity has a significant difference. Wang

(Wang et al., 2018) developed the relationship between

volume flow and confined pressure considering the fractal

distribution of tortuosity in a single confined nanotube. The

results show that the fractal distribution of tortuosity increases

the complexity of the pore structure of porous media, thereby

reducing the permeability of porous media.

Furthermore, the inherent rock properties of porous media

play an important role in the main controlling factors affecting

the viscosity of confined water compared with bulk water and

bulk gas (Li et al., 2007; Feng et al., 2018). It is known that in

hydrophilic nanotubes, due to the large amount of water attached

to the boundary wall (Thompson and Robbins, 1990), the

viscosity of the bulk water and the bulk gas viscosity are

much lower than the effective viscosity of the confined water

near the boundary wall (Feibelman, 2013). However, the

wettability fluid can effectively slide along the hydrophobic

capillary wall (Vinogradova et al., 2009), and the no-slip

boundary condition assumption no longer holds (Wu et al.,

2017). In addition, the effect of water/micropore wall

interaction on the flow behavior of confined water is

significantly different from that of water/porous wall

interacting (R R, et al., 2012; Lorenz and Zewail, 2014). Real

slip conditions can characterize the water/micropore wall

interaction effect at the molecular level. However, because the

interaction between bulk fluid and solid wall occurs near the

boundary region of confined nanopore wall, the apparent

viscosity can be used to express the fluid viscosity in the

boundary region of pore wall (Wu et al., 2017). Yang (Yang

et al., 2019) put forward the order of factors that affect the

permeability of shale multiscale pore structure. Analysis results

show that shale fluid relative permeability is strongly influenced

by the slip length with distinctive flow patterns characterizing on

fluid/solid interaction.

To accurately gain the relative permeability of shale gas and

water phase (The effective permeability of the two-phase fluid

through the rock accounts for the content of the absolute

permeability of the single-phase fluid through the rock), it is

also very important to the calculation of absolute permeability in

the nano-scale range. Hu, et al. (Hu and Huang, 2017) concludes

that absolute permeability is an intrinsic property of rock, which

absolute permeability remains unchanged with the properties of

fluids through rock unless there are physical and chemical

reactions between fluids and rock. Therefore, Yu (Yu and Li,

2003) obtained the absolute permeability on the basis of Darcy’s
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law equation under the condition of water saturation of 0 or 1,

and then established a two-phase relative permeability model

based on fractal theory. Xu (Xu et al., 2013) believes that the

absolute permeability calculated under the condition that the

shale pore structure is completely saturated with fluid is a special

case of the effective permeability of single-phase fluid.

In general, when these models are upgraded from

nanoporous microscopic simulation to porous media

macroscopic simulation, the comprehensive effect of fluid

confined viscosity with nanopore size and wettability change

have not been effectively solved in shale porous media gas-water

two-phase flow channel. For the purpose of accurately simulating

the confined fluid flow in shale porous media, the gas-water two-

phase relative permeability model of shale porous media must be

established under the conditions of nano-scale interface fluid

viscosity with nano-aperture variation, tortuous capillary effect

and effective slip boundary. These problems have been well

analyzed and addressed in this paper. Additionally, the paper

also considered stress dependence effect, real gas effect,

irreducible water saturation and tortuosity effect, which these

effects the earlier models were not considered at the same time.

The basic route and structure of the rest of the article are as

follows: Fractal model for gas and water transport is organized in

Section 2. The two-phase transport model in the porous shale

matrix is organized in Section 3. The Model comparison and

validation is organized in Section 4. The effects of the real gas,

variable water viscosity, gas viscosity, structural parameters,

irreducible water saturation and wetting angle on the two-

phase relative permeability model are investigated in Section

5. Finally, several conclusions are provided in Section 6.

2 Fractal model for gas and water
transport

2.1 Basic theory

Due to the intricate distribution of porous media pores in

tight reservoirs, in the light of the complexity of pore distribution

in tight reservoirs, the pore distribution of porous media in tight

reservoirs has to be simplified using fractal theory. Fractal Theory

is a new theory and subject that is very popular and active today.

Fractal theory plays a huge role in the simplification of real

complex systems. The tight reservoir porous medium satisfies the

fractal characteristics. Therefore, the fractal theory can be used to

study the water and gas relative permeability of the tight

reservoir. On the vertical section of shale multi-scale pore

structure, the cumulative size N whose pore size is greater

than or equal to λ obeys the fractal scaling law (Boming Yu

and Cheng, 2002):

N(≥ λ) � (λ max

λ
)Df

(1)

Where λmax is the maximum nanopore size, nm; Df is the pore

fractal dimension, 0 < Df < 2.

Differentiating Eq. 1 with respect to λ can be obtained (Yu

and Liu 2010):

−dN � Dfλ
Df
max λ

−(Df+1)dλ (2)

Eq. 2 establishes the differential relationship between the

number of capillaries and the diameter of nanopores in a unit of

shale porous media; the negative sign in Eq. 2 indicates that the

larger the diameter of nanopores, the fewer the number of

capillary pores.

From Eq. 1, the total number of capillaries from λmin to λmax

can be obtained:

NT(≥ λ min) � (λ max/λ min)Df with λ min ≤ λ≤ λ max (3)

Simultaneous Eq. 2 and Eq. 3 can be obtained:

−dN/NT � Dfλ
Df
min λ

−(Df+1)dλ � f(λ)dλ (4)

Where f(λ) � Dfλ
Df
min λ

−(Df+1)dλ is the Equation of probability

density distribution at the unit interface of shale porous media.

Assuming that the λmin/λmax = m, can obtain the pore fractal

dimension Df expression is:

Df � ε − lnϕ/lnm (5)

Where ε is the two-dimensional Euclidean dimension, and ε = 2;

ϕ is the porosity of shale porous media in Figure 1.

Wheatcraft (Wheatcraft et al., 1991) established the fractal

relationship between the length of the tortuous capillary flowing

through the porous medium and the fractal shape of the round

capillary by using fractal theory and considering the tortuous

capillary effect in shale porous media:

FIGURE 1
Schematic illustration of the physical model of the tortuous
capillary in shale porous media (Zeng et al., 2020).
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lt � lDT
0 λ1−DT (6)

Where lt is the length of the tortuous capillary, nm; DT is the

tortuous fractal dimension of the capillaries, with 1 < DT < 2,

represents the complexity of fluid flow through shale porous

media capillary pore space.

The tortuous fractal dimension can be written:

DT � 1 + ln τav
ln(l0/λav) (7)

Where τav is the average tortuosity of tortuous capillaries,

dimensionless; λav is the capillaries average diameter, nm.

Considering that the tortuous and bending properties of real

capillary are important factors that cannot be ignored in shale

porous media, the introduction of tortuous capillary to

characterize the complex transport behavior of fluid in porous

media. Considering the complex flow path in shale porousmedia,

the average tortuosity can be obtained as:

τav � 1
2
⎡⎢⎢⎢⎢⎢⎢⎣1 + 1

2

�����
1 − ϕ

√ +
����������������������(1 − �����

1 − ϕ
√ )2 + (1 − ϕ)/4√
1 − �����

1 − ϕ
√ ⎤⎥⎥⎥⎥⎥⎥⎦ (8)

According to Eq. 4, the average nanopore diameter of the

tortuous capillary can be obtained as:

λav � ∫λmax

λmin

λf(λ)dλ � Dfλ min

Df − 1
[1 − (λ min/λ max)Df−1] (9)

Equation 9 can be further simplified to obtain:

λav � mDf

Df − 1
λ max[1 −mDf−1] (10)

The average nanopore diameter of capillary in shale

porous media can be calculated by Eq. 10. And consider

that the porous medium in the cross section of Figure 1 is

composed of nanopores with different round diameters.

Therefore, the vertical cross-sectional area of the

microscopic pore structure of tight reservoirs can be

calculated by Eq. 11:

A � ∫λmax

λmin
π(λ2)2(−dN)

ϕ
� πDf(1 −m2−Df )

4(2 −Df )ϕ λ 2
max (11)

Substituting Eq. 4 into Eq. 11 can further improve Eq. 11:

A � πDf(1 − ϕ)
4(2 −Df )ϕλ

2
max (12)

The vertical cross-sectional area of micro-pore structure of

shale reservoir is as follows:

A � l20 (13)

By substituting Eq. 12 into Eq. 13, the straight-line distance l0
can be obtained as follows:

l0 �
��
A

√ � λ max

2

������������
πDf

2 −Df

(1 − ϕ)
ϕ

√
(14)

Combining Eq. 10 and Eq. 14, the relationship between the

straight-line distance of the capillary and the average diameter of

the nanopores in the porous medium is:

l0/λav � Df − 1
2mDf(1 −mDf−1)

������������
1 − ϕ

ϕ

πDf

(2 −Df )

√
(15)

Thus, by substituting Eq. 15 and Eq. 8 into Eq. 7, the tortuous

fractal dimension DT can be calculated.

2.2 Gas and water transport in nanopores

Curtis (Curtis et al., 2012) have verified and obtained the

conclusion that a large number of inorganic and organic pores

are widely present in shale matrix nanopores. However, due to

the strong constrained between fluid molecules and the solid

surface, the slip-free Hagen-Poiseuille relationship based on the

continuum cannot accurately characterize the fluid transport

behavior in the nanochannel. Due to the greater difference in

density of liquids than gases, the use of gas dynamics theory is

ruled out (Gad-El-Hak, 2006). Experimental results and MDS

studies have shown that the most suitable for explaining the

transfer characteristics of nanofluids must be combined with slip

boundary conditions and effective viscosity correction to

accurately reveal the flow mechanism of gas and water fluid

in confined channel (Thomas and Mcgaughey, 2008; Wu et al.,

2017). The physical model of gas and water fluid flow in

nanopores is shown in Figure 2.

Figure 2A is the physical model of gas and water fluid flow in

organic/inorganic nanopores, where Lse represents the effective

slip length, and δ is the immovable liquid film thickness occupied

by irreducible water; Figure 2B is the gas and water flowmodel in

nanopores.

2.2.1 Transport in nano pores
The inherent characteristics of fluid incompressibility in rock

porous media are used as hypothetical conditions. And in the

capillary, the flow of the water and gas fluid do not interfere with

each other, that is, they flow in a stable laminar flow. The strong

wetting effect and water absorption occur near the wall of

tortuous capillary nanopores tube, which results in the

existence of the partial wetting phase fluid in the form of

liquid film. The immovable liquid film thickness δ can be

used to characterize the degree of residual water phase fluid

in shale porous media, so the liquid film thickness (δ) in this

model will not change with the flow behavior generated by the

fluid. The distribution and structural parameters of bulk gas, bulk

water and irreducible water fluid in the capillary are shown in
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Figure 3. The length is l, the radius of the nanopore is r0 and the

radius of the bulk gas flow channel is r1.

Since any nanopore in shale porous media has the same fluid

viscosity at the same distance, the fluid flow forms a cylindrical

layer velocity field. Under the assumption that the fluid flows

forward at a constant speed, the fluid driving force is πr2Δp and

the fluid flow resistance is viscous force, that is, 2πrlt χ. According
to the interaction principle of force in Newton’s third law, the

relationship between fluid driving force and fluid viscous force is

the relationship between force and reaction force when the fluid

flows to the axis of a circle with a radius of r meters, then:

−2πrltχ + πr2Δp � 0 (16)

where χ is shear resistance due to friction between adjacent fluids,
MPa; Δp is the drive pressure difference, equal to the difference

between the inlet pressure p1 and the outlet pressure p2,

MPa.Equation (16) can be simplified to

χ � Δp
2lt

.r (17)

Eq. 17 applies to both water and gas phase. And substituting

Newton’s law of viscosity into Eq. 17, can get:

−μw
zvw
zr

� Δp
2lt

r (18)

−μg
zvg
zr

� Δp
2lt

r (19)

Where μw is the water viscosity in the nanopore, Pa.s; μg is the gas

viscosity in the nanopore, Pa.s; vw is the water velocity in the

nanopore, nm/s; vg is the gas velocity in the nanopore, nm/s.

FIGURE 2
Physical model of gas and water fluid flow in organic/inorganic nanopores.

FIGURE 3
Physical model diagram for proposed models: (A) distribution of bulk gas, bulk water and bound water in nanopores; (B) fluid structure in
nanopores.
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−∫ zvw � ∫ Δp
2μw · lt r.zr (20)

−∫ zvg � ∫ Δp
2μg · lt

r.zr (21)

With the help of differential Eqs. 20, 21, the velocity distribution

of the water and gas phase fluid with r0 distance from the central

axis on the capillary section can be obtained:

vw � −Δpr
2

4μwlt
+ Cw; r1 < r< r0 − δ (22)

vrw � 0; r0 − δ ≤ r≤ r0 (23)

vg � −Δpr
2

4μglt
+ Cg; 0≤ r≤ r1 (24)

Where vrw is the water fluid velocity at the nanopore boundary,

nm/s; δ is the thickness of the liquid film at the nanopore

boundary, nm; Cw and Cg are the velocity integral constants,

dimensionless; r1 is the distance between the cylinder surface of

the gas and water phases and the center axis of the

nanopore, nm.

vw
∣∣∣∣ r�r1 � vg

∣∣∣∣ r�r1 (25)

where r = r0-δ is the interface radius between the non-flow-able

fluid and the flow-able fluid, and its water phase velocity

expression is:

vw
∣∣∣∣ r�r0−δ � −Ls

zvw
zr

∣∣∣∣ r�ro−δ (26)

Where Ls is fluid real slip length at walls, nm.

According to Eqs. 22–26, the two-phase velocity equations

can be expressed as:

vw � −Δpr
2

4μwlt
+ Δp(r0 − δ)(r0 − δ + 2Ls)

4μwlt
; r1 < r< r0 − δ (27)

vg � Δpr21
4μglt

− Δpr2
4μglt

+ Δp[(r0 − δ)2 + 2Ls(r0 − δ) − r21]
4μwlt

; 0≤ r≤ r1

(28)
Yu et al. (Yu and Li, 2003) proposed that the radius of the

water and gas interface radius r1 can be expressed as:

r1 � (λ/2 − δ)
��
Sg

√
� (λ/2 − δ) �����

1 − Sw
√

(29)

Where λ is nanopore diameter, nm; Sg is non-wetting phase

saturation, Sw is wetting phase saturation, Sg =1-Sw.
Integrating Eq. 27 from r = r1 to r =λ/2 - δ, and Eq. 28

from r =0 to r =r1, the volume flux of gas phase fluid (qg) and

water phase fluid (qw), respectively, can be attained for a single

tube.

qw � ∫ro−δ

r1

vwdA � πΔp(λ/2 − δ)2 · Sw
8μwlt

× [(λ/2 − δ)2 · Sw + 4Ls(λ/2 − δ)] (30)

qg � ∫r1

0
vgdA � πΔp(λ/2 − δ)4S2g

8μglt
+ πΔp
4μwlt

× [(λ/2 − δ)2(1 − Sg) + 2Ls(λ/2 − δ)](λ/2 − δ)2Sg
(31)

2.2.2 Fluid flow feature in confined nanopores
2.2.2.1 Stress dependence effect

Civan (Civan, 2010) proposed the relationship between the

diameter of the tortuous capillary nanopore (λ) and the inherent

permeability (k) and porosity (ϕ) of the rock as:

λef � 2
��
2τ

√ ����
k/ϕ√

(32)

Where λef is the diameter of shale nanopores after considering

stress sensitivity, nm.

The inherent permeability and porosity of the rock are

(Dong, Hsu et al., 2010):

k � k0(pe/po)−s (33)
ϕ � ϕ0(pe/po)−q (34)

Where k the intrinsic permeability of shale porous media

nanopores under effective stress, μm2; k0 is the inherent

permeability of shale porous media under normal atmospheric

pressure, μm2; pe is the difference between confining pressure (pc)

and pore pressure (p), that is the effective stress, MPa; p0 is

normal atmospheric pressure, MPa; S is permeability coefficient

determined by the inherent properties of the rock, dimensionless;

ϕ is the porosity of shale porous media under effective stress,

dimensionless; ϕ0is the porosity of shale porous media under

atmospheric pressure, dimensionless; q is the porosity coefficient

determined by inherent properties of rock, dimensionless.

Substituting Eqs. 33, 34 into Eq. 32, the relationship between

shale nanopore diameter after considering stress sensitivity and

effective stress is:

λef � 2
��
2τ

√ �����
k0/ϕ0

√ (pe/po)0.5(q−s) (35)

According to Eq. 32, the diameter of shale nanopores under

atmospheric pressure can be obtained as follows:

λ � 2
��
2τ

√ �����
k0/ϕ0

√
(36)

Combined Eq. 35 and Eq. 36 can obtain the expression of

shale nanopore diameter after considering stress sensitivity:

λef � λ(pe/po)0.5(q−s) (37)

According to Eq. 37, it establishes the relationship between

the diameter of shale nanopore and the diameter of nanopore

under atmospheric pressure.

2.2.2.2 Effective slip length determination

The water-wall interaction in the confined nanoporous fluid

flow space is greatly affected by the surface configuration of rock

Frontiers in Earth Science frontiersin.org06

Fengxia et al. 10.3389/feart.2022.1009750

74

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1009750


particles and the characteristics of physical and chemical

reactions (Cottin-Bizonne et al., 2003). Particularly, the

wetting property of the nanoporous boundary wall is

particularly affected at low shear rates (Tretheway and

Meinhart, 2002; Maali et al., 2008). The boundary slip length

is closely related to the contact angle of wall surface (Granick

et al., 2003). The specific expression for its calculation is:

Ls � C/(cos θ + 1)2 (38)

Where Ls is the real slip length of the nanopore interface fluid,

nm; C is the slip constant, which is 0.41 obtained by MD

experimental simulation; θ is the contact angle of the confined

nanopore channel, rad.

There is a significant difference between the boundary

confined water viscosity and the bulk water viscosity near

the wall of the confined nanopore channel, which leads to

obvious slippage at the liquid/liquid interface (Mashl and

Aluru, 2015). In practical, the effective slip length of

confined fluid is affected by the real slip and apparent slip

effects (Wu et al., 2017; Zeng et al., 2020), so the effective slip

length parameter Lse can be obtained:

Lse � Lsa + Ls � [μw
μd

− 1](λ
8
+ Ls) + Ls (39)

Where Lse is effective slip length, nm; Lsa is apparent slip

length, m; μw is the bulk water viscosity, Pa.s; λ is the nano

capillary diameter, nm; μd is confined fluid effective

viscosity, Pa.s.

It is obvious from Eq. 39 that the effective slip length depends

not only on the liquid/solid interface fluid wetting properties but

also on the fluid viscosity and nanopore size (Thomas and

Mcgaughey, 2008).

2.2.2.3 Confined nanofluid flow viscosity

Since the irreducible water viscosity and bulk water

viscosity of the fluid exhibit unique properties when

flowing in a restricted nanopore (Fradin et al., 2000;

Bocquet and Tabeling, 2014), it is necessary to re-

determine the effective viscosity of the nanopore fluid.

Notably, the area of irreducible water and bulk water flow

area is an important factor in determining effective viscosity.

Therefore, considering the effective viscosity as the weighted

summation of the bulk water viscosity and the irreducible

water viscosity according to the area of the flow area (Thomas

and Mcgaughey, 2008; Shaat and Mohamed, 2017),

the specific expression of the effective viscosity can be

obtained as:

μd � μw[1 − Aid

Atd
] + μrw

Aid

Atd
(40)

Where μd is the effective viscosity of the confined nanopore

fluid, Pa.s; μw is the viscosity of the bulk phase water, Pa.s; Aid

is the area of irreducible water region, nm2,

Aid � π[(λ/2)2 − (λ/2 − δ)2 − (2r1)2]; δ is the liquid film

thickness in irreducible water area, nm, determined by MD

simulation experiment (Werder, Walther et al., 2002; Thomas

and Mcgaughey 2008); μrw is the irreducible water viscosity,

Pa·s;Atd is the total area of irreducible water and bulk water

area, nm2, Atd � π[(λ/2)2 − (2r1)2].
The irreducible water viscosity and bulk water viscosity are

greatly influenced by the water/wall interaction and the rock

wetting properties, and are close with the wetting angle of the

water/wall interface. The wetting angle can then be used to

express the fluid viscosity in the interface area (Raviv et al., 2001).

μrw
μw

� −3.24θ + 3.25 (41)

Where θ is wetting angle, rad.

In addition, the linear relationship between the wetting angle

and the viscosity of the interface region is not limited to CNTs or

films, and will have universal applicability in practice (Wang and

Cheng, 2019). Notably, rocks are affected by long-term deposition

of different fluids, resulting in different wetting properties in shale

nanopores, and making the walls of nanopores show different

hydrophilicity or hydrophobicity (closely related to contact angle).

Therefore, the relationship between the contact angle and the fluid

viscosity in the confined area (Eq. 41) is used to characterize the

transport characteristics of organic and inorganic pores in shale

porous media. According to Eq. 41, it can be seen that the surface

of the hydrophilic nanopore exhibits an area of bound water with

extremely poor fluidity, and the surface of the hydrophobic

nanopore exhibits an area of low viscosity and flow-able bulk

water.

The viscosity of the bulk water has the following relationship

with the formation temperature of the fluid (Laliberté, 2007).

μw � (T − 273.15) + 246

[0.05594(T − 273.15) + 5.2842](T − 273.15) + 137.37

(42)
Where T is the formation temperature, K.

2.2.2.4 Real gas effect and confined gas viscosity

Under the actual extreme heat and high pressure conditions

of the formation, due to the influence of the real gas effect, the gas

compression characteristics will be different from the ground

conditions and cannot be ignored. Therefore, the pseudo

pressure and pseudo temperature are used to characterize the

gas compressibility factor (Wu et al., 2016).

Z � 0.702p2
r e

−2.5Tr − 5.524pre
−2.5Tr + 0.044T2

r − 0.164Tr + 1.15

(43)
pr � p

pc
(44)

Tr � T

Tc
(45)
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where pr is the pseudo-pressure, dimensionless; Tr is the pseudo-

temperature, dimensionless; pc is the methane critical pressure,

MPa; Tc is the methane critical temperature, K.

And the gas viscosity in the nanopore can be characterized by

Eq. 46 (Tran and Sakhaee-Pour, 2017):

μg � (1 × 10−7)K exp(XρY) (46)

K � (9.379 + 0.01607M)T1.5

(209.2 + 19.26M + T) (47)

ρ � 1.4935 × 10−3
pM

ZT
(48)

X � 3.448 + 986.4
T

+ 0.01009M (49)
Y � 2.447 − 0.2224X (50)

Where μg is the gas viscosity under consideration of the real gas

effect, Pa·s;K is a parameter related to the relative molecular mass

and temperature of the gas phase; ρ is the gas density under

consideration of the real gas effect, kg/m3; X and Y are constants,

dimensionless.

When a gas flows in the pores of a tight reservoir, the

confined gas viscosity is different from the effective gas

viscosity, which is presented as a function of the Knudsen

number (Kn) in a proportional form as follows:

μeff
μg

� C(Kn) (51)

In Eq. 51, μeff is the confined viscosity of natural gas, Pa·s;
C(Kn) is a function of Knudsen number (Kn); The Knudsen

number (Kn) is defined as follows (Xu et al., 2019):

Kn � l/λ (52)

In Eq. 52, the mean free path l of gas molecules is expressed

by (Roy et al., 2003):

l � μg
p

�����
πRgT

2M

√
(53)

Where Rg is the universal gas constant, 8.314 J/mol/K.

Tran (Tan et al., 2014) gives the specific expression of C(Kn)

as follows (Sone et al., 1990):

C(Kn) � 1.270042π
2(1 + 2.222Kn) (12 + αmKn) (54)

Where:

αm � β0 + β1tan
−1(β2Kβ3

n ) (55)
β0 � 1.2977 (56)
β1 � 0.71851 (57)
β2 � −1.17488 (58)
β3 � 0.58642 (59)

3 Two-phase transportmodel in shale
porous medium

3.1 The two-phase effective permeability
in shale porous medium

The total flow rate of non-wetting and wetting phase volume

fluxes per unit volume can be obtained by summing all

nanoporous flows in shale multi-scale pore structure by fractal

theory for gas and water transport method in Section 2 (Tan

et al., 2014), and also consider capillary touristy, that is.

Qw � −∫λmax

λmin

qw(λ)dNe (60)

Qg � −∫λmax

λmin

qg(λ)dNe (61)

WhereQw is the total volume flow of wetting water phase per unit

area in the nanopore of shale porous medium, nm3/s;Qg the total

volume flow of non-wetting gas phase per unit area of nanopore

of shale porous medium, nm3/s; Ne is the cumulative size of

nanopores from the minimum nano-aperture (λmin) to the

maximum nano-aperture (λmax) after considering the stress

sensitivity (Eq. 37); qw is the flow rate of the wetting water

phase in a single nanopore, nm3/s; qg is the flow flux of the non-

wetting phase gas in a single nanopore, nm3/s.

Inserting (Eqs. 2, 6, 30, 31, 39–41, 46) into (Eq. 60) and (Eq.

61), one can get the volume flux of non-wetting and wetting

phase fluid.

Qw � −∫λmax

λmin

πΔp(λ/2 − δ)2 · Sw
8μdlt

×

[(λ/2 − δ)2Sw + 4Lse(λ/2 − δ)]dNe

(62)

Qg � −∫λmax

λmin

πΔp(λ/2 − δ)4S2g
8μglt

+ πΔp
4μdlt

×

[(λ/2 − δ)2(1 − Sg) + 2Lse(λ/2 − δ)](λ/2 − δ)2SgdNe

(63)

Since in Eqs. 62, 63, the effective viscosity μd in the

denominator term of the integral function is a complex

function of the diameter of the nanopore tube (Yang et al.,

2019), it cannot be integrated easily. Therefore, in order to

further simplify Eqs. 62, 63 to facilitate integration, a large

number of shale porous media composed of different pipe

diameters are divided into J tiny segments according to the

nanopore pipe diameter range (λmin ≤ λ≤ λmax). In the range

of each tiny segments (λmin ,i ≤ λ≤ λmax ,i , i � 1, 2,/, J), the

effective viscosity μd can be regarded as a constant that does

not change with the diameter of the pipe (Zeng et al., 2020).

Therefore, in each tiny segment, Eqs. 62, 63 are integrated to

obtain the gas phase and water phase flow is:

Frontiers in Earth Science frontiersin.org08

Fengxia et al. 10.3389/feart.2022.1009750

76

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1009750


Qw,i � πDfΔpw

4μd,il
DT
0

λ Df
max Sw{ 1

32
(μw
μd,i

− Sg)λDT−Df+3
max ,i

βDT−Df+3
i

DT −Df + 3

+ 1
16

[(4ls − 3δ) μw
μd,i

+ δ(4Sg − 1)]λDT−Df+2
max ,i

βDT−Df+2
i

DT −Df + 2

+3
8
δ[(δ − 4ls) μw

μd,i
− δ(2Sg − 1)]λDT−Df+1

max ,i

βDT−Df+1
i

DT −Df + 1

+1
4
δ2[(12ls − δ) μw

μd,i
+ δ(4Sg − 3)]λDT−Df

max ,i

βDT−Df
i

DT −Df

−1
2
δ3[4ls μw

μd,i
− δ(1 − Sg)]λDT−Df−1

max ,i

βDT−Df−1
i

DT −Df − 1
}

(64)
Qg,i � πDfΔpg

4lDT
0

λ Df
max Sg{ 1

32
[ Sg
μeff

+ (1 − 2Sg) 1
μd,i

+ 2
μw
μ2d,i

]λDT−Df +3
max ,i

βDT−Df +3
i

DT −Df + 3

+ 1
16

[(4ls − 3δ) μw
μ2d,i

+ δ(8Sg − 5) 1
μd,i

− 4δSg
μeff

]λDT−Df +2
max ,i

βDT−Df +2
i

DT −Df + 2

+1
8
δ[(3δ − 12ls) μw

μ2d,i
+ (9δ − 12δSg) 1

μd,i
+ 6δSg

μeff
]λDT−Df +1

max ,i

βDT−Df +1
i

DT −Df + 1

+1
4
δ2[ − 4δSg

μeff
+ (12ls − δ) μw

μ2d,i
+ δ(8Sg − 7) 1

μd,i
]λDT−Df

max ,i

βDT−Df
i

DT −Df

+1
2
δ3[ − 4ls

μw
μ2d,i

− 2δ(1 − Sg) 1
μd,i

+ δSg
μeff

]λDT−Df −1
max ,i

βDT−Df
i

DT −Df − 1
}

(65)

Where,

βi �
λmin ,i

λmax ,i
(66)

μd,i(λav,i) � μw[1 − Aid,i

Atd,i
] + μrw

Aid,i

Atd,i
(67)

λav,i � ∫λmax ,i

λmin ,i

λf(λ)dλ � Dfλmin ,i

Df − 1
[1 − (λmin ,i/λmax ,i)Df−1] (68)

Aid,i � π[(λav,i/2)2 − (λav,i/2 − λc)2] (69)
Atd,i � π(λav,i/2)2 (70)

Then the flow of nanopores in each tiny part of shale is

superimposed algebraically to obtain the gas and water phase

flow flux of shale porous media:

Qw � ∑J
i�1
Qw,i (71)

Qg � ∑J
i�1
Qg,i (72)

Where J is the number of tiny segments.

Inserting Eq. 64 into Eq. 71, one can get

Qw � πΔpwDf

4lDT
0

λ Df
max Sw∑J

i

{ 1
32
(μw
μd,i

− Sg)λDT−Df+3
max ,i

βDT−Df+3
i

DT −Df + 3

+ 1
16

[(4ls − 3δ) μw
μd,i

+ δ(4Sg − 1)]λDT−Df+2
max ,i

βDT−Df+2
i

DT −Df + 2

+3
8
δ[(δ − 4ls) μw

μd,i
− δ(2Sg − 1)]λDT−Df+1

max ,i

βDT−Df+1
i

DT −Df + 1

+1
4
δ2[(12ls − δ) μw

μd,i
+ δ(4Sg − 3)]λDT−Df

max ,i

βDT−Df
i

DT −Df

−1
2
δ3[4ls μw

μd,i
− δ(1 − Sg)]λDT−Df−1

max ,i

βDT−Df−1
i

DT −Df − 1
}

(73)
Where△pw is the differential pressure of wetting flow. Similarly,

inserting Eq. 65 into Eq. 72, one can get:

Qg � πΔpgDf

4lDT
0

λ Df
max Sg∑J

i

{ 1
32
[ Sg
μeff

+ (1 − 2Sg) 1
μd,i

+ 2
μw
μ2d,i

⎤⎦λDT−Df +3
max ,i

βDT−Df +3
i

DT −Df + 3

+ 1
16

[(4ls − 3δ) μw
μ2d,i

+ δ(8Sg − 5) 1
μd,i

− 4δSg
μeff

]λDT−Df +2
max ,i

βDT−Df +2
i

DT −Df + 2

+1
8
δ[(3δ − 12ls) μw

μ2d,i
+ (9δ − 12δSg) 1

μd,i
+ 6δSg

μeff
]λDT−Df +1

max ,i

βDT−Df +1
i

DT −Df + 1

+1
4
δ2[ − 4δSg

μeff
+ (12ls − δ) μw

μ2d,i
+ δ(8Sg − 7) 1

μd,i
]λDT−Df

max ,i

βDT−Df
i

DT −Df

+1
2
δ3[ − 4ls

μw
μ2d,i

− 2δ(1 − Sg) 1
μd,i

+ δSg
μeff

]λDT−Df −1
max ,i

βDT−Df −1
i

DT −Df − 1
}

(74)

Where △pg is the differential pressure of non-wetting flow.

According to Darcy’s law, the two-phase flow capacity of the

porous medium are given by,

Qw � KwAΔpw

μwlo
(75)

Qg � KgAΔpg

μglo
(76)

Inserting Eqs. 73, 74 into Eqs. 75, 76, one can get the effective

permeability in shale gas porous media as.

Kw � Qwμwlo
A△pw

(77)

Kg �
Qgμglo

A△pg
(78)

Where Kw is the effective permeability of weting flow, Kg is the

effective permeability of non-weting flow.
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3.2 The two-phase relative permeability in
shale porous medium

According to the definition of absolute permeability, it is the flow

capacity when only containing single-phase gas or single-phase water.

Under the condition that the fluid passes through the rock porous

medium without physical and chemical reaction, the absolute

permeability will not change because of the nature of the water or

gas passing through the rock, which is the inherent property of the

rock porous medium (Yu and Li, 2003; Hu and Huang, 2017).

Therefore, it is only gas volume flux when the gas saturation is 1.

QK � πΔpgDf

4lDT
0

λ Df
max∑J

i

{ 1
32
[ 1
μeff

− 1
μd,i

+ 2
μw
μ2d,i

]λDT−Df +3
max ,i

βDT−Df+3
i

DT −Df + 3

+ 1
16
[(4ls − 3δ) μw

μ2d,i
+ 3δ

1
μd,i

− 4δ
μeff

]λDT−Df +2
max ,i

βDT−Df+2
i

DT −Df + 2

+1
8
δ[(3δ − 12ls) μw

μ2d,i
+ (9δ − 12δ) 1

μd,i
+ 6δ
μeff

]λDT−Df +1
max ,i

βDT−Df+1
i

DT −Df + 1

+1
4
δ2[ − 4δ

μeff
+ (12ls − δ) μw

μ2d,i
+ δ

μd,i
]λDT−Df

max ,i

βDT−Df
i

DT −Df

+1
2
δ3[ − 4ls

μw
μ2d,i

+ δ

μeff
]λDT−Df −1

max ,i

βDT−Df−1
i

DT −Df − 1
}

(79)

According to Darcy’s law, the gas flow capacity of the porous

medium are given by,

QK � KAΔpg

μglo
(80)

Inserting Eq. 79 into Eq. 80, one can get the absolute

permeability in shale gas porous media as.

K � QKμglo

A△pg
(81)

Then, combining Eqs. 77, 78, 81, the initial two-phase relative

permeability can be obtained as:

Krw0 � Kw

K
(82)

Krg0 � Kg

K
(83)

Considering that τ is the water saturation tortuosity when

only one fluid is saturated in the porous medium, and τw and τg
are the water-bearing tortuosity of the wetting phase and the gas-

bearing tortuosity of non-wetting phase under two-phase seepage

conditions. They satisfy the following relationship (Burdine,

1953):

τrw � τ

τw
� Sw − Swi

1 − Swi
(84)

τrg � τ

τg
� Sg
1 − Swi

(85)

Where Swi is the irreducible water saturation, dimensionless.

Since the water-bearing tortuosity and the gas-bearing

tortuosity change with the change of saturation, according to

Eqs. 82, 83 combined with Eqs. 84, 85, the following improved

formulas are obtained (Burdine, 1953).

Krw � τ2rw
Kw

K
(86)

Krg � τ2rg
Kg

K
(87)

Put Eqs. 73, 74, 79 into Eqs. 77, 78, 81 respectively, and then

put Eqs. 77, 78, 81 into Eqs. 86, 87, we can get:

Krw � τ2rw
Aw

Bw
(88)

Krg � τ2rg
Ag

Bg
(89)

Where:

Aw � μwS
p
w∑J

i

{ 1
32
(μw
μd,i

− Spg)λDT−Df+3
max ,i

βDT−Df+3
i

DT −Df + 3

+ 1
16

[(4Ls − 3δ) μw
μd,i
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max ,i

βDT−Df+2
i

DT −Df + 2

+3
8
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i
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4
δ2[(12Ls − δ) μw
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−1
2
δ3[4Ls

μw
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i

DT −Df − 1
}

(90)

Bw � μeff∑J
i

{ 1
32
[ 1
μeff

− 1
μd,i

+ 2
μw
μ2d,i

]λDT−Df +3
max ,i

βDT−Df +3
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]λDT−Df +2
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+1
4
δ2[ − 4δ

μeff
+ (12Ls − δ) μw

μ2d,i
+ δ

μd,i
]λDT−Df

max ,i

βDT−Df
i

DT −Df

+1
2
δ3[ − 4Ls

μw
μ2d,i

+ δ

μeff
]λDT−Df −1

max ,i

βDT−Df −1
i

DT −Df − 1
}

(91)
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Ag � Spg∑J
i
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(92)

Bg � ∑J
i
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(93)

WhereS*w is the water saturation after considering the irreducible

water saturation (S*w=Sw+Swi); S*g is the gas saturation

(S*g � 1 − S*w) considering the irreducible water saturation.

4 Model comparison and validation

In Section 2 and Section 3, the theoretical calculation model

of the two-phase relative permeability in shale multi-scale pore

structure is derived. This paper aims to study the analysis model

of the two-phase relative permeability in shale multi-scale pore

structure. Next, we will first verify the proposed model with

earlier experimental and theoretical models. Then, study the real

gas effect of porous media, gas viscosity effect, structural

parameters of porous media (such as pore fractal dimension

Df and tortuous fractal dimension DT), variable water viscosity,

irreducible water saturation, wetting angle on the two-phase

relative permeability are investigated in detail.

4.1 Verification of the proposed model
with other models

The proposed fractal two-phase relative permeability

model is an idealized semi-analytical model. When

macroscopic seepage occurs in the whole shale porous

medium, the secondary role of pore connection shape and

physicochemical reaction between fluid and rock can be

ignored in revealing the two-phase relative permeability. In

addition, the convergence value of fluid characteristics in shale

multi-scale pore structure can be obtained under sufficient

simulation conditions and the convergence criterion is

satisfied. An approximation of the two-phase relative

permeability can be obtained by setting the error of 10−3

and J=10,000 conditions in the following discussion. Other

specific parameters are exhibited in Table 1 below.

Then, the rationality and reliability of this proposed

model will be verified by mathematical theory verification

and experimental simulation results. First, this paper will

compare the relative permeability of single capillary with the

G. Lei’s model (Lei et al., 2015) and Hagen-Poiseuille’s

model. Second, we will perform multiple capillary

nanopore relative permeability comparison on the Monte

Carlo’s model (Xu et al., 2013) and Abaci’s model (Abaci

et al., 1992).

4.1.1 Single capillary nanopore relative
permeability comparison

Under the condition of water saturation 1, boundary water

film thickness 0 and bound water 0, the Hagen-Poiseuille

equation under a single capillary and the water flow rate of

the degradation model in this paper are calculated, as well as the

comparison of the relative permeability between the G. Lei’s (Lei

et al., 2015) model and the degradation model in this paper. As

shown in Figure 4 below.

From Figure 4A, it can be observed the phenomenon that

when the water saturation of the model in this paper is 0.4, 0.6,

0.8, and 1, our water phase flow gradually increases with the

increase of water saturation, and it reaches Hagen-Poiseuille’s

result when the water saturation is 1. The results are fully

matched, which is sufficient to verify the correctness of the

single capillary model in this paper.

Then on this basis, we will consider the single-nanopore flow

rate of effective slip length and the two-phase effective

permeability and absolute permeability calculated by the

generalized Darcy’s law with the gas flow obtained when the

gas saturation is 1. Then calculate the two-phase relative

permeability according to the definition of relative

permeability and compare it with the G. Lei model (Lei et al.,

2015) considering the effective slip length (Lse) and slip length

(Ls), as shown in Figure 4B As shown. From Figure 4B, it can get

the conclusion that for the two-phase relative permeability, the

effective slip length (Lse) and slip length (Ls) are considered to

match the G. Lei model better. Therefore, it can prove the

correctness of the model in this paper.

4.1.2 Multiple capillary nanopore relative
permeability comparison

In this section, the effective slip length (Lse), slip length

(Ls), and slip length (Ls = 0) under the condition of

τw=τg=1 will be considered in comparison with the

widely accepted Monte Carlo calculation model (Xu et al.,

2013) and Abaci experimental data model (Abaci et al., 1992)
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parameters. In the experiments of Abaci et al. (Abaci et al.,

1992), A relative permeability test was performed

on anisotropy sandstones with a porosity of 33%. In the

new model we proposed, the other parameters were

obtained in the same way as the Monte Carlo calculation

model (Xu et al., 2013) and the Abaci experimental model

(Abaci et al., 1992) to obtain the results shown in Figure 5

below.

From Figure 5A, it can be seen that for the two-phase

relative permeability, the model (considering effective slip,

Lse) for the gas phase’s relative permeability is in good

agreement with the Abaci experimental data model (Abaci,

Edwards et al., 1992) at Sw = 0.28–0.73. Well, there is a slight

difference between Sw <0.28 and Sw> 0.73, and the relative

permeability of the water phase gradually changes from

inorganic (wetting angle = 0°, 40°, 80°) to organic matter

(wetting angle = 120°). It gradually becomes larger due to

the increase of the effective slip length, which coincides well

with the Abaci experimental data (Abaci et al., 1992) when the

wetting angle is equal to 80°, which shows that the rock sample

selected in the Abaci experiment (Abaci et al., 1992) is

hydrophilic in the middle, and it also proves the presented

TABLE 1 Simulation basic data table.

Parameter name Symbol unit Numerical value

Fluid type — — Water and gas

Porosity ϕ % 4.83

Permeability coefficient S - 0.04

Porosity coefficient q - 0.08

Irreducible water saturation Swi - 0.1

Boundary liquid film thickness δ nm 0.2

Shale nanopore maximum diameter λ max nm 800

Shale nanopore minimum diameter λ min nm 5

Formation pressure p MPa 40

Confined pressure pc MPa 50

Formation temperature T K 300

Water viscosity μW Pa·s —

Effective viscosity μd Pa·s —

FIGURE 4
Single capillary nanopore relative permeability comparison.
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model is experimentally correct. Moreover, the results also

show that the Monte Carlo model and Abaci experimental

model studied by previous researchers are special cases of the

proposed fractal model, which indicate that the proposed

fractal model has obvious advantages.

However, the reason why the model in this paper (Lse,

Figure 4A) and (Ls, Figure 4B) shows the water phase’s

relative permeability is not equal to 1 or 0 under different

wetting angles when the water saturation is 1 or 0–0.15; but the

model in this paper (Ls = 0, Figure 4C) does equal to 1 or 0 when

the water saturation is 1 or 0. Because when the water saturation

is small and the rock is hydrophobic, on the one hand, the

natural gas channel compresses the flow of the bulk water

channel, and on the other hand, due to the strong water

phase viscosity and boundary water viscosity Water

absorption causes the effective slip length to be less than 0;

when the water saturation is 1, the effective slip length is less

than 0 when the rock is hydrophobic and the water phase’s

relative permeability is less than 1, and when the rock is

hydrophilic, the effective slip length is greater than 0. As a

result, the water phase’s relative permeability is greater

than one.

FIGURE 5
Multiple capillary nanopore relative permeability compared with Monte Carlo’s and Abaci’s model.
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5 Results and discussion

5.1 Real gas effect

We will analyze the model in this paper considering the real

gas effect and analyze it without considering the real gas effect

(natural gas viscosity is 0.018 mPa s), as shown in Figure 6 below.

It can be seen from Figure 6 that when the wetting angles are

60° and 120°, the greater the water saturation, the gas phase’s

relative permeability decreases exponentially from 1 to 0, while

the water phase’s relative permeability increases exponentially

from 0 to 1. The comparison of the relative permeability of gas

and water with and without considering the real gas effect shows

that the real gas effect has great effect on the two-phase relative

permeability. In detail, the gas phase’s relative permeability with

the real gas effect is 0.52 times (θ=60°) and 0.51 times (θ=120°)

that of the gas phase’s relative permeability without the real gas

effect under the condition of S*w � 0.235. But the water phase’s

relative permeability with the real gas effect is 0.53 times (θ=60°)

and 0.53 times (θ=120°) that of the water phase’s relative

permeability without the real gas effect under the condition of

S*w � 0.235. Therefore, it can be seen that the real gas effect is an

important factor that cannot be ignored.

5.2 Gas viscosity effect

When two-phase fluid flows in the multi-scale pore

structure of shale, natural gas viscosity is an important

parameter for obtaining the two-phase relative

permeability. Therefore, it is necessary to analyze the

effect of natural gas viscosity on the gas-water two-phase

relative permeability. The organic wetting angle is 120°, and

the inorganic wetting angle is 60°. As shown in Figure 7

below.

It can be observed the phenomenon from Figure 7 that the

viscosity of natural gas has an influence on the two-phase relative

permeability in inorganic and organic pores. In detail, the relative

permeability of gas phase (μg � 0.05 mPa · s) is 0.64 times (θ=60°

and θ=120°) that of the relative permeability of gas phase

(μg � 0.018 mPa · s) under the condition of S*w � 0.235.

However, the relative permeability of water phase

(μg � 0.05 mPa · s) is 0.61 times (θ=60° and θ=120°) that of

the relative permeability of water phase (μg � 0.018 mPa · s)
under the condition of S*w � 0.235. With the increase of the

viscosity of natural gas, the relative permeability of gas phase and

water phase decreases gradually. This is because with the increase

of natural gas viscosity, the shear stress between gas phase and

water phase and between gas phase and gas phase increases, and

the flow channel of gas phase compressed water phase becomes

more significant, showing the increase of flow resistance, thus

resulting in the decrease of the relative permeability of two

phases.

5.3 Structural parameters

In porous media, there are pore fractal dimensions (Df) and

tortuosity fractal dimensions (DT) to characterize porous media.

Therefore, the influence of structural parameters on the two-

FIGURE 6
Influence of real gas effect on the two-phase relative permeability in porous media.

Frontiers in Earth Science frontiersin.org14

Fengxia et al. 10.3389/feart.2022.1009750

82

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1009750


phase relative permeability cannot be ignored, and it is necessary

to analyze and study it. Taking an inorganic wetting angle of 60°,

the parameter analysis is shown in Figure 8 below.

It can be seen from Figure 8 that the structural parameters

have little effect on the gas phase’s relative permeability, but have

a greater effect on the water phase’s relative permeability. With

the gradual increase of Df, the water phase relative permeability

gradually increases (Song et al., 2020), and as the DT gradually

increases, the tortuosity fractal dimension has little effect on the

water phase’s relative permeability.

5.4 Variable water viscosity

In actual shale reservoirs, the water phase viscosity varies

with the diameter of the pipe and is close to the bulk water

FIGURE 7
Effect of natural gas viscosity on the two-phase relative permeability.

FIGURE 8
Effect of structural parameters on the two-phase relative permeability.
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viscosity and boundary water viscosity. And the viscosity is also

affected by the wetting angle. This effect is called the variable

water phase viscosity effect. The opposite of this effect is the

constant water phase viscosity, that is, the water phase viscosity is

equal to the bulk water viscosity (μb). Therefore, it is very

important to analyze the effect of the model with variable

water phase viscosity and constant water phase viscosity on

the two-phase relative permeability. As shown in Figure 9 below.

It can be seen from Figure 9 that variable water phase

viscosity has a greater effect on the inorganic pores and a

smaller effect on the organic pores on the two-phase relative

permeability in the porous medium compared to constant water

phase viscosity at a wetting angle equal to 60°or 120°. When the

wetting angle is equal to 120°, the viscosity of the water phase has

little effect on the two-phase relative permeability in the porous

medium. This is because the rock is hydrophilic when the wetting

angle is equal to 60°, and the rock is hydrophobic when the

wetting angle is equal to 120°. In addition, it is easy to see that

when the water saturation is 1 or 0–0.2, the relative permeability

of variable water phase viscosity is less than 1 or 0 at a wetting

angle equal to 60°, but the water phase does not appear this case at

a wetting angle equal to 120°. This is because the rock is

hydrophilic at a wetting angle equal to 60°, and the water

phase viscosity and boundary water viscosity cause stronger

water absorption effect which leading to the effect of effective

slip length less than 0 is greater than the natural gas channel

compressing the flow of the bulk water channel; while the water

saturation is 1 or 0, the relative permeability of variable water

phase viscosity is exactly equal 1 or 0 at a wetting angle equal to

120°, it is because the wetting angle is equal to 120°, the rock is

hydrophobic, and the water phase viscosity and boundary water

viscosity strongly absorb water effect, which results in the effect

that the effective slip length is less than 0, which exactly offsets

the natural gas channel compressing the bulk water channel flow.

Therefore, the viscosity of water in porous media in this model

varies with pipe diameter and the water phase viscosity is the area

weighting of bulk water viscosity and boundary water viscosity

which is more in line with reality.

5.5 Irreducible water saturation

In actual shale reservoirs, the reservoir has irreducible water

saturation in the nanopores due to the hydrophilic rocks,

irregular pits, and the formation of water films. Therefore, the

influence of this model considering irreducible water saturation

on the two-phase relative permeability when Swi=0.1, 0.3 and

0.5 cannot be ignored, and it is necessary to analyze and study it.

Take the inorganic wetting angle as 60°for parameter analysis, as

shown in Figure 10A, and the organic wetting angle as 120° for

parameter analysis, as shown in Figure 10B.

It can be seen from Figure 10 that the irreducible water

saturation has a significant effect on the gas phase’s relative

permeability and the water phase’s relative permeability. With

the increase of irreducible water saturation, the water phase’s

relative permeability gradually decreases. This is because with the

increase of irreducible water saturation, the space of the mobile

water phase in the rock nanopores is restricted, causing the water

flow rate to gradually decrease.

It is worth noting that for the irreducible water saturation of

0.1, 0.3, 0.5 in inorganic wetting angle as 60°, the relative

permeability of the intersection point of the corresponding

water phase and gas phase is 0.048 (Sw=0.57), 0.05 (Sw=0.67),

0.057 (Sw=0.76); but for the irreducible water saturation of 0.1,

FIGURE 9
Effect of variable water phase viscosity on the two-phase relative permeability in porous media.
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0.3, 0.5 in organic wetting angle as 120°, the relative permeability

of the intersection point of the corresponding water and gas

phases is 0.063 (Sw=0.53), 0.064 (Sw=0.63), 0.067 (Sw=0.74); it can

be drawn the conclusion that the relative permeability of the

intersection point in the organic pore is higher than that of the

inorganic porous, but the water saturation at the intersection is

less than that of inorganic pores. This is because organic pores are

hydrophobic, and capillary force acts as a driving force to

increase the water phase’s flow pressure, causing the relative

permeability of the intersection point of organic pores to be

greater than that of inorganic pores and the water saturation of

the intersection point is smaller than that of inorganic pores;

while inorganic pores have hydrophilicity, capillary force acts as

resistance to reduce the water phase’s flow pressure, causing the

relative permeability of the intersection of inorganic pores to be

smaller than that of organic pores and the water saturation of the

intersection point to be greater than that of organic pores.

5.6 Wetting angle

The shale porous medium is divided into organic pores and

inorganic pores according to the wetting angle of organic

pores >90°and inorganic pores <90°. The effective slip length

and slip length under different wetting angles are quite different,

so it is vital to analyze and consider the influence of wetting angle

on the two-phase relative permeability. In this section, the

effective slip length (Lse) will be considered in comparison

with slip length (Ls) and slip length (Ls = 0) in organic

and inorganic pores, to analyze the effect of wetting angle on

the two-phase relative permeability. Take water saturation of

0.4 and 0.5 for analysis.

From Figure 11, it can be observed the phenomenon that

with the increase of the wetting angle, the water phase’s

relative permeability of the proposed model (Lse) in organic

matter is slowly increased when the water saturation is

0.4 between 90° and 150°. When the angle is larger than

150°, the water phase’s relative permeability increases

sharply due to the sharp increase of the effective slip

length. However, for inorganic matter, the larger the

wetting angle, the smaller the water phase’s relative

permeability, but the smaller the effect on the gas phase’s

relative permeability. This is because as the wetting angle

increases, the hydrophobic properties of organic matter

become stronger, while the hydrophilic properties of

inorganic matter become weaker and gradually transition to

hydrophobic properties.

In addition, when the water saturation of organic matter is

0.4, the water phase’s relative permeability curve and the gas

phase relative permeability curve intersect at a wetting angle of

150°, and when the water saturation of organic matter is 0.5, the

water phase’s relative permeability curve and the gas phase

relative permeability curves intersect at a wetting angle of

130°. This is because the larger the water saturation, the larger

the water phase flow channel, and the smaller the boundary water

viscosity (μrw) for the area weighting that considers the water

phase viscosity (μd) as the bulk water viscosity and the boundary

water viscosity. It is necessary to reduce the wetting angle (Eq.

41,μrwμw � −3.24θ + 3.25) to increase the equivalent effect of

boundary water viscosity.

FIGURE 10
Effect of irreducible water saturation on the two-phase relative permeability.
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6 Conclusion

Based on fractal theory, this paper establishes a fractal model

that can accurately calculate the two-phase relative permeability

in the multi-scale pore structure of shale. Under the same

geological parameters, the proposed model is in good

agreement with the mechanism model of Hagen-Poiseuille

and G. Lei et al., which proves the proposed model correct.

Unlike the earlier models, the proposed model considers the

three-layer flow composition of nanopore pore boundary layer,

bulk water and bulk gas, the difference between organic pores

and inorganic pores is affected and controlled by wettability and

effective slip length, the viscosity changes with the diameter of

the pipe, the stress dependance effect, confined gas viscosity and

real gas effect.

The results demonstrate that the gas phase’s relative

permeability gradually decreases with the increase of water

saturation; the water phase’s relative permeability gradually

increases with the increase of water saturation. Generally, the

relative permeability of the intersection point in the organic pore

is higher than that of the inorganic porous, but the water

saturation at the intersection is less than that of inorganic

pores. In real situations, the final relative permeability value is

determined by the interplay of the effective stress and slip flow

effects. Notably, with the increase of the wetting angle, the water

phase’s relative permeability of the model (Lse) in this paper is

slowly increased when the water saturation is 0.4 between 90° and

150°.When the angle is larger than 150°, the water phase’s relative

permeability increases sharply due to the sharp increase of the

effective slip length.
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In recent years, infill horizontal well technology has been used to develop oil

and gas in the remaining oil areas of unconventional low-permeability

reservoirs. However, the initial fractures in parent wells will affect the

hydraulic fractures formed by fracturing infilling horizontal wells. The

interaction mechanisms between initial fractures and artificial fractures in

infill horizontal wells are still unclear. Combined with the boundary element

method and the maximum circumferential tensile stress criterion, a numerical

model of hydraulic fracturing that can simulate the evolution of fracture

trajectory and stress field was established. The analytical solution of the

hydraulic fracture-induced stress field was used to verify the accuracy of the

model. Using this model, propagation of hydraulic fractures in infill horizontal

wells under different conditions was analyzed. Simulation results show that

both the fracture spacing and well spacing have a significant impact on the

propagation trajectory of hydraulic fractures in infill horizontal wells. The

shorter the fracture spacing and well spacing is, the stronger the inter-

fracture stress interference between the initial fractures and hydraulic

fractures is. Reasonable fracture spacing and well spacing can enhance the

induced stress field and form a complex fracture network in the reservoir. Too

small well spacing may cause artificial fractures to communicate with initial

fractures, thereby reducing hydraulic fracturing efficiency and limiting the

stimulation volume of the reservoir.

KEYWORDS

hydraulic fracturing, boundary elementmethod, numerical simulation, infill horizontal
wells, fracture propagation

1 Introduction

With the large-scale development of unconventional low-permeability oil and gas

reservoirs, staged fracturing technology for horizontal wells has become one of the main

reservoir stimulation technologies at present (Wang et al., 2021; Zhou et al., 2020). It is of

great significance to study the fracture initiation and propagation law of volume fracturing

in horizontal wells and analyze the interaction between hydraulic fractures and natural
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fractures for predicting the fracture network shape and

optimizing the design of hydraulic fracturing construction plans.

Numerical simulation methods such as finite element,

boundary element and discrete element are widely used to

simulate and study the initiation and propagation process of

hydraulic fracturing. Lam et al. considered the plane strain multi-

fracture problem and proposed a method to study the effect of

the interaction between micro-fractures on the stress intensity

factor (Lam and Phua, 1991). The results show that different

micro-fracture positions and directions determine the

enhancement or shielding of the fracture interaction on the

stress intensity factor effect. Wu et al. established a numerical

model for simulating complex fracture propagation (Wu et al.,

2012). Their study found that when there are multiple branched

fractures, the fractures can expand at the same time, and there is a

cross phenomenon during the expansion process, and the stress

shadow area will have a significant impact on the fracture width.

Kresse et al. established a method to calculate the stress shadow

area around the fracture based on the displacement discontinuity

method, and simulated the influence of the stress shadow area

generated by the hydraulic fracture in the previous stage on the

extension trajectory of the new fracture (Kresse et al., 2012).

Huang et al. predicted the interaction between hydraulic

fractures and natural fractures in complex environments

through geomechanical simulation (Huang et al., 2014). The

study found that natural fractures were reactivated to form

complex and high-yield fracture networks after fracturing. He

et al. established a three-dimensional horizontal well model, and

found that hydraulic fracturing will form wide and short vertical

fractures under the influence of in-situ stress of normal faults,

and slender turning fractures will be formed under the influence

of in-situ stress of reverse faults (He et al., 2015). Ding et al.

established an embedded discrete fracture model for shale and

tight oil reservoirs with multiple natural fractures (Ding et al.,

2018). This model improves the shortcomings of the traditional

dual-porosity medium model and can deal with multiphase flow

problems with long-term fracture interaction. Wu et al. studied

how the inter-well interference phenomenon occurred in two

horizontal wells, and analyzed the fracture propagation and stress

field change process of the horizontal wells (Wu et al., 2018). The

research results showed that fracture propagation is controlled by

stress field and fluid pressure in fractures, and inter-well

interference was caused by fracture interaction, and staggered

arrangement can be used to prevent fracture communication.

Heng et al. established a simulation model for the interaction

between natural fractures and hydraulic fractures based on the

XFEM method, and quantitatively analyzed the fracture

deflection angle (Zheng et al., 2020). The results showed that

the smaller the deflection angle of natural fractures, the smaller

the horizontal stress difference and the greater the degree of

fracture opening. Duan et al. used the discrete element method to

evaluate the fracture trajectory and fracturing effect of two

horizontal wells (Duan et al., 2021). The study found that the

local stress state was changed after the fracture initiation, so that

the fractures were redirected and dominant fractures appeared.

Yao et al. established a discrete element model of methane

hydrate-bearing sediments (MHBSs), and based on the model,

they analyzed the fracture propagation behavior of hydraulic

fracturing under fluid-solid coupling (Yao et al., 2021). The

results showed that the saturation of hydrate directly affects

fractures initiation and propagation behavior. Yang et al.

simulated and analyzed the fracture propagation of two wells

with simultaneous fracturing based on discrete element method

(Yang et al., 2021). The study found that the increase of injection

FIGURE 1
Discontinuity of constant displacement of fracture surface.

FIGURE 2
Stress and displacement components of the boundary
element of the curved fracture segment.
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rate and the decrease of principal stress difference are conducive

to the formation of fracture network. The stress shadow effect

between two wellbore easily induces hydraulic fracture

migration.

The true triaxial simulation experiment of indoor hydraulic

fracturing is an important means to study fracture propagation.

Bieniawski et al. studied the fracture of specimens under different

loading conditions and shapes, and established the brittle

fracture mechanism of rock in tension and compression

(Bieniawski, 1967). Lorenz et al. found through experiments

that low confining pressure and brittle rock were favorable

conditions for fracturing, and the stress difference required for

regional fracture initiation and extension was much lower than

that required for shear failure (Lorenz et al., 1991). Beugelsdijk

et al. observed the expansion geometry of hydraulic fractures

through experiments and found that the greater the horizontal

stress difference, the smoother the fracture surface (Beugelsdijk

et al., 2000). Yan et al. found through experimental research that

stress concentration occurs around the pores of the reservoir,

resulting in an increase in rock fracture initiation pressure, while

the existence of natural fractures will weaken the stress

concentration (Yan et al., 2011). Zhou et al. revealed the

interaction mechanism between multiple natural fractures and

hydraulic fractures through physical experiments, and analyzed

the effect of in-situ stress on fracture geometry (Zhou and Xue,

2011). In the case of high in-situ stress difference, fractures are

more likely to generate multiple random branch fractures; in the

case of low in-situ stress difference, natural fractures can control

the geometry of hydraulic fractures. Wang et al. evaluated the

effects of natural fracture approach angle, inclusion strength, and

inclusion thickness on fracture propagation in a series of

experiments (Wang et al., 2013). The results showed that

fractures tend to pass through natural fractures with large

approach angles and turn towards natural fractures with low

approach angles. The thickness of natural fracture inclusions

does not alter the crossing and turning behavior of orthogonally

approached samples. Dehghan et al. found that in fractured

reservoirs, pre-existing natural fractures reduce the stress

concentration around the wellbore, greatly reducing the

pressure required for fracture initiation and fracture

propagation (Dehghan et al., 2016). Hou et al. conducted

large-scale true triaxial hydraulic fracturing experiments (Hou

et al., 2018). The study showed that a high level of stress

difference will make the main fracture extend longer, but it is

not conducive to the formation of complex fracture networks.

Well operation can form a complex fracture network. He et al.

used DIC digital image processing technology and a high-speed

photography system to photograph the dynamic propagation

process of fractures, and proposed two types of fracturing

mechanisms: particle fracturing and pore-filling fracturing (He

and Hayatdavoudi, 2018). Guo et al. found that the fracturing

pressure of slick water is the lowest, and the low-viscosity

fracturing fluid is easy to activate weak natural fractures or fill

fractures, resulting in the opening of micro-fractures, which can

effectively reduce the fracturing pressure (Guo et al., 2018). Based

on experimental studies, Tan et al. found that too small or too

large fracturing fluid viscosity and injection rate are not

conducive to the vertical extension of induced fractures and

the improvement of reservoir stimulation volume (Tan et al.,

2019). Based on laboratory experiments, Liu et al. found that with

the increase of fracturing fluid viscosity, formation fracture

pressure and fracture propagation distance also increased (Liu

et al., 2021).

FIGURE 3
Schematic diagram of the calculation of the induced stress
field around the fracture.

FIGURE 4
Comparison of simulation results between analytical and
numerical solutions.
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In order to exploit the remaining oil areas of low-

permeability reservoirs and the dead oil areas under the

parent well pattern as much as possible, the stimulation

technology of drilling parallel infilling horizontal wells

near the parent wells has been gradually applied. Although

the above-mentioned literatures have carried out a lot of

research on the propagation of hydraulic fractures, the

interaction mechanisms between hydraulic fractures in

infill horizontal wells and hydraulic fractures in parent

wells are still unclear.

Combined with the maximum circumferential tensile

stress criterion and the displacement discontinuity

boundary element method, a boundary element simulation

program is developed in this paper to simulate and study the

fracture propagation process and the inter-fracture

interference mechanism of hydraulic fracturing. The

analytical solution is used to validate the hydraulic

fracturing simulation program. By establishing a fracture

propagation model for infilling horizontal wells, a series of

fracturing numerical simulations are carried out, and the

influence mechanism of different factors on the inter-

fracture interference and the effect of natural fractures on

the fracture network morphology are studied.

2 Basic theory and governing
equations

2.1 Displacement discontinuous boundary
element method

In 1976, Crouch proposed that in an infinite elastic body, the

element can be discretized to simulate the discontinuous

distribution of fracture displacement, and the fracture length

can be discretized into multiple small elements (Crouch, 1976).

As shown in Figure 1, a fracture segment with a length of 2a is

placed in an infinite formation, and the upper and lower

discontinuous surfaces are denoted as y = 0+ and y = 0–. Dx

andDy represent the discontinuous displacement along the x and

y directions, and ux and uy represent the displacement along the x

and y directions. The positive sign “+” represents the upper

surface of the fracture element, and the negative sign “–“

represents the lower and upper surface of the fracture element.

{Dx � ux(x, 0−) − ux(x, 0+)
Dy � uy(y, 0−) − uy(y, 0+) (1)

The displacement and stress caused by the displacement

discontinuity (Dx, Dy) of the fracture to any point i in the

two-dimensional plane are expressed as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ux � Dx[2(1 − ])f′y − yf′xx] +Dy[ − (1 − 2])f′x − yf′xy]
uy � Dx[2(1 − ])f′x − yf′xy] +Dy[2(1 − ])f′y − yf′yy]
σxx � 2GDx(2f′xy + yf′xyy) + 2GDy(f′yy + yf′yyy)
σyy � 2GDx(−yf′xyy) + 2GDy(f′yy + yf′yyy)
σxy � 2GDx(f′yy + yf′xyy) + 2GDy(−yf′yyy)

(2)
where f(x,y) is:

f(x, y) � − 1
4π(1 − ]) [y(arctg y

x − a
− arctg

y

x + a
)]

−(x − a) ln [(x − a)2 + y2]1 /

2 + (x + a) ln [(x + a)2 + y2]1 /

2

(3)
where σxx, σyy, σxy represent the normal stress along the x, y, and x-y

plane directions; ] represents Poisson’s ratio; G represents shear

FIGURE 5
Simulation model of hydraulic fracture propagation in infill
horizontal wells.

TABLE 1 Hydraulic fracturing simulation parameters.

Formation properties

Reservoir size/m × m 300 m × 300 m

Young’s modulus/MPa 20370

Poisson’s ratio 0.23

Maximum horizontal principal stress/MPa 32

Minimum horizontal principal stress/MPa 30

Fracture toughness/MPa·m1/2 2.5

Rock density/kg/m3 2480

Design Parameters

Injection pressure/MPa 34

Initial fracture length/m 100

Fracture Spacing in parent wells/m 60
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modulus; f(x,y) represents the analytical solution to the constant

displacement discontinuity problem, f ′x and f ′y are the first-order
derivatives of f(x,y), f ′xx, f ′xy, and f ′yy are the second-order

derivatives of f(x,y), and f ′xyy and f ′yyy are The third derivative

of f(x,y).

The fracture curve in the plane is discretely and uniformly

divided into N small units, and the boundary units are

represented by two quantities, s-n and x-y, as shown in Figure 2.

The fracture is subjected to a certain pressure, and the

displacement discontinuity component is expressed as follows:

⎧⎪⎨⎪⎩D
j

s � j u−
s − j u+

s

D
j

n � j u−
n − j u+

n

(4)

Ds

j
, Dn

j
represent the displacement discontinuity of the unit

body j in the s and n directions; us
j
, un

j
represent the displacement

of the unit body j in the s and n directions. The stress and

displacement components in any boundary element i are

expressed as follows:

FIGURE 6
The propagation trajectory of a single artificial fracture at different positions.

FIGURE 7
Normal stress field distribution in X-axis direction of single artificial fracture propagation.
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

σ
i
s � A

j,i

ssD
j

s + A
j,i

snD
j

n

σ
i
n � A

j,i

nsD
j

s + A
j,i

nnD
j

n

σ
i
t � A

j,i

tsD
j

s + A
j,i

tnD
j

n

u
i
s � B

j,i

ssD
j

s + B
j,i

snD
j

n

u
i
n � B

j,i

nsD
j

s + B
j,i

nnD
j

n

(5)

σs
i
, σn

i
, σt

i
represents tangential stress, normal stress, and

normal stress components along the fracture direction; us
j
, un

j

represents the tangential and normal displacement of a point on

the boundary element i; Aj,i
ss , Asn

j,i, A
j,i
ns , Ann

j,i , A
j,i
ts , A

tn
j,i represents

the stress influence coefficient; Bss

j,i
, B
j,i

sn, Bns

j,i
, B
j,i

nn represents the

displacement influence coefficient.

The expressions of stress and displacement at the midpoint of

element i are as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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j
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n
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i
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j�1
j,i BnsD

j

s +∑N
j�1
B
j,i

nnD
j

n

(6)

For the 4 boundary element components, we need to obtain

2 components at the same time to solve, giving 2 N linear

algebraic equations based on N discretized elements. The

stress component is represented by Eq. 7, and the

displacement component is represented by Eq. 8, thereby

obtaining 2 N displacement discontinuities.

Compared with finite element and discrete element

methods, the displacement discontinuous boundary element

method has higher computational efficiency, and the

numerical simulation accuracy is not affected by the

complexity of the natural fracture network. Unfortunately,

the displacement discontinuous boundary element method

cannot consider the effect of non-uniform pore pressure when

simulating fracture propagation. This study focuses on the

mechanism of the interaction between hydraulic fractures in

parent and child wells, so the model is solved using the

displacement discontinuity boundary element method,

ignoring the effect of pore pressure.

2.2 Rock failure criteria

To judge the fracture propagation of rock fractures, it is the

key to determine the stress intensity factor. The rock is fractured

by an external force, which will cause stress concentration at the

fracture tip. Rock fractures can be divided into three types: open

type (type I), slip type (type II), and tear type (type III) (Zhou

et al., 2019). The stress intensity factor can be used to characterize

the stress field and displacement field at the fracture tip (Irwin,

1957). KI, KII, and KIII are the stress intensity factors of three

types of fracture tips, respectively, where KI and KII can be

expressed as:

FIGURE 8
Distribution of shear stress field for single artificial fracture propagation.
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
KI � lim

r ���→ 0

���
2πr

√
σn � lim

r ���→ 0

�
2

√
Ga��

π
√ (1 − v)[ 1

(2a − r) �
r

√ ]Dn

KII � lim
r ���→ 0

���
2πr

√
σs � lim

r ���→ 0

�
2

√
Ga��

π
√ (1 − v)[ 1

(2a − r) �
r

√ ]Ds

(7)
The maximum circumferential stress criterion is used to

judge the direction of fracture initiation and extension

(Erdogan and Sih, 1963), where the stress expression is as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σr � 1
2

���
2πr

√ [KI(3 − cos θ cos
θ

2
) + KII(3 cos θ − 1) sin θ

2
]

σθ � 1
2

���
2πr

√ cos
θ

2
[KI(1 + cos θ) − 3KII sin θ]

τrθ � 1
2

���
2πr

√ cos
θ

2
[KI sin θ + KII(3 cos θ − 1)]

(8)

According to the maximum circumferential stress criterion,

the fracture will start in the direction of the maximum

circumferential stress σθ, where the maximum circumferential

stress is:

(σθ) max � 1
2

���
2πr

√ cos
θ

2
[KΙ(1 + cos θ) − 3KII sin θ] (9)

When the circumferential stress in the direction of the

fracture initiation angle θ reaches the maximum value, that is,

the critical value σc, the fracture starts to propagate forward.

From this, it can be obtained that the conditions for judging

fracture propagation according to the maximum circumferential

stress criterion are:

(σθ) max � (σθ)c (10)

FIGURE 9
Hydraulic fracture propagation trajectories under different fracture spacings.
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2.3 Model validation

Sneddon et al. deduced the induced stress field generated by a

single elliptical fracture around a two-dimensional uniform

elastic medium under the action of uniform water pressure

without considering the fluid loss in the fracture and the

pressure drop loss of the plate flow (Sneddon, 1946; Sneddon

and Elliot, 1946). As shown in Figure 3, The analytical solution of

the induced stress field generated by hydraulic fractures can be

expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σx � Pinj
r

a
( a2

r1r2
) 3

2 sin θ sin[3
2
(θ1 + θ2)] + Pinj[ r����

r1r2
√ cos(θ − θ1 + θ2

2
) − 1]

σy � −Pinj
r

a
( a2

r1r2
) 3

2 sin θ sin[3
2
(θ1 + θ2)] + Pinj[ r����

r1r2
√ cos(θ − θ1 + θ2

2
) − 1]

σxy � Pinj
r

a
( a2

r1r2
) 3

2 sin θ cos[3
2
(θ1 + θ2)]

(11)

Pinj represents the fluid pressure in the fracture; σx, σy, τxy represent

the x-direction stress component, the y-direction stress component,

and the shear stress component in the induced stress field.

FIGURE 10
Normal stress field distribution in X-axis direction around artificial fractures under different fracture spacings.
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(Pinj=-4MPa; a = 1 m; x = 0.8 m; y = 0 m~10 m).

It can be seen from Figure 4 that the numerical model of

hydraulic fracture propagation established in this paper is

basically consistent with the numerical simulation results of

the stress field and the calculation results of the analytical

solution, thus verifying the accuracy of the model.

3 Discussion of simulation results

3.1 Model establishment

The reservoir is assumed to be infinite and isotropic. Infill

horizontal well technology refers to drilling a new horizontal well

parallel to a parent well, and performing hydraulic fracturing

reservoir reconstruction on the child well, to exploit the

remaining oil areas in low-permeability reservoirs and dead oil

under the parent well pattern as much as possible. According to the

characteristics of infill horizontal wells, this paper establishes a two-

dimensional plane hydraulic fracture propagation model as shown

in Figure 5 The initial fractures of parent wells are blue, and the

artificial fractures generated by hydraulic fracturing of child wells,

that is, infill horizontal wells, are orange, the natural fractures in the

reservoir are green. The maximum and minimum horizontal

principal stresses are uniformly and symmetrically applied to the

model boundary, and the simulation parameters used for hydraulic

fracturing fracture propagation are shown in Table 1. The

simulation parameters in Table 1 are determined according to

the field operation characteristics of infill horizontal wells and

concerning previous studies (Lindsay et al., 2018; Roussel et al.,

FIGURE 11
Distribution of shear stress field around artificial fractures with different fracture spacings.
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2013;Wang et al., 2022). Note that the compressive stress is assumed

to be negative and the tensile stress to be positive.

3.2 Effect of fracture spacing on fracture
morphology

3.2.1 Propagation of a single hydraulic fracture
Fracture spacing is an important parameter for staged multi-

cluster fracturing. Keeping the initial fracture parameters of the

parent well unchanged, by changing the distance between the

artificial fracture and the initial fracture, the propagation of a

single artificial fracture in the child well is firstly studied. Figure 6

shows the fracture propagation trajectory of a single fracture in a

child well at different positions, and the corresponding stress

field is shown in Figure 7 and Figure 8. It can be seen from

Figure 6 that the distance between the initial fracture and the

artificial fracture will affect the propagation trajectory of the

fracture. When the distance is small, the initial fracture will

attract the artificial fracture, causing the artificial fracture to

deflect to the side of the initial fracture.

Figure 7 and Figure 8 show that the distribution of the

normal stress field and shear stress field around the fracture

shows that when the fracture distance is relatively short, the weak

surface of the initial fracture of the parent well will induce the

artificial fracture of the child well, and the tensile stress

concentration area at the tip of the artificial fracture will

decrease, and the shear stress at the fracture tip is enhanced,

which causes the artificial fracture to approach the weak surface

of the original fracture in the parent well, and the two fractures

have easily colluded with each other. Therefore, when infilling

horizontal wells and fracturing, the relative positions of artificial

fractures and initial fractures should be judged to avoid

communication between fractures.

FIGURE 12
Fracture propagation trajectories at different well spacings.
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3.2.2 Hydraulic fracture expansion of staged
multi-cluster fracturing

By changing the fracture spacing of hydraulic fractures in

infilling horizontal wells, the propagation of hydraulic fractures

in the case of multi-cluster fracturing in child wells is analyzed.

The fracturing sequence of child wells is set to fracturing from left

to right. Figure 9 shows the fracture trajectory under the

competitive expansion of multiple artificial fractures, and the

corresponding stress field is shown in Figure 10 and Figure 11 of

which Figure 9C is the initial fracture of no parent well

comparison group. Figure 9 shows that the fracture spacing

has a great influence on the propagation trajectory of

hydraulic fractures. Compared with the control group without

initial fractures, a complex interaction occurs between the initial

fractures in the parent well and the hydraulic fractures in the

child well, leading to the fact that the originally mutually

exclusive artificial fractures may be induced by the initial

fractures to approach each other (Figure 9B and Figure 9C).

The smaller the fracture spacing, the more obvious the mutual

interference between the hydraulic fractures and the initial

fractures, and the larger the hydraulic fracture deflection

angle. When the fracture spacing is too small, the hydraulic

fractures will communicate with each other near the wellbore

(Figure 9D).

Figure 10 and Figure 11 show that the smaller the hydraulic

fracture spacing, the greater the stress interference effect, and the

rational use of the stress interference effect can increase the

complexity of the fracture network. If the fracture spacing is too

small, the tensile stress at the tip of the hydraulic fracture

decreases, and the compressive stress on both sides increases,

FIGURE 13
Normal stress distribution in the X-axis direction at different well spacings.

Frontiers in Earth Science frontiersin.org11

Liu et al. 10.3389/feart.2022.1026551

99

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1026551


which is not conducive to the extension and expansion of the

fracture, and the fractures are easy to attract and communicate

with each other. When the fracture spacing in Figure 10D and

Figure 11D is 20 m, the normal stress and shear stress at the tip of

the artificial fracture in the middle is small, and the mutual

interference between fractures hinders the fracture extension.

Therefore, reasonable fracture spacing during staged multi-

cluster fracturing in child wells will maximize the complexity

of the artificial fracture network and improve oil recovery.

3.3 Effect of well spacing on fracture
morphology

The distance between the child well and the parent well may

affect the inter-fracture interference. The fracture spacing is

fixed, and the fracture propagation under different well

spacing is analyzed. The simulation results of fracture

trajectory are shown in Figure 12 and the simulation results

of stress field are shown in Figure 13 and Figure 14. Comparing

Figure 12A and Figure 12D, it can be seen that when the well

spacing is large, the initial fracture of the parent well will not

affect the fracture of the child well. With the shortening of well

spacing, the initial fractures of parent wells begin to interfere with

the propagation trajectory of hydraulic fractures in child wells.

The shorter the well spacing, the stronger the interference effect,

the easier it is for hydraulic fractures to attract each other, and

even the phenomenon of inter-fracture communication.

Reducing the well spacing can increase the stress interference

between wells and make the fractures interact, which is

conducive to the formation of complex fracture network

between wells.

FIGURE 14
Distribution of shear stress under different well spacing.
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Figure 13 and Figure 14 show that when the well spacing is

small, the stress field distribution around the hydraulic fracture is

greatly interfered with by the initial fracture of the parent well.

The tensile stress concentration area at the tip of the artificial

fracture is greatly reduced, and the fractures communicate with

each other in the compressive stress area, so it may be difficult for

fracture initiation and extension. When the two wells are far

apart, compared with the control group without initial fractures,

the stress zone where the hydraulic fractures are located is hardly

affected by the initial fracture stress field of the parent well.

3.4 Influence of natural fractures on
fracture morphology

3.4.1 Influence of natural fracture length
Assuming that the natural fractures are closed in the

initial state, the pressure inside the fractures is zero, and the

fracture spacing is 10 m, the effect of the natural fracture

length on the propagation law of hydraulic fractures in child

wells is studied by changing the initial length of the natural

fractures.

FIGURE 15
Fracture propagation trajectories under different initial lengths of natural fractures.

FIGURE 16
Stress field distribution of natural fractures with an initial length of 1 m.
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Figure 15 shows the initiation and extension of hydraulic

fractures with different initial lengths of natural fractures. It

can be seen that the propagation of artificial fractures can

induce the initiation and extension of nearby natural micro-

fractures, and some natural fractures will communicate with

artificial fractures. Since the fracturing sequence is set from

left to right, the stress interference area first changes from the

left area, so the natural fractures in the left first fracturing area

extend longer, and the right rear fracturing area may induce

insufficient stress, resulting in natural fractures. The fracture

extension distance is getting shorter and shorter, even without

fracture initiation. The comparison shows that the longer the

initial length of the natural fracture is, the longer the final

length of the natural fracture that initiates and extends, and

the extension of the natural fracture is divergent toward the

parent well.

FIGURE 17
Fracture propagation trajectories under different natural fracture densities.

FIGURE 18
Normal stress in the X-axis direction under different natural fracture densities.
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Figure 16 shows the stress field distribution when the natural

fracture length is 1 m. It can be seen that the two tips of natural

fractures are located in the stress concentration area, and the

upper end is mainly located in the tensile stress concentration

area. The natural fracture continues to expand upward and is

prone to shear tensile failure. The lower end is located in the

compressive stress concentration area. It is difficult to initiate

fractures and extend, and it is easier to extend in the direction of

the initial fractures in a divergent manner, while the stress values

around the fractures without fracture initiation are close to the

in-situ stress state.

3.4.2 Influence of natural fracture density
The length of natural fractures is fixed, and the natural

fractures are densely arranged by changing the fracture

spacing, and the influence of natural fracture density on the

propagation of hydraulic fractures is analyzed. From Figure 17 of

the fracture propagation trajectory, it can be seen that regardless

of the density of natural fractures, the natural fractures in the pre-

pressurized area on the left can initiate and extend, while most of

the natural fractures in the post-pressurized area on the right do

not initiate and extend. The length of natural fracture extension is

not greatly affected by the density of natural fractures. As shown

in Figure 17A, when natural fractures are densely distributed,

individual fractures will stop extending after a certain distance

due to the influence of surrounding natural fractures, while some

natural fractures will communicate with initial fractures and

hydraulic fractures, resulting in child wells communicate

between wells, thereby reducing fracturing efficiency.

From the stress field distribution results in Figure 18 and

Figure 19, it can be seen that the tensile stress area at the tip of

the natural fracture in the pre-pressed area on the left is larger, so the

natural fracture is more likely to initiate and expand to the parent

well under the effect of the induced stress field. However, the natural

fracture induced stress in the right back pressure region is obviously

insufficient, so most of them do not initiate and propagate.

4 Conclusion

Based on the theory of linear elasticity and rock fracture

mechanics, combined with the boundary element displacement

discontinuity method, a simulation model of hydraulic fracturing

fracture propagation in infill horizontal wells is established.

Using this model, this paper analyze different factors on the

propagation of hydraulic fractures in infill horizontal wells. The

main simulation results are as follows:

1) The fracture spacing and relative position of hydraulic

fractures in infill horizontal wells will have a significant

impact on the fracture propagation trajectory. The smaller

the fracture spacing is, the larger the hydraulic fracture

deflection angle is. Too small fracture spacing may cause

hydraulic fractures to communicate with each other in the

near-wellbore zone. Reasonable fracture spacing of infilling

horizontal wells can increase the complexity of the fracture

network.

2) The shorter the well spacing between the infill horizontal well

and the parent well is, the stronger the inter-fracture stress

interference effect is. Reasonable reduction of well spacing

can increase the effect of stress interference and is conducive

to the formation of complex fracture networks. Too small well

FIGURE 19
Distribution of shear stress under different natural fracture densities.

Frontiers in Earth Science frontiersin.org15

Liu et al. 10.3389/feart.2022.1026551

103

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1026551


spacing may cause fracture communication between wells

and reduce hydraulic fracturing efficiency.

3) Under the action of induced stress, natural fractures will

initiate and extend and communicate with hydraulic

fractures, and the fracture propagation pattern is divergent

along the initial fracture direction of the parent well. The

natural fractures in the pre-compression area are more likely

to initiate and propagate under the action of induced stress.

4) Under the action of hydraulic fracture-induced stress, the longer

the initial length of natural fractures is, the longer the final length

of natural fractures is. The natural fracture density has little effect

on the natural fracture extension length and fracture shape.
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Shale oil is mainly extracted by fracturing. However, it is difficult to determine

the optimum construction parameters to obtain maximum productivity. In this

paper, a fuzzy comprehensive production evaluation model for fractured shale

oil horizontal wells based on random forest algorithm and coordinated principal

component analysis is proposed. The fracturing parameters of the target wells

are optimized by combining this model with an orthogonal experimental

design. The random forest algorithm was used to calculate the importance

of data sample factors. The main controlling factors of the production of

fractured horizontal wells in shale oil were obtained. To reduce the noise of

the sample data, principal component analysis was used to reduce the

dimensions of the main control factors. Furthermore, the random forest

algorithm was used to determine the weight of the principal components

after reducing the dimensionality. The membership function of the main

control factors after reducing dimensionality was established by combining

the fuzzy statistics and assignment methods. In addition, the membership

matrix of the effect prediction of fractured horizontal wells in shale oil was

determined. The fuzzy comprehensive evaluation method is used to score and

evaluate the effect of fractured horizontal wells. Combined with the orthogonal

experimental design method, the optimized parameter design of a fractured

horizontal well considering the comprehensive action of multiple parameters is

realized. After construction according to the optimized parameters, production

following fracturing increases significantly. This verifies the rationality of the

optimization method that is proposed in this paper.
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shale oil, random forest, principal component analysis, fuzzy comprehensive
evaluation, orthogonal test design, construction parameters optimization
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1 Introduction

Shale oil resources are rich, and show good exploration and

development potential (Rodriguez and Soeder, 2015). Shale oil

reservoirs have strong heterogeneity, small pore throat structure,

complex fluid phase, and oil and gas properties. The success of

exploration and development is due to the effective “liberation”

of the reservoir by multi-cluster volume fracturing of horizontal

wells (Hu et al., 2020). Meanwhile, the hydraulic fracturing effect

of shale oil mainly depends on the matching of construction

parameters and geological parameters. The fracturing

optimization design largely determines the fracturing

improvement effect. The productivity of fractured horizontal

wells for shale oil can be improved by establishing an effective

optimization method for the construction parameters of

fractured horizontal wells for shale oil (Rahmanifard and

Plaksina, 2018).

Currently, there are two main methods for fracturing

parameters optimization. First, a fracture propagation model

is established to simulate the fracture extension process in the

fracturing process. The fracture parameters are optimized by

maximizing the reconstruction volume (Guo et al., 2015).

However, the actual fracture extension is very complex, and

the simplified simulation model cannot accurately reflect the real

situation of reservoir fracture extension. Second, the reservoir

numerical simulationmethod has been used to set the cumulative

production or stimulation period as the objective function, and

the optimal objective function has been used to select the best

fracture parameters (Moradidowlatabad and Jamiolahmady,

2018). However, it is easy to form a multi-scale fracture

network with a highly complex topological structure in the

large-scale hydraulic fracturing of shale oil. In addition, the

non-Darcy seepage of shale nanopores lengthens the time

required for the numerical simulation of a shale reservoir,

which greatly reduces the efficiency of the parameter

optimization (Xiao et al., 2022). The optimization of the

construction parameters of fractured horizontal wells in shale

oil faces considerable challenges thanks to the complexity of the

shale reservoir’s characteristics and fracture system, as well as the

large number of design variables (Ma et al., 2022).

A large amount of valuable fracturing operation and

production performance data have been gathered.

Consequently, data mining and machine learning are

increasingly being used in the study of fracturing parameter

optimization. For the supervised machine-learning model with

small samples, the approximate model of objective function and

constraint function with variable variation is constructed from a

small number of sample points. For wells that need to optimize

fracturing parameters, the stimulation effect of fractured wells

under different parameter combinations is calculated by

changing the combination of fracturing parameters and using

the established approximate model to optimize the fracturing

parameters. Deng et al. (2022) proposed a new integrated

optimization algorithm that is based on the field data, aiming

at NPV, and realized the integrated optimization of continuous

and discrete fracture parameters. Based on a large number of

CFD modeling results, Wang et al. (2022a) established an

artificial neural network model to optimize construction

parameters, which can then be used to optimize the design of

the perforation and fracturing parameters. Li-Yang et al. (2022)

adopted a BP neural network and genetic algorithm to establish a

productivity prediction model and form a genetic optimization

design method for horizontal well fracturing. Zhang et al. (2021)

used the unsupervised K-means clustering algorithm based on

Euclidean distance to cluster reservoirs according to reservoir

seepage and geo-mechanical parameters, identify the

compressible area of the reservoir fracturing stage, and obtain

the fracturing area and fracture morphology through numerical

simulation of the reservoir perforation and fracturing process to

evaluate the fracturing effect. However, these studies only

proposed the optimization of some construction parameters,

which should also include horizontal stage length, number of

fracturing stages, proppant consumption, and fluid volume

(Wang and Chen, 2019). Based on this, some scholars have

further established the optimal design model by considering the

matching of construction parameters and geological parameters.

Shahkarami et al. (2018) used a publicly available data

database from more than 2000 Wells in southwest

Pennsylvania to establish a hydraulic fracturing parameter

optimization design model that is based on linear regression,

support vector machine, artificial neural network, Gaussian

process, and other machine-learning methods. Through

sensitivity analysis, Nguyen-Le and Shin (2019) determined

the framework of controlling factors to put forward a

dynamic economic index, and realized the Np value

optimization model considering the comprehensive influence

of reservoir parameters and fracturing parameters. Duplyakov

et al. (2020) used a boosting algorithm to optimize hydraulic

fracturing design based on the data of 22 oil fields, which

considered the influence of geological parameters on the

optimization of construction parameters. Tan et al. (2021)

took the statistical data of fractured wells in WY block as the

data set and established a production prediction model based on

six machine-learning algorithms, including random forest,

support vector regression, back propagation neural network,

XGBoost, LightGBM, and multiple linear regression. They

then optimized each construction parameter with the goal of

improving yield and the cost-profit ratio. Guo et al. (2022)

adopted the PCA-GRA method to determine the main control

factors of tight oil production. They established a BP neural

network model with tight oil production as output and main

control factors as input. This model could predict production and

optimize construction parameters. Taking 75 fractured

horizontal wells in Mahu area as an example, Ma et al. (2021)

adopted the random forest algorithm to determine the main

control factors of post-pressure productivity according to
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16 influencing factors in two types of reservoirs and engineering.

They established a productivity prediction model that is

optimized by a genetic algorithm with inverse propagation

algorithm and neural network, and then optimized the

fracturing design of horizontal wells based on this. Hui et al.

(2021) used Pearson correlation coefficient and feature selection

process method. They used 13 geological and construction

parameters (e.g., logging and core experiment) as input

variables, and established an optimization model with the goal

of maximizing accumulations in 12 months through the Extra

Trees algorithm. Their results showed that a 73% increase in fluid

volume and a 38% increase in proppant use could double post-

fracture production. Under boundary constraints, Duplyakov

et al. (2022) used the high-dimensional black box

approximation function to optimize fracturing design

parameters based on Ridge regression and CatBoost

algorithm. They also used particle swarm optimization,

sequential least squares programming, surrogate optimization

model and differential evolution optimization method to solve

the problem. Xiao et al. (2022) proposed a machine-learning

assisted global optimization framework that is based on radial

basis functions, K-nearest neighbors, and multi-layer

perceptrons to quickly obtain the optimal fracture parameters.

Syed et al. (2022) established Pearson correlation estimation

between each pair of input parameters and developed a

prediction model using deep learning that could integrate

basic geological information with a completion strategy. Wang

et al. (2022b) used fracturing fluid (e.g., reflux ratio and first

production) as the objective function, based on the least square

method, support vector regression algorithm, and the non-

dominant sorting genetic algorithm. They established a

fracturing parameters optimization design method using

length, horizontal well fracturing series, fracture length,

fracture fluid injection, the viscosity of fracturing fluid,

fracturing fluid volume, and amount of proppant as

optimization variables. They were then able to establish the

optimization framework of objective parameters.

This optimization design method of fracturing parameters

has achieved satisfactory results. However, the fracturing

parameter optimization method based on machine learning

still experiences the following problems. First, the reservoir

parameter values are derived from the limit value and the

average deterministic numerical, without fully considering the

reservoir parameters, due to uncertainties or under

experimental apparatus, experimental method, or

calculation error (e.g., ignoring that these parameters have

a characteristic certain fuzziness). Second, when the reservoir

parameters, fracturing parameters, and stimulation effect of

fractured wells are used to establish a mathematical

relationship through mathematical statistics, there is always

a strong correlation between these influencing factors. When

establishing the optimization model of fracturing parameters,

a large number of parameters are directly input into the

model. However, the network structure constructed is too

complex and the learning of the network model is difficult.

The deviation of optimal fracturing parameters will increase

when there is no definite mathematical relationship between

the stimulation effect and reservoir parameters, and between

the fracturing parameters and reservoir parameters. Finally,

there are too few optimal fracturing parameters to choose and

the final optimization may only be equivalent to finding the

local optimal fracturing parameters rather than the global

optimal fracturing parameters in the true sense.

To tackle the issues of optimizing the shale oil construction

parameters, random forest was used to determine the main

control factors and weights of the fracturing effect. The

dimensionality of the parameters affecting the fracturing effect

was reduced by principal component analysis. The principal

components after reducing dimensionality were used as the

input parameters of the fuzzy comprehensive evaluation

model. The fuzzy mathematical evaluation method was

introduced to establish the fracturing effect evaluation model

considering the comprehensive effects of single factor and

multiple factors, predict the stimulation effect of different

fracturing construction parameters, and to select the optimal

scheme.

2 Data sources and research methods

2.1 Study area overview

The research area is located between Cangxian Uplift, Xuhei

Uplift, and Kongdian Uplift in the hinterland of the Bohai Bay

Basin. It is a fault-depression lake basin that was developed under

the background of Paleogene regional stretching, and is divided

into five tectonic units: Nanpi slope, Kongdong slope, Kongxi

slope, Kongdian tectonic belt, and Shenusi faulting (Ren et al.,

2010). The main sedimentary strata in the lake basin are

Kongdian Formation, which are Kong3 member,

Kong2 member, and Kong1 member (from bottom to top).

Among them, Kong2 member is a lake flood deposition of

Kongdian Formation with thick mud shale and sandstone,

coarse-grained deposition of braided river delta medium fine

sandstone is developed at the edge of the lake basin, and mud

shale is mainly found in the middle of the lake basin. The second

member of the hole can be divided into four fourth-order

sequences (SQEk2
4—SQEk2

1) and 10 fifth-order sequences

(Ek2
1SQ①—Ek2

4SQ⑩) from bottom to top (Pu et al., 2015),

among which SQEk2
3—SQEk2

1 is a shale segment with high

organic matter abundance 300–500 m thick, covering an area of

1187 km2. The 21 layers which can be traced and compared in the

whole region, which were further divided. The preliminary

exploration practice shows that, first, the reservoir has strong

heterogeneity, complex physical properties, and many lithologic

types encountered in a single well. Post-pressure oil production is
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comprehensively affected by geological factors, engineering

parameters and production system, and the fracturing effect is

quite different. It is therefore necessary to further clarify the main

controlling factors that affect the fracturing effect. Second, the

production of different wells varies greatly after fracturing, which

reflects the poor matching between the construction parameters

of some wells and the reservoir, which affects the stimulation

effect. Consequently, research on the optimization of

construction parameters matching the geological

characteristics of single well is urgently required.

2.2 Data source and analysis

In total, 24 fractured horizontal wells of shale oil in area W

were taken as samples to fully collect on-site geological,

engineering, and production parameters, as well as production

data. The collected data results are shown in Table 1. Well

W24 was selected as the test well to verify the rationality of

the proposed method and to optimize the construction

parameters. The remaining fractured wells were used as

training wells to obtain the main control factors of the

production of shale oil fractured horizontal wells. The

function model of fuzzy comprehensive score and production

was fitted.

2.2.1 Main control factors and weight
determination method selection

The characteristics of tight shale oil reservoirs and low-

pressure coefficient in W area determine whether industrial

production can only be obtained through large-scale

reconstruction, and whether the oil production is affected by

geological and engineering factors. To establish an optimization

method for the construction parameters of fractured horizontal

wells, the construction parameters can quickly and efficiently be

optimized by identifying the main controlling factors and

assigning reasonable weights.

In this paper, the random forest algorithm is chosen to

select representative main control factors. Compared with

traditional prediction models, random forest has the

following advantages. First, it has strong adaptability to

data sets, does not need the data to meet the preset

assumptions or specific functional forms, is insensitive to

multivariate collinearity, and is robust to missing data and

unbalanced data. Second, the modeling is simple and efficient,

and the generalization ability is strong, which can quickly

capture the inflection point by using the advantages of multi-

path parallel decision tree. With the increase of the number of

regression trees, the error of random forest model can be

reduced on the whole. Compared with a support vector

machine or an artificial neural network, it has fewer

calibration parameters, and only needs to specify the

number of regression trees and the number of features

sampled from each bifurcation node, consequently the

training process is simpler and faster. Third, it can deal

with high-dimensional data sets and random forest can

avoid the common problems of machine learning (e.g.,

over-fitting and under-fitting). Finally, random forest can

get the weight of each variable and avoid the interference

of subjective factors when the weight is artificially assigned.

Therefore, this paper intends to use random forest to analyze

the main control factors and determine the weight.

2.2.2 Principle of the random forest algorithm
The random forest algorithm is another combination

prediction algorithm that was proposed by Breiman after the

Bagging algorithm (Breiman, 2001). Based on decision trees, it

builds multiple decision trees through random repeated sampling

technology (Boostrap technology; Freeman, 1998) and random

node splitting technology, and finally combines the prediction

results of a large number of decision trees and outputs them as a

whole. Ensemble learning through multiple decision trees can

effectively overcome the problems of over-fitting and low

classification accuracy of a single decision tree, and can

effectively reduce the generalization error of the learning

system (He et al., 2020). The steps that are used by the

random forest method to determine the weight are described

in the following subsections.

TABLE 2 Screening results of the main control factors.

Serial number Property Importance Serial number Property Importance

1 Brittleness index 0.3563 9 OSI 0.0245

2 Water and sand ratio/% 0.1355 10 Natural gamma ray 0.0191

3 Proportion of quartz sand 0.0887 11 Length of horizontal section/m 0.0189

4 S1 0.0745 12 Sliding water ratio 0.0183

5 shut in well time/d 0.0489 13 Mean cluster spacing/m 0.0158

6 Fluid volume per meter/m3/m 0.0476 14 TOC/% 0.0155

7 Angle between wellbore and Principal stress direction/° 0.0380 15 Average displacement/m3/min 0.0152

8 Total length of fracturing section/m 0.0361 16 Poisson’s ratio 0.0120
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2.2.2.1 Screening the main control factors

The data that are randomly sampled and not drawn during

random forest modeling are called out-of-pocket data sets, which

are not involved in the fitting of the training set model and can be

used to test the generalization ability of the model (Lei et al.,

2020). When ranking the importance of the model, the

corresponding out-of-pocket data is used to calculate its out-

of-pocket error r1. The order of a feature in the out-of-pocket

data is then randomly transformed and the out-of-pocket error r2
is calculated again. Assuming that the random forest has N trees,

the importance of a feature I is:

I � 1
N

∑N
I�1
(r1 − r2), (1)

where I is the importance of a feature, and is dimensionless; N is

the number of trees in the random forest, and is dimensionless; r1
is the out-of-pocket error, and is dimensionless; and r2 is the out-

of-pocket error of a feature sequence after random

transformation, and is dimensionless.

The importance of each characteristic parameter of

23 trained fractured horizontal wells can be obtained using

the random forest algorithm, among which the most

important is the main control factor of the production of

fractured horizontal wells in shale oil. The screened results

according to the above principles are shown in Table 2. As

can be seen from Table 2, the rock brittleness index and the sand-

liquid ratio in the main control factors of the production of

fractured horizontal wells in shale oil in this block are

significantly more important than other main control factors

in geological parameters, which indicates that these main control

factors contribute greatly to the production of fractured

horizontal wells in shale oil.

2.2.2.2 Weight determination

With regard to random forests, impurity has been adopted as

the best division of the measurement classification tree and the

impurity calculation has been made with the Gini index method,

which is one of the most widely used segmentation rules.

Assuming that the set T contains records of k categories, then

the Gini index is:

Gini(T) � 1 −∑k
j�1
p2
j , (2)

where Gini(T) is the Gini index of set T, and is dimensionless;

k is the number of categories, and is dimensionless; and pj
denotes the frequency of T occurrence of category j, and is

dimensionless.

The maximum useful information can be obtained when the

Gini(T) minimum is 0 (i.e., all of the records on this node belong

to the same category). Gini(T) is maximum when all of the

records in this node are uniformly distributed with respect to the

category field, which indicates that the minimum useful

information is obtained. If the set T is divided into s parts Ti

(i = 1,2...,s). To calculate the Gini coefficient, the reduction in the

Gini coefficient of the variable xi used to split at each split node is

calculated. Then, the Gini index for this segmentation is:

Ginisplit(T) � ∑s
i�1
Gini(Ti)Ni/(N), (3)

where Ginisplit(T) is the segmented Gini index, and is

dimensionless.

For the classification regression tree, if the node T does not

satisfy that the samples in T belong to the same category or

there is only one sample left in T, then this node is a non-leaf

node. The original segmentation Gini index of the ith

classification regression tree is Ginisplit (xi), and the Gini

index after randomly replacing the variable attribute value j

of the separation point is Ginisplit (xij). Therefore, the

importance of attribute j in the corresponding single

classification regression tree can be expressed as Ginisplit
(xi)-Ginisplit(xij). The importance �Δ j of variable j is

calculated by the average Gini index of trees in the forest;

that is, the average Gini index reduction value is:

�Δ j � ⎛⎝∑B
i�1
(Ginisplit(xi) − Ginisplit(xij)⎞⎠/B, (4)

where �Δ j is the importance of variable j, and is dimensionless;

and Ginisplit (xi) is the original segmented Gini index of the ith

classification regression tree, and is dimensionless. Ginisplit (xij) is

the Gini index after randomly replacing the variable attribute

value j of the separation point, and is dimensionless. B is the

number of trees in the random forest, and is dimensionless.

The weight of indicator variables is:

FIGURE 1
Variance explained by principal components.
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wj �
�Δ j∑n

j�1
�Δ j

, (5)

where wj is the weight coefficient of the jth index variable, and is

dimensionless; and n is the number of indicator attributes, and is

dimensionless.

Because the dimensionality of the main control factors needs

to be reduced before the weight is determined, the weight results

of each principal component are shown in Section 3.1 (Model

Establishment).

2.3 Optimization of fracturing parameters

2.3.1 Reducing dimensionality with principal
component analysis

The random forest algorithm requires high levels of time and

cost, and is only suitable for small data sets (Chen and Min,

2022). Taking the main control factors of the production of a

large number of shale oil fractured horizontal wells as input

parameters of the model will increase the difficulty and

complexity of the analysis problem, and reduce the

optimization efficiency. The problem can be simplified based

on the principal component analysis of the dimensionality

reduction, integrating multiple correlation factors for the

linear unrelated principal component, using the correlation

between the main control factors with a dimension reduction

after less principal components instead of many factors, and

using the principal component as much as possible to leave the

factors reflected in information. The calculation steps are as

follows:

1) Data collection, withm evaluation fracturing wells and emain

control factor indicators, a sample matrix a with size of m×e

can be formed:

a � ⎛⎜⎜⎜⎜⎜⎜⎝ a11 . . . a1e
..
.

1 ..
.

am1 / ame

⎞⎟⎟⎟⎟⎟⎟⎠ � [ a1 / ae ], (6)

where a is the sample matrix; aij is the main control factor; and aj
is the vector of main control factors.

2) When the index dimensions are inconsistent, the mean and

standard deviation are calculated to obtain standardized

data (Li et al., 2020), and the correlation coefficient matrix

R is established. The original sample matrix is

normalized to:

A � ⎛⎜⎜⎜⎜⎜⎜⎝ A11 . . . A1e

..

.
1 ..

.

Am1 / Ame

⎞⎟⎟⎟⎟⎟⎟⎠ � [A1 / Ae ], (7)

TABLE 3 Characteristics of the principal components corresponding to the main control factors.

Factor Principal
component
1 feature

Principal
component
2 feature

Principal
component
3 feature

Principal
component
4 feature

Principal
component
5 feature

Principal
component
6 feature

Natural gamma ray −0.6294 −0.0382 −0.2730 −0.2370 0.2411 −0.0358

TOC/% −0.3358 −0.2247 −0.0680 0.1522 −0.3050 0.5284

S1 0.0635 −0.4047 −0.0761 −0.1452 −0.2608 0.0660

OSI 0.1721 −0.3788 −0.0489 −0.2933 −0.0891 −0.2678

Brittleness index 0.2358 −0.2054 0.2843 −0.1062 0.2192 0.4102

Length of horizontal
section/m

0.0753 −0.1526 −0.5061 0.0511 −0.1259 −0.0314

Total length of fracturing
section/m

0.2732 −0.0693 −0.4955 −0.0212 −0.1918 −0.0333

Angle between wellbore and
principal stress direction/°

0.2374 −0.4080 0.0840 0.0838 −0.0378 0.1706

Mean cluster spacing/m 0.1084 −0.0592 −0.3744 0.2753 0.3352 0.2641

Fluid volume per meter/
m3/m

−0.0065 −0.2092 0.3009 0.3817 0.0452 −0.0208

Proportion of quartz sand 0.1335 −0.0740 0.1907 −0.5495 −0.0503 −0.0871

Water and sand ratio/% −0.0175 0.3036 −0.0537 −0.2002 −0.4582 0.0982

Shut in well time/d −0.0913 0.0630 0.0060 −0.3884 −0.0054 0.5320

Average displacement/
m3/min

−0.4576 −0.3059 0.1961 0.0761 −0.1979 −0.1695

Poisson’s ratio 0.1283 0.3828 0.0634 0.0135 −0.0783 0.2112

Slick water ratio −0.0328 −0.1226 −0.1030 −0.2680 0.5464 0.0151
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where A is the sample matrix after standardization; Aij is the

main control factor after standardization; and Aj is the

normalized vector of master factors.

Thus, the corresponding correlation coefficient matrix of the

sample matrix can be obtained:

R � (rij)e×e � ⎛⎜⎜⎜⎜⎜⎜⎝ r11 . . . r1e
..
.

1 ..
.

re1 / ree

⎞⎟⎟⎟⎟⎟⎟⎠, (8)

where R is the correlation coefficient matrix; and rij is the

correlation coefficient, where:

rij � 1
m − 1

∑m
q�1

(Aqi − �Ai)(Aqj − �Aj) � 1
m − 1

∑m
q�1

AqiAqj, (9)

�Ai � 1
m
∑m
i�1
Aij. (10)

The correlation coefficient matrix shows the correlation degree

among e indexes.

3) Calculate the eigenvalues and eigenvectors of R.

Eigenvalues: λ1 ≥ λ2 ≥/≥ λm ≥ 0 (R is a positive semidefinite

matrix, tr(R) � ∑m
i�1λi � m)

Feature vector:

c1 � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ c11...
ce1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, c2 � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ c12...
ce2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, . . . , ce � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ c1e...
cee

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (11)

4) Calculate the variance contribution rate bi and cumulative

contribution rate b(o) of each eigenvector of corresponding

eigenvalue:

bi � λi∑m
o�1
λo

, i � 1, 2,/, m, (12)

b(o) �
∑i
o�1
λo

∑m
o�1
λo

, i � 1, 2,/, m, (13)

where bi is the variance contribution rate of each eigenvector of

the eigenvalue, and is dimensionless; and b(o) is the cumulative

contribution rate of each eigenvector of the eigenvalue, and is

dimensionless.

5) Calculate the number of principal components and

calculate the expression of each principal component. In

general, the number of eigenvectors corresponding to

eigenvalues whose value is greater than or equal to

1 and cumulative contribution rate exceeds 85% is taken

as the number of principal components. The score of each

principal component is calculated according to the linear

expression composed of its corresponding feature vector

and each index. The ith principal component Fi is

calculated as follows:

Fi � c1iA1 +/ + ceiAe, i � 1, 2,/, n, (14)

where Fi is the ith principal component, and is dimensionless.

The data of 16 main control factors selected from the

collected data of 23 fractured horizontal wells were used as

input, and the output was used as the objective function to

reduce the dimension of principal components. The variance

contribution rate of principal components is shown in Figure 1.

The analysis found that the information of the first six principal

components accounted for 87% in total, so the first six principal

components were selected to replace the original 16 feature

parameters.

The characteristics of principal components corresponding to

the factors of the six principal components are shown in Table 3.

According to the data in Table 3, the main control factor data

selected from different fractured horizontal wells are substituted into

Eqs 7, 14 to obtain the principal component values of different

fractured wells. The results are shown in Supplementary Table S1.

The normalized principal componentmatrix is obtained as shown in

Supplementary Table S2.

2.3.2 Fuzzy comprehensive evaluation
mathematical model

The post-fracturing effect of shale horizontal wells

involves geological and engineering parameters, which are

specifically related to petrophysical properties, oil content,

mineral composition, fracturing operation parameters, and

many other contents. However, each project usually includes

multiple parameters, so the optimization of fracturing

parameters based on conventional methods is a huge

challenge. In addition, ambiguity exists in the optimization

of construction parameters for fractured horizontal wells.

There are uncertainties in the boundaries of single factors in

various types of fractured wells, such as the fuzzy boundaries

of porosity, oil content, displacement, sand amount, and so

on. There are many factors affecting the production of

fractured horizontal wells with different advantages and

disadvantages, and each parameter has “I,” “II,” “III,” or

“IV” ratings. It is difficult to evaluate multiple parameters

that are interwoven together. It can also be seen that there are

some defects in using classical mathematical methods to deal

with deterministic problems to deal with fuzzy reservoir

quality evaluation data. Fuzzy mathematics is an effective

tool to deal with the problem of uncertainty fuzziness. It uses

the concept of membership function to describe the problem

where the boundary of objective things is not clear. The steps

of fuzzy comprehensive evaluation are described in the

following subsections.
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2.3.2.1 Establish the evaluation factor set

The factor is the evaluation index that is involved in the

production of fractured wells. In the production evaluation of

fractured wells, the factor set is a fuzzy subset composed of n

principal components involved in the evaluation well, which is

denoted as F=(F1F2, . . . . .., Fn).

2.3.2.2 Establish the evaluation set

Evaluation set v = (v1,v2, . . . ,vn),v is a fully ordered set

(i.e., the rank difference between any two comments in v). Note
that v is the set of evaluation criteria corresponding to the

evaluation factor in F. In the production evaluation of

fractured wells, v is the set of production levels (levels I, II,

III, and IV) corresponding to each evaluation factor. In this

paper, v = [100,75,50,25].

2.3.3.3 Fuzzy weight vector of evaluation factors

Usually, the importance of each factor to the evaluation result

is different, so it is necessary to assign a corresponding weight wi

(i = 1,2,3,......,n) to each factor Fi, thus forming the weight setW.

The determination of the weight of the accurate quantization

index will directly affect the quantization result. Here, random

forest is introduced to seek the primary and secondary

relationship of each factor in the system and find out the

important factors affecting each evaluation index. The weight

wi of different principal component factors can be obtained by

substituting the principal component factor data of different

fractured wells into Eqs 2–5.

W � (w1, w2,/, wn). (15)

2.3.3.4 Determine the single factor evaluation matrix

2.3.3.4.1 Determine the membership function.

Membership functions are generalizations of indicator

functions in general sets. A function can indicate whether

elements in a set belong to a particular subset. An element’s

indicator function may have a value of 0 or 1, while an element’s

membership function may have a value between 0 and 1, which

indicates the “degree of truth” that the element belongs to a fuzzy

set. Membership function is the foundation of fuzzy mathematics

engineering applications. There are generally four methods to

determine the membership function: fuzzy statistical method,

assignment method, borrowing the existing “objective” scale

method, and binary contrast ranking method (Xie and Liu,

2013). In view of the objectivity of membership

determination, this paper relies on the correlation between the

normalized principal component factors and production in

Table 2 in the Appendix, according to the corresponding

reservoir quality grades (I, II, III, and IV) of each evaluation

factor. The fuzzy statistics method and assignment method are

integrated to determine the membership function and three

forms of membership function are selected, which are large,

small, and intermediate. According to the normalization range of

different principal component data, the results of different forms

of membership functions of different reservoir quality grades are

shown in Table 4.

2.3.3.4.2 Membership matrix of fractured wells. We can get

different membership function form of the principal component

factors through the existing m fracturing wells of geological and

engineering parameters dimension reduction after principal

component factors and yield of fitting relationship. The

membership is divided into class I, II, III, and IV level grades,

and into slants big, partial, small, and middle-type membership

function expression, respectively. The n principal component

factors ofm fractured wells were substituted into themembership

function expression of four grades to obtainm n ×4 membership

matrix Hi.

Hi �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h11 h12 / h14
h21 h22 / h24
..
.

/ / ..
.

hn1 hn2 / hn4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (16)

whereHi is the membership matrix; hij is the membership degree

of different principal components, and is dimensionless.

2.3.2.5 Fuzzy comprehensive evaluation

Di � (d1, d2,/, d4) � W+Hi

� (w1, w2,/, wn)+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h11 h12 / h14
h21 h22 / h24
..
.

/ / ..
.

hn1 hn2 / hn4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (17)

where Di is the fuzzy set of comprehensive evaluation of the ith

fractured well; and dj is the fuzzy comprehensive evaluation value

of different principal components of fractured wells.

fi � ∑m
j�1
(dj × vj)/∑m

j�1
dj, (18)

where fi is the fuzzy comprehensive score of the ith fractured well.

2.3.3 Optimizing construction parameters
2.3.3.1 Orthogonal experimental design

Orthogonal experiment design, and its analysis of the

variance method and intuitive analysis are based on

probability theory, mathematical statistics, linear algebra

theory of scientific arrangement of the test scheme, and the

correct analysis of the test results. Meanwhile, the qualitative

index quantitatively determines the parameters of the influence

of trend, primary and secondary order, and significant degree to

obtain a mathematical optimization method as quickly as

possible. By introducing the method of orthogonal

experimental design and using the “orthogonal table” to
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arrange the multi-factor experimental schemes, the intrinsic

essential laws contained in a large number of schemes are

reflected by a limited number of typical and representative

schemes, and the influence trend, primary and secondary

order, and the significance degree of parameters on

cumulative yield can be quantitatively determined (Zeng et al.,

2012). In addition, an orthogonal test can eliminate part of the

interference caused by test errors and the results are easy to

analyze (Dai et al., 2022).

The target block of the shale oil fracturing engineering

parameters of horizontal wells can be optimized and compared

through random forest algorithm optimization of fluid, quartz sand

proportion, shut in well time/d, sand amount permeter and slippery

water ratio, average cluster spacing, the average displacement. These

seven factors can influence the production of cumulative gain

according to the factors to select the four levels (Table 5). We

use a four-level experimental design, and therefore the Lα(4
β)

orthogonal table should be selected. There are seven factors in

the experiment. If the interaction between the factors is not

considered, then the orthogonal table with β≥7 should be

selected. L216(4
7) is the minimum Lα(4

β) orthogonal table

meeting the condition of β≥7. The orthogonal table was used to

conduct the 12-month cumulative production experiment, and the

influence of various factors on the cumulative production was

investigated, from which the optimal parameter scheme of

horizontal well was obtained.

Through the orthogonal design, 216 simulation schemes can

be used to complete 47=16384 simulation schemes. This greatly

TABLE 4 Membership function table.

Category Normalized value Membership function

Partial large 1–0.75

G1 �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 0.875≤x

x − 0.625
0.25

0.625≤x≤ 0.875

0 x≤ 0.625

G2 �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 0.875≤x

0.875 − x

0.25
0.625≤x≤ 0.875

x − 0.375
0.25

0.375≤x≤ 0.625

0 x< 0.375

G3 �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 0.625≤x

0.625 − x

0.25
0.375≤x≤ 0.625

x − 0.125
0.25

0.125≤x≤ 0.375

0 x< 0.125

G4 �

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 0.375≤x

x − 0.625
0.25

0.125≤ x≤ 0.375

1 x≤ 0.125

0.75–0.5

0.5–0.25

0.25–0

Partial small 0–0.25

G1 �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 0.375≤x

x − 0.625
0.25

0.125≤x≤ 0.375

1 x≤ 0.125

G2 �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 0.625≤x

0.625 − x

0.25
0.375≤x≤ 0.625

x − 0.125
0.25

0.125≤x≤ 0.375

0 x< 0.125

G3 �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 0.875≤x

0.875 − x

0.25
0.625≤x≤ 0.875

x − 0.375
0.25

0.375≤x≤ 0.625

0 x≤ 0.375

G4 �

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 0.875≤x

x − 0.625
0.25

0.625≤ x≤ 0.875

0 x≤ 0.625

0.25–0.5

0.5–0.75

0.75–1

Middle type 0.375–0.625

G1 �
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 0≤x≤ 0.0625
e−[(x−0.0625)/s]

2

0.0625≤ x≤ 0.1875
e−[(x−0.9375)/s]

2

0.8125≤ x≤ 0.9375
1 0.9375≤ x≤ 1

0 other

G2 �
⎧⎪⎪⎨⎪⎪⎩

e−[(x−0.1875)/s]
20≤ x≤ 0.1875

e−[(x−0.8125)/s]
20.8125 ≤x< 1

0 other

G3 �
⎧⎪⎪⎨⎪⎪⎩

e−[(x−0.3125)/s]
20.0625 ≤ x< 0.3125

e−[(x−0.6875)/s]
20.6875 ≤ x< 0.9375

0 other

G4 �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

e−[(x−0.4375)/s]
2

0.3125≤ x< 0.4375
1 0.4375≤x< 0.5625

e−[(x−0.5625)/s]
2

0.5625≤ x< 0.6875
0 other

0.25–0.375

0.625–0.75

0.125–0.25

0.75–0.875

0–0.125

0.875–1

Where G is the membership function; x is the normalized principal component value; and s is the peak value of normal distribution of normalized principal components.
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reduces the simulation workload and is conducive to improving

the efficiency.

2.3.3.2 Procedure for selecting the construction

parameters

1) The random forest method was used to screen out the main

controlling factors that affect the production of m training

fracturing wells.

2) Principal component analysis was used to reduce the

dimensions of the selected main control factors into n

principal components to obtain a principal component

matrix with m rows and n columns.

3) Based on the relationship between the principal component

data of different columns in the principal component matrix

and the yield, the membership function is divided into four

parts. The analytical formula of different intervals is obtained

for each part according to the form of membership function.

4) The membership matrix of m n rows and four columns of

fractured wells can be calculated by substituting the data of

each column in the principal component matrix of m rows

and n columns into the membership function in Step 3.

5) Based on the relationship between the principal component data

of different columns in the principal component matrix and the

production, the weight values of the main control factors of shale

oil fractured horizontal wells can be obtained using random forest.

6) The fuzzy comprehensive scores of different fractured

horizontal wells can be obtained using Eqs 17, 18.

7) The function model of main control factors and production was

obtained by fitting the relationship between the fuzzy

comprehensive score of different fractured horizontal wells

and production.

8) A fracturing construction parameter scheme for U test

fractured horizontal wells based on the principle of

positive price experiment was designed according to the

range of fracturing construction parameters.

9) The schemes in Step 8 are evaluated and compared using the

fuzzy comprehensive evaluation model. The scheme with the

highest score is the optimized construction parameter. The

predicted production of the optimized test fractured

horizontal well can be obtained by substituting the score

into the function model in Step 7.

3 Results and analysis

3.1 Model establishment

3.1.1 Weight determination
Based on the data in Supplementary Table S1, the principal

components of different fractured horizontal wells were applied

to determine the weights by the random forest algorithm. The

results are shown in Figure 2, which shows that the weight of

principal components reaches 0.63.

3.1.2 Fuzzy comprehensive evaluation
The principal component data of different fractured wells in

Supplementary Table S2 were substituted into the membership

function and the fuzzy set results of comprehensive evaluation of

different fractured horizontal wells were obtained using Eqs 16,

17, as shown in Supplementary Table S3. The fuzzy

comprehensive scores of different fractured horizontal wells

can be obtained by substituting the fuzzy set data of

comprehensive evaluation of different fractured horizontal

wells in Supplementary Table S3 into Eq. 18. Figure 3 shows

the fitting result of the score and 12-month kilometer cumulative

production obtained by fitting the score to the 12-month

kilometer cumulative production. Figure 4 is the fitting result

of the score obtained without dimension reduction and the 12-

month kilometer cumulative production. It can be obtained by

comparison that the model accuracy is higher and the fitting

effect is better after dimension reduction. Therefore, the

rationality of the proposed method is fully illustrated.

3.2 Model verification

After reducing the dimensionality of the main control factor

data of well W24 by principal components, the data were

substituted into Eqs 15–17 to obtain the fuzzy comprehensive

score and fitted to obtain the predicted production. A

comparison between the actual production and the predicted

production results is shown in Table 6. It can be found from this

that the relative error of the prediction results is 4.8%, which

verifies the rationality of the model in this paper.

TABLE 5 Factor level table of horizontal well fracturing parameter optimization experiment.

Parameters
of the
horizontal

Fluid
volume per
meter/m3/m

Water
and sand
ratio/%

Slick water
ratio

Proportion
of quartz
sand

Mean cluster
spacing/m

Average
displacement/
m3/min

Shut in
well time/d

1 20.57 3.30 0.43 0.31 5.21 8.63 8

2 25.92 5.33 0.53 0.43 8.02 9.88 13.25

3 31.27 7.36 0.63 0.55 10.83 11.13 18.50

4 41.96 11.42 0.82 0.79 16.45 13.63 29
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3.3 Field application

The data of the L216 (4
7) orthogonal test design scheme can

be substituted into the established fuzzy comprehensive

evaluation model to predict the output under different

construction parameter combinations, as shown in Table 7,

which lists the yield prediction results after optimizing

parameter combination under 216 simulation schemes. It

can be seen that under different construction parameter

combinations, the predicted 12-month cumulative

production of km varies significantly from 2588.81 t/km to

10742.54 t/km. This shows that the optimization of

construction parameters matching with the reservoir can

significantly increase production. The optimal No.

147 scheme is selected for construction and the cumulative

output of 12 months km is 10144.7 T. The cumulative yield

over the 12 months prior to parameter optimization (Table 1)

was significantly improved.

Finally, we compare typical wells (The results are shown in

Table 8): wells w24 (before optimization) and w25 (after

FIGURE 2
Principal component weight values.

FIGURE 4
Fitting results without reducing dimensionality.FIGURE 3

Fitting results after reducing dimensionality.
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optimization) are two adjacent horizontal wells of similar length

on the same platform. The production of well w25 was 2.34 times

that of well w24 after the implementation of optimized

parameters, and the stimulation effect was obvious (Figure 5).

A comparison of the construction scale of the two wells shows

that the fluid volume, the proportion of slick water, the

TABLE 6 Comparison between the actual yield and the model’s prediction results.

Well no. Total score Cumulative oil production
in 12 months km (t/km)

Relative error (%)

Actual production Predicted production

W24 60.72 4339.58 4549.12 4.8

TABLE 8 Comparison table of the optimization parameters and construction effect.

Plan Fluid
volume
per meter/
m3/m

Water
and sand
ratio/%

Slick
water
ratio

Proportion
of quartz
sand

Mean
cluster
spacing/
m

Average
displacement/
m3/min

Shut
in well
time/d

12-month
cumulative
production
in km
(t/km)

w24 31.7 9.1 0.45 0.51 7.71 12.7 15 4339.58

W25 42 3.3 0.8 0.8 8 8.6 8 10144.7

TABLE 7 Design scheme of the orthogonal experiment.

Scheme Fluid
volume
per meter/
m3/m

Water
and sand
ratio/%

Slick
water
ratio

Proportion
of quartz
sand

Mean
cluster
spacing/
m

Average
displacement/
m3/min

Shut
in well
time/d

Forecast
12-month
cumulative
production
in km
(t/km)

1 42 3.3 0.5 0.4 5.2 13.6 13 6094.97

2 25.9 3.3 0.6 0.8 10.8 8.6 13 7351.56

3 42 11.4 0.6 0.4 16.5 9.9 13 3,717.09

4 25.9 11.4 0.6 0.3 5.2 9.9 29 2192.47

5 25.9 3.3 0.5 0.6 8 9.9 29 6384.71

6 42 5.3 0.6 0.6 16.5 8.6 29 7537.50

7 20.6 11.4 0.6 0.6 10.8 9.9 13 2588.81

8 25.9 11.4 0.5 0.4 10.8 13.6 29 3,296.80

. . . . . . . . . . . . . . . . . . . . . . . . . . .

144 31.3 11.4 0.8 0.3 10.8 11.1 8 3,565.52

145 25.9 5.3 0.4 0.4 5.2 11.1 29 4364.63

146 20.6 7.4 0.5 0.6 8 11.1 13 4066.95

147 42 3.3 0.8 0.8 8 8.6 8 10742.54

148 20.6 7.4 0.6 0.6 5.2 13.6 29 5,703.61

149 31.3 11.4 0.5 0.8 5.2 11.1 13 3,830.10

. . . . . . . . . . . . . . . . . . . . . . . . . . .

213 31.3 11.4 0.5 0.4 16.5 13.6 19 3,882.65

214 31.3 5.3 0.6 0.8 10.8 13.6 8 6689.87

215 20.6 3.3 0.6 0.3 5.2 8.6 8 4193.63

216 31.3 5.3 0.6 0.6 8 11.1 13 7072.04
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proportion of quartz sand, and the cluster spacing of well w25 are

increased, while the cluster spacing and the average displacement

are decreased. This shows that the production can be significantly

increased by optimizing the construction parameters.

4 Conclusion

1) Using the random forest method, the main controlling

factors of the production of fractured horizontal wells in

block W are, successively, the brittleness index (mineral),

sand-liquid ratio, quartz sand proportion, S1, soaking

length, meter liquid volume, angle between wellbore and

principal stress direction, total length of fracturing stage,

OSI, natural gamma ray, and so on. Among them, the

brittleness index (mineral) has a far greater impact on the

yield than other main controlling factors, with an

importance of 0.36.

2) After reducing the dimensionality of the 16 original input

variables through principal components, the first six principal

components extracted contain most of the information of the

original variables and these principal components are linearly

independent. Selecting the first six principal components as

input parameters of the model can reduce noise and error.

The R2 value of the model after reducing dimensionality is

0.9 and that of the model without reducing dimensionality is

only 0.84.

3) The fuzzy comprehensive evaluation yield model based on

principal component analysis and random forest algorithm

that we established in this paper shows that the average

relative error of the test well is 4.8%, which verifies the

rationality of the model in this paper.

4) Compared with adjacent wells, the fluid volume, slippage

water proportion, quartz sand proportion, and cluster spacing

of the fractured horizontal well in W25 all increased after

optimized parameters, while the cluster spacing and average

displacement decreased. W25 well was 2.34 times more

productive than the offset well. This shows that the

production can be significantly increased by optimizing the

construction parameters.
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Study of fatigue damage of
pumping rods based on finite
element simulation
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This study performed in-depth analysis of onsite fatigue damage and stress

distribution in pumping rods. Two aspects of fatigue damage were analyzed:

macroscopic morphology and chemical properties. In terms of chemical

properties, the crystalline phase composition and hardness of the product at

fatigue damagewere analyzed; the stress distributionwas analyzed in term so of

the rod-body stress and the connection-section stress. The cross-sectional

characteristics of the fatigue crack expansion were summarized, and the types

of fatigue fracture and the influencing factors of the pumping rod were

obtained from these cross-sectional characteristics. Finally, modeling and

stress analysis of the pumping rod were performed using SolidWorks and

ABAQUS software. By comparing the stress cloud diagrams of different

thread root shapes, the factors that cause fracture in the pumping rod and

the locations of stress concentrations and dangerous cross-sections of the rod

were determined. The highest principal stresses were obtained at the rod body

near the upsetting flange of the pumping rod, and fatigue damage was themost

likely to occur at this location. The shoulder of the unloading groove and the

upsetting flange area were relatively safe because of their large cross-sectional

area and less likelihood to produce stress concentrations. The results of this

study can provide scientific guidance and reference for the development of

pumping rods for efficient oil production and the improvement of oil and gas

production efficiency.

KEYWORDS

pumping rods, fatigue fracture, stress distribution, crack extension, finite element
simulation

1 Introduction

The pumping rod is a crucial link in a pumping system but weaker than ground

equipment. A common form of damage to the pumping rod is fracture, wherein the rod is

subjected to asymmetric cyclic loading during service; the cracks form and expand until

fracture occurs (Gibbs and Neely, 1966). Fractures do not only influence production but

also cause large economic losses. According to a field survey, the sum of the well operation

cost and discounted production of crude oil was 20–30 thousand yuan per rod breaking
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accident. In one oil field, there were a total of 821 pumping rod

breakage accidents from 1995 to 1998, accounting for 62% of the

total number of wells repaired and economic losses of more than

20 million yuan (Chen et al., 1994). Thus, ensuring normal

operation of the pumping rod helps improve crude oil

production and reduce production costs with significant social

and economic benefits.

Several studies have been performed worldwide, and the

fatigue life of the pumping rod column was investigated from

the perspective of crack expansion (Li et al., 1994a; Zhang et al.,

2000; Ding et al., 2019). The German engineer Wöhler

experimentally analyzed fatigue phenomena and laid the

foundation for fatigue research in a paper on the subject. In the

1950s, researchers began to use techniques such as electron

microscopy to investigate cracking, thus inspiring the

development of fracture mechanics theory. Ghofrani and

Ulmanu (Ulmanu and Ghofrani, 2001) applied the theory of

crack expansion and calculated the fatigue life of pumping rods.

Li Qi et al. (Li et al., 1994b) analyzed the expressions of the stress

intensity factor of rod cracks and the crack extension life based on

the theoretical principle of fracture mechanics. Guoli et al. (Wang

andWei, 1994) obtained the fatigue crack expansion rate of the rod

and column. Xiaobing et al. (Xu and Yuan, 1993) performed

theoretical analysis and experimental simulation to apply fracture

mechanics theory to predict the fatigue life of a pumping rod with a

crack extension. Xiuhua et al. (Du et al., 2006) used the fracture

mechanics theory to investigate the influence of the crack

expansion condition of the rod-post surface on the cracking of

the rod-post system. Zizi et al. (Xiang et al., 2010) constructed the

calculation models for the fatigue crack expansion rate and fatigue

limit at threshold stress-intensity factor and fatigue life.

To effectively prevent and reduce oil-well repair to fix

pumping rod fracture and further reduce the costs of oil-field

development, the present study analyzed fatigue fracture samples

of pumping rods from an oil field site and used SolidWorks and

ABAQUS software to model and statically analyze pumping rods

and rod head thread connections. This study also predicted the

locations where stress concentration pumping rods are prone to

be concentrated during operation and provided guidance for the

selection and application of pumping rods.

2 Analysis of onsite pumping rod
fatigue damage

2.1 Macroscopic analysis of fatigue
damage of sucker rods

Under complex well conditions, the fatigue life of the pumping

rod considerably decreased, and several obvious signs of fatigue

fracture were observed in the fracture area. Furthermore, a

substantial amount of information related to the fatigue fracture

process was retained, with obvious morphological characteristics

representative of fatigue fracture (Li, 2006). As displayed in

Figure 1, a layer of red-brown oil well corrosion products

FIGURE 1
Fatigue cross-sectional shape of the pumping rod.

FIGURE 2
Fatigue cross-sectional shape of the pumping rod.
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formed on the fracture surface of the pumping rod, and the

fracture crack originated on the outer surface of the pumping

rod. The area of the transient fracture zone accounts for about 1/

5 of the entire fatigue fracture area, indicating that fracture load

level was low in the transient fracture zone of the pumping rod; the

fracture was relatively less severe, and no necking phenomenon

occurred in the brittle transient fracture. Thus, the fracture

occurred because of the alternating load and corrosion media

under the combined effect of low stress brittle fracture.

As displayed in Figure 2, the pumping rod was fractured from the

rod body (As shown on the left A), are several corroded pits (As shown

on the right B) were formed in the rod body. The corrosion caused a

reduction in the fracture surface area of the pumping rod and in the

load-bearing capacity. The formation of corrosion pits in the pumping

rod body at the site of a local stress concentration resulted in fatigue

cracks at the bottom of the corrosion pits in the cyclic alternating load

and corrosion medium. Therefore, fatigue cracks continued to expand

forward until the final fracture occurred, and the cycle corresponding

to the low circumference corrosion fatigue fracture was relatively short.

As displayed in Figure 3, the fatigue fracture occurred because of

manufacturing defects in the pumping rod. Dark black inclusions

were observed inside the rod when it was manufactured. During the

upward and downward movement, the pumping rod was subjected

to alternating load, resulting in gradual sprouting and expansion of

the crack source. The fracture occurred rapidly when the fatigue

crack expanded to the inclusions.

2.2 Pumping rod material performance
analysis

Two typical rod specimens were selected for testing the

composition and hardness and analyzing the composition of

the crystalline phase of the fatigue damage products to determine

the factors influencing the fatigue damage of the pumping rods.

The two specimens were numbered 1 and 2, as displayed in

Figures 4, 5.

2.2.1 Analysis of the chemical composition of
pumping rods

A Q4 TASMAN direct reading spectrometer was used to test

the composition of specimen No. 1 and No. 2, and the results are

displayed in Table 1.

Comparison of the data in Table 1 indicated that the

chemical composition of specimen No.1 and No.2 satisfied the

national standard.

2.2.2 Analysis of crystalline phase composition of
products at fatigue damage

An X-ray diffractometer XRD-6000 was used to analyze

the crystal phase composition at the fatigue fracture of

specimen No. 1 and No. 2. The experimental conditions

were as follows: filtered Cu, high voltage intensity of

40 kV, current of 30 mA, continuous scanning at 2θ angle

10–90° and rate of 10°/min.

Samples obtained from specimen No. 1 and No. 2 were

ground into powder and then analyzed for their physical phases.

Figures 6, 7 display the XRD patterns of specimen No. 1 and

specimen No. 2.

XRD analysis of specimen No. 1 and No. 2 revealed that

the primary components of the products formed at the fatigue

damage of the pumping rods were FeS compounds, Fe2O3,

and silicon compounds. The FeS in the specimens was

supposed to be produced by the corrosion of H2S in the

well fluid. The production of Fe2O3 is closely related to the

CO2 corrosion and HCO3
− occurring in the well fluid, and the

silicon-like compounds should be substances in the

formation.

2.2.3 Hardness test
The specimens were intercepted at two typical pumping rod

fractures, and the TH-500 Rockwell hardness tester was used to

FIGURE 3
Fatigue cross-sectional shape of the pumping rod.

TABLE 1 Chemical composition of specimen.

Sample1 C Si Mn Cr Mo

0.328 0.317 0.586 1.036 0.200

Sample2 C Si Mn Cr Mo

0.308 0.259 0.527 1.024 0.175

National standard C Si Mn Cr Mo

0.26–0.33 0.17–0.37 0.40–0.70 0.80–1.10 0.15–0.25
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FIGURE 4
Before and after fracture cleaning of specimen No. 1. (A) Before fracture cleaning. (B) After fracture cleaning.

FIGURE 5
Before and after fracture cleaning of specimen No. 2. (A) Before fracture cleaning. (B) After fracture cleaning.

FIGURE 6
XRD pattern of specimen No. 1.
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conduct multi-point hardness tests and obtain average values; the

results are displayed in Table 2.

As illustrated in Table 2, the hardness values of specimens No.

1 and No. 2 were 35.8 HRC and 33.5 HRC, respectively. Therefore,

the hardness of the pumping rod after fatigue fracture was

consistent with the provisions of SY/T5029-2013 Pumping Rod.

3 Analysis of pumping rod stress
distribution

3.1 Analysis of rod stress

The simulation model of the pumping rod was constructed

using SolidWorks software. The pumping rod column was

subjected to cyclic alternating loads during the upward and

downward strokes. Because of the complex downhole working

environment, the load on the pumping rod column should have

been simplified for fatigue life simulation analysis of the pumping

rod column; therefore, a simulation model of the pumping rod

was established.

The pumping rod model was constructed using SolidWorks

modeling software and imported into the finite element analysis

software ABAQUS to correct a few dimensional errors that

FIGURE 7
XRD pattern of specimen No. 2.

TABLE 2 Hardness test results.

Specimen Measured value Average value

1 32.6 37.4 35.3 35.6 38.1 35.8

2 31.1 34.8 33.6 33.3 34.5 33.5

FIGURE 8
Function of the oil well.

FIGURE 9
Load variation diagram.
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occurred during the import. The pumping rod model was then

meshed, and the tetrahedral meshing method was used because

of the complex shape of the threads. The meshes at the wrench

side, threads, and upsetting flange of the pumping rod were

encrypted.

The alternating load consistent with that used in

practice was calculated using the production data of an oil

well in Shengli Oilfield; its well production data is displayed in

Table 3.

As displayed in Figure 8, the workover diagram of the

pumping rod over the length of one stroke was obtained by

combining the well production data, the variation in the load

of the pumping rod, and the displacement of the suspension

point over one stroke (Lin and Smith, 1999). Furthermore,

according to the suspension point displacement combined

with the motion of the pumping machine, the obtained work

graph of the pumping rod was transformed into a curve of load

variation with time as displayed in Figure 9.

TABLE 3 Well production data.

Oil pumping machine model CYJ12-4.8-73HB Crude oil density (kg/L) 0.9312 Stroke (m) 4

Pumping rod specifications HY(φ22 mm) Crude oil viscosity (MPa.s) 237 Strokes (min-1) 4

Pump hanging depth (m) 1,205 Dynamic fluid level (m) 973 Electric motor power (kw) 22

FIGURE 10
Pumping rod equivalent force cloud.

FIGURE 11
Pumping rod deformation cloud.
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FIGURE 12
Stress variation curves at different locations within one stroke of the pumping rod.

FIGURE 13
Connection diagram of joint and pumping rod.

FIGURE 14
Cutting thread surface drawing.
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The alternating load was applied within one stroke according

to the aforementioned calculations, using the amplitude curve in

ABAQUS.

As displayed in Figure 10, the cloud map of the maximum

principal stress distribution on the pumping rod was obtained

through simulation analysis, which revealed that the maximum

principal stresses at the root of the threads at both ends of the rod,

the root of the shoulder, the wrench side, and near the upsetting

flange of the rod were large and hazardous. The shoulder of the

unloading groove and the upsetting flange area were relatively safe

FIGURE 16
Equivalent force cloud on the contact surface of the thread.

FIGURE 15
Mesh division diagram.
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due to the large cross-sectional area and low stress concentration

(Zhao, 2007; Bian et al., 2011). As displayed in Figure 11, the

deformation cloud was small along the axis of the pumping rod in

the working process, where the maximum deformation was

0.2267 mm.

As illustrated in Figure 12, the principal stress variation curves

during strokes at the root of the thread, the root of the shoulder, the

wrench side, and the rod body near the upsetting flange in the

pumping rod were plotted according to the results of static analysis

using ABAQUS. Themaximum principal stress occurred during the

upward stroke and the minimum principal stress occurred during

the downward stroke of the pumping rod. Thus, the maximum

principal stress was observed near the upsetting flange of the rod

body, and the possibility of fatigue damage was the highest at this

location of the rod, making it a hazardous section.

3.2 Stress analysis of pumping rod
connection section

The geometric model of the pumping rod coupling was

constructed using SolidWorks modeling software and

imported into ABAQUS software. The coupling was

assembled with the pumping rod in the assembly

environment, as displayed in Figure 13.

To simplify the complex contact situation at the joint between

the pumping rod coupling and the rod head, the 3Dmodel analysis

was converted into a 2D stress analysis in the XY plane.

The type of mesh and the density of the mesh directly

influenced the accuracy of the finite element analysis of the

connecting section of the pumping rod (Hein and Hermanson,

1993; Galeev et al., 2020). Therefore, tetrahedral cells were used

FIGURE 17
Thread root shape.

FIGURE 18
Trapezoidal stress cloud of the thread root.
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for meshing, as displayed in Figure 14. Because the geometry of

the threaded surface of the connecting section of the pumping

rod was relatively complex, cutting the surface of the threaded

surface to a quadrilateral was necessary for meshing; the irregular

surface was thus cut into a quadrilateral and then meshed.

As displayed in Figure 15, the mesh at the threads was

divided more densely for accurate analysis.

In the finite element analysis of the pumping rod threaded joint,

the threaded contact surface was constrained to make the male and

female threads work together. Then, a displacement constraint was

applied to prevent the radial displacement of the threads during the

loading process. Thereafter, the load was applied to one end of the

rod coupling, and a uniform loadwas applied to the right shoulder of

the rod head (Xu et al., 2017; Xu et al., 2019).

Figure 16 illustrates the equivalent force cloud on the thread

contact surface obtained through finite element analysis.

As displayed in Figure 16, the maximum equivalent force in

operation at the threaded connection between the pumping rod

head and the pumping rod coupling was observed at the tip of the

threaded connection, with a maximum equivalent force of

419.5 MPa, and the equivalent force at other locations other

than the threaded connection was smaller.

To analyze the effect of fatigue life of pumping rods with

different thread root shapes, two different thread root shapes of

rod head joints were simulated in this study, and the models are

displayed in Figure 17, where the root shape of the left A thread

is trapezoidal and the root shape of the right B thread is

rounded.

The shape of the thread root at the rod head had notable

influence on the fatigue life of the rod in the broken pumping rods

in the oil field site. The comparison between the stress clouds

displayed in Figures 18, 19 revealed that stress was more obvious

when the thread root shape was trapezoidal, and the maximum

equivalent force value was greater than that of the pumping rod

with a circular thread bottom because the trapezoidal shape

facilitated stress concentration at the sharp corner of the root,

resulting in the formation of a crack source and expansion of the

crack until fracture (Jha and Arumugham, 2001).

4 Conclusion

Fatigue fracture samples from oilfield sites were analyzed for

morphological characteristics, material composition, and hardness at

fatigue fracture. The cross-sectional characteristics of the fatigue crack

extension were summarized and used to infer the types of fatigue

fracture and the influencing factors of the pumping rods. Fatigue

fracture with large dimensional changes was primarily observed at

certain sites of the pumping rod, for example, on the wrench side, in

the transition area, and in threaded parts.

SolidWorks andABAQUS software were used formodeling and

static analysis of the pumping rod and threaded connection of the

rod head. The primary stress in the rod body and the likelihood of

fatigue damage were the highest near the header flange. In addition,

no large deformation was observed along the axial direction during

the operation of the pumping rod. The comparison of the stress

FIGURE 19
Circular stress cloud of the thread root.
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cloud diagrams of different thread root shapes revealed that the

stress readily concentrated at the root tip when the bottom of the

thread groove was trapezoidal, thereby causing the formation of a

crack source and extension of the crack until fracture.
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Study of nonlinear flow
mechanisms and microfracture
networks in low-permeability
reservoirs

Mingqiang Hao*, Xuewei Liu, Jing Xia and Yang Liu

Research Institute of Petroleum Exploration and Development, PetroChina, Beijing, China

As efficient technologies boost oil yields and economic benefits, horizontal

wells and hydraulic fracturing arewidely used in low- permeability reservoirs. To

better evaluate the reserve and improve recovery, it is essential to determine

fluid flow patterns and transport mechanisms. Laboratory experiments, field

operations, and analytical studies have identified nonlinear flow and

microfracture networks during the fluid flow in a reservoir with fractured

horizontal wells. However, the interactions between nonlinear flow and

microfracture networks are still not fully understood. In this study, nonlinear

flow experiments and triaxial compression tests were carried out to analyze

nonlinear flow characteristics in the vicinity of microfracture networks. By

analyzing the effects of microfracture networks on nonlinear flow, two-

phase flow, rock stress sensitivity, and artificial fractures, we found that fluid

capacity in capillaries with smaller dimensions decreased along with a drop in

the pressure gradient, generating a nonlinear flow pattern. The area of nonlinear

flow was diminished by the presence of microfractures, which improved flow

efficiency and reservoir quality. Considering the size of fracture apertures,

microfractures behave more like matrix pores than natural fractures. Also,

microfractures significantly increase rock stress sensitivity and reduce the

threshold permeability, which enhances fluid flow capacity. This study

contributes to our understanding of flow behavior, predicting production

and improving recovery in low-permeability reservoirs.

KEYWORDS

nonlinear flow mechanisms, microfracture networks, low-permeability reservoirs,
horizontal well, hydraulic fracturing technologies

Introduction

Low-permeability reservoirs have become one of the main targets in the oil and gas

industry owing to the rapid development of horizontal well technology (Asadi et al., 2020;

Yu et al., 2021; Zeinabady et al., 2022), drilling and steering technology, and fracturing

processes (Bunger and Lecampion, 2017; Xu et al., 2019; Heider, 2021; Marsden et al.,

2022). Because of the characteristics of low permeability and low porosity, fluid flow

patterns and transport mechanisms in low-permeability reservoirs deviate from the
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traditional flow rules such as Darcy’s Law in conventional

reservoirs. To better evaluate the reserve and improve

recovery, there is a need to clarify fluid flow behaviors in a

complex rock structure.

Numerous studies have shown that interactions at the

solid–liquid interface have significant effects on flow

patterns due to the small pores and narrow throats, as

well as the existence of clay minerals in the complicated

structures of tight, low-permeability reservoirs (Al-Yaseri

et al., 2021; Fatah et al., 2021; Kim and Devegowda, 2022;

Zhang et al., 2022). The fluid flow tends to become nonlinear

and shows deviations from Darcy’s Law. This concept can be

verified by a graph of the relationship between the pressure

gradient and the flow rate, which can be divided into a

pseudo-linear flow section, a nonlinear flow section, and a

non-flow section. The two separate endpoints of the

nonlinear flow section are the minimum threshold

pressure gradient and the maximum threshold pressure

gradient. Data from experiments, field operations, and

analytical studies have identified nonlinear flow in a low-

permeability, porous medium.

Displacement experiments are conventional tools for

studying fluid flow properties and microfractures in low-

permeability reservoirs. Wang et al. (2011) used a self-

designed micro-flux measuring instrument to investigate the

low-rate flow pattern in low-permeability samples from the

Daqing oilfield. They discovered that low-velocity flow was

nonlinear, and apparent fluid permeability depended on

differences in the pressure gradient. Using 23 cores from

ultralow-permeability reservoirs, Zeng et al. (2011) carried out

displacement experiments to determine the flow curves of a

single oil or water phase. They confirmed the existence of

nonlinearity and pseudo-threshold pressure and declared that

nonlinearity increased with lower permeability. Song et al. (2019)

studied nonlinear flow characteristics in low-permeability

reservoirs using cores with a permeability of 4–8 mD. They

attributed their results to flow resistance and solid–liquid

interactions. Yu et al. (2022) studied the permeability

enhancement due to microfracture networks in hydraulic

fracturing, and their results indicated that pore and throat

radius were significantly increased due to the existence of

microfracture networks.

Field observations are crucial for verifying experimental

conclusions. Ji et al. (2008) proposed a method to calculate

the oil production in low-permeability reservoirs with non-

Darcy seepage flow. The model’s predictions were consistent

with the field production data in 72 blocks of the Daqing oilfield.

They further adapted the nonlinear model to design and evaluate

development methods for other low-permeable reservoirs in the

Daqing oilfield. Wang et al. (2006) designed and tested several

non-Darcy flow models for low-permeability reservoirs with

different well patterns in order to maximize oil production by

optimizing design parameters such as well spacing. They declared

that the oil production of 31 oilfields was significantly improved

based on their proposed models.

Analytical analysis is another tool to evaluate the effects of

nonlinear phenomena. Ren and Guo (2017) established a

nonlinear flow model based on multiple fractured

horizontal wells, and their results indicated that nonlinear

effects increased the flow capacity and affected the flow

pressure. Xu et al. (2017) and Xu et al. (2018) derived a

nonlinear flow model based on Knudsen diffusion, slippage,

and adsorption for pores and microfractures, and they

claimed that the free gas ratio could enhance the nonlinear

flow capacity. Bezyan et al. (2019) constructed a nonlinear

flow model including adsorption, based on particle swarming

optimization, and they showed that taking adsorption into

account could lead to higher production. Xu et al. (2019a) and

Wu et al. (2020) analyzed the apparent permeability of

nanopores in tight sandstone, and discovered that different

flow regimens existed at the nanopore scale. Li et al. (2020)

calculated the apparent permeability for microfracture

networks and concluded that slippage and desorption were

beneficial because they led to a later apparent permeability

increase. Li et al. (2021) analyzed the impacts of microfracture

networks on rock permeability, and their study showed that

the permeability was increased, and there was a smaller

tortuosity.

Though many studies of nonlinear flow have been performed

in the past, the interaction between nonlinear flow and

microfracture networks was not focused on in an in-depth

investigation. In this research, both nonlinear flow

experiments and microfracture experiments were conducted to

determine the interactions between nonlinear flow mechanisms

and microfracture networks. The potential influencing factors on

nonlinear flow such as pore structure were investigated, and the

impacts of microfracture networks on nonlinear flow regimens

were analyzed. From this analysis, the flow behaviors and

mechanisms can be clarified, the production predictions made,

and a working method devised for improving recovery in low-

permeability reservoirs.

Experimental methods

The experiments on nonlinear flow and microfractures were

designed to elucidate their influence on nonlinear flow in low-

permeability reservoirs. Table 1 shows the details of experiments

using different low-permeability core samples.

Nonlinear flow experiments

Figure 1 illustrates how the nonlinear flow experiments were

conducted, mainly involving measurements of pressure and flow

rate. The constant pressure method was adopted for these
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experiments. To achieve a constant low pressure, a water column

with a height ranging from 20 cm to 150 cm was maintained. The

accuracy in this experiment was ±1 cm. For maintaining a

constant high pressure of 0.01 MPa–0.7 MPa, pressurized gas

was applied above the water. The required constant pressure

conditions were satisfied by a combination of these two methods.

At the same time, a photoelectric laser detection device was used

to measure how long it took for water to flow through a certain

pipe, based on which the average flow rate was obtained. The

time and length accuracies were 0.1 s and 0.02 mm, respectively.

After the readings were made, the nonlinear curve was drawn for

the obtained flow rates under different pressures.

As shown in Figure 2, there is a power law relationship

between the threshold pressure gradient and reservoir

permeability in all blocks. The smaller the permeability, the

larger the threshold pressure gradient. The minimum

threshold pressure gradient and the pseudo-threshold pressure

gradient increased significantly for permeabilities < 1.0 mD.

TABLE 1 Details of nonlinear flow and microfracture experiments.

Order Type Measurement Core sample source

1 Nonlinear flow experiments Threshold pressure and flow rate Changyuan, Longxi, Qijianan, Gulongnan, and Puxi oilfield

2 Microfracture experiments Permeability changing rate Changqing oilfield

FIGURE 1
Nonlinear flow experiment.

FIGURE 2
Comparisons of threshold pressure gradient of different
blocks.

FIGURE 3
T2 spectrum of glycerin in a large space.
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Solid–fluid interactions are the dominant mechanism for

generating nonlinear flow in low-permeability reservoirs.

According to the T2 spectrum of glycerin in a large space

(Figure 3), the T2 relaxation fell within the range of

200–600 ms, with a peak at 400 ms. The peak amplitude was

14,000, and the average was around 7000. In glycerin-saturated

cores, because of the solid–fluid interactions, the binding energy

of glycerin hydrogen protons increased and thus generated a

smaller T2 relaxation time (Figure 4). As a result, this led to a

decline in T2 relaxation to 0–100 ms, with the peak being

reduced to 2 ms. Because of the effect of the solid phase, the

reservoir porosity varied, and the number of channels involved in

the flow changed along with the pressure, thereby producing

nonlinear single-phase flow.

Nonlinear flow characteristics are dependent on the pore

structure and follow a flow model. The most frequently used

model is the one-dimensional capillary model, in which all the

capillaries contribute to fluid flow under a certain displacement

pressure. As the pressure drops, the fluid becomes unable to

flow in a certain percentage of the capillaries due to solid–fluid

interactions, thus causing the flow capacity to drop and

nonlinear flow characteristics to appear. For this reason, the

capillary sizes and the heterogeneity of the medium are the

determining factors of nonlinear flow.

The dual-porosity model is another common flow model.

It consists of two continua with different porosity. Pores with

larger porosity provide the main flow area, while pores with

smaller porosity only partially contribute to the flow. Once a

balance is achieved between the two continua, the effects of

the smaller pores on fluid flow are insignificant. As the

nonlinear flow experiments are conducted during the

balanced phase, the results of the nonlinear experiment

primarily reflect the effects of the larger pores on the

nonlinear flow characteristics. The capillary model is able

to capture the flow features in conventional low-permeability

reservoirs since most of the pores are relatively large enough

to provide flow space. In terms of tight reservoirs, slit pores

and intergranular fractures are the primary flow channels. By

comparison, only a fraction of nanopores are accessible to

fluid flow because of the small pore sizes and the tiny throats.

The dual-porosity model is more suitable to describe such flow

features.

For conventional low-permeability reservoirs, the relationship

between the pressure gradient and the flow rate follows a quadratic

polynomial, as shown in Figure 5. The fitting accuracy

reached >99.9% when a quadratic polynomial was used for the

nonlinear flow curves of a block in the Huabei oilfield. The dual-

porosity model was used in the case of tight reservoirs, which were

usually fitted by using a pseudo-linear flow equation with a

threshold pressure gradient. Figure 6 shows that the coefficients

of the quadratic term are small enough to be eliminated, leaving a

first-order equation that can be used to express the flow features.

FIGURE 4
T2 spectrum of glycerin in a porous medium.

FIGURE 5
Nonlinear flow curves of a block in Huabei oilfield.

FIGURE 6
T2 nonlinear flow curves of a tight core in Jilin oilfield.
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Microfracture experiment

Microfractures are generated under stress that is comparable

to the compressive strength or tensile strength of grains and

matrix. As the stress increases further, the fractures are formed.

Since microfractures are more widely distributed than fractures,

it is necessary to understand how fractures are formed and

determine the types of fractures and their relationships. The

following experiments were focused on the generation of

fractures and their influences on fluid flow.

The samples were cylindrical cores collected from the

Chang 6 ultralow-permeability sandstone outcrops in the

Changqing oilfield. The cores were 25 mm in diameter with

a length of 60 mm. The triaxial compression test equipment

consisted of a nitrogen cylinder, pressure regulator, triaxial

core holder, confining pressure pump, axial pressure pump,

and microflow meter (Figure 7). A compression pressure of

3 MPa was applied by means of the pressure pump to increase

the axial pressure. The confining pressure of 3 MPa was

chosen based on the difference between the in situ pressure

and the formation pore pressure. In this way, the core shear

stress was changed, and fractures were generated. Semi-

quantitative monitoring of fractures is carried out by

testing the alteration of permeability by nitrogen or water

injection. The triaxial compression test equipment was used to

create fractures in one-dimension cores under a confining

pressure of 3 MPa. Gas permeability was measured at different

axial pressures starting from 0 MPa, and the permeability

changing rate was calculated (Figure 8).

FIGURE 7
Triaxial compression test equipment.

FIGURE 8
Relationship between axial pressure and permeability
changing rate.

FIGURE 9
Triaxial compression test equipment.
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The curve showing how the permeability rate increased with

axial pressure during parallel core experiments is shown in

Figure 9. When axial pressure dropped below 20 MPa, the

rock matrix was compressed under stress. Along with the

increase in axial pressure, the area of gas flow channels was

reduced, and the gas permeability decreased, which was a stress-

sensitive stage. If the axial pressure was further increased above

20 MPa, rock failure was initiated, and fractures appeared under

the external stress, generating more gas flow channels and

correspondingly greater gas permeability. With an axial

pressure higher than 30–32 MPa, the gas permeability rose

sharply as connected fractures were created in cores. The

fracture generation process in reservoirs can be divided into

three sequential stages: the grain compression stage, the

microfracture generation stage, and the fracturing stage. Only

when pressure is high enough can microfractures and fractures

appear; otherwise, only grain compression occurs. In other

words, when fractures are detected, it means that

microfractures have already been generated.

Fracture generation curves in water-saturated cores are

presented in Figure 10. Dry cores were converted to brine-

saturated cores, and it can be seen that microfractures

appeared at axial pressures >15 MPa, which is significantly

lower than that for dry cores. The reason for the drop in axial

pressure is the lower strength of the cement in cores when soaked

in brine. Therefore, the fracture curves obtained with dry cores

are quite different from the curves from real reservoirs. The

experiment illustrates the effects of confining pressure on

fracture generation. It shows the minimum principal stress

when the confining pressure is smaller than the axial pressure.

Figure 11 presents the experimental results at various confining

pressures. The fact that the axial pressure required to generate

microfractures increases with a larger confining pressure

confirms that stress difference is the reason for fracture

generation.

Results and discussion

Analysis of reservoir classification based
on fracture types

Different kinds of fractures are generated in different

reservoirs because of diverse stress conditions. Reservoirs can

be classified according to the fractures generated under various

stresses. Under a constant confining pressure, experiments were

conducted to measure how permeability rates changed with

different axial pressures. It can be concluded from Figure 12

that core permeability rises with time due to the microfractures

generated under large axial stresses, while it remains almost

constant at a lower axial pressure, implying that no

microfractures were involved.

FIGURE 10
Fracture generation curves in water-saturated cores.

FIGURE 11
Fracture generation curves in dry cores.

FIGURE 12
Fracture generation curves in slit cores.

Frontiers in Earth Science frontiersin.org06

Hao et al. 10.3389/feart.2022.1015199

137

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1015199


Figure 12 shows that permeability remains almost

unchanged at an axial pressure of 13 MPa over a period of

400 min, demonstrating that fractures were not present in

the rocks. Increasing the axial pressure to 21 MPa results in a

slowly rising permeability, which is attributed to the creation

of a large number of microfractures. When the axial pressure

reaches 30 MPa, the permeability growth rate undergoes a

slow rise due to the presence of microfractures, and then

rapidly increases with the help of fractures. If axial pressure

is as high as 32 MPa, fractures are generated immediately

without the development of microfractures. Therefore,

reservoirs can be classified into four types based on the

development of fractures under different stresses. The first

type is reservoirs without fractures, the flow channels of

which are mainly composed of pores and throats. Water

injection is not efficient since interfacial resistance prevents

fluid flow. Belonging to the matrix-dominant reservoirs, this

type of reservoir is difficult to develop. The second type

includes microfracture-developed reservoirs, in which

microfractures are the main flow channels. Water

injection can be applied due to the lower interfacial

resistance even though it is also matrix dominant.

Creating artificial fractures can further improve its

recovery factor by improving reservoir connectivity. The

third type includes reservoirs with abundant

microfractures and fractures. Effective displacement is

thus more liable to be achieved because the flow resistance

is low and fracture connectivity is high. The fourth type

includes fracture-developed reservoirs, in which fractures

are dominantly developed. Since the fluid flow around the

matrix in the reservoir is due to the high mobility in the

fractures, the matrix is not available for exploration.

Analysis of the scale of microfractures

Nuclear magnetic resonance (NMR) methods have been

adapted to measure the pore characteristics of rocks before

and after being fractured. The results are shown in Table 2

and Figure 13. NMR was carried out after the stress was

unloaded. In this case, the alteration in pore size reflects

changes in pore scale after microfracture development. The

NMR curves in Figure 13 have the following features. First,

the total porosity makes little difference. Second, the rises and

falls in amplitude of different intervals in the T2 spectra were

captured. When the proportion of tiny pores is small, the

proportion of larger pores increases. The generated

microfractures are the outcome of cement failure around

grains, which is conducive to connecting some tiny pores.

Also, it is obvious that there are no changes in T2 relaxation

time and spectral interval. The scale of the microfractures is still

in the range of the original pore scale, and the generated

microfractures can be regarded as matrix pores. The role of

microfractures outweighs that of fractures in fluid flow since

microfractures are created in large numbers.

Analysis of the impacts of microfractures
on nonlinear flow

Microfractures have significant impacts on fluid flow,

especially nonlinear flow, two-phase flow, and stress

sensitivity. A group of cores was compared in experiments

to evaluate these effects, which are shown in Table 3 and

Figure 14. The results reveal that the nonlinear section shrinks

and the nonlinearity decreases, further confirming that

microfractures have modified the physical properties of the

reservoir, reduced nonlinear flow, and improved fluid

mobility.

TABLE 2 Fracture generation curves in slit cores.

No. Porosity, % Permeability before being
fractured, mD

Permeability changing rate
after being fractured, %

M2-1 14.3 0.27 6.24

M2-2 14.4 0.24 8.34

M2-3 14.6 0.30 20.89

FIGURE 13
T2 spectral comparisons of slit cores before and after being
fractured.

Frontiers in Earth Science frontiersin.org07

Hao et al. 10.3389/feart.2022.1015199

138

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1015199


Analysis of the impacts of microfractures
on two-phase flow

Oil–water relative permeability curves are critical to making

oilfield development plans and forecasts. It is generally

acknowledged that the two-phase flow area is reduced, and

relative permeability curves tend to be straight after fractures

are developed. Determining the characteristics of relative

permeability curves and fracture development is required to

determine the impacts of microfractures on two-phase flow.

With the unsteady method, four slit samples were fractured

and measured to obtain oil–water relative permeability curves,

as shown in Table 4. In comparison with Figure 15, it should be

noted that residual water saturation became smaller concomitant

with the development of microfractures. Also, with a more

developed fracture structure, the two-phase flow region

expanded, but it began to decrease when fracture development

reached a critical value. Microfractures provide a large number of

flow channels, which supplement fluid flow in a conventional

porous medium, further improving displacement efficiency.

However, if microfractures are overdeveloped, displacement

efficiency tends to drop because of the greater heterogeneity.

The water relative permeability curve differs in shape with

different fracture development degrees. It appears convex

before microfractures are initiated and becomes concave in

synchrony with the growth of microfractures. It should also

be noted that the maximum water relative permeability was

improved. Microfractures are predicted to reduce the

resistance from the capillary force and improve fluid flow

capacity, thereby changing the shape of the curve. Even

though their contribution to permeability is limited,

microfractures can increase water flow ability and lower the

permeability requirement for water-flooding.

Analysis of the impacts of microfractures
on rock stress sensitivity

Analysis of the impacts of microfractures on rock stress

sensitivity is necessary because fractures are one of the

primary causes of stress sensitivity. To start the stress

sensitivity experiments, one of two prepared outcrop slit cores

is required to be fractured. A regular stress sensitivity test is

applied under a changing back pressure, during which rock stress

TABLE 3 Fracture generation curves in slit cores.

No. Length, cm Diameter, cm Porosity, % Permeability before
being fractured, mD

Permeability changing
rate after
being fractured, %

1–1 4.380 2.526 15.25 1.0492 0

1–2 4.336 2.522 14.66 1.1180 1.98

1–3 4.488 2.528 15.26 0.8488 6.26

1–4 4.722 2.522 15.02 0.8973 9.75

FIGURE 14
Nonlinear flow plot in fractures with different abundance.

TABLE 4 Properties of cores before and after being fractured.

No. Length, cm Diameter, cm Porosity, % Permeability before
being fractured, mD

Permeability changing
rate after
being fractured, %

1–1 5.138 2.522 15.07 3.01 0

1–2 5.216 2.530 14.68 3.23 2.4

1–3 4.910 2.530 14.83 3.15 5.1

1–4 5.188 2.526 14.71 3.06 11.2
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FIGURE 15
Oil–water relative permeability curves of cores before and after being fractured.

FIGURE 16
Rock stress sensitivity test flow graph of parallel cores.
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sensitivity is measured under modified solid and liquid stresses.

Since stress sensitivity is mainly caused by changing fluid

pressure, it is more reliable to measure it by changing fluid

pressure. To reflect the real reservoir conditions, an axial pressure

of 25 MPa is required to be loaded. Figure 16 illustrates the

experimental flow graphs. The confining pressure pump and the

axial pressure pump maintain stable confining pressure and axial

pressure. Also, the back-pressure valve alters fluid pressure by

changing the exit pressure; the displacement pump displaces

fluid at a constant flow rate, allowing the core conductivity to be

further tested. At fixed axial pressure, confining pressure, and

flow rate, the fluid flow capacity can be measured under different

fluid pressures if the back pressure changes, which then

corresponds to stress sensitivity. A comparison between the

parameters of the two samples in Table 5 confirms that stress

sensitivity was much higher after the growth of fractures, which is

thus an important parameter for quantitatively evaluating

microfractures.

In Figure 17, it is obvious that the magnitude of rock stress

sensitivity can be divided into two stages at critical pressure.

Stress sensitivity is weak when pressure remains below the critical

value. At this time, sensitivity comes from larger throats as

fractures remain closed, leading to weak stress sensitivity due

to low compressibility and expansibility of the low-permeability

layers. Rock stress sensitivity increases sharply after pressure

exceeds the critical value and microfractures start to open,

providing extra flow channels and producing a larger

permeability. The critical value is called reopening pressure.

Through comparisons between permeabilities with and

without microfractures, it can be concluded that

microfractures are the primary cause of rock stress sensitivity.

Analysis of the impacts of artificial
fractures on fluid flow

Artificial fractures share common properties in terms of fluid

flow, for example, directional flow capacity, directional flow rules,

and stress sensitivity. But as artificial fractures are much larger than

microfractures, the shared properties are even more obvious and the

roles in fluid flow are different from those applying tomicrofractures.

The outcrop planar model was introduced to analyze how artificial

fractures perform during fluid flow. Figure 18 describes the five

planarmodels to be used in detail. In eachmodel, there is one injector

and one producer. The direction from injector to producer is the

main flow direction. One model has no fracture; two models have

fractures parallel to the main flow direction; and the other two

models have fractures that are at 45° to the main flow direction. The

two fractures have different lengths. A brine of 20,000 PPM was

injected and Figures 19 and 20 show thewater flow rate of the various

models and how the water was displaced.

Figure 20 reveals that the swept area expanded when fractures

extended at an angle of 45° to the main flow direction, while it

TABLE 5 Rock properties of the stress sensitivity test.

No. Core no. Length, cm Diameter, cm Permeability before
being fractured, mD

Permeability improvement
ratio (%)

Stress sensitivity
coefficient at
25 MPa (%)

1 107–1 5.30 2.55 0.060 120 75

2 107–2 5.16 2.55 0.056 0 28

FIGURE 17
Rock stress sensitivity test curve.

FIGURE 18
Models of artificial fracture experiments.

Frontiers in Earth Science frontiersin.org10

Hao et al. 10.3389/feart.2022.1015199

141

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1015199


decreased when the fractures ran parallel with the main flow

direction. It was determined that fractures improved fluid

conductivity and increased production area when they acted as

extra water producers. By contrast, the swept area shrank when

fractures were parallel to the main flow direction since parallel

fractures only helped to add fluid conductivity, which intensified the

heterogeneity along the flow direction and reduced the sweep

efficiency. Accordingly, it was concluded that fractures

contributed to higher conductivity; the smaller the angle between

fractures and the main flow direction, the more contributions

fractures provide for a certain fracture length.

To reduce the possibility of fracturing, horizontal wells are

usually drilled vertically into natural fractures to obtain parallel

fractures. If natural fractures are viewed as the main flow

direction, the direction of the fracturing fractures is then

consistent with that of the main flow, which promotes

efficient displacement by reducing the pressure drop distance

and increasing the local displacement pressure difference.

Therefore, it is highly recommended to control horizontal well

length during water-flooding.

Conclusion

Based on nonlinear flow experiments and triaxial compression

tests, this paper revealed the interactions between nonlinear flow and

the microfracture network. It also analyzed the impact of

microfracture networks on nonlinear flow, two-phase flow, rock

stress sensitivity, and artificial fractures. This paper basically

contributes to the sum of knowledge by increasing our

understanding of nonlinear flow in a complex fracture network.

This paper also determined that the pore structure and stress

environment play significant roles in the industrial practice of

hydraulic fracturing. The key innovation point of this paper was

to integrate the nonlinear flow mechanism with the complex pore-

fracture system based on experiment and analysis. The following

conclusions can be drawn from the study results:

1) The capillary sizes and medium heterogeneity are the

determining factors of nonlinear flow. As the pressure drops,

fluid is not able to flow in a portion of capillaries, the flow

capacity drops, and its nonlinear flow characteristics appear.

FIGURE 19
Water displacement in models 1, 2, and 3.

FIGURE 20
Water displacement in models 1, 4, and 5.

Frontiers in Earth Science frontiersin.org11

Hao et al. 10.3389/feart.2022.1015199

142

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1015199


2) Under the impact of microfractures, the nonlinear region

shrinks, and the nonlinearity decreases. Microfractures yield

better reservoir physical properties, reduce nonlinear flow,

and improve fluid mobility.

3) Microfractures can be regarded as parts ofmatrix pores as their size

is still at micro-scale. As the number of microfractures greatly

increases, the role ofmicrofractures in fluid flow ismore important

than that of natural fractures. Under a stress of 21MPa, the

permeability change increases from 10% to 70% in 200min.

4) Microfractures significantly increase rock stress sensitivity

and reduce the threshold of permeability to allow fluid flow.

Fractures can be generated immediately if the stress reaches

32 MPa, as shown in this study.
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