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In our everyday life, we constantly monitor our behaviour and adapt our responses following 
performance errors and feedback information from our environment. Receiving positive or 
negative feedback, which can be social, monetary or some other type of feedback classifiable 
as good or bad, can encourage us to continue with a specific action or may lead us to 
discontinue the same behaviour, respectively. Additionally, we daily observe errors being 
committed by other people or other people receiving feedback for their behaviour. We are able 
to infer how they feel in response to errors or feedback, and whether we feel sorry for their 
failures and happy about their successes may depend on our empathic concern and on the 
relationship to the observed person. At the same time, we can also learn from other people’s 
errors by adaptively modifying our own behaviour.

Recently, a growing number of researchers in the neuroscientific community has begun to 
establish links between the ability to empathize with others and error/feedback processing. 
The ACC seems to be strongly involved in both error/feedback processing and in affective 
empathic responding, and positive relationships between error- and feedback-related ACC 
activity and self-rated dispositional empathy have been reported. Various contextual factors, 
like the relationship between the observer and the observed person, or person-related 
characteristics, like age, gender and psychopathological symptoms, may potentially modify 
this relationship.

In spite of these theoretical advances, there are still crucial gaps in our knowledge of the 
different contextual factors and personality characteristics that affect performance monitoring 
in humans. For instance, it is not well understood how different empathy components might 
relate to different stages and different forms of error/feedback processing. Also, the ability 
to engage in empathic perspective taking might be more related to observational than to 
active learning; and empathy should become more relevant when the behaviour observed in 
someone else is also relevant for one’s own actions. One promising account in studying the 
relationship between person characteristics, performance context and action monitoring is 
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the investigation of these concepts across the lifespan. While performance monitoring might 
be increasingly compromised in older individuals due to structural and functional changes 
in the relevant brain areas, it might be partly compensated for by a heightened tendency 
and experience to engage in affective perspective taking. Furthermore, studying clinical 
populations may help us to disentangle the complex interdependence between performance 
monitoring and psychopathological symptoms.

Overall, for the current Research Topic issue, we would like to solicit original research 
articles, reviews as well as opinion and method papers, which investigate the neurocognitive 
mechanisms supporting performance monitoring providing a link to contextual factors 
or personality traits. Studies using a range of different methods (behavioural, imaging, 
electrophysiological, etc.), investigating healthy populations with or without a lifespan 
perspective or clinical populations are welcome, and authors with different academic 
backgrounds and working in different disciplines are encouraged to participate in order to 
promote a lively and integrative debate.
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In everyday life, we constantly monitor our behavior and adapt
our responses following performance errors and feedback infor-
mation from the environment. Receiving social, monetary or
some other type of feedback can encourage us to continue with
a specific action or may lead us to discontinue the same behavior.
Additionally, we daily observe other people performing various
tasks and we can not only learn from their errors or the feedback
they receive but also infer how they feel. Whether we feel sorry for
their failures and happy about their successes may depend on our
empathic concern and on the relationship to the observed person.

The present e-book, which is based on our Frontiers
Research Topic entitled “Factors mediating performance mon-
itoring in humans—from context to personality,” encompasses
both reviews and original research articles which explore the
neurocognitive mechanisms supporting performance monitoring
providing a link to contextual factors or personality traits.

The overarching theoretical framework for the current
Research Topic is presented in three review articles: Thoma
and Bellebaum (2012) aimed to link the electrophysio-
logical correlates of performance monitoring, in particular,
the mediofrontal negative components error-related negativity
(ERN) and feedback-related negativity (FRN), to the concept
of empathy. One of the main conclusions they reached is that
empathy might be more strongly related to observational than to
active learning. This makes sense intuitively given that learning
from another person’s errors or performance feedback might also
involve inferring how the other person feels in response to these
events. van Noordt and Segalowitz (2012) adopted a broader per-
spective on this issue. They reviewed the performance monitoring
literature taking into account a variety of potential interindividual
differences (such as temperament, different genetic endowments,
and various personality factors) as well as different task con-
texts and linked them to MPFC functioning, as reflected by the
mediofrontal negativities. The authors emphasize the highly com-
plex effects of these factors and their interactions on performance
monitoring. Brown and Brüne (2012) surveyed the related social
neuroscience literature from yet a different angle by focusing on
the role of predictive internal representations of one’s own and
other people’s actions, emotions, and outcomes for successful per-
formance monitoring. They postulate that non-social predictive
mechanisms, such as prediction error and efference copy signals,
also contribute to the processing of social information.

Two original studies in our e-book highlight the importance of
the personality dimension discussed in all three previous articles

in relation to performance monitoring: Hoffmann et al. (2012)
investigated the relationship between the ERN and personal-
ity factors, finding a negative association between the ERN and
the personality dimensions of “Openness,” “Impulsiveness,” and
“Emotionality” as well as a positive relationship between the
ERN and “Social Orientation.” The authors conclude that the
way people respond to their errors is modulated by their over-
all emotional and social rigidity. In a comment to this study, Tops
and Koole (2012) extended the discussion of the findings arguing
that traits related to higher task engagement predict ERN ampli-
tude. Unger et al. (2012), on the other hand, reported a positive
association between higher punishment sensitivity and higher
FRN amplitudes, independent of feedback validity, which at the
same time appeared to be related to poorer behavioral learning
performance.

Three further original studies addressed the meaning of con-
textual factors for performance monitoring: Wu et al. (2011)
investigated how recipients in the Ultimatum Game responded
when they were not only informed about their own offers but also
about the offers of other recipients. The results suggest that, on a
neural level, evaluation of fairness in asset division involves an
earlier automatic component (mediofrontal negativity) respond-
ing to fairness at an abstract level and a later appraisal process
(late positive potential) affected by social comparison. Zhang et al.
(2012) investigated neural responses to feedback stimuli with a
social dimension (female faces). Participants were asked to judge
the attractiveness of blurred faces and were shown unblurred faces
as feedback. A late FRN-like component showed higher ampli-
tudes in response to feedback faces that were inconsistent with the
initial attractiveness judgment than to faces consistent with the
judgment. For wave forms in the P300 time window, an oppo-
site effect was found only with more sophisticated data analysis
techniques involving a principle component analysis. The authors
conclude that complex social feedback stimuli are processed in
a similar way as non-social feedback stimuli. Schuermann et al.
(2012) investigated how low and high risk for gains and losses
affected event-related potentials. FRN amplitudes were enhanced
following high-risk decisions but only for gains, while the early
positivity (P200) was increased in response to losses follow-
ing high-risk choices. Finally, P300 amplitudes were increased
in high-risk decisions, and in an additive way, following losses
compared to gains, suggesting that the P300 may process addi-
tional information related to the motivational significance of the
processed rewards.
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The authors of all three review articles (Brown and Brüne,
2012; Thoma and Bellebaum, 2012; van Noordt and Segalowitz,
2012) advocate the investigation of clinical populations to inform
theories about the interactions between context, personality,
and performance monitoring. Accordingly, three articles in this
e-book involved subclinical or clinical populations: Pfabigan et al.
(2011) demonstrated that in comparison with individuals scor-
ing low on anti-social personality traits, individuals with more
pronounced antisocial personality traits show enhanced FRN
amplitudes to monetary, but not to social feedback. This high-
lights that these individuals might attribute higher motivation
valence to financial assets. Morris et al. (2011) reported that
while schizophrenia patients showed diminished ERN amplitudes
relative to controls following erroneous responses, groups did
not differ on feedback-related activity. Using fMRI, Mainz et al.
(2012) investigated the effects of alcohol-related cue exposure on
inhibition performance in alcohol-dependent participants. While

they did not find any behavioral effects, exposition to alcohol
cues was associated with subjectively stronger urges to drink and
differential neural activation in amygdala and hippocampus.

Although healthy aging does of course not constitute a patho-
logical condition, it is accompanied by a number of neurobehav-
ioral changes which may alter performance monitoring. Drueke
et al. (2012) investigated the effects of performance feedback on
executive control, as exerted during a flanker task, in younger and
older adults. They found that, although performance feedback
improved executive performance in younger individuals, this was
not the case in older adults. Error rates, on the other hand, were
increased by performance feedback in both groups.

Taken together, we hope that the diverse articles comprised in
our e-book may help to illustrate some of the complexities and
exiting new developments regarding the intricate relationships
between different environmental and personality factors affecting
performance monitoring.
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The error-related and feedback-related negativities (ERN and FRN) represent negative
event-related potentials associated with the processing of errors and (negative) response
outcomes. The neuronal source of these components is considered to be in the anterior
cingulate cortex (ACC). Monitoring one’s own behavior and the impact it may have on other
people or observing other individuals perform and receive feedback for their actions may
also engage empathy-related processes. Empathy is conceived of as a multifaceted con-
struct involving both cognitive and affective components, partly also supported by the ACC.
The present mini-review aims to summarize the sparse database linking the electrophysio-
logical correlates of performance monitoring to empathy. While most studies so far provide
largely indirect evidence for such an association – e.g., by pointing toward altered ERN/FRN
signaling in populations characterized by deviations in empathic responding – fewer investi-
gations establish more explicit links between the two concepts.The relationship between
state and, less consistently, trait measures of empathy and action monitoring might be
more pronounced for observational than for active participation.

Keywords: error negativity, feedback negativity, empathy, perspective taking, observation learning

INTRODUCTION
The capacity to modify our behavior based on the feedback that we
receive for our actions forms an integral part of our everyday life. It
enables us to flexibly adapt to distinct environments characterized
by different response-outcome contingencies. However, it is not
only active learning that allows us to adjust our behavior but also
the observation of other individuals being rewarded or punished
for their actions. The evaluation of the affective consequences of
the outcomes for the observed person and for oneself might involve
empathy-related processes. The mirror neuron system, activated
during self-performed but also observed actions, is thought to
support both observational learning and our ability to resonate
with other people’s emotions (Gallese, 2003; Gallese et al., 2004).
In our mini-review, we will consider empirical evidence for a link
between action monitoring and empathy. Given space limitations,
regarding the former, we will focus on the error-related negativity
(ERN) and the feedback-related negativity (FRN) as electrophys-
iological correlates of action monitoring in the brain. The ERN
and FRN components as well as current empathy concepts will
be briefly introduced before we move on to studies linking these
concepts.

ACTION MONITORING: THE ERROR- AND FEEDBACK-RELATED
NEGATIVITIES
In event-related potential (ERP) studies, characteristic patterns of
activity at fronto-central scalp electrodes have been associated with
the monitoring of performance. While the response-locked ERN
represents a negative deflection peaking within 100 ms after error
commission (Falkenstein et al., 1991; Gehring et al., 1993), the FRN
reaches a maximum after 200–300 ms following stimulus onset
and is more pronounced for unfavorable as opposed to favorable

performance feedback (Gehring and Willoughby, 2002; Nieuwen-
huis et al., 2004). The neuronal generator for both components
is assumed to be in the anterior cingulate cortex (ACC; Dehaene
et al., 1994; Gehring and Willoughby, 2002), a region which has
been related to various aspects of cognitive and emotional control
[see the reviews by Allman et al., 2001; Van Veen and Carter, 2002;
Rushworth et al., 2004; for evidence from functional magnetic
resonance imaging (fMRI) studies]. The most common model
explaining the functional significance of the ERN and FRN is the
reinforcement learning theory (Holroyd and Coles, 2002). Within
this framework, errors are conceptualized as “worse than expected
outcomes” or negative “prediction errors,” leading to an attenua-
tion of phasic dopamine activity in the mesolimbic reward system.
Unexpected reward (i.e., a positive prediction error), on the other
hand, has been associated with increased phasic dopaminergic sig-
naling. This signal is thought to guide action selection by the ACC,
which will either be disinhibited or inhibited, affecting the proba-
bility with which an action that has or has not been reinforced in
the past will be shown in the future. Alternative theories hold that
the ERN reflects the motivational salience attributed to errors and
the FRN the motivational and affective evaluation of outcomes
(e.g., Gehring and Willoughby, 2002; Yeung et al., 2005), render-
ing it plausible that empathy might also play a role. This notion is
further supported by a hypothesized link between dopaminergic
prediction error signaling and context-dependent updating of our
representations of other people’s emotional states (Abu-Akel and
Shamay-Tsoory, 2011).

MONITORING THE EMOTIONAL STATES OF OTHERS: EMPATHY
Empathy broadly refers to the capacity to respond to the emotional
experiences of someone else. It is thought of as a multidimensional
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construct involving at least a cognitive component enabling an indi-
vidual to understand another person’s emotional perspective and
an affective component based on the ability to affectively share and
respond to the emotional experiences of others (Shamay-Tsoory,
2011). Empathic responding is modulated by the context of the
interpersonal interaction and characteristics of the observer or the
observed person (Hein and Singer, 2008), mediated by executive
mechanisms which also keep track of the emotions’ source (self
vs. other), delineating empathy from pure emotional contagion
(Decety and Lamm, 2006). The ventromedial and dorsomedial
prefrontal cortices have been associated with cognitive empathy.
Affective empathy might partly rely on more simple mechanisms
such as emotion recognition, and on shared representations of
affective experiences. The inferior frontal gyrus, inferior parietal
lobe, anterior insula, and ACC have been linked to affective empa-
thy, with the latter two structures playing a pivotal role in the
“empathy for pain” network (see review by Shamay-Tsoory, 2011),
although some argue that the anterior insula is more important
than the ACC (Gu et al., 2010b). Electrophysiological evidence has
repeatedly related state and trait empathic responding to enhanced
mu/alpha suppression (e.g., Yang et al., 2009; Perry et al., 2010;
Woodruff et al., 2011) and to a modulation of early fronto-central
and late centro-parietal ERP amplitudes, partially affecting time
windows, in which the ERN/FRN typically occur (Decety et al.,
2010; Li and Han, 2010). Although most probably working in con-
cert in most everyday situations, cognitive and affective empathy
components can be impaired independently, e.g., in psychiatric
disorders like autism (Dziobek et al., 2008), alcoholism (Maurage
et al., 2011) and borderline personality disorder (Harari et al.,
2010).

INDIRECT EVIDENCE FOR A RELATIONSHIP BETWEEN
EMPATHY AND THE ERN/FRN
REPRESENTATION OF AVERSIVE EMOTIONAL STATES
Given the prominent role of the ACC in cognitive and emotional
control, it is not surprising that this structure has been related to
empathy, particularly in response to aversive emotional states such
as physical (Singer et al., 2004) and social pain (Eisenberger and
Lieberman, 2004; Krach et al., 2011). Evidence from fMRI studies
consistently suggests an overlap between the ACC activation dur-
ing the first-hand experience of pain or other aversive emotions
and during the mere observation of someone else experiencing
these events with the strength of this overlapping ACC activity
correlating positively with self-reported trait empathy (e.g., Singer
et al., 2004; Krach et al., 2011). As mentioned previously, the
FRN might also reflect the affective evaluation of negative per-
formance feedback (Gehring and Willoughby, 2002; Yeung et al.,
2005), potentially evoking aversive emotions. Transient negative
affect and negative affect-related personality traits modulate the
FRN and ERN. An enhanced FRN to negative but not to positive or
neutral feedback has been related to increased state negative affect
and anxiety (Gu et al., 2010a; Santesso et al., 2011) and clinical
depression (Mies et al., 2011). Even with depression and anxiety
being controlled for, the FRN remained increased in patients with
remitted depression (Santesso et al., 2008). However, there are also
reports of FRN reductions in association with depressive symp-
toms (Foti and Hajcak, 2009). Similarly, the ERN amplitude seems

to be enhanced in participants with obsessive–compulsive disorder
(Xiao et al., 2011), generalized anxiety disorder (Weinberg et al.,
2010), and remitted clinical depression (Georgiadi et al., 2011),
but reduced during severe depressive episodes (Ruchsow et al.,
2004, 2006) with impaired differentiation between errors and cor-
rect responses (Olvet et al., 2010). The relationship between the
ERN and negative affect seems to be further modulated by factors
like psychomotor retardation (Schrijvers et al., 2008), perfection-
ism (Schrijvers et al., 2010), and neuroticism (Olvet and Hajcak,
2011). Healthy individuals learning better from negative than pos-
itive feedback also show increased ERN and FRN signaling (Frank
et al., 2005). Overall, enhancement of these components in associ-
ation with negative affect might point toward a hypervigilant ACC
action monitoring system. Interestingly, individuals with clinical
depression appear to show increased self-reported trait affective
empathy (O’Connor et al., 2002; Thoma et al., 2011), indirectly
highlighting an association between a hypervigilant action moni-
toring system, as indexed by the ERN/FRN, on the one hand and
enhanced affective empathic responding on the other.

ALTERED ACTION MONITORING IN POPULATIONS EXHIBITING
ABNORMAL EMPATHIC RESPONDING
The electrophysiological correlates of action monitoring are
also altered in other populations typically exhibiting abnormal
empathic responding. Diminished ERN amplitudes have been
reported in individuals with autism spectrum disorder (Vlamings
et al., 2008; Sokhadze et al., 2010; South et al., 2010), a pop-
ulation characterized by below average empathy (Baron-Cohen,
2010), possibly particularly regarding cognitive empathy and less
so in terms of impaired affective empathy (Dziobek et al., 2008).
Reduced ACC activity has been associated with attenuated ERN
amplitudes, more severe social impairment and more pronounced
psychopathology in adults and children with autism (Henderson
et al., 2006; Santesso et al., 2010). On the other hand, the FRN
was comparable in individuals with autism and controls, suggest-
ing that the patients might primarily have difficulty with internal,
more abstract regulation of performance and less so with feedback
processing (Larson et al., 2011). Compared with autism, psy-
chopathy has been associated with the reverse pattern of relatively
intact or even superior cognitive and diminished affective empathy
(Blair, 2008). While some authors have found reduced ERN, but
intact FRN amplitudes (von Borries et al., 2010), others did not
find any ERN changes (Brazil et al., 2009) in incarcerated, violent
offenders with psychopathy. As these individuals are frequently
involved in physical fights, potential previous head injury may con-
found interpretation of results. Munro et al. (2007a,b) controlled
for this and reported reduced ERN and N2 amplitudes following
errors in a flanker task with emotional faces but not with neutral
letter stimuli, which illustrates an interaction of personality and
context on error-related brain activation. Interestingly, compared
with healthy controls, offenders with psychopathy performing a
social flanker task showed similar ERN amplitudes during active
performance, and diminished amplitudes when observing the per-
formance of another individual (Brazil et al., 2011). This suggests a
relatively specific impairment of other-related performance mon-
itoring and possibly lower concern about other people’s actions in
this population.
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ACTION MONITORING AND EMPATHY IN OBSERVATIONAL LEARNING
The findings by Brazil et al. (2011) support the relationship
between action monitoring and empathy playing a pivotal role
in observation situations. The “observational ERN” or oERN
reflects similar underlying neural mechanisms as the ERN elicited
by active learning, although the peak of the former component
seems to occur later and with an attenuated amplitude (van Schie
et al., 2004). Similarly, the observational FRN (oFRN) is some-
what reduced in magnitude relative to the active FRN (Bellebaum
et al., 2010). fMRI studies have confirmed that overlapping net-
works encompassing the dorsal ACC, the orbitofrontal cortex, the
posterior medial frontal cortex, and supplementary motor regions
mirror responses to one’s own and to other people’s errors (Shane
et al., 2008; Brazil et al., 2011). This resembles evidence of over-
lapping ACC activations for one’s own emotional experiences and
during the observation of similar emotions in others, as cited
above. Witnessing another individual’s actions, the observer may
rely on cognitive and affective empathy to infer how the other per-
son might feel about her outcomes and what these might entail for
one’s own performance and outcomes. To date, few studies investi-
gated these associations in observational learning, either indirectly
or directly.

Based on the reasoning that empathic responding and the asso-
ciated neural representations of other people’s emotional states
might be more pronounced toward individuals we feel emotionally
closest to (e.g., Singer et al., 2004), a modulation of the ERN/FRN
by the relationship between performer and observer might partly
reflect empathy-related processes. While larger perceived similar-
ity between observer and performer has been associated with a
decreased oERN when observing confederates perform a flanker
task (Carp et al., 2009), a more pronounced oFRN has been
reported for participants observing friends vs. strangers complete a
Stroop task, with the effect being mediated by the degree to which
participants included the observed person in their self-concept
(Kang et al., 2010). The fact that the participants’ real-life friends
were involved might have increased the probability of empathic
reactions modulating the oFRN, while in the former study, larger
perceived similarity with strangers might not have sufficed to do
so. Decreased oERN amplitudes might even mirror the tendency
to underestimate error commission by similar others.

According to Marco-Pallares et al. (2010), two different
processes may affect the neural signal corresponding to the pro-
cessing of observed response feedback: one might evaluate the
consequences for oneself, while an empathy-related process might
evaluate the outcome for the observed person. Depending on
the social context, one or the other process might prevail and
both may be modulated by different factors. In the betting task
these authors used, a “neutral” observer group merely observed
a performer’s action; for a “parallel” group, losses or wins of
the performer entailed similar outcomes for the observer, and
in a “reverse” group, losses and wins of the performer signaled
reverse outcomes for the observer. Participants showed a pro-
nounced FRN to losses vs. gains, both as active players and as
“neutral” or “parallel” observers. In the “reverse” group, however,
an oFRN was elicited only in response to wins of the performer
corresponding to losses for the observer. Similarly, active partic-
ipation in a task may elicit competitive feelings, highlighting the

need to evaluate outcome-related consequences for oneself and
attenuating empathic responding toward the observed competi-
tor. Accordingly, Ma et al. (2011) reported that an increased oFRN
to a friend’s relative to a stranger’s performance could only be
observed if the observer was not actively involved in the game.

STUDIES ASSESSING BOTH EMPATHY AND THE ERN/FRN
In contrast to the studies reported in the previous paragraphs,
some authors used self-report measures of state or trait empa-
thy allowing for a more direct investigation of the relationship
between empathy and the ERN/FRN, although overall the result
pattern does not appear consistent as yet.

Complementing the Ma et al. (2011) findings, Koban et al.
(2010) showed that when participants’ attentional resources were
taken up by focusing on their own actions, the ERN during
active learning was unaffected by a cooperative vs. competitive
social context. In an observation condition, participants showed
an “early” oERN after 125–145 ms during cooperation and a
“late” oERN (280–320 ms) during competition. Trait empathy
was unrelated to any of these components, but state measures
of rivalry and competition toward the observed player were asso-
ciated with a diminished early oERN, while the late oERN was
smaller for participants who felt more sympathy and friendship
toward the co-player. Having their participants play a competitive
card game, Yamada et al. (2011) found larger FRN amplitudes
on trials signaling “gain” for the participant and simultaneous
“loss” for the confederate player (incongruent condition) rela-
tive to trials where both opponents lost (congruent condition),
interpreting this as an effect of “counterempathy” or “schaden-
freude.” Larger FRN differences (incongruent–congruent loss)
were related to higher subjective ratings of pleasantness about
one’s own winnings, but not to trait empathy. Only male partic-
ipants were investigated, and there is evidence that gender may
modulate empathy-related ACC activation (Singer et al., 2006)
and the neural correlates of action monitoring in competitive sit-
uations. In a gambling task, where one player’s monetary gain
resulted in the opponent’s loss, perception of the opponent’s neg-
ative outcome elicited a small but discernible oFRN (loss–gain)
in female, but not in male participants, even if the other individ-
ual’s loss incurred wins for them (Fukushima and Hiraki, 2006).
The authors attributed this to a more pronounced tendency of
women to feel empathy for their opponents. Overall, the more
the participants felt empathic concern about the opponent’s out-
comes, the less the oFRN diminished. Habitual tendencies to
empathize and systemize (i.e., to focus on the analysis of phys-
ical objects and systems; Baron-Cohen et al., 2003) were also
assessed. A higher “empathizing minus systemizing” score was
negatively related to the amplitude of the oFRN, but not of
the active FRN. The authors concluded that individual differ-
ences in empathy-related neural activity are best illustrated as
a ratio between empathetic and non-empathetic (systemizing)
functions.

Further support for the notion that the oFRN might be mod-
ulated by empathic responding specifically characterizing human
interactions comes from a later study by Fukushima and Hiraki
(2009). Participants performed actively, but also observed the
performance of real-life friends or computer players, with the
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outcomes of the players being unrelated to each other. A sig-
nificant oFRN was elicited only when humans were observed.
Larger oFRN amplitudes were associated with higher disposi-
tional cognitive and affective empathy, while there were no such
relationships in the “computer player” condition. During active
performance, higher cognitive empathy and smaller FRN ampli-
tudes were marginally significantly correlated. This illustrates that
while empathy might positively affect the monitoring of other
people’s actions, the tendency to habitually focus on other peo-
ple’s emotions might actually disrupt the monitoring of one’s own
performance. Depending on stimulus-feedback contingencies, this
might also apply to observational learning. Kobza et al. (2011) had
participants observe virtual others receiving positive or negative
feedback for choosing between two symbols. The probability of
positive feedback varied for different stimuli. Higher trait affec-
tive empathy was associated with poorer performance and higher
trait cognitive empathy with smaller oFRN differences (positive–
negative feedback) only when contingencies were most difficult to
learn and feedback difficult to predict. The authors suggest that
highly empathic individuals might tend to focus on the observed
person’s choice behavior rather than on response feedback con-
tingencies to make sense of unpredictable feedback. Together with
cognitive resources being taken up by attending to the emotional
consequences for the observed person, this might particularly
disrupt the learning of difficult associations. An alternative inter-
pretation was suggested in an fMRI investigation by Newman-
Norlund et al. (2009) who reported an association between higher
trait empathic concern and weaker ventral ACC activation follow-
ing error observation. According to the authors, empathic concern
may also represent a disposition to regulate negative affect elicited
by the observation of other people committing errors that might
be relevant for oneself (in this case missed penalty shots of a soccer
club one does or does not support). In cases where the observed
errors might lack significance for the observer, empathic concern
and ventral ACC activity seem to be associated positively (Shane
et al., 2009).

While in the ERP studies presented earlier, ERN/FRN ampli-
tudes correlated more consistently with state rather than with trait
measures of empathy-related affective responding, FRN differ-
ences were associated with trait empathy in the two latter studies.
Based on the evidence presented so far, it is difficult to decide which
factors contributed to the inconsistencies. Note that at least in the
Kobza et al. (2011) study, participants actually had to transfer the
knowledge they acquired by observation to their own performance
assessed in subsequent active test trials. This might have induced
highly empathic individuals to try to benefit from the other per-
son’s coping with an ambiguous feedback situation to guide their
own actions. Other studies focusing on active learning yielded
significant correlations of the ERN with trait empathy. Santesso
and Segalowitz (2009) reported significant associations between

increased risk taking propensity and diminished ERN amplitudes
and between higher trait empathy and larger ERN amplitudes
in adolescents performing a flanker task. While high risk tak-
ers might not care about their errors and/or show diminished
ability to learn from negative feedback, highly empathic individ-
uals might be implicitly more concerned about the impact their
actions might have on others. As empathy and risk taking were
not correlated, they account for separate variance in the ERN. Lar-
son et al. (2010) confirmed the association between larger ERN
amplitudes and higher dispositional empathy, controlling for state
negative affect. According to these authors, one construct that
may explain the relationship between ERN and empathy might
be vigilance to one’s own performance and to the environment.
Alternatively, both empathy and the ERN might be related to car-
ing about positive or negative outcomes of one’s own or other
people’s behavior.

CONCLUSION
Taken together, the evidence available so far points toward an
association between empathy-related affective responding and the
ERN/FRN components as electrophysiological correlates of action
monitoring. The exact nature of the relationship is subject to
modulation depending on state (negative) affect, personality and
psychopathology, the type of learning (active or observational),
gender, the specific stimulus-feedback contingencies and the inter-
active context (competitive vs. cooperative, relationship between
performer and observer) among other factors. Currently, few stud-
ies explicitly assessed self-reported state or trait empathy in asso-
ciation with the ERN/FRN. Although part of the evidence nicely
supports the association between ACC, empathy and ERN/FRN,
some inconsistencies have to be borne in mind. For instance, while
in fMRI studies, it is rather the rostral ACC that has been associ-
ated with error monitoring (Van Veen and Carter, 2002), mid-ACC
(Lamm et al., 2011), or anterior insular activity (Gu et al., 2010b)
seems to be more strongly related to empathy. On the other
hand, trait empathy was found to relate to ventral ACC activity
elicited following error observation, which possibly reflects affec-
tive aspects of error processing (Newman-Norlund et al., 2009).
Future studies should try to more precisely disentangle the nature
of the relationship between distinct empathy components and the
ERN/FRN.
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The medial prefrontal cortex (MPFC) is central to self-regulation and has been implicated
in generating a cluster of event-related potential components, collectively referred
to as medial frontal negativities (MFNs). These MFNs are elicited while individuals
monitor behavioral and environmental consequences, and include the error-related
negativity, Nogo N2, and the feedback-related negativity. A growing cognitive and affective
neuroscience literature indicates that the activation of the anterior cingulate cortex
(ACC) and surrounding medial prefrontal regions during performance monitoring is not
only influenced by task context, but that these patterns of activity also vary as a
function of individual differences (e.g., personality, temperament, clinical and non-clinical
symptomatology, socio-political orientation, and genetic polymorphisms), as well as
interactions between individual differences and task context. In this review we survey
the neuroscience literature on the relations between performance monitoring, personality,
task context, and brain functioning with a focus on the MPFC. We relate these issues
to the role of affect in the paradigms used to elicit performance-monitoring neural
responses and highlight some of the theoretical and clinical implications of this research.
We conclude with a discussion of the complexity of these issues and how some of
the basic assumptions required for their interpretation may be clarified with future
research.

Keywords: ERN, FRN, Nogo N2, anterior cingulate, medial prefrontal cortex, individual differences, performance

monitoring, self-regulation

A hallmark of self-regulation is flexibility—the ability to maintain
or disengage and establish different patterns of behavior in pur-
suit of adaptive outcomes (Baumeister et al., 2007). Monitoring,
detecting, and evaluating behavioral and environmental con-
sequences require the coordination of activity across multiple
neural systems. In the human brain, areas of the prefrontal
cortex are involved in mediating cognitive control processes
of motor behavior (Ridderinkhof et al., 2004a,b; Polli et al.,
2005), as well as appraisal and motivational responses to behav-
ioral and environmental feedback (Ridderinkhof et al., 2004b;
Schnider et al., 2005; Diekhof et al., 2011; Etkin et al., 2011). It
is well established that activation of the anterior cingulate cor-
tex (ACC) and surrounding medial prefrontal areas is associated
with performance monitoring processes such as error detection
and response correction, stimulus-response conflict resolution,
inhibitory control, and feedback evaluation, all of which involve
demands on the selection and maintenance of goal-directed
behavior (Holroyd and Yeung, 2012). In addition, accumulat-
ing evidence is showing that the activation in the ACC and
medial prefrontal cortex (MPFC) during performance monitor-
ing is not only influenced by task context, but that these patterns
of activity also vary as a function of individual differences in

personality, as well as interactions between personality and task
context.1

There is considerable interest in trying to understand the asso-
ciations among personality, context, and brain activation during
performance monitoring, as reflected by a growing body of lit-
erature in the cognitive, affective, and social neurosciences. Not
only does this research have important theoretical implications,
but these data can also inform our clinical understanding about
how neurophysiological differences may reflect pathological pat-
terns of performance monitoring and self-regulation. In order to
synthesize the current understanding in the field, we have sur-
veyed for this paper the neuroscience literature on the relations
between performance monitoring, personality, task context, and
brain functioning with a focus on the MPFC. The growth in

1Researchers vary on whether the MPFC includes all of, portions of, or none
of the ACC (Sallet et al., 2011). For the sake of simplicity, we will consider
the term MPFC to include the ACC in general, and will be more specific
when needed. Several researchers offer a more detailed labelling of the cin-
gulate cortex based on the results from structural (Vogt, 2009), functional
(Shackman et al., 2011), connectivity (Beckmann et al., 2009) and receptor
density distribution (Palomero-Gallagher et al., 2009) studies.
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FIGURE 1 | (A) Number of annual publications listed in Google Scholar for key-terms “error-related negativity + personality.” (B) Number of annual publications
listed in Google Scholar for key-terms “feedback-related negativity + personality.”

research on the functional relations between MPFC and these
issues has been exponential in the last decade, as indicated by
a literature search in Google Scholar (see Figures 1A and B).
In this review, we relate these issues especially to the role of
affect in the paradigms used to elicit the performance moni-
toring neural responses. To simplify the terminology, we will
consider the DMPFC and VMPFC as a broad division, with each
of these areas including several anatomically distinct regions (see
Figure 2).

THE MEDIAL PREFRONTAL CORTEX AND MEDIAL
FRONTAL NEGATIVITIES
The MPFC generates several event-related potential (ERP) com-
ponents associated with performance monitoring and self-
regulation. For our focus, these ERP components include the
error-related negativity (ERN), the Nogo N200 (N2), and the
feedback-related negativity (FRN). Although some researchers
have used the term medial frontal negativity (MFN) to describe
specifically the FRN (e.g., Gehring and Willoughby, 2002), for this
review we use the MFN label when referring to all three compo-
nents. Each of these MFNs is elicited in a specific context (Luck,
2005) and, as described below, regions of the MPFC are con-
sistently implicated as neuronal generators of all three (Gehring
and Willoughby, 2002; van Veen and Carter, 2002a,b; Mathalon
et al., 2003; Amodio et al., 2007; Gentsch et al., 2009; Segalowitz
et al., 2010). Furthermore, there are theoretical constructs link-
ing the three and therefore, while we will not at all claim that
they are identical, there are good reasons to consider the three
components together (see Figure 3).

ERN
The ERN, or error-negativity (Ne; Falkenstein et al., 1991), was
first identified in the early 1990s and was thought to reflect the
activation of a neural system sensitive to discrepancies between
intended and actual responses. This ERP component can be

FIGURE 2 | Broad division between the dorsal (red) and ventral

(yellow) medial prefrontal cortices.

observed as a negative-going deflection over central and frontal
midline sites, peaking between 50 and 100 ms after an erro-
neous response has been delivered (Gehring et al., 1993). The
ERN is traditionally examined using speeded response tasks in
which conflicting stimulus-response mappings are equally likely
to occur, such as in a stimulus discrimination task with incon-
gruent flanking stimuli, or when prepotent responses to target
stimuli must be inhibited, as is the case in a Go/Nogo task.
The elicitation of the ERN is not specific to errors commit-
ted with the hand, as it has been observed after foot (Holroyd
et al., 1998), vocal (Masaki et al., 2001) and saccadic motor errors
(Van ‘t Ent and Apkarian, 1999; Murphy et al., 2006), and indeed
even when making partial mistakes (Vidal et al., 2000; Masaki
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FIGURE 3 | Examples of waveforms and topographic voltage maps

illustrating similarities between the ERN, Nogo N2 (N2), and

feedback-related negativity (FRN). The FRN waveform is the difference

between losing and winning trials in a gambling task (see text). The dashed
line at 0 ms represents the onset of the time-locked event, and the shaded
area highlights the peak negativity.

and Segalowitz, 2004) or only observing errors made by oth-
ers (Miltner et al., 2004). Based on data from lesion, functional
neuroimaging, and electroencephalography (EEG) source mod-
eling methods, error-related responses have been localized to the
dorsomedial prefrontal cortex (DMPFC) (Gehring et al., 1993;
Dehaene et al., 1994; Carter et al., 2000; van Veen et al., 2001;
van Veen and Carter, 2002a; Luu et al., 2003; Herrmann et al.,

2004; Milham and Banich, 2005; Amodio et al., 2007; O’Connell
et al., 2007) and, in some studies, ventromedial regions (Kiehl
et al., 2000; Menon et al., 2001; Luu and Tucker, 2003; Stemmer
et al., 2003; Ridderinkhof et al., 2004a; Swick and Turken, 2004;
Taylor et al., 2007). Convergence has been observed across differ-
ent functional measures, such that error-related scalp potentials
correlate with functional magnetic resonance imaging (fMRI)
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signals (Mathalon et al., 2003) and current source density (CSD;
van Noordt, 2012) in the MPFC.

NOGO N2
When the participant has to withhold a response in the midst
of responses that have become habitual (or prepotent), the N2
component of the ERP normally has an increased amplitude
(Nieuwenhuis et al., 2003)2. Whereas the ERN is time-locked to
response onset, the N2 is locked to the stimulus signaling that
a response is to be withheld. The N2 has a similar scalp distri-
bution as the ERN, peaking maximally over central and frontal
midline sites and, using source analysis, has been shown to share
neural generators in the medial frontal cortex (Bokura et al., 2001;
Ullsperger and von Cramon, 2001; van Veen and Carter, 2002a,b;
Bekker et al., 2005; Jonkman et al., 2007; Amodio et al., 2008;
Gründler et al., 2009). As with the ERN, fMRI activation in the
MPFC during inhibition of a response to a Nogo cue has also
been shown to relate to N2 scalp amplitudes (Mathalon et al.,
2003).

FRN
The FRN is similar to the N2 in that it is a stimulus-locked
component, is negative in polarity, peaks at a similar latency
(approximately 250 ms post-feedback) and therefore may be con-
sidered part of the N2 family (see Holroyd, 2004, for a discussion).
Compared to the ERN, which reflects the activation of an inter-
nal monitoring system, the FRN reflects activity associated with
external monitoring (Gentsch et al., 2009) and is time-locked to
the external feedback stimulus informing the participant about
an environmental (e.g., win or loss) or behavioral (e.g., correct or
incorrect) consequence. Typically, the FRN is investigated using
gambling (Gehring and Willoughby, 2002) or associative learning
paradigms (Nieuwenhuis et al., 2004) in which individuals make
choices between stimuli that are characterized by varying features
(e.g., riskiness, magnitude, and probability), or attempt to learn
action-outcome contingencies on the basis of feedback informa-
tion (Holroyd and Coles, 2008). The FRN component is not
modality specific (Miltner et al., 1997), and considerable evidence
suggests that the FRN reflects, to some extent, the evaluation or
appraisal of outcomes (Luu et al., 2003; Holroyd et al., 2006), par-
ticularly in the context of reinforcement learning (Yeung et al.,
2005; Holroyd et al., 2009; Pfabigan et al., 2011). Several groups
have reported larger FRN amplitudes to feedback indicating that
behavior was incorrect (Miltner et al., 1997; Sato et al., 2005)
or that an outcome has resulted in a loss or punishment (e.g.,
Gehring and Willoughby, 2002; Pfabigan et al., 2011). In addition,
FRN amplitude is sensitive to prediction errors (Holroyd and
Coles, 2002), unexpected outcome deviations (e.g., false-positive
feedback; Oliveira et al., 2007), and predicts future behavioral
responses, such as the avoidance of choices which were previously
incorrect (Yasuda et al., 2004; Cohen and Ranganath, 2007; van
der Helden et al., 2010), or the acceptance of unfair offers from
others (Hewig et al., 2011).

2An N2 component is generated in many contexts, not necessarily represent-
ing the same generator as in the Nogo context. When we refer to the N2, we
are doing so only to the inhibitory nogo context within a Go-Nogo task.

Scalp distributions for the FRN suggest that peak activation
occurs over sites slightly more anterior to those at which the ERN
and N2 are often found to be maximal (Gehring and Willoughby,
2004; Muller et al., 2005; Luu et al., 2009), and are accounted for
by source models which often include VMPFC regions (Luu and
Posner, 2003; Muller et al., 2005; Nieuwenhuis et al., 2005; Luu
et al., 2007; Kamarajan et al., 2009; Polezzi et al., 2010; Segalowitz
et al., 2010), suggesting the possibility of additional underlying
cortical generators. Nevertheless, similar regions of the perigen-
ual ACC implicated in generating the ERN have been found for
the FRN (Bellebaum and Daum, 2008), and results from our lab
suggest that activation in both ventral and dorsal medial regions
of the PFC at the time of error feedback correlate with FRN scalp
amplitudes (Segalowitz et al., 2010, 2012; van Noordt, 2012).

Although not the focus of the present review, it is worth noting
that relatively little research has considered the relative regional
contribution from areas of the MPFC (e.g., dorsal-ventral) in
generating these ERPs, and whether this may vary due to con-
textual influences because of the impact on arousal and affect.
By extension, not much research has focused on how the inter-
actions between personality and task context relate to differences
in regional activation.

VARIATION IN MEDIAL PREFRONTAL ACTIVATION
ACROSS CONTEXTS
MEDIAL PREFRONTAL ACTIVITY CONTEXTS INFLUENCING
MOTIVATION AND AFFECT
Several research groups have manipulated task context and intro-
duced affective content in order to investigate the effects on
MPFC activation. Generally, manipulations aimed at influenc-
ing arousal and anxiety are associated with increases in MPFC
activation, including additional neuronal generators in ventro-
medial regions. For example, Taylor et al. (2006) recorded fMRI
responses while participants completed a modified flanker task
involving blocks with different monetary incentives for perfor-
mance. Their results show that, compared to the non-incentive
condition, hemodynamic error responses in VMPFC regions were
significantly greater when errors resulted in monetary loss. More
recently, Simões-Franklin et al. (2010) employed a similar manip-
ulation in a Go/Nogo task and found that phasic activation in the
VMPFC (but not dorsal) to errors was significantly greater in the
punishment compared to the neutral condition. In a gender voice
decision task, involving neutral and emotional words and either
congruent (i.e., auditory presentation and response side match-
ing for gender) or incongruent (i.e., auditory presentation and
response side not matching for gender) trials, Kanske and Kotz
(2011) found additional recruitment of the VMPFC when partic-
ipants resolved conflicting stimulus-response mappings, but only
when the words were emotional. Together, these functional imag-
ing studies illustrate that the engagement of the MPFC is sensitive
to task context and the presence of affective content, and this is
particularly the case for ventromedial regions. Similar results have
been reported in several EEG studies.

Manipulating the monetary value of errors demonstrates that
error-related brain responses are larger when mistakes result in
punishment (Potts, 2011), or are associated with high compared
to low monetary value (Hajcak et al., 2005). With respect to
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sources, VMPFC regions have been implicated when performance
monitoring is being executed in arousing contexts, or when indi-
viduals are processing emotional information and feedback (Luu
et al., 2003). For example, compared to verbal encouragement,
derogatory feedback has been shown to increase ERN ampli-
tudes (Wiswede et al., 2009) and, more recently, researchers have
shown that verbal admonishment following erroneous responses
is associated with additional recruitment of ventromedial sources
(Ogawa et al., 2011), at least in females. The sex distribution of the
sample may be important when examining the effects of arous-
ing contexts of brain function. For example, in contrast to some
of these results, Clayson et al. (2011) found that manipulating
state affect had little influence on behavioral or ERP measures;
however, forty percent of Clayson et al.’s (2011) sample (n = 69)
was comprised of males, whereas the samples in the Wiswede
et al. (2009; n = 28) and Ogawa et al. (2011; n = 15) studies were
exclusively female.

Inhibitory N2s are also sensitive to arousal manipulations, as
revealed by larger amplitudes (Potts, 2011) and ventral sources
during conditions of distress and anxiety as compared to neu-
tral and positive conditions (Lewis et al., 2006; Lamm et al.,
2011). Overall, contextual demands influence functioning of the
MPFC, and additional activation and recruitment of ventral
sources of the MPFC may occur when tasks involve respond-
ing to emotional content, increased arousal, or motivational
pressures.

MEDIAL PREFRONTAL ACTIVITY IN SOCIAL CONTEXTS
Other researchers have focused on the influence of social context
on MPFC-related brain responses, introducing social pressures
by including performance comparisons or by having participants
monitor their performance in the presence of others. For example,
Yu and Zhou (2006) found similar FRN effects (loss compared
with gain), regardless of whether the feedback was self-relevant
or related to another’s performance. In other studies, increased
FRNs were observed when feedback indicated that someone else
had performed better (Boksem et al., 2011, 2012). Similar results
were found when the research participant’s outcome was yoked to
that of another performer. Itagaki and Katayama (2008) collected
FRNs in a gambling task to feedback which indicated whether
or not the other’s performance resulted in the participant win-
ning or losing. Participants produced FRNs not only to the other
person’s losses, but also when the other person’s wins resulted in
losses for them. Marco-Pallarés et al. (2010) also found that FRN
amplitudes were larger when outcomes resulted in wins for others
and losses for the self, as compared to feedback indicating similar
outcomes.

Using a social comparison model, Kim et al. (2011) had partic-
ipants rate faces for attractiveness and then presented them with
feedback about how deviant their rating was from an average.
Medial frontal responses were found to be larger when feedback
indicated that participants’ responses differed from the group
average.

These studies indicate that the response of the MPFC to
evaluative feedback can be found in a wide variety of con-
texts, including those indicating subtlety of social comparisons.
Considering the wide variation in personal responses to this kind

of contextual information, these findings reinforce the need to
consider individual differences in medial frontal responses.

VARIATION IN MEDIAL PREFRONTAL ACTIVATION
ACROSS INDIVIDUALS
MEDIAL FRONTAL NEGATIVITIES, PERSONALITY, AND
TEMPERAMENT
We increasingly find studies focused on exploiting individual
differences in MPFC activation, particularly with respect to vari-
ation in personality and temperament. In general, individuals
who score higher on measures of behavioral inhibition, with-
drawal, or negative affect produce larger medial frontal responses.
Researchers working from Gray’s (Gray, 1987, 1989) approach-
avoidance model find that larger ERN amplitudes are associ-
ated with higher scores on the Behavioral Inhibition Scale (BIS)
(Boksem et al., 2006a). Using a Go/Nogo task to collect MFNs,
Amodio et al. (2008) reported that higher BIS scores were asso-
ciated with larger amplitudes (i.e., more negative) of both the
ERN and the N2. These effects remained after adjusting for
scores on the Behavioral Activation System (BAS) and for the
left-right frontal alpha asymmetry, suggesting that it is negative
affect and not its associated withdrawal tendency that underlies
the increased medial frontal activation in their study (Davidson
and Irwin, 1999; Coan and Allen, 2003; Davidson, 2004). We have
found similar effects in our lab when investigating medial frontal
activation to monetary wins and losses in a gambling task. In line
with others’ results (Amodio et al., 2008), we showed that the
level of punishment sensitivity correlated with FRN amplitude,
even after accounting for reward sensitivity and sex differences.
Although women demonstrated larger FRNs than men, the gen-
der difference was accounted for by the women’s higher levels
of sensitivity to punishment. Consistent with the summary on
sources outlined above, punishment sensitivity was also asso-
ciated with greater activation in the VMPFC during the FRN
(Santesso et al., 2011).

Similar to the focus on the approach-avoidance dimension,
predispositions toward internalizing and externalizing in chil-
dren relate to increased and decreased activation of the MPFC,
respectively. Generally speaking, internalizing is characterized by
maladaptive self-focusing on internal negative mood states (e.g.,
anxiety, depression), whereas externalizing reflects anti-social
behavioral tendencies. Results from our lab show that in 10 year
olds, poorer socialization (e.g., higher scores of lying and psy-
choticism) is correlated with smaller ERN amplitudes (Santesso
et al., 2005). In a separate study, Stieben et al. (2007) reported
that, compared to controls and those co-morbid for externaliz-
ing and internalizing tendencies, inhibitory N2 and ERN signals
were attenuated in children with pure externalizing symptoma-
tology. Similarly, Moadab et al.’s (2010) examined the N2 and
ERN in 9–13 years olds using an emotional Go/Nogo task and
found that these MFNs were larger in those scoring higher in
internalizing.

Anxiety symptoms have also been related to VMPFC acti-
vation in terms of timing rather than amplitude. Lamm et al.
(2011) used a Go/Nogo task involving a negative emotion induc-
tion (where the participant loses points) while obtaining Nogo
N2 amplitudes in anxious aggressive 8–12 year-old children.
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During emotion induction, anxious aggressive children showed
strong engagement of VMPFC regions during the early stages
of inhibitory control (200–300 ms post Nogo stimulus), whereas
non-anxious aggressive children showed the dominance of ven-
tral regions during the later stages of behavioral inhibition
(400–500 ms post Nogo stimulus). These patterns were inter-
preted as reflecting an early anxious response due to increased
demands on cognitive control in the anxious-aggressive children,
versus a later frustration response due to the increased pressure to
regulate behavior in the non-anxious aggressive children.

Together, these results indicate the importance of medial
prefrontal functioning and regional activation in temperament
variation, and support how underlying mechanisms for these
differences can be observed early in development.

MEDIAL FRONTAL NEGATIVITIES AND TEMPERAMENT FACTORS
IN RISK-TAKING
Investigating the neural correlates of approach-avoidance ten-
dency is particularly relevant to understanding individual dif-
ferences in risk-taking behaviors. Approach-related behaviors
are core to risk-taking, and studies implicate deactivation of
the MPFC during performance monitoring as a neural cor-
relate of approach-related dispositions. In a sample of young
males, Santesso and Segalowitz (2009) found that individuals
scoring higher on sensation-seeking and reward sensitivity pro-
duced lower levels of medial frontal activity following erroneous
behavioral responses. Similar effects were observed when we
used a modified version of the Balloon Analogue Risk Task
(BART) in a sample of 28 university students (van Noordt,
2012). In the standard BART, participants inflate a balloon in
order to collect points or money, but are faced with the pos-
sibility that the balloon could pop, resulting in a loss of the
accrued points. Risk-taking is indexed as the number of pumps
on those trials on which the balloon did not pop, and is asso-
ciated with approach-related behaviors (e.g., sensation seeking,
impulsivity) and self-reported risk-taking (Lejuez et al., 2003b),
as well as self-reports of addiction (Hopko et al., 2006) and
detrimental health behaviors (Lejuez et al., 2002, 2003a). In
our version, participants decided when to stop the continuous
inflation of a balloon in order to collect their points, allow-
ing us to record FRNs to loss feedback (i.e., trials in which
the balloon popped which, in our task, also resulted in the
participant losing 10% of their previously accumulated win-
nings). Using standardized low resolution brain electromag-
netic tomography (sLORETA; Pascual-Marqui, 2002) to model
source activation during the FRN, we found that CSD in the
VMPFC correlated with risk-taking (i.e., the amount of time
individuals permit the balloon to inflate on win trials), such
that lesser VMPFC activation predicted a greater willingness to
exhibit behaviors which ultimately become disadvantageous in
the BART.

These effects are clarified further by research aimed at disen-
tangling risk-taking profiles across contexts. Polezzi et al. (2010)
found that FRN amplitudes did not differentiate between out-
comes as long as participants were in their comfort zone for
risk-taking (greater for some, less for others). In one condition
the gains and losses were of equal magnitude (zero-expected

value), whereas in another gains were larger than losses (positive-
expected value). Individual brain responses to feedback did not
differentiate between gains and losses only in the context in which
the participant was more likely to take risks and seemed to be
insensitive to the possibility of losing. Thus, individual differences
in risk-taking behaviors relate to MFNs in terms of the subjective
evaluation of risk.

MEDIAL FRONTAL NEGATIVITIES AND SOCIOPOLITICAL ORIENTATIONS
In addition to the associations described previously, activation
of the MPFC has also been related to constructs seemingly
more distal from biological temperament, including those reflect-
ing social, political and religious orientations. In a sample of
American undergraduates, Amodio et al. (2007) found that stu-
dents who self-identified as being more liberal showed larger
ERN and N2 amplitudes in a Go/Nogo task. We have recently
replicated and extended these findings by showing that greater
medial frontal activation is associated with a greater predilec-
tion for egalitarianism and social change and inversely with
traditionalism (Weissflog et al., 2010). Similar to studies show-
ing that conservative orientations relate to reduced engagement
of the MPFC during performance monitoring, Inzlicht et al.
(2009) found that stronger religious zeal and belief in god were
associated with reduced electrocortical activation following error
commission.

Given the dynamic developmental relations between activa-
tion and cortical growth, one might speculate that the relations
should extend to tissue size as well. Unfortunately, there are few
studies reporting actual physical size of the ACC and associated
medial frontal structures as they relate to personality variables or
social attitudes (although see, for example, Whittle et al., 2008a,b,
2009a,b) but one recent report is relevant to the social attitudes
research described above. Kanai et al. (2011) reported that greater
liberalism is associated with larger ACC size, and that greater
conservatism is associated with increased size of the right amyg-
dala. Such anatomical reports, if replicated, lead to intriguing
hypotheses concerning how to characterize such differences in
temperament, although they do not resolve the issue of cause
and effect, considering the degree of plasticity of neural network-
ing in both these structures and their sensitivity to experience
(Vyas et al., 2002; Cook and Wellman, 2004; Mitra et al., 2005;
Radley et al., 2006a,b; Dias-Ferreira et al., 2009; Liston et al.,
2009).

MEDIAL FRONTAL NEGATIVITIES AND STATE-TRAIT MOOD AND
AFFECT: CLINICAL SAMPLES
Both clinical and non-clinical levels of anxiety, neuroticism and
emotionality relate to medial frontal activation. Generally, greater
levels of anxiety (Goldin et al., 2009), worry (Endrass et al., 2010),
neuroticism (Pailing and Segalowitz, 2004; Olvet and Hajcak,
2012), social distress (Eisenberger and Lieberman, 2004), nega-
tive affect (Luu et al., 2000; Olvet and Hajcak, 2012; Santesso et al.,
2011), and emotional reactivity (Fukushima and Hiraki, 2009) are
associated with increased activation of the MPFC.

Obsessive–compulsive disorder (OCD) is characterized by
negative invasive thought patterns that engender anxiety and
worry about subsequent remedial behaviors, and greater neural
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responses have been observed in clinical groups (Gehring et al.,
2000; Ursu et al., 2003; Fitzgerald et al., 2005; Ruchsow et al.,
2005; Endrass et al., 2008; Hajcak and Olvet, 2008) and in
non-clinical samples with respect to obsessive-compulsive (OC)
behaviors (Santesso et al., 2006), in children (Hajcak and Olvet,
2008) and adults (Endrass et al., 2008, 2010), and during both
correct and error trials (Endrass et al., 2008). In addition to
group-level effects, medial frontal activation has also been shown
to increase as a function of symptom severity (Gehring et al.,
2000; Xiao et al., 2011), with activation of ventromedial regions
being especially related to symptomatology (Fitzgerald et al.,
2005).

Similar to the findings in persons with OCD, hyperactivation
of the performance monitoring system has also been observed in
persons with depression (Chiu and Deldin, 2007; Holmes and
Pizzagalli, 2008; Mies et al., 2011), including those in remitted
stages of the disorder (Santesso et al., 2008; Georgiadi et al.,
2011). In their study, Santesso et al. (2008) found that, com-
pared to controls, persons with remitted depression had larger
FRNs even after controlling for residual symptoms of anxiety and
depression. Beyond group differences, higher levels of depres-
sive symptoms are related to larger error-related brain responses
(Fitzgerald et al., 2005; Chiu and Deldin, 2007; Weinberg et al.,
2010), and the extent to which neural responses differentiate cor-
rect (or reward) from error (or loss/non-reward) responses is
associated with depression severity (Foti and Hajcak, 2009; Olvet
et al., 2010). However, some researchers have reported null or
opposite effects (see Ruchsow et al., 2004, 2005; Schrijvers et al.,
2008, 2009; Olvet et al., 2010).

Several reviews have focused on the functional significance
of MFNs in relation to anxiety and performance monitoring
(see Robinson et al., 2010; de Bruijn and Ullsperger, 2011; Lee
and Park, 2011; Weinberg et al., 2012). Briefly, similar to the
results from studies focusing on OCD or depression, individuals
with high levels of generalized anxiety show larger electrocorti-
cal MPFC responses following errors (Weinberg et al., 2010; Xiao
et al., 2011). Both ERN (Weinberg et al., 2010) and FRN (Gu et al.,
2010) amplitudes have been shown to differentiate individuals’
anxiety levels, such that more severe symptoms are associated
with larger scalp negativities. These findings support the notion
that errors provoke defensive responses, and that error-related
brain responses may be a marker for individual differences in
defensive reactivity (see Weinberg et al., 2012) and susceptibil-
ity to anxiety-related psychopathology (Olvet and Hajcak, 2008;
Robinson et al., 2010).

The findings described above suggest that MFNs may represent
a neurophysiological marker (i.e., endophenotype) for adaptive
self-regulation of anxiety and arousal. However, one could also
ask whether MFN amplitudes are a result of the person’s psy-
chological state and not a trait predisposition. This issue is,
of course, difficult to resolve with human research participants
because we cannot manipulate the clinical status or personality
trait of the individual in order to see how this affects MFNs. It
may be the case that a raised level of anxiety increases the reac-
tivity of the medial frontal cortex, or it may be the case that a
more reactive medial frontal cortex produces the anxiety symp-
toms. Evidence in favor of the latter position comes from the

finding that persons with OCD produce similar ERNs regardless
of punishment associated with their errors (Endrass et al., 2010),
and that successful treatment does not attenuate ERN amplitude
(Hajcak and Olvet, 2008). This suggests that MFNs may rep-
resent an endophenotype (Hajcak and Olvet, 2008; Ullsperger,
2009) of vulnerability for a limited capacity for adaptive self-
regulation, and that when attenuation of symptoms result from
treatment, this is not done by altering the underlying susceptibil-
ity of the person to the illness but by some top-down control over
behavior and mental state. To definitively test this hypothesis, one
would need to follow patients until complete remission is demon-
strated, and then one might find a regularized MFN. However,
such studies have not yet been done.

Such studies would be especially important for understand-
ing the associations between brain function and symptomatology,
given the evidence suggesting that MPFC functioning relates
to treatment effects. For example, there is an extensive litera-
ture focused on the relationships between the structural and
functional integrity of the VMPFC, particularly subgenual ACC
[SGACC; Brodmann Area (BA) 25], and the regulation of mood
and affect. Structurally, reduced gray matter volume in or near the
SGACC has been found in persons with depression (Boes et al.,
2008), in cases of early-onset depression (Botteron et al., 2002),
as well as those suffering from other symptoms of mood dysregu-
lation (Drevets et al., 2008). Functionally, the role of the SGACC
in mood regulation is reflected in activation patterns. Individuals
with family history of mood disorders have been found to exhibit
reduced glucose metabolism in SGACC (Drevets et al., 1997), a
finding which has also been reported in persons with depression
characterized by anhedonia (Pizzagalli et al., 2004). The role of
the SGACC, and more broadly the VMPFC, in regulating mood
is supported by a growing body of evidence showing that dys-
regulation in fronto-limbic regions is associated with response to
treatment.

In the 1990s, Mayberg and colleagues showed that individ-
ual differences in the activation of the cingulate cortex related
to treatment efficacy, such that greater activation predicted bet-
ter response to treatment (Mayberg, 1997; Mayberg et al., 1997).
These findings have been extended using high-density EEG
recordings in order to model CSD of theta power in the ACC
(Pizzagalli et al., 2001). As is the case with hemodynamic mea-
sures, Pizzagalli et al. (2001) found that greater activation in
multiple anatomical regions of the ACC prior to treatment pre-
dicted better outcomes post-treatment. Based on some of these
findings, the SGACC has been proposed as an important corti-
cal region which serves as a nexus for supporting processes of
self-reference, as well as modulating the functional relationships
between other prefrontal areas involved in cognitive control (see
Pizzagalli, 2011, for a recent review). Using fMRI, the results from
Yoshimura et al.’s (2010) study support the role of the VMPFC
as an important cortical region involved in mediating emotional
and cognitive self-control. These researchers report that cortical
activation near the SGACC mediated the relationship between
depressive symptoms and activation of other medial prefrontal
regions involved in self-regulation. Taken together, there is good
evidence that the functioning of the SGACC, and the VMPFC
more generally, supports affective/evaluative processes and is
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associated with temperament, personality, and mood, especially
in relation to negative affect and anxiety.

MEDIAL FRONTAL NEGATIVITIES AND STATE-TRAIT MOOD AND
AFFECT: NON-CLINICAL SAMPLES
In addition to clinical data, associations between cortical acti-
vation, personality, and mood are observed in sub/non-clinical
samples (Xiao et al., 2011). Similar to those with clinical
symptoms, college students who score high on the Obsessive
Compulsive Inventory (Hajcak and Simons, 2002), as well as
those scoring higher on measures of general anxiety (Hajcak
et al., 2003; Xiao et al., 2011) or depression (Xiao et al., 2011),
elicit larger ERNs than those scoring lower on these measures.
The results of several studies show that factors such as fatigue
(Boksem et al., 2006b) task involvement (Yeung et al., 2005; Tops
and Boksem, 2010) and perceived responsibility for outcomes
(Li et al., 2010, 2011) modulate MFN amplitudes. In addition,
greater self-reported negative affect (Luu et al., 2000; Hajcak
et al., 2004; Yasuda et al., 2004; Sato et al., 2005; Santesso et al.,
2011) and neuroticism (Pailing and Segalowitz, 2004; Eisenberger
et al., 2005; Olvet and Hajcak, 2012) also relate to enhanced neu-
ronal activation to error or loss/negative feedback. Even more
abstract constructs such as empathy have been found to relate to
MFN amplitude, such that persons who are more empathic have
larger (i.e., more negative) MFNs (Santesso and Segalowitz, 2009;
Larson et al., 2010).

Anxiety in non-clinical samples dissociates physiological
responses to error feedback. For example, Santesso et al. (2011)
found that healthy adults with higher scores in negative emotion-
ality produce larger FRNs to negative feedback in a monetary
incentive task, as well greater activation in VMPFC, possibly
reflecting rapid affective processing of negative feedback. In their
study, Hajcak et al. (2004) found that, compared to those low in
negative affect, individuals high in negative affect produced larger
ERNs and greater skin conductance responses following errors.
These findings suggest that higher levels of negative affect are
associated with a systemic hyperactivation of the nervous system,
as reflected by greater responses in both the central and auto-
nomic branches. Similarly, with respect to the FRN, amplitudes
have been shown to predict an individual’s willingness to reject
unfair offers. These decisions are associated with higher levels of
negative affect and sympathetic activation (Hewig et al., 2011).
Taken together, differences in temperament styles are reflected by
the variability in MPFC activity between groups, as well as across
individuals. Examining the associations among brain function,
temperament, and personality is not only relevant to understand-
ing the neural underpinnings of real-world behaviors, but can
also be important for understanding dysfunctional cognitive and
affective processes.

INTERACTIONS BETWEEN PERSONALITY AND CONTEXT
ON MEDIAL FRONTAL ACTIVATION
Having summarized the effects of task demands and personality
on activation of the medial frontal cortex, we should also exam-
ine interactions between these broad factors. Such interactions
are critical for disentangling mediating and moderating factors
in models of performance monitoring.

INTERACTIONS IN CONTEXTS INVOLVING PERFORMANCE-RELATED
INCENTIVES
It may be that the degree to which context affects brain responses
varies in relation to personality characteristics. For example, we
found that individuals who are high in conscientiousness are
less sensitive to task manipulations aimed at increasing error
significance, as reflected by their larger ERNs for all errors.
Conversely, those lower in conscientiousness varied their ERNs
as a function of how much their erroneous responses cost, show-
ing larger ERNs when errors were associated with relatively more
severe monetary punishments (Pailing and Segalowitz, 2004).
Boksem and colleagues have also found interaction effects when
investigating personality and temperament. Specifically, persons
scoring high in behavioral inhibition not only generate larger
ERNs (Boksem et al., 2006a), but this effect is also greater when
errors are associated with losing money (Boksem et al., 2008).
These data illustrate the interactions between context and person-
ality on brain activation, given that persons who are behaviorally
inhibited or have lower self-confidence are more sensitive to
being punished for their mistakes, as reflected by their MPFC
activity.

With respect to approach behaviors, extraverted individu-
als are considered to be more approach-oriented and driven by
novelty, sensation-seeking, and rewarding outcomes (Campbell
et al., 2003; Cohen et al., 2005). Smillie et al. (2010) manip-
ulated feedback frequency (with 80% expected vs 20% unex-
pected) and outcome type (reward versus non-reward) and
found that, compared to those scoring low on extraversion,
individuals high in extraversion generated larger FRNs to unex-
pected reward outcomes, and smaller FRNs to unexpected non-
reward outcomes. These results illustrate that those individu-
als who find novelty and rewards more salient have enhanced
MPFC activation to unexpected reward and attenuated MPFC
to non-reward outcomes, respectively. Together, these studies
highlight how neither individual differences on traits related
to performance monitoring nor task demands necessarily act
on their own.

INTERACTIONS IN CLINICAL SAMPLES
It is not surprising that interactions among context, personality
and brain activation are observed in clinical samples. For exam-
ple, we reported that incarcerated psychopaths produce attenu-
ated error-related brain responses only when having to deal with
affective stimuli that they are known to have difficulty processing
(i.e., emotional faces). However, there was no difference in ERN
amplitudes between psychopaths and controls when collected in
response to errors on a standard letter flanker task (Munro et al.,
2007a), suggesting that their performance monitoring system is
as sensitive as that of controls when mistakes occur in a non-
affective context. In addition, we found no evidence of inhibitory
control deficiency in psychopaths, as indexed by N2 amplitudes
in a non-affective paradigm, whereas non-psychopathic incar-
cerated offenders did produce attenuated N2 responses, possibly
reflecting lower levels of inhibitory control (Munro et al., 2007b).
These studies illustrate that the way the brain responds to perfor-
mance feedback across contexts varies in relation to personality
differences. Moreover, these results caution against treating all
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MFNs as reflecting a single construct considering that context can
dissociate them.

Interactions between individual differences and context have
also been investigated in other clinical samples characterized by
mood dysregulation. The difference among the clinical presen-
tations may be reflected in differences in the relative balance of
regional activation across the MPFC. For example, symptoms
of OCD, neuroticism, anxiety and negative affect may involve a
relatively stronger engagement of the VMPFC as compared to
dorsal regions (Fitzgerald et al., 2005). Support for this regional
differentiation was reported by Gründler et al. (2009) and was
explored further by Cavanagh et al. (2010), who found that
individual differences in OC symptomatology were character-
ized by different MPFC activation profiles at rest and during
performance monitoring. At rest, OC symptomatology corre-
lated positively and negatively with activity in the VMPFC and
DMPFC, respectively. Thus, even when there is no demand for
performance monitoring, individuals more prone to experience
negative intrusive thoughts and anxiety show an increased activ-
ity in medial prefrontal regions involved in saliency appraisal and
sympathetic modulation (i.e., VMPFC). Moreover, these individ-
uals show disengagement of regions typically recruited to when
cognitive control is needed to regulate behavior (i.e., DMPFC).
While monitoring their performance, individuals in the high OC
group had hyperactivation of the VMPFC to errors on a flanker
task and hypoactivation in the DMPFC to error feedback on a
reinforcement learning task. These results suggest that when per-
sons characterized by pathological levels of anxiety and worry
make mistakes, they show larger responses in medial prefrontal
regions implicated in feedback evaluation and affect regulation.
Moreover, when these individuals fail to learn from feedback
they produce relatively little activity in prefrontal regions involved
in the cognitive control of behavior. Findings such as these not
only illustrate the complexity of the interactions between brain
activity, context, and individual differences, but also shed light
onto how brain-behavior relationships may reflect maladaptive
self-regulation.

INTERACTIONS IN NON-CLINICAL SAMPLES
Non-clinical experimental manipulations also reveal that per-
sonality and context interact to influence medial prefrontal
responses. Olvet and Hajcak (2012) randomly assigned partici-
pants to be exposed to either neutral or sad media clips prior
to performing a flanker task. They found that, following sad
mood induction, greater self-reports of sadness were associated
with larger ERNs. In addition, this effect was moderated by
neuroticism such that persons higher in neuroticism exhibited
a stronger coupling between sad mood and error-related brain
responses. Using a different manipulation to punish errors on
a flanker task, similar findings were reported by Riesel et al.
(2012). In contrast to neutral blocks in which errors were never
punished, 50% of errors were followed by an aversive sound in
punishment blocks during the first half of the experiment (acqui-
sition phase). Although the aversive sound to errors was removed
during the second half of the experiment (extinction phase), par-
ticipants still generated larger ERNs to these errors compared
to errors made in neutral blocks. As would be predicted, the

effect of punishment context on medial frontal activation was
greater for persons scoring higher on trait anxiety. Thus, indi-
viduals who are more prone to worry and experience negative
affect are especially sensitive to punishment-related contexts as
reflected by electrocortical responses. Although these studies did
not examine source activation, other studies focusing on these
issues strengthen the association described earlier linking VMPFC
regions with negative affect states in clinical populations and their
effect on MFNs.

INTERACTIONS IN SOCIAL CONTEXTS
Social factors can also, of course, affect how individual differ-
ences in personality relate to medial frontal functioning, which
has clinical as well as theoretical implications. From a clinical per-
spective, such effects may help identify which individuals have a
predilection for maladaptive responses when their performance
is worse than that of others, or when they are monitoring their
performance in competitive situations. For example, Chein et al.
(2011) showed that peer presence increased the activation of the
incentive system (ventral striatum and orbitofrontal cortex) in
adolescents when they were taking risks in a videogame designed
to encourage dangerous driving. Peer presence did not influence
adults in this way. In a similar research design, we found that
peer presence selectively reduced the FRN produced by 15 year-
old boys when they lost points due to excessive risk-taking in
a similar videogame (Segalowitz et al., 2012). However, we also
found that this effect was influenced by individual differences,
where higher scores on sensation-seeking, behavioral activation,
and sensitivity to reward (summed together as a measure of “sur-
gency”) was associated with greater reduction in the FRN (see
Figure 4). Regional source modeling especially implicated the

FIGURE 4 | The relation between FRN amplitude and surgency, a

composite of BAS, sensation seeking (SSS-V), and positive affect

(PANAS) in the “alone” condition. Data from Segalowitz et al. (2012).
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VMPFC, although regions of the ACC, including those more dor-
sal, were also active. However, it is not possible from these data
to discriminate between the possibilities that individuals higher
in surgency engage in riskier behavior, particularly in the pres-
ence of their peers, as a result of hypoactivation in the VMPFC,
or that the VMPFC activates less in these individuals because of
their personality traits.

Focusing on the nature of the relationship among individu-
als, Newman-Norlund et al. (2009) examined the influence of
friendship on performance monitoring. In their study, partici-
pants observed outcomes of virtual penalty kicks for characters
labeled as stranger or friend. Even though the stranger-friend
associations were established only during the experiment itself,
observing a virtual friend’s failure engaged performance mon-
itoring networks to a greater extent than witnessing a stranger
perform sub-optimally. These effects have been extended by Kang
et al. (2010) who recorded FRNs while participants observed an
actual friend or a stranger perform the Stroop task. Not only were
FRNs larger for a friend’s errors compared to those of a stranger,
but this effect was mediated by the extent to which the partici-
pant considered their friend as part of their self-concept. Thus,
watching a friend make mistakes engages performance monitor-
ing networks to a greater degree than witnessing mistakes made
by a stranger, and this engagement is larger when individuals
perceive themselves to be closer to their friend.

A similar avenue of social neuroscience research focuses on the
association between fairness of outcomes and medial frontal acti-
vation. In paradigms such as the Ultimatum Game, researchers
have reported that highly unfair offers elicits greater MFN activa-
tion compared to more fair offers (Van der Veen and Sahibdin,
2011; Wu et al., 2011), and differentially impact peripheral
nervous system responses, such as cardiac (Van der Veen and
Sahibdin, 2011) and skin conductance responses (Hewig et al.,
2011). In two recent studies, outcomes have been shown to inter-
act with individuals’ perceptions of fairness. Boksem and De
Cremer (2009) collected FRNs to outcomes in the Ultimatum
game and found that unfair offers were not only associated with
larger amplitudes, but that the effect was strongest for individuals
reporting high concerns for fairness. Using a different paradigm,
the Dictator Game, Wu et al. (2011) found the FRN to be dif-
ferentially sensitive to the fairness of outcomes depending on the
source of the offer. Specifically, amplitudes were larger to unfair
compared to fair outcomes when the offers were made by friends,
whereas FRNs did not differ to when offers were made by a
stranger.

INTERACTIONS: GENES, NEUROTRANSMITTERS, AND PERSONALITY
Some research has focused on the association between hor-
mones (e.g., cortisol; Tops et al., 2006; Cavanagh and Allen,
2008; Tops and Boksem, 2011) and various neurotransmitters
and performance monitoring processes. Several genetic poly-
morphisms have been shown to affect MFNs (see Jocham and
Ullsperger, 2009; Ullsperger, 2009, 2011 for reviews). In the con-
text of performance monitoring, levels of error-related brain
activity and corrective behavior are a function of polymorphisms
on the catechol-O-methyltransferase (COMT) genotype and, as
a result, tonic levels of PFC dopamine (Mueller et al., 2011).

Other researchers have focused on allelic differences in genes cod-
ing for prefrontal dopamine receptors which are also associated
with variations in both error-related brain activity and post-error
behavioral adjustments (Kramer et al., 2007).

Serotonin genes have also been associated with MFNs. The
variant of 5-HTTLPR which has one or two repeats is associated
with lower activity of the serotonergic system, whereas the
homozygous long form allele is associated with increased func-
tioning of the 5-HTT system. Fallgatter et al. (2004) found that
individuals who have lower 5-HTT function (the short variant)
elicit larger ERNs to errors on a letter flanker task. This finding
fits well with studies showing that lower levels of serotonin levels
are associated with higher levels of anxiety, negative emotionality,
and depression (e.g., Karg et al., 2011), all of which are symptoms
known to relate to hyperactivation in the MPFC. With respect to
depression, Holmes et al. (2010) used fMRI to examine the asso-
ciation between tandem repeats on the 5-HTTLPR gene, medial
frontal engagement, and performance on a flanker task. Their
findings indicate that persons with low 5-HTT function (the short
variant) not only have less conflict-related activation (incongru-
ent correct – congruent correct) in the DMPFC, but also engage
the VMPFC to a greater degree following errors (incongruent
error – incongruent correct).

Thus, individuals who are more susceptible to mood dysreg-
ulation and psychopathology hyperactivate regions thought to
be predominantly involved in the modulation of arousal and
affect when they make mistakes (i.e., VMPFC). Furthermore,
these individuals also show a relative disengagement of prefrontal
regions involved in mediating cognitive control (i.e., DMPFC),
specifically when there is an increase in the demand to regulate
behavior. In addition to these elegant findings, long allele car-
riers were more accurate following errors, suggesting increased
vigilance in performance monitoring after instances of failure in
persons who have a higher functioning serotonergic system and
are less likely to develop depression.

SUMMARY, CONCLUSIONS AND CAVEATS
As we hope is evident from this review, factors affecting MPFC
functioning and performance monitoring are indeed complex.
The ERN, N2, and FRN are similar electrocortical responses gen-
erated by MPFC neurons, but are functionally distinct and reflect
different aspects of performance monitoring. Similarly, although
these MFNs have been localized to overlapping regional sources of
the MPFC, distinct regions of the MPFC might differentially con-
tribute to the generation of these ERP components. Due to these
factors, MFNs, although having some similarities, should not be
considered to reflect the same performance monitoring process.
The complexity arises from the fact that these differences in brain
function vary as a function of personality, task context, and their
interactions.

Of course, although the interactions may be significant,
caution should exercised when interpreting their complexity
until replicated. Furthermore, there has been relatively lit-
tle focus on the role of other cortical regions with respect
to error and performance feedback processing despite con-
sensus that we are seeking to understand the networks
associated with performance monitoring, not the activation
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of single regions. This is not to say that research aimed at
synthesizing our understanding of personality with the role of
the MPFC in performance monitoring is unfruitful. On the
contrary, the relationship between personality differences and
MPFC function is symbiotic at a theoretical level in that indi-
vidual differences in medial frontal responses can add to our
understanding of personality constructs, yet individual differ-
ences in personality and temperament that relate to variability
in MPFC activation may also provide us with important infor-
mation concerning the nature of performance monitoring brain
responses. In other words, knowledge about a personality con-
struct such as neuroticism is aided by knowing its relation to
the structure and functioning of specific MPFC regions, such
as the magnitude of response or engagement of dorsal ver-
sus ventral MPFC and how the task demands alter these rela-
tionships. Similarly, our understanding of the MPFC is aided
by seeing to which personality constructs its activation relates.
In this sense, this research presents an iterative learning pro-
cess that supports the formulation, testing, and interpretation
of hypotheses focused on the associations between personal-
ity, context, and functioning of the MPFC. Note, however, that
this iterative process implies a difficulty in attributing a sin-
gle cause-effect relationship between function and structure.
Rather, the MPFC structure may heavily influence how the person
responds to the task, with clear implications for how we inter-
pret their personality, yet their personality predispositions may
also help shape the structure and functioning of their MPFC over
time.

It is important to note that most of the research on individ-
ual differences and MPFC functioning rely on cross-sectional,
correlational designs. A consequence of this type of research is
that causation cannot be inferred from the data, nor does this
research directly investigate the mechanisms driving the phenom-
ena of interest. To repeat an example raised earlier, it is not
possible to discriminate between the possibility that individu-
als higher in surgency engage in riskier behavior, particularly in
the presence of their peers, as a result of hypoactivation in the
VMPFC, from the possibility that the VMPFC activates less in
these individuals because of their personality traits (Segalowitz
et al., 2012). In addition, although regional source modeling espe-
cially implicated the VMPFC, other ventral and dorsal regions
of the MPFC were also active. Thus, more sophisticated exper-
imental designs and longitudinal data are needed in order to
disentangle issues of cause and effect with respect to personal-
ity, task context, and functioning of the MPFC. These studies will
be especially important for expanding our clinical understanding
of personality and mood disorders, as well as the effectiveness of
various treatments.

We should also keep in mind that a MFN represents more
than single regional response. There is little debate that informa-
tion processing in the brain relies on the dynamic coordination
of multiple complex neural networks. In order to truly appre-
ciate the neural bases of behavior, an understanding of how
various brain networks coordinate their activities to support a
given process will be crucial (Pourtois et al., 2010). Specifically,
variability in the structural and functional connectivity between

regions of the MPFC and subcortical structures might account
for individual differences in personality and performance, as
well as how these factors interact with task context to impact
MFNs (e.g., Cohen, 2011). Another possible research avenue is
using Independent Components Analysis (ICA; Makeig et al.,
1996) to better isolate independent cortical processes that con-
tribute to variability in performance monitoring and personality.
Once identified, these functionally independent components can
be source localized to better understand the regional dynamics
underlying MFNs. Furthermore, considering how the activa-
tion of different independent components or sources varies over
time is another way to gain insight about how individual dif-
ferences in network functioning relate to personality and task
context.

ARE MFNs REFLECTING A COMMON GENERATOR AND IF NOT,
DOES IT MATTER?
Although the notion of the ERN, FRN and Nogo N2 reflecting
a common source generator persists, we think it is clear that it
must be the case that they have (at most) something in com-
mon and much distinctive. This is partly because the tasks that
elicit them are different from each other in fundamental ways,
and therefore something reflecting this difference must be coded
in the brain signal. However, more importantly, the standard tasks
that elicit these components differ in the degree of affect and
arousal that they elicit, and there is much evidence that these fac-
tors are important. Such empirical support of the components
having separate sources is easy to find: Not only do the measures
not intercorrelate highly all the time, their variance sometimes
maps onto behavior in different ways. For example as mentioned
earlier, we found a dissociation between ERNs and the Nogo
N2 within a group of violent offenders. Such dissociations indi-
cate that the psychological variables driving at least some of the
generator sources may differ for the various MFNs. However, to
fully document such differences, studies need to include multi-
ple MFN measures on the same participants, something rarely
done. In addition, of course, as illustrated above in terms of
LORETA analyzes, the actual regions responsible for the negativ-
ity measured at the scalp may differ considerably for the three
components either in specific locations or, more likely, in the bal-
ance of contribution from the MPFC subregions. We suggest that
the relative contribution of the cortical sources underlying the
ERN, N2, and FRN may depend on the specific stimuli or con-
text used and the degree of emotional arousal engendered by the
task demands.

The use of MFNs as a reflection of MPFC functioning has
become well accepted in the research community, a fact well
documented by the growth in research literature involving these
electrophysiological components. However, the issues raised in
this review suggest that despite this relative acceptance, some of
the basic assumptions needed for their interpretation remain to
be verified by future research.
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Research has shown that the brain is constantly making predictions about future events.
Theories of prediction in perception, action and learning suggest that the brain serves to
reduce the discrepancies between expectation and actual experience, i.e., by reducing
the prediction error. Forward models of action and perception propose the generation of
a predictive internal representation of the expected sensory outcome, which is matched
to the actual sensory feedback. Shared neural representations have been found when
experiencing one’s own and observing other’s actions, rewards, errors, and emotions such
as fear and pain. These general principles of the “predictive brain” are well established
and have already begun to be applied to social aspects of cognition. The application
and relevance of these predictive principles to social cognition are discussed in this
article. Evidence is presented to argue that simple non-social cognitive processes can
be extended to explain complex cognitive processes required for social interaction, with
common neural activity seen for both social and non-social cognitions. A number of
studies are included which demonstrate that bottom-up sensory input and top-down
expectancies can be modulated by social information. The concept of competing social
forward models and a partially distinct category of social prediction errors are introduced.
The evolutionary implications of a “social predictive brain” are also mentioned, along
with the implications on psychopathology. The review presents a number of testable
hypotheses and novel comparisons that aim to stimulate further discussion and integration
between currently disparate fields of research, with regard to computational models,
behavioral and neurophysiological data. This promotes a relatively new platform for inquiry
in social neuroscience with implications in social learning, theory of mind, empathy, the
evolution of the social brain, and potential strategies for treating social cognitive deficits.

Keywords: predictive coding, social interaction, forward models, prediction error, sensorimotor control, social

learning, imitation, social decision-making

INTRODUCTION

“Engage people with what they expect; it is what they are able to
discern and confirms their projections. It settles them into predictable
patterns of response, occupying their minds while you wait for the
extraordinary moment—that which they cannot anticipate.”

Sun Tzu, The Art of War.

It has long been known by military strategists, psychologists,
and neuroscientists that surprise and uncertainty can occur at
a high cost. We live in an uncertain world full of ambiguous
stimuli and events of which we are not sure of. Preparedness pro-
motes efficiency, and this is true not only of behavior, but is also
reflected in representations of an optimized neural system. For
the brain to be energetically efficient and for our behavior to be
optimal and adaptive, we utilize knowledge from our previous
experiences to make predictions about the future and minimize
the cost of surprise (Friston et al., 2006). In the animal kingdom,
such previous experiences are often pre-programmed or innate
through the forces of natural and sexual selection, that is, the flex-
ibility of the prediction process is small. In “higher” mammals
such as primates, pre-programmed patterns also exist (Tinbergen,

1951). However, due to the complexity and variability of the
environment, the prediction mechanisms are much more plastic,
and the programmes more open to personal (ontogenetically
acquired) experience (Mayr, 1974). The brain’s attempts to min-
imize the discrepancy between expectations or predictions and
actual experience, addresses the problem of uncertainty and opti-
mality, while also providing a common fundamental principle
for processing incoming sensory information in our environment
(Friston, 2005). The ideas just expressed here illustrate a gener-
alized description of the role of prediction in cognition and the
brain, and is becoming the consensus on a general and univer-
sal principle of how the brain works. Expectation, prediction,
inference, anticipation, foresight, prospection, forecasting, and
preparation are all terms that have been used to refer to different
types of predictive processes that occur in the brain, in cognition
and are evident in overt behavior. Predictive processing can refer
to any psychological or neural process that utilizes estimations
about the future. The proposal of the “predictive brain” broadly
states that we are constantly generating mental representations to
predict future states of the world around us, and about our own
future internal mental state (e.g., Bar, 2007). These predictions
of the future can include short-term estimations about upcoming
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events in one’s current situation, and also long-term prospections
about the likelihood of events occurring in the distant future,
outside of our currently situated environment. It is thought that
these predictive internal representations of the future are con-
stantly compared with the actual perceived outcome of internal
mental and external events. We must be able to process our errors
to learn from our mistakes, and consequently update internal rep-
resentations of the predicted future. This allows us to learn from
our previous experiences. Many authors have implied that predic-
tive and inferential processes underlie a wide range of cognitive
processes, including, most prominently, motor control (Wolpert
and Miall, 1996), perceptual inference (Friston and Kiebel, 2009)
and reward-based associative learning (Schultz and Dickinson,
2000).

Social neuroscience seeks to find the underlying neural mech-
anisms responsible for social behavior. To successfully navigate
ourselves through the social world, we must be able to understand
socially relevant stimuli, make interpretations about their mean-
ing and behave according to decisions that are accurate, optimal,
and adaptive. This includes understanding others’ minds, and
their intentions and beliefs. Inference and estimation is essen-
tial to social understanding, particularly as social scenarios are
riddled with complex circumstances filled with ambiguity and
uncertainty. The central role of predictive mechanisms in motor
control, perception, and learning are clearly evident and well-
documented, though a fast-growing body of experimental and
theoretical work is providing increasing evidence of how such
predictive mechanisms are also embedded in social cognitive pro-
cesses. Shared neural representations of one’s own experience and
the experience of others’ lies at the heart of this work (Decety
and Sommerville, 2003). Similar neural activity has been revealed
in the observer when both experiencing and observing actions
(Gallese et al., 1996), rewards (Marco-Pallares et al., 2010), and
emotions such as fear (Olsson et al., 2007) and pain (Cheng
et al., 2008). The interpersonal connection of shared experience,
as also represented by shared neural representations, is likely to
form the basis for high-level social cognitions such as empathy
(Decety and Ickes, 2009). Although it is still not as clear as to
what degree predictive mechanisms may underlie social cogni-
tions and how predictive mechanisms drive processing during
social perception, social understanding, social interaction, and
social learning. Numerous conceptualizations of predictive mech-
anisms have been made to account for different psychological and
neural phenomena, each with their own specification of what pre-
diction is, and how it is generated and utilized. The increasing
popularity and support for the concept of a “predictive brain”
calls for further discussion about whether this framework can be
extended to other domains such as social cognition, and especially
where conceptual boundaries between specifications may lie.

Given the broad scope of the implications of prediction in
fundamental cognitive and neural processes, and in light of the
evidence that in primates the complexity of the social environ-
ment has been a major driving force of cognitive evolution, it
follows that predictive mechanisms are likely to both underlie and
modulate processes involved in social cognition and social inter-
action. The aim of this article is to highlight recent theoretical and
empirical work that is at the interface of the “predictive brain” and

the “social brain.” Our article is intended to propose extensions
of predictive mechanisms of fundamental cognitive processes into
the context of social cognitions. The goal is to highlight the poten-
tial for operationalizing social cognitive processes in predictive
coding frameworks and related predictive mechanisms. The hope
is that this will promote further discussion on the potential for
extending current predictive frameworks in action, perception,
and learning to cognitions required for socially relevant cognitive
processes.

THE PREDICTIVE BRAIN
Before discussing the relationship between the predictive brain
and the social brain, some crucial points will be introduced,
which are particularly relevant to the issues related to social cogni-
tion. The terminology used to label different predictive processes
can determine the definition of the mechanisms being referred
to, and therefore it is important, for this article and for future
work exploring this topic, to provide operational definitions
of the terms being used. The mathematical methods on which
computational models representing neural activity and behav-
ior are built upon provide the basis for the application of the
principles of predictive coding. The basics of the role of predic-
tion in perception, action, and learning will also be introduced
here.

PREDICTION, INFERENCE, AND SIMULATION
We can roughly distinguish between three main predictive con-
cepts that are relevant to different aspects of the predictive social
brain; these are inference, prediction, and simulation. Inference
can refer to deterministic short-term processes that are largely
situated in current behavior and are probabilistic estimations
about the state of the world, and are most relevant to pre-
diction errors and concepts modeled with Bayesian statistics
(Friston et al., 2009). In contrast, the term “prediction” is gen-
erally more relevant to long-term prospections made about the
potential for distant future events to occur. Simulation can be
stated as a constructed internal representation of imagined events
(Gilbert and Wilson, 2007) based on episodic memory (Williams
et al., 1996). This can include processes such as scene con-
struction that retrieves and integrates previous experiences to
form a coherent event or mental image (Schacter and Addis,
2007), and is somewhat autobiographical in nature (Buckner
and Carroll, 2007). Related to this is the framework of the pre-
dictive brain from Barsalou (2009) who describes simulation as
a “re-enactment of perceptual, motor, and introspective states
(e.g., affect, motivation, intentions, metacognition, etc.)”. For
the sake of integration, but without intended overgeneraliza-
tion, the use of the term “predictive mechanisms” in this article
does not only refer to higher-level long-term prospections about
the future, but are also inclusive of the more fundamental low-
level short-term predictive processes of inference, such as those
conceptualized in Bayesian predictive coding formulations of
action and perception. The frequent lack of consistency in the
previous use of these terms reflects a need for further specifi-
cation of what they imply, though the use of these terms are
clarified operationally in this article according to the context
discussed.
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BAYESIAN INFERENCE
To introduce the concept of the predictive brain, it is impor-
tant to mention the basic principles behind Bayesian statistics,
as this underlies many of the predictive coding frameworks in
perception, action, and learning. Bayesian statistical inference is
a mathematical method of inference which incorporates priors,
or prior beliefs learned from previous experiences that gener-
ate internal models of a predicted outcome, and consequently
act as top-down modulators of bottom-up sensory input. This
statistical method can be used to determine the probability of
a certain outcome, given a predetermined assumption (i.e., the
prior “belief” and the likelihood), which can then be subsequently
updated according to the actual outcome. This is thought to be
comparable to how the brain makes predictions about future out-
comes in learning and motor control. An example of Bayesian
inference states that we already have a prior belief of the probabil-
ity of seeing either a white van or a white polar bear in the street,
and thus the probability of receiving the visual input of a white
van will be much higher than that of a white polar bear. While this
example clearly relates to one’s acquired knowledge, priors can
also be innate. For example, visual perception experiments have
shown that the recognition pattern of an object changes just by
turning the image of the object by 180◦, because animals have the
built-in expectation that natural light comes from above (Schober
and Rentschler, 1972). The Bayesian inferential approach can be
used to create simulated models of neural activity. Substantial
experimental evidence demonstrates that motor learning is per-
formed by subjects in a Bayesian fashion (Kording and Wolpert,
2004) with probabilistic calculations being performed in the brain
to predict future sensory consequences. This Bayesian predictive
coding scheme has been applied to perceptual inference (Kiebel
et al., 2009), perceptual learning (Friston, 2008), reinforcement
learning (Friston et al., 2009), active inference (Friston et al.,
2010), attentional processing (Feldman and Friston, 2010), and
sensorimotor control (Wolpert and Miall, 1996).

INFERENCE AND PREDICTION IN PERCEPTION AND ACTION
It is clear that perception is not just a merely reactive pro-
cess in which sensory input is received and registered, but is
more likely a construction of predicted representations of the
environment. The concept of generative internal models in per-
ception was proposed many years ago, and represents another
common principle that is at the basis of some predictive coding
frameworks. The first experimental evidence found to support
the proposal of predictive internal models of perception came
from Sperry (1950), referring to a “corollary discharge,” and von
Holst and Mittelstaedt (1950) referring to an “efference copy.”
These were both set out to explain how we perceive a stable
world despite rapid and frequent eye movements. In both per-
ception and action, the efference copy creates a predicted internal
(“forward”) model of the sensory feedback according to the corre-
sponding visual percept or motor action. The corollary discharge
is then generated from this forward model and is then com-
pared to the actual incoming sensory feedback, or afference, once
transmitted from the peripheral sensory receptor to the brain.
The matching process that occurs between the generative forward
model, or corollary discharge, and the corresponding sensory

feedback is thought to maintain the experience of stability in the
ever-changing visual scene during eye movement. During motor
control, the matching process between the generative forward
model of the planned action and the sensory consequence of
the action is thought to be the neural basis for distinguishing
between self-generated and externally generated motor actions
(Blakemore et al., 1998). Predictive coding in visual processing
has been implemented in various hierarchical models (Rao and
Ballard, 1999) that generally propose an integration of top-down
expectancies and bottom-up sensory input reflecting stimulus
information. Feedforward connections carry error signals, but
in addition, cortical feedback connections transmit expectancy
biases or predictions. A similar matching process is thought to
occur during the execution of motor actions, and has been argued
to be the underlying mechanism that maintains a sense of agency
or ownership over our own motor actions. A mismatch, i.e., a dis-
crepancy between the predictive forward model and the actual
sensory feedback, can have pathological consequences, particu-
larly relevant to schizophrenia and pathological abnormalities in
ownership of action (Feinberg, 1978). This discrepancy between
the expected and actual sensory outcome of a visual percept or
motor action can also be referred to as a prediction error.

The coupling of action and perception is well-established, with
the ideomotor framework even considering action and perception
as inseparable, and fundamentally the same (Prinz, 1997). The
ideomotor theory of action proposes that internal representations
or images of actions are coupled to the execution of actions them-
selves, and that perceptual events associated with an action also
initiates an internal representation of that action. [e.g., the the-
ory of event coding (TEC) (Hommel et al., 2001)]. Frameworks
for forward models of action have been formulated and opera-
tionalized in computational models, such as the MOSAIC model
(Haruno et al., 2001), which rely on Bayesian inferential statistics.
In such frameworks, “forward” refers to the causal direction from
motor command into the corresponding sensory consequence,
with the forward model (“predictor”) being generated from the
efference copy. An inverse model (“controller”) represents the
opposite direction, whereby desired sensory consequences are
transformed into motor commands. Computational representa-
tions of forward models of action have been formulated with
Bayesian statistics, with priors and their likelihood acting as
predictive elements for the outcome of an action.

PREDICTION IN LEARNING AND DECISION-MAKING
Prediction also crucially guides learning through the updating of
future estimations about the state of the world and probabilities
of the likelihood of potential future events. Computing proba-
bilistic predictions about the outcomes of one’s own and others’
actions is based on previously learned action-effect contingen-
cies, i.e., the associative mapping between the action and the
outcome. Reward prediction errors generated in dopaminergic
neurons, are thought to encode the magnitude of the discrep-
ancy between expected reward and experienced reward (Schultz
and Dickinson, 2000) and therefore, drive decision-making. This
reward prediction error acts as a teaching signal for updating
expected reward value and is the neural basis for learning. Error
processing, response monitoring, and cognitive control are also
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intrinsic to predictive processing (Hoffmann and Falkenstein,
2011), whereby errors are generated by the discrepancy between
our predictions and the actual outcome, and allow us to learn
from our mistakes. The neural substrate underlying the valua-
tion of positive and negative feedback is largely founded upon the
reward processing system in the brain.

THE PREDICTIVE SOCIAL BRAIN
Social interaction and social functioning involves a multitude of
socially relevant cognitive processes including, to name a few,
social perception, understanding others’ actions, observational
social learning, social decision-making, and empathy. Top-down
influences of social information can directly drive how we process
visual information. More evidence is emerging which suggests
that a similar mechanism, or “shared neural representation”
is used for understanding others’ actions, whereby an internal
model of others’ actions allows us to make predictions about
the consequence and outcome of an observed action, and con-
sequently understand and interpret the goals and intentions of
the action. Many authors have suggested how conceptualizations
of fundamental cognitions such as learning, could be extended
to explain mental processes required for social understanding,
social interaction, and social learning (e.g., Rushworth et al.,
2009). There is also substantial work to indicate that there is
top-down influence of social information and social interaction
on fundamental error processing, learning, and decision-making
processes.

We now present neurophysiological and behavioral findings,
and computational principles that point to an essential relevance
of predictive mechanisms in a broad variety of social cognitive
processes that may be intrinsic to motor, perceptual, and learning
processes, and permeate different levels of processing. Numerous
parallels are also drawn to illustrate how the basic principles in
prediction, inference, and simulation in non-social contexts can
be applied to social aspects of cognition.

SOCIAL PERCEPTION AND SEEING OTHERS’ ACTIONS
Person perception can be described as the impressions or mental
representations we form of others based on socially constructed
information, for which the perception of actions and faces act as
crucial cues, and which predictive mechanisms are likely to also
play a central role. The superior temporal sulcus (STS) is involved
in the perception of biological motion and in inferring the inten-
tions or goals from biological motion (Perrett and Emery, 1994;
Allison et al., 2000; Jellema et al., 2000), and has been impli-
cated in the mirroring network (Molenberghs et al., 2010). When
we observe others’ actions, we can see activity in the STS and it
is, therefore, likely related to the mirror system and possibly in
determining whether movements have social relevance. A recent
study used an fMRI repetition suppression paradigm to measure
activity in the action observation network while watching a robot,
an android, and a human move (Saygin et al., 2012). This study
interestingly found neural activity that was distinctive for the mis-
match between (human versus robotic) appearance and motion,
which was proposed to reflect prediction error activity, possibly as
an index of an expectancy violation. They also suggested that this
mismatch prediction error signal could account for the “uncanny

valley” in which androids are seen as strange and disconcerting if
they are too human-like (Mori, 1970).

The STS also appears to have a role in face perception, and the
perception of the dynamic features of a face (Haxby et al., 2000;
Gobbini and Haxby, 2007; Ishai, 2008). An MEG study from Furl
et al. (2007) found that evoked neuromagnetic fields, originating
from the fusiform face area (FFA) and the STS, were modu-
lated by adaptation to facial expressions, and that these predicted
behavioral after-effects. They propose that this can be explained
by experience-dependent coding, according to a predictive cod-
ing account, which consequently creates top-down biases in face
perception. Another phenomenon of face perception, in which
low level visual processes may be modulated by socially relevant
factors, is the “other-race effect.” People have been shown to be
better at recognizing faces of their own race as opposed to other
races (O’Toole et al., 1994; Meissner and Brigham, 2001), which
appears to occur at the visual encoding stage of face processing
(Walker and Tanaka, 2003). This effect could be accounted for
by after-effects from visual adaptation to facial race categories
(Webster et al., 2004) that is likely to be based on long-term exper-
tise and learning processes (Rhodes et al., 1989; Stahl et al., 2010),
and has been represented by hierarchical generative models in a
predictive coding framework (Furl et al., 2007).

Social perception can refer broadly to high-level visual pro-
cessing of socially relevant stimuli, though social factors can also
influence low-level visual processing performance. One major
challenge for theories of forward models of action is to demon-
strate an inverse relationship in which motor behavior directly
influences perception. It has been shown that synchronized and
communicative interaction can influence visual discrimination
performance (Neri et al., 2006), and improve visual detection
of biological motion (Manera et al., 2011), respectively. Manera
et al. (2011) explain their finding in terms of predictive cod-
ing in that one’s own communicative gestures can predict the
other’s expected action. Bortoletto et al. (2011) found, with EEG
event-related potentials (ERPs), that action plans and intentions
of observed hand gestures can modulate ERPs associated with
early visual processing of the observed actions. Motor training
has been shown to directly modulate activity in the occipital
lobe (Engel et al., 2008), and TMS over the ventral premotor
cortex, but not the primary cortex suppressed a visual after-
effect when categorizing others’ actions (Cattaneo et al., 2011).
These studies demonstrate an early effect of social interaction
on low-level visual processing, at an early stage of processing
before awareness, therefore confirming the inverse relationship.
Research on the neural processing associated with observing oth-
ers’ actions has received widespread interest in a broad range of
research areas, particularly in the last 15 years, though there still
seems to be some divergence in theoretical standpoints, which
could potentially be bridged with a common dialog of predictive
mechanisms.

PREDICTION AND THE MIRROR SYSTEM
The discovery of the activation of apparently functionally-specific
“mirror neurons” in monkey premotor cortex during both action
execution and action observation (Gallese et al., 1996) has led to
broad speculations about their role in social cognition through
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action understanding. This hypothesis is compatible with simula-
tion theories of theory of mind (e.g., Davies and Stone, 1995),
which in general argues that individuals utilize simulations of
their own actions, and consequently their own thoughts, inten-
tions, beliefs, and emotions to predict the mental state of others
and therefore, ascertain knowledge of other minds. It is thought
that this then ultimately provides the fundamental elements for
the ability of an individual to understand, and empathize with,
the social behavior of others. Naturally, this has also revealed
a number of controversies questioning the functional specificity
of the mirror system (e.g., Hickok, 2009), and the anatomical
validity of a human mirror system as originally specified (e.g.,
Molenberghs et al., 2009; Mukamel et al., 2010).

Some alternative models of the mirror neuron system have
been put forward to try to deal with some of these issues and con-
troversies. One, which is most relevant here, is a predictive coding
account of the mirror neuron system (Kilner et al., 2007a,b) that
uses a Bayesian framework for its implementation. It argues that
an internal model is generated during action observation, which
in turn transfers an action prediction through backwards con-
nections, from frontal areas implicated in the mirror system, to
action representations in the STS and parietal mirror areas, which
then produces an action prediction error. As with other predic-
tive systems, the brain seeks to minimize the prediction error.
This has been demonstrated with simulations of handwriting that
artificially produce electrophysiological responses to movement
expectation violations (Friston et al., 2011). Another alternative
account of the mirror system is based on associative learning
(Heyes and Ray, 2000; Heyes, 2001), and argues that learned
sensorimotor experiences, from self-observation and the obser-
vation of others, actually promote the formation and emergence
of a mirror system, which is acquired and refined throughout
development. The learned associations of action contingencies
are thought to provide the basis for action understanding. This
associative learning account is supported by findings related
to expertise and familiarity of actions in motor cortex activ-
ity during action observation, and by studies showing neural
activity outside of the mirror neuron system during observation
of actions that are unfamiliar or difficult to understand (Brass
et al., 2007; Kilner and Frith, 2008). Greater expertise and famil-
iarity of observed actions induces greater activity in the action
observation/mirror-neuron network in the brain (Calvo-Merino
et al., 2005, 2006; Orgs et al., 2008). This is evident from both
practicing a particular motor sequence and from passively observ-
ing actions (Cross et al., 2009). Automatic imitation and motor
interference also appears to be influenced by previous sensorimo-
tor experience (Capa et al., 2011). These findings lend themselves
to an associative learning account of imitation and the mirror sys-
tem (Catmur et al., 2009), whereby motor representations can be
learned through observation (Hayes et al., 2010). Although it is
likely that the coding of motor sequences for observed and prac-
ticed actions differs (Gruetzmacher et al., 2011), though this is
still an elusive, but crucial issue in conceptualizations of imitation
and action observation.

The only known single neuron recordings of the proposed
mirror system in the human brain comes from Mukamel et al.
(2010), who intriguingly found activity in the hippocampus, an

area never before included in the classical mirror system. The
involvement of the hippocampus in a mirror neuron network
could potentially be accounted for by Bar’s (2009) proposal of
the predictive brain with memory “scripts” as predictions, and
by Barsalou’s (2009) suggestion of the involvement of long-term
memory in simulation and perceptual prediction, which may not
have been detected previously with fMRI techniques. Bar presents
an integrated framework of perception and cognition that argues
that memory “scripts,” generated through learned associations
from previously real and imagined experiences, form the basis for
predictions of what is about to come next in our environment.
It is also suggested that this association-based prediction frame-
work can be applied to prediction in social interactions (Bar,
2007; Bar et al., 2007). By taking an inference-based account of the
mirror neuron system, this allows for the integration of Bar and
Barsalou’s frameworks into the realm of social cognition, action
understanding, and the mirror neuron hypothesis.

These accounts of the mirror neuron system highlight the
potential role of predictive mechanisms, particularly simulation,
and inference with the predictive coding, and associative learn-
ing accounts, in social interaction. Consequently, these accounts
could legitimately be extended to highlight the role of pre-
diction, simulation and inference in other non-motor social
cognitions associated with mirror neuron activity. Inference-
based accounts of the mirror neuron system could potentially
apply to some examples of work in social neuroscience show-
ing that mirror neuron activity has been implicated in the
distinction between self and other (Sinigaglia and Rizzolatti,
2011), mentalizing (De Lange et al., 2008; Centelles et al., 2011)
and simulation of emotions (Bastiaansen et al., 2009). Even
though the mirror neuron hypothesis provides a very appeal-
ing explanation for the processing of others’ actions, there are
other theories also related to predictive mechanisms that pro-
pose integrative frameworks for sensorimotor control and social
interaction.

FORWARD MODELS OF ACTION AND SOCIAL INTERACTION
Forward models of action and the corollary discharge are thought
to be crucial in determining ownership of action, or sense of
agency, and being able to distinguish between self and other
by distinguishing between self-generated actions and movements
generated by external forces (Fourneret et al., 2001; Franck et al.,
2001; Knoblich et al., 2004; Yomogida et al., 2010). Numerous
studies have shown that our sense of agency for our actions
can be disturbed if there is a discrepancy in visuomotor percep-
tion between expected and intended actions (Daprati et al., 1997;
Franck et al., 2001; Van den Bos and Jeannerod, 2002). One recent
study demonstrating this found that a pre-reflective or implicit
sense of agency can be influenced by the accuracy of sensorimotor
predictions (Gentsch and Schutz-Bosbach, 2011). The ability to
distinguish between self and other is a fundamental prerequisite
for many social cognitive processes required for understanding
others.

A corollary discharge has also been proposed to be present
in the speech system, and is therefore, suggested to be respon-
sible for attributing self-generated speech as one’s own (Ford
and Mathalon, 2004). Evidence mostly comes from ERP work
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on occasions when a disturbance in the corollary discharge
occurs, which is relevant to symptoms seen in schizophrenia,
particularly with auditory hallucinations. This auditory corol-
lary discharge may also therefore, contribute to establishing the
distinction between self and other in verbal communication. A
recent study used MEG to compare valid and invalid predic-
tions made between visual speech input and auditory speech
signals (Arnal et al., 2011). From their results, they inferred that
top down predictions were coded by slower frequencies of neu-
ral activity, whereas prediction errors in audiovisual speech were
reflected by high frequency ranges. In a social interactive setting,
i.e., during natural verbal communication, Stephens et al. (2010)
found that spatiotemporal brain activity of the speaker and the
listener became synchronized, and the greater this coupling, the
greater the understanding. The findings also revealed anticipa-
tory neural responses in the listener, particularly in the striatum,
medial prefrontal cortex (MPFC) and dorsolateral prefrontal cor-
tex (DLPFC), areas that also encode the reward prediction error
and value representation.

An extension of one forward model framework of action, the
MOSAIC model, has been applied to explain social interaction
(Wolpert et al., 2003). The model parallels the sensorimotor loop
between the forward model and the incoming sensory informa-
tion, with the social interactive loop being between self-generated
and observed communicative actions. Communicative actions are
thought to be generated from the motor commands observed by a
confederate, which consequently causes changes in the observer’s
mental state, which in turn initiates communicative actions from
the other person, which are perceived by the observer. This for-
ward model of social interaction is proposed to allow us to make
predictions and learn about the likely behavior of another per-
son in response to our own communicative behavior. An inverse
model of action in social interaction is proposed to be used
to access the hidden mental states of others, and consequently
predict their behavior. The internal models of other people are
considered to be decoded and learned through the mappings
between our own actions and our own mental states as a priori
information, thereby using our own motor system to compute the
internal mental states of others, and are consequently suggested to
form a basis for theory of mind.

There are crucial differences between the hypotheses of the
mirror neuron system and forward models of action. Internal
forward models of action are likely to be coded in the cerebel-
lum (Wolpert et al., 1998). Consequently, neuroimaging studies
have suggested that some of the characteristics of internal mod-
els of action, seen from cerebellar activity, can be extended to
understanding higher-level cognitions including optimization of
behavior toward long-term goals and social interaction, particu-
larly in predicting and understanding of others’ actions, theory
of mind and language processing (Imamizu and Kawato, 2009).
Separate mechanisms in the cerebellum may underlie different
processes for switching internal models, with predictive switch-
ing being based on changes in context, and postdictive switching
being based on the sensorimotor prediction error (Haruno et al.,
2001). Though interestingly, activity associated with the predic-
tion error, used for the postdictive switch, was found in the
inferior parietal lobule (IPL) (Imamizu and Kawato, 2008), an

area implicated in the human mirror neuron network (Chong
et al., 2008).

It is evident that predictive mechanisms of simulation and
inference are likely to be central to both the mirror neuron
system and social forward models of action, and may underlie
fundamental processes recruited in social interaction. Predictive
forward models of action generated from efference copies also
may provide the basis for being able to dissociate ourselves from
others, on different levels of processing and in different sensory
and cognitive modalities. Novel comparisons can be established if
forward models of action and the mirror neuron hypothesis are
framed in a predictive coding scheme, and consequently stimu-
lating more dialog between the mirror neuron work and work on
forward models, while also having implications for social cogni-
tion. A crucial issue in making such comparisons is the degree to
which neural activity associated with simulated/imagined actions
or forward models of planned actions constitutes the same activ-
ity as that seen during the execution of a motor action.

PREPARING, PREDICTING, AND IMAGINING ACTIONS
The dynamic changes in neural activity during preparation,
online control, and imagination of one’s own movements are
likely to correspond with, and be embedded in, the neural pro-
cesses recruited in the prediction of action kinematics and action
understanding, during observation of others during social inter-
action (Grezes and Decety, 2001). One crucial and unresolved
issue when discussing the role of prediction in social cognition
and motor actions is to what degree preparatory, imagined, pre-
dictive, and observational motor responses overlap in terms of
neural activity and cognitive function. For example, it may be
the case that preparing for an action recruits a forward model,
and therefore, the associated neural activity could in part reflect
the generation of the forward model and the corollary discharge.
It is also not clear as to whether imagined actions also recruit a
forward model, but without the matching process of incoming
sensory feedback, which could also apply to the observation of
others’ actions in social interaction. To further clarify the role
for motor-related neural activity in social interaction and social
cognition, these issues need to be first resolved.

An ERP that has been found to be associated with motor
preparation is the contingent negative variation (CNV) (Walter
et al., 1964). The CNV partly overlaps with the lateralized
readiness potential (LRP), another similar motor preparatory
response. Kilner et al. (2004) have found that a CNV is also
evoked for observed actions, reflecting a preparatory or predic-
tive response to others’ actions. The LRP is thought to reflect
choice response (Coles, 1989), whereby lateralized motor cortex
activity is seen according to the hand used for response, before
the response is made. The LRP could be another ERP to use for
future explorations of how these preparatory motor responses
interact with social cognitions and social contexts, such as task-
sharing and action co-representation (Hollander et al., 2011). If
forward models are involved in motor preparation, then such
ERPs most likely reflect the neural processing of the efference copy
or corollary discharge for both one’s own and for others’ actions.

It is quite possible that the neural activity seen in preparatory
motor responses substantially overlaps with the neural activity
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during the prediction of one’s own and of others’ forthcom-
ing actions. Predictable stimuli lead to faster reaction times, for
which the temporoparietal junction (TPJ) has been implicated
in terms of predictive motor coding (Jakobs et al., 2009), an
area also crucial to the mentalizing network. Prediction and sim-
ulation of an observed action in real-time is most relevant to
everyday action observation and action understanding in social
interaction. Graf et al. (2007) showed subjects actions where
part of the movement sequence was occluded, demonstrating
better predictive performance when the timing of the occluder
duration fit with the predicted movement, therefore suggesting
that predictive mechanisms involved in the observation of oth-
ers’ actions uses real-time simulations. An intriguing study from
Miles et al. (2010) found that mental time-travel, i.e., imagining
the past and the future, correlated with the direction of sub-
jects’ movements, with subjects swaying forward when thinking
about the future and swaying backwards when thinking of the
past, suggesting an embodied representation of time and space.
Interestingly, Mitchell (2009) highlights overlapping brain areas
responsible for mental state inference and remembering the past,
imagining the future, and spatial navigation to argue that internal
self-projections are central to theory of mind processes.

The difference between the underlying neural processing
involved in imagining and observing actions has relevance to the
ideomotor theory of action. Recently, numerous confirmations
of ideomotor principles have been revealed with neuroimaging
techniques, particularly with studies demonstrating motor cortex
activation for imagined actions (e.g., Decety, 1996). The ideo-
motor principle has also been used to explain imitation in an
attempt to overcome the correspondence problem of imitation,
in that movement specifics are not directly observable by the
observer, and therefore, there is no direct way to match sensory
input of another’s actions onto our own sensorimotor system
(Iacoboni, 2009; Massen and Prinz, 2009). Imagined actions and
events have also been found to influence self-monitoring (De
Lange et al., 2007; Turner et al., 2008), inferring a possible role
in self-referential processing and consequently also in dissociat-
ing between self and other. An intriguing fMRI study has revealed
that the prediction of sequential patterns can evoke activity in
areas of the premotor cortex that are related to motor proper-
ties of the context of the prediction (Schubotz and von Cramon,
2002), without the execution of an action. This suggests that
there may be a somatotopic mapping during the prediction of
upcoming sequential events on corresponding motor cortex. The
specificity of neural activity and dynamic changes involved in
action execution, observation, and imagination are yet to be fully
clarified. Paradigms investigating neural activity and behavior in
more ecologically-valid social interactive scenarios, such as those
using cooperative actions, are likely to shed more light on these
questions.

PREDICTING AND MOVING TOGETHER
Studies investigating coordinated and cooperative actions are
particularly relevant to social interaction and everyday social sce-
narios, in addition to passively observing actions. Joint action
can be defined as a social interaction whereby two people coor-
dinate their actions, often with a shared goal in mind (Sebanz

et al., 2006), in other words, a co-representation of the action
and its goal (Wenke et al., 2011). Given the implied role of the
mirror system in imitation, co-representation, and coordinated
actions, similar predictive mechanisms of prediction and simu-
lation recruited during action observation in the mirror system
could also be extended to apply to joint action, imitative, and
synchronous behavior.

Imitation and synchronization of action with another person
may reflect preparatory or anticipatory offline mechanisms dur-
ing action observation and online real-time prediction of action
(Konvalinka et al., 2010). Both may rely on similar processes of
motor simulation in the brain that directly relate to inferential
and predictive processes, in terms of prediction of forthcoming
action and forward models of action, whereby an internal rep-
resentation may guide imitation and synchronization facilitating
matching of the other’s actions. Individual differences in the abil-
ity to make temporal predictions for forthcoming events have
been found during interpersonal sensorimotor synchronization
(Pecenka and Keller, 2011), suggesting that temporal predictions
could be trained through observation (Scully and Newell, 1985),
and are also a necessary precursor to causal predictions, and
action-effect contingencies. Therefore, the ability to make tempo-
ral action predictions may also be directly related to the ability to
make more high-level, non-motor causal associations, inferences,
and interpretations in social scenarios, such as during the process
of mentalizing.

Automatic imitation and mimicry are thought to reflect under-
lying shared neural representations of action and mirror system
related activity (Brass and Heyes, 2005). Imitative performance
can be modulated by the social context of the action such as
whether the performer is a human or not, the degree to which
the observer relates to the performer of the action (Kühn et al.,
2011), the level of self-focus (Spengler et al., 2010), the strate-
gic context (Cook and Bird, 2011) and social attitudes (Cook
and Bird, 2011). Synchronized movement promotes coopera-
tive behavior (Wiltermuth and Heath, 2009) and the degree to
which we perceive others as similar to ourselves (Valdesolo and
Desteno, 2011) and the ability to pursue mutual goals together
(Valdesolo et al., 2010), thereby also likely encouraging social
cohesion. Joint action and interpersonal synchrony can also be
influenced by social context, including perceived group mem-
bership (Chartrand and Bargh, 1999; Miles et al., 2011). Muller
et al. (2011) found that ethnically white participants only showed
a joint compatibility effect when observing a white hand, but
not for a black hand, though this was eliminated when subjects
were asked to take the perspective of the performer. Differences
in group relations were also found to influence the tendency to
co-represent remembered items of the co-actor (He et al., 2011).
In addition to this, Humphreys and Bedford (2011) used neuro-
logical patients to infer that theory of mind and joint action may
have some common neural substrate.

It is clear that much work has already been done to investigate
the interdependency between high-level social cognitive process-
ing and low-level motor processes. The top-down influence of
social information on bottom-up neural motor activity and the
apparent embededness of social cognitive processing in the pro-
cessing of both one’s own and others’ motor actions demonstrates
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the potential coupling of movement to social cognition. It is also
evident that predictive mechanisms of simulation and inference,
and predictive coding frameworks, provide a fruitful foundation
on which to build further common dialogs between currently dis-
parate research disciplines and theoretical viewpoints. However, it
is not only the motor response associated with the observation of
others’ actions that is represented in the observer’s brain, but also
includes the consequence of the outcome and the implications of
the observed action in terms of error, feedback, and reward, and
therefore consequently influencing decision-making and learn-
ing. Predictive mechanisms also lie at the core of the processes of
evaluation of the outcomes of others’ actions, and can be applied
to both non-social and social contexts.

COGNITIVE CONTROL AND ERROR MONITORING IN A SOCIAL CONTEXT
The ability to accurately detect and process errors is crucial for
learning. Certain EEG ERPs are thought to be indices of error-
processing and the reward prediction error. The feedback-related
negativity (FRN) is evoked when negative or positive feedback is
given following response choice and is considered to be an index
of reward prediction and expectancy violation (Holroyd and
Coles, 2002). An error-related negativity (ERN) is seen follow-
ing the onset of muscle activation during an erroneous response
in a forced choice reaction time task (Falkenstein et al., 1990).
The ERN is an index of error-processing and response monitor-
ing, when the intended response is different from the executed
response (Baker and Holroyd, 2011), and has been found to orig-
inate from the anterior cingulate cortex (ACC) (Dehaene et al.,
1994). Both the ERN and FRN are intrinsically linked to each
other and are mediated by the mesencephalic dopamine system
and projections to the ACC (Holroyd and Coles, 2002).

Some studies have recently shown that corresponding brain
activity involved in error and feedback processing can also be
evoked by the observation of others’ performance. An ERN and
FRN is evoked when watching other people’s mistakes (observa-
tional ERN or oERN) (Van Schie et al., 2004) and when observing
feedback from other people’s response choices (observational
FRN or oFRN), respectively, with the oERN and oFRN both also
thought to originate from the ACC (Yu and Zhou, 2006). Shane
et al. (2008) have confirmed the activation in the ACC, in the dor-
sal region, during one’s own and observation of a confederate’s
errors, with additional activity also being found in orbitofrontal
areas and premotor cortex. Though, interestingly, a dedicated net-
work appears to be active only when observing others’ errors,
which includes the inferior parietal cortex (IPC) and the rostral
and ventral parts of the ACC (r/vACC), with the IPC correlating
with measures of perspective-taking and the r/vACC correlating
with self-reported empathetic concern (Shane et al., 2008, 2009).
Another recent study found activity in the MPFC, an area associ-
ated with the mentalizing network, specifically activated for errors
that affected others (Radke et al., 2011).

Observational error and feedback processing also seems to be
influenced by the degree of self-relatedness and the interpersonal
relationship between the observer and the performer, i.e., if the
performer is a friend or a stranger, with differences seen in activ-
ity in error-related brain areas (Newman-Norlund et al., 2009),
and in error-related (Carp et al., 2009) and feedback-related ERPs

(Kang et al., 2010; Ma et al., 2011). Competition and cooperation
appear to modulate processing of observed errors to the degree
that they influence performance monitoring and even modify
performance adjustments. For example, when observing some-
one else’s errors, it appears that a post-error slowing occurs for
one’s own errors in a cooperative scenario, although there is a
post-error speeding in the competitive scenario (De Bruijn et al.,
2012; Nunez Castellar et al., 2011). An ERN has also been found to
be evoked by observed errors performed by cooperators, whereas
observed correct responses of competitors evoked a later ERN
(Koban et al., 2010). It has been confirmed that this activity is
likely to be not just associated with self-reward, but is a reflection
of performance monitoring and updating of expected outcomes
based on others’ actions (De Bruijn et al., 2009). The FRN and
oFRN have also been shown to be modulated by competition
and cooperation (Itagaki and Katayama, 2008; Rigoni et al., 2010;
Van Meel and Van Heijningen, 2010), suggesting that this neural
response is influenced by both the benefit or loss to oneself, and
the benefit or loss of others (Marco-Pallares et al., 2010).

These studies all demonstrate how the neural processing of
both one’s own and others’ errors and feedback can be directly
influenced by social context and by differences in the social
relationships between confederates involved in a social scenario.
Therefore, the central role of error and feedback in predictive
mechanisms of inference and learning provides a fundamental
link between prediction and social cognition. However, an impor-
tant note to make here is that it is not clear as to how others’
gains interact with our own processing and valuation of reward,
i.e., from the observed choices of others. This is a crucial issue,
as it addresses the degree to which others’ gains can be reward-
ing for us. Differences in neural activity may be wholly reflecting
some form of “empathetic” response to others’ experience, or,
though not mutually exclusive, may be an index of the relevance
of the reward to oneself, as the outcome of others’ choices may be
indirectly associated with a reward for us.

SOCIAL LEARNING AND SOCIAL REWARDS
Observational learning is acquired through making associations
between actions and their outcomes, and the value associated
with that action and the predicted outcome. It is becoming more
apparent that there are some common cognitive and neural pro-
cesses driving both active experiential learning and observational
social learning. In particular, social learning has been proposed
to be based on the same simple processes recruited in associa-
tive learning. Heyes (2011) compares learning across different
species suggesting that learning only becomes social through
adaptation to interactions with conspecifics, and “tuning in” of
perceptual, attentional, and motivational information channels to
other social agents. She convincingly argues that social learning
does not involve mechanisms that are different from those used
in non-social learning, and therefore do not have special “social”
properties. In support of this, Jones et al. (2011) found neural
activity in areas associated with basic reinforcement learning dur-
ing a task involving acceptance from peers. One fMRI study also
revealed similar underlying neural mechanisms during social val-
uation and non-social associative reward-based learning, finding
a “social prediction error” (Behrens et al., 2008). Computational
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modeling has also been used to relate the brain network respon-
sible for reward-related processing with the theory of mind net-
work (Behrens et al., 2009). Therefore, the principles underlying
associative learning can also be extrapolated to explore the role of
predictive mechanisms in observational social learning.

It is already known that the processing of reward is dependent
on the context in which the reward is presented (Nieuwenhuis
et al., 2005). Although, there is much evidence to suggest that
there is something special about social contexts (e.g., coopera-
tion versus competition) and social relations (e.g., ingroup versus
outgroup) that modulate the computation of value. Differences
in activity can be seen in brain areas associated with motivated
behavior and reward evaluation when a social betting task is
compared to non-social betting (Nawa et al., 2008), namely the
amygdala, the right DLPFC and the ventral striatum. The process-
ing of feedback and one’s own experience of reward, for others’
gains or losses interacts with how the observer views the other
person, in terms of the opinion or social evaluation of them. Our
own valuation of objects can be influenced by others’ opinions,
as Campbell-Meiklejohn et al. (2010) demonstrated differences
in activity in the ventral striatum, an area thought to code pre-
diction error-related activity, depending upon the opinion of an
“expert” reviewer. Ratings of subjective value and the associated
neural activity have also been shown to be affected by the valua-
tions made by one’s peers, particularly in the nucleus accumbens
and the orbitofrontal cortex (OFC) (Zaki et al., 2011). In addition,
the dorsal striatum has been found to encode reward prediction
errors in both one’s own experiential instrumental conditioning
and the observation of others’ (Cooper et al., 2012). There is
some evidence to suggest that there may be a common under-
lying neural network related to one’s own valuation of rewards
and the valuation of others’ action outcomes during observational
learning, which may culminate in the ventromedial prefrontal
cortex (VMPFC) (Behrens et al., 2008; Hare et al., 2010). A
review of social preferences collates numerous fMRI studies to
find common activation in the dorsal and ventral striatum for
the processing of social rewards, with these areas substantially
overlapping with areas related to reinforcement learning and
anticipation of monetary reward (Fehr and Camerer, 2007), fur-
ther adding to the argument for shared neural representations for
one’s own and others’ rewards.

Sescousse et al. (2010) found prediction error-related activ-
ity in the ventral striatum, anterior insula, and the ACC for
monetary reward, and from the presentation of erotic stimuli,
suggesting some common coding of prediction errors regardless
of the type of reward, social or not. However, a more recent study
found distinctions between brain areas activated during the pro-
cessing of financial reward feedback, and the valuation of social
stimuli, suggesting some separability between the brain’s classi-
cal reward circuit and the network responsible for the valuation
of social stimuli (Evans et al., 2011). Furthermore, a distinction
between action prediction errors and outcome prediction errors
have been made in neural areas associated with observational
learning (Burke et al., 2010). The action prediction error is pro-
posed to reflect the discrepancy between expected and observed
action choices, coded in the DLPFC, and the outcome predic-
tion error is thought to represent the discrepancy between the

expected and observed outcome received by others, coded in the
VMPFC.

In social learning, it may be the case that social context and our
opinion of others induces different motivational states that cor-
respond to different utility functions, in terms of reinforcement
learning theory and expected utility theory, which consequently
dictate social decisions and future social judgments. The moti-
vational states in learning theory (Niv et al., 2006) are mappings
of the utility onto the outcome, whereby valuation is driven by
both external factors (i.e., the probability of the occurrence) and
the internal context (the motivational, emotional, and cognitive
state). This could be paralleled in social contexts in which the
internal state is driven by predetermined judgments and opinions
of the other person and our intrinsic social needs (the inter-
nal context), that is weighed up against a statistical probability
calculation based on prior experience, learned through socially
relevant stimuli and cues (the external factor).

There is conflicting evidence to argue for and against a distinc-
tion between social observational and non-social/active learning.
However, it appears that more weight is given to the side that
proposes a lack of distinction, in that both largely share some
common neural substrates, with both also utilizing a form of
prediction error, associated with both the valuation of one’s
own and of others’ outcomes in non-social and social scenar-
ios, respectively. Although it is clear that social learning involves
an additional dimension in which the social context can directly
influence the valuation of an outcome. The social context cre-
ated by the external environmental situation (e.g., competition
or cooperation) or by internal motivational states (including that
created from prejudice or through the social relationship with a
confederate) can determine the valuation of rewards from others’
outcomes. Consequently, social contextual factors will contribute
to the formation of social judgments and as a result could also
drive decision-making in social situations.

SOCIAL DECISION-MAKING AND ECONOMIC GAMES
Social decision-making deals with high-level computations based
on complex socially relevant information such as fairness, trust,
social norms, and social preference. Economic decision-making
in social contexts, though apparently recruiting additional pro-
cesses, is still rooted in reward processing and cognitive control,
and can also be framed in terms of probabilistic predictive com-
putations, and consequently has been shown to involve similar
neural structures in both social and non-social decision-making.
This has been largely explored with economic games that include
a social component, often with some form of social interaction.

Feedback indicating a violation of a social norm and social
expectation has been shown to evoke an FRN, suggesting that
the brain treats social deviance in a similar way to a prediction
error (Harris and Fiske, 2010; Kim et al., 2011). Klucharev et al.
(2009) also confirmed this with activity seen in the ACC and sup-
plementary motor area when there is conflict with a social norm.
It is likely that cooperative behavior and biding by social norms
is based on observational learning and inference-based processes
(Boyd and Richerson, 1988; Seymour et al., 2009; Yoshida et al.,
2010). These findings relate closely to studies showing the effect
of others’ opinions on our own valuation of objects, as previously
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mentioned. Popularity ratings have been shown to influence the
valuation of adolescents’ ratings of music, and interestingly, the
tendency to change one’s opinion of a song positively correlated
with activity in the anterior insula and the ACC (Berns et al.,
2010). Activity in the DLPFC and ACC, both crucially involved
in cognitive control and error processing, have consistently been
found to be activated when making moral decisions, in particu-
lar, when making decisions between fair and unfair offers (Sanfey
et al., 2003; Greene et al., 2004). A study using a social compar-
ison scenario that induced self-reported envy found that activity
in the dorsal ACC was positively correlated with levels of envy
(Takahashi et al., 2009). The ACC and DLPFC have also been
shown to be activated when one breaks a promise, as compared
to fulfilling that promise (Baumgartner et al., 2009).

The overlap between reward prediction error-related neural
activity and activity utilized in social judgments implies an under-
lying role of prediction in more complex, higher-level socially
relevant psychological processes, such as empathy, trust, judg-
ments of fairness, envy, shame, and guilt. Activity in the ventral
striatum has been found during the experience of mutual human
cooperation, as opposed to cooperating with a computer (Rilling
et al., 2002, 2004), with two other reward-related areas implicated
in reciprocated cooperation, namely the caudate nucleus (Rilling
et al., 2002, 2004; Delgado et al., 2005) and the OFC (Rilling et al.,
2002, 2004). It is likely that people experience some hedonic plea-
sure when acting altruistically (Thibaut and Kelley, 1959), which
outweighs the potential financial cost. This is confirmed in stud-
ies showing activity in the reward circuit when giving charitable
donations (Moll et al., 2005; Harbaugh et al., 2007). A proposed
computational model of decision-making demonstrates that the
application of reinforcement learning theory in game-theoretic
social interactions and imitative or inference based observational
learning can be used to generate altruistic behavior (Seymour
et al., 2009). The evaluation of fairness and the social compar-
ison of monetary rewards have been associated with activity in
the ventral striatum (Fliessbach et al., 2007), with fairer offers
also inducing greater activation in the VMPFC and higher subjec-
tive ratings of happiness (Tabibnia et al., 2008). The VMPFC has
also been found to be implicated in judgments of trust (Krajbich
et al., 2009) and being trusted by others (Li et al., 2009). The
DMPFC, caudate nucleus, and the striatum have been shown to
be activated when learning the trustworthiness of another per-
son (King-Casas et al., 2005). Findings of activity in the VMPFC,
medial OFC, and DLPFC in emotional synchrony of another per-
son also relate to this (Kühn et al., 2011). Implicit judgments of
trustworthiness from facial cues influence social decision-making
(Van ‘T Wout and Sanfey, 2008; Schlicht et al., 2010), and the use
of reinforcement learning models of trustworthiness also suggests
that the evaluation of trust is based on probabilistic beliefs that
are dynamically updated according to the proceeding experience
and prediction error (Chang et al., 2010).

The substantial overlap between areas encoding prediction
errors, error monitoring, and those implicated in social decision-
making tasks implies a common neural basis for social and non-
social decision-making processes. This therefore, also highlights
the central role of predictive mechanisms of inference in social
decision-making and the formation of complex social judgments.

In addition to shared neural representations of others’ motor
actions, outcomes of others’ actions, and the implications of oth-
ers’ actions on the observer, there can also be shared sensory and
emotional experiences when watching others. This then brings
us closer to a conceptualization of empathy in which we not
only experience the cold cognitive processes of others, but also
experience others’ emotional state during observation.

PREDICTING OTHERS’ FEELINGS
An interesting study has recently shown synchronized arousal,
reflected in heart rate data, among spectators and fire-walkers
during observation of a collective ritual (Konvalinka et al., 2011).
Just as sensorimotor matching or motor resonance can occur
during action observation, it appears that other people’s sen-
sations and emotions can also be contagious and therefore,
has consequently been linked with the mirror system. A recent
fMRI meta-analysis of areas implicated in the human mirror
system found significant overlap with areas involved in emo-
tional processing (Molenberghs et al., 2012). Observed tactile
stimulation can induce shared experiential and neural represen-
tations of the others’ somatosensation, including another’s pain.
Threat detection is involved in evaluations of trustworthiness
and social decision-making. This clearly has adaptive advantages
for survival and has evolved from the ability to efficiently per-
ceive fear-related stimuli, and can also be transmitted through
social interaction. Fear-conditioning is likely to be based on sim-
ilar predictive mechanisms as in reinforcement and associative
learning, and these principles could legitimately be extended to
explain the social transmission of fear by observational learn-
ing processes. Emotional contagion forms the basis for affective
empathetic responses (Decety and Ickes, 2009), which may be
founded on internal predictive or anticipatory emotional repre-
sentations (Gilbert and Wilson, 2007). Simulations of emotions,
or “pre-feelings,” may not only be used to imagine future emo-
tional states, but may also be used to simulate others’ emotional
states in social interactive scenarios.

Observing actions, tactile, and painful stimulation in oth-
ers all invoke activity in the brain of the observer in sec-
ondary somatosensory cortex (SII) and BA2 (Brodmann Area
2—posterior primary somatosensory cortex), which is adjacent
to SII (Keysers et al., 2010). Some authors have pointed out
a lack of distinction between motor and somatosensory activa-
tion during the observation of others’ actions, and consequently
argue for a lack of distinction between somatosensation and
motor processes in the hypothesized mirror neuron system (De
Vignemont and Haggard, 2008). Numerous fMRI studies have
confirmed this overlap showing activation of SII, but more signif-
icant activation of BA2 during action observation (Grezes et al.,
2003; Dinstein et al., 2007; Gazzola et al., 2007; Gazzola and
Keysers, 2009; Turella et al., 2009). Empathy and self-versus-
other-related processing can also influence somatosensory per-
ception (Jackson et al., 2006; Lawrence et al., 2006). Serino
et al. (2009) found that tactile somatosensation on one’s own
face, while observing another person’s face being touched, was
enhanced when the observed face was of the same ethnic or polit-
ical group. Serino et al. (2008) also previously discovered that
viewing one’s own face can enhance tactile sensitivity, which is
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also reflected by enhanced neural activity in a ventral parietal area
in a later fMRI study (Cardini et al., 2011). This also appears
to work in the other causal direction, in which somatosensory
stimulation of one’s own face can improve self-face recognition
(Tsakiris, 2008).

The prediction error signal has a crucial role in fear-
conditioning and avoidance behavior, achieved by learning rela-
tionships between harmful events and environmental stimuli
(Delgado et al., 2008; McNally et al., 2011; Spoormaker et al.,
2011). Many different animals can evidently learn fear from the
observed fear-related behaviors of a conspecific (e.g., John et al.,
1968; Kavaliers et al., 2001; Munksgaard et al., 2001; Knapska
et al., 2010). Aversive learning can be communicated by primates
through fearful face expressions, with some studies providing
support for the suggestion of common processes in fear con-
ditioning and observational fear learning (Mineka et al., 1984;
Mineka and Cook, 1993). Facial expressions are also one of
the main ways for socially transmitting fear in humans, with
the expression of another’s response to stimuli serving as the
Pavlovian aversive US (unconditioned stimulus) for the observer
(Gerull and Rapee, 2002). Other physical cues can also lead to
learned fear responses through observation (Berber, 1962), and
even just abstracted information about a fearful response can lead
to social transmission of fear (Hygge and Ohman, 1978), though
this is also determined by context (Lanzetta and Englis, 1989;
Singer et al., 2006). Neuroimaging studies reveal similar networks
involved in both fear conditioning and observational fear learn-
ing. Primarily, the amygdala is central to the processing of fear,
from both one’s own experience and from others’, though addi-
tional areas have been implicated exclusively in observational fear
learning, including the anterior insula and ACC, possibly reflect-
ing anticipation, and parts of the MPFC likely to be involved in
some mental state inferential processing of the observed person
(Olsson et al., 2007).

Fear and pain are directly related to one another, and in a
social context, observing someone else’s pain can induce a rep-
resentation of that pain in the observer, with activations seen
in the observer’s somatosensory cortex (Cheng et al., 2008).
Observation of others’ pain is also directly related to the social
transmission of fear. Neural responses induced by empathy for
others’ pain have also been shown to be modulated by perceived
fairness (Singer et al., 2006), group membership (Forgiarini et al.,
2011), emotional closeness (Beeney et al., 2011), emotional con-
text (Han et al., 2009), self-relatedness (Perry et al., 2010), the
identity of the person being observed and personality differ-
ences of the observer (Mazzola et al., 2010; Goubert et al., 2011).
Goubert et al. (2011) have presented an intriguing account of the
observation of pain and pain-related fear from an observational
learning perspective, with added recent experimental evidence
(Helsen et al., 2011). In support of this, Meulders et al. (2011)
have demonstrated that pain-relevant fear conditioning is driven
by associative learning mechanisms. It may also be the case that
learned aversive behavior is directly linked to reward processing,
in that it has been shown to be modulated by monetary reward
(Guo et al., 2011), and the avoidance of aversive outcomes may
in itself be rewarding, and therefore reinforcing aversion avoiding
behavior (Kim et al., 2006).

In sum, it is evident that anticipatory neural responses, and
predictive coding in the context of learning, are crucial to empa-
thetic somatosensory representations of others’ experiences and
consequently have a central role in observational learning of
fear and pain and emotional contagion. The learning of aver-
sive behavior, transmitted socially by others, will have substantial
mediating effects on social decision-making and social behav-
ior. Both fundamental predictive inferential mechanisms and
high-level expectations are likely to be at the root of such pro-
cesses, with interaction and interdependence between processing
levels forming the basis for fear-related social decision-making.
Predictive mechanisms of simulation and inference are likely to
form the underlying processes that allow us to have empathy for
others’ pain and to learn about aversive stimuli through observa-
tion. The ultimate function of shared representations of others’
actions, errors, rewards, sensations, and emotions is likely to be
the basis for understanding others’ minds in social interaction.
Arguably, at the highest level of understanding others’ minds is
the ability to make inferences about others’ mental states, which
may be founded upon many of the principles already discussed.

PREDICTING OTHERS’ MINDS
In social neuroscience, “mentalizing” or “theory of mind” refers
to the ability to infer the mental states of others, ultimately to
predict another person’s behaviors, and is a central topic of dis-
cussion. Daunizeau et al. (2010) present a meta-Bayesian model
for solving the Inverse Bayesian Decision Theory problem, which
is the problem of inferring the hidden causes of sensory signals
under a prior assumption about the causes. These signals are hid-
den both in our own experience of sensory input and also hidden
from the observer when observing others’ behavior, as we do not
have perceptual access to these sensory signals. When observing
others, the problem is that we are required to determine some-
one else’s prior beliefs and goals with only their behavior as the
information available to infer this. This meta-Bayesian solution
has been suggested to explain processes such as metacognition,
mental state inference, and theory of mind. A recent predictive
model of theory of mind has been proposed by Baker et al. (2011),
which relies on Bayesian inferential statistics to model belief and
goal-dependent action, which is mediated by the state of the envi-
ronment and perceptual access to the belief state, and by general
knowledge of the world and by general preferences. Bayes’ rule is
used to model mental state inference, in which action understand-
ing is acquired from integrating “bottom-up information from
observed actions and top-down constraints from the prior to
infer the goal, given observed actions and the environment.” This
inverse planning model is described to account for goal-based
predictions of future actions in new situations, according to pre-
dictions formed from similar previous experiences. Comparable
to this, the mental state inference model (MSI), another compu-
tational model of mental state inference, uses forward models of
action in a prediction circuit to incorporate visual feedback as the
control mechanism for inferring the goals and intentions of oth-
ers through mental simulation or motor imagery (Oztop et al.,
2005). Mental state inference and theory of mind may represent,
and be achieved by, the culmination of many fundamental predic-
tive inferential, and simulation processes related to the processing
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of others’ actions, errors, rewards, and emotional cues. It is also
evident that the models of mental state inference that incorporate
some predictive principles, such as Bayesian inferential statistics
and forward models of action, can accurately simulate behavior.

DISCUSSION
SUMMARY
In the present article, we sought to review findings from a huge
body of literature on the role of prediction in perception, action,
and learning. Specifically, our aim was to highlight the relevance
of prediction in the realm of social neuroscience. Accordingly,
prediction, in its many forms, plays a central and fundamental
role in social cognition. In light of the interaction and interde-
pendence of predictive processes at different levels of processing
and inference, such processes are best represented by hierarchical
models of the brain, as this also reflects the hierarchical struc-
ture of the cortex, with top-down predictions being conveyed
through backward connections, and prediction errors being prop-
agated forward across the cortical hierarchy. Previous experience
shapes and guides our current behavior and the choices we make.
Predictive coding models that include generative forward models
and Bayesian statistical inference present a plausible mechanis-
tic platform to integrate a broad range of topics. Adaptive social
behaviors and social learning relies on updating states based
on prediction errors. Experience-dependent development of sen-
sorimotor coupling may be crucial to the development of the
sensorimotor representation of the embodied self and a sense
of agency. Among these, this article draws numerous parallels
between fundamental principles of cognition, previously thought
to be non-social, with cognitive processes required for social
interaction.

Three main points are proposed in our review that link pre-
dictive mechanisms in the brain to processes encompassed in
social cognition. The first point is that both bottom-up sen-
sory input and top-down expectancies for non-social cognitive
processes, founded upon predictive principles of inference and
simulation, are responsible for social cognitive processes, and are
essential for the processing of social information. It is suggested
that the development of such non-social predictive mechanisms
are crucial in the development of socially relevant neural and
psychological processes. Secondly, but not unrelated to the first
point, this review highlights a number of studies which imply that
there may not be a categorical difference between related social
and non-social cognitive processes, particularly also in terms of
the neural substrates of such processes. The similarities between
neural activity recruited for our own experiences and during the
observation of others’ appear to outweigh the differences. Thirdly,
it is clear that the framing of stimuli in a social context can have
a modulatory influence on non-social predictive neural activity
and behavioral processes. Social contextual information evidently
has a substantial additive contribution to top-down modulations
of bottom-up sensory input. Generative forward models of per-
ception and action may integrate social information to facilitate
mental state inference and understanding of others’ actions and
intentions. It is also legitimate to propose the existence of “social”
forward models that compete against each other, with other non-
social forward models and with bottom-up sensory input. It is

also evident that there is a bidirectional relationship between
social information and sensory processing, i.e., both a forward
and inverse relationship.

COMPETING “SOCIAL” INTERNAL MODELS
Multiple bottom-up and top-down predictive systems are likely to
be at play in the brain, working together, and competing against
one another in different levels of processing, being both hierar-
chical and parallel in nature. Evidence for this can be seen in
the induction of interference in action-perception coupling (e.g.,
Zwickel et al., 2010a,b), whereby predictive systems compete with
each other. Anscombe (1957) states that there an almost infi-
nite number of possible inferential descriptions of a single action.
Comparatively, there are also an infinite number of inferential
interpretations of social cues, socially relevant stimuli, and social
scenarios. There may be internal “social” models that compete
with other top-down internal models, and bottom-up sensory
information, consequently causing the modulatory effect of social
information and social context on action, perception, learning,
and other cognitive processes. These generative “social” internal
models would be acquired through previous social experience
and social knowledge. This suggestion of competing social predic-
tive systems working in synchrony is supported by the MOSAIC
model for sensorimotor control and social interaction (Wolpert
et al., 2003), which proposes distributed cooperation and com-
petition of internal models whereby forward and inverse models
compete for overall control. Competition between predictive sys-
tems is also likely at different levels of information processing,
whereby bottom-up prediction in terms of perception and action
compete with likelihood estimations and top-down prior beliefs
(i.e., knowledge established from social experience) in addition
to the top-down priors proposed in current Bayesian predic-
tive models of perception and action. Top-down modulations of
prediction in social contexts are likely to be multidimensional,
including both cognitive and affective dimensions. Evidence of
competing predictive systems from the modulation of sensori-
motor control and action planning by social information (Ferri
et al., 2011; Sartori et al., 2009a,b) and emotional context is clearly
illustrated with numerous studies mentioned in this review.

SOCIAL PREDICTION ERRORS
A category of social prediction errors are likely to be present
in social learning, social action and interaction, and social
expectancy violations, reflecting the discrepancy between expec-
tation and actual experience in social situations. These subse-
quently may be founded upon similar cognitive processes and
neural substrates as prediction errors coded in non-social con-
texts. The difference between a social and non-social prediction
error would be that the social prediction error is mediated by
additional modulating factors, including social knowledge and
expectations of others’ behavior. For example the coding of the
social reward prediction error, when observing the outcomes of
others’ choices, may produce a prediction error similar to that
produced when one observes the outcome of one’s own choice,
but rather the value becomes relative to the effect of the observed
outcome on the observer, i.e., how rewarding other’s rewards are
to the observer. As already mentioned, this can be modulated by
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cooperation and competition, and by the relationship between
the observer and the performer. A social action prediction error
could be generated when predicting, simulating, or inferring oth-
ers’ actions in a social interaction, as described by the MOSAIC
model of social interaction (Wolpert et al., 2003). Another cate-
gory of prediction error that may be specific to social interaction
could be a higher-level complex prediction error that is founded
upon previously learnt social information whereby expectancies
about others’ social behavior are formed. This could be produced
in circumstances such as when social norms are violated or when
promises are broken. Expectations, or predictions, for this specific
social behavior prediction error could come from cultural knowl-
edge, or may be created by contextual information. Contextual
information for social expectancies could come externally from
environmental cues, and particularly the context of the social
situation, or could be generated from internal cues such as an
individual’s affective state, or from a cognitive bias, such as an
attributional bias.

THE “PREDICTIVE” BRAIN AS A FOUNDATION FOR THE
“SOCIAL” BRAIN
Due to the coupling of action, perception, and learning, it may
not be valid to consider these domains as separable or indepen-
dent, and consequently predictive coding models dealing with
these domains may overlap to the degree unto which they also
operate under some common processes. This may also be the case
for socially relevant cognitions in that the fundamentals of per-
ception and action are embedded in processes considered to be
specially “social,” but instead could be structural and functional
extrapolations of these fundamental principles that link action,
perception, and learning, i.e., fundamental predictive mecha-
nisms. Therefore, it also follows that it is improbable that distinct
neural structures or networks can be found as responsible for
predictive mechanisms, which may also parallel the ubiquity and
omnipresence of the “social brain” and the neural correlates of
social cognition and social interaction. As evident from many of
the studies mentioned in this article, there is substantial overlap
between the “predictive” brain (see Bubic et al., 2010) and the
“social” brain (e.g., Abu-Akel and Shamay-Tsoory, 2011), includ-
ing areas such as the DLPFC, MPFC, DMPFC, ACC, TPJ, OFC,
medial temporal areas, precuneus, ventral striatum, amygdala,
lateral parietal areas and the motor, premotor and somatosensory
cortices.

The modulation of predictive sensory, motor and learning
processes, and associated neural activity by social information,
could be explained merely by an enhanced attentional orientation
toward stimuli that have saliency created by the social relevance.
Social information may not be of a categorically different type,
as compared to non-social information, but instead could just
have a higher level of priority in terms of information process-
ing in the brain, and therefore be more pronounced in terms
of saliency, and consequently capturing attention and utilizing
greater cognitive resources. This would be in line with work on
social cue orienting; findings of automatic attentional orientation
to social cues (Driver et al., 1999), gaze cues and joint atten-
tion (Friesen and Kingstone, 1998). Tipper et al. (2008) found
little difference between brain areas activated with social cues

and non-social cues, though this is also contrasted by other con-
flicting studies (Greene et al., 2009). Prioritizing the processing
of social information over non-social information, in terms of
attentional orientation and cognitive resources, may have had
some adaptive evolutionary benefits for survival and reproductive
success.

EVOLUTION OF THE “PREDICTIVE” AND THE “SOCIAL” BRAIN
The ability to accurately predict future events is always a major
challenge for all living creatures, particularly because a failure
to learn from errors may have fatal consequences. This sug-
gests that natural selection has strongly operated on predictive
mechanisms, however, in very different ways. Hibernators, for
example, can “predict” future food shortages, even if they have
never experienced such a situation before. In other words, their
predictive knowledge is innate. In the case of our own species,
future scenarios are much more diverse, and therefore, even more
unpredictable. Consequently, prediction mechanisms need to be
more flexible, are more dependent on feedback (to adjust goal-
setting), and are perhaps more independent on actual sensory
input. For example, humans readily learn that there may be a
food shortage in the future, independent of the current food sup-
ply. In addition, the complexity of social encounters in ancestral
and contemporary societies has shaped predictive mechanisms
to become more sophisticated in social matters. Successfully pre-
dicting the behavior of conspecifics has almost certainly paid-off
reproductively.

From an evolutionary point of view, it is conceivable that pre-
dicting and anticipating the sources of potential threat, but also
the availability of food resources, is largely independent of specific
“social” contexts. Arguably, however, in primates and humans,
the increasing complexity of social environments may have left
its mark on how predictive mechanisms operate in the brain.
Put another way, predictive mechanisms have been constantly
shaped by environmental contingencies that, in the case of pri-
mates, consequently became more social, and less non-social.
Living in complex social groups or troops certainly poses dif-
ferent demands on predictive mechanisms compared to living a
solitary life. For example, while social group living provides pro-
tection from predation, it also increases intersexual competition
for mates. Consistent with this assumption, Sallet et al. (2011)
have shown that social network size and social status in Macaques
was correlated with gray matter volume in the superior temporal
cortex and rostral prefrontal cortex and with increased connec-
tivity between frontal and temporal areas, suggesting that the size
of the social group an individual is able to cope with impacts on
both brain structure and function (Sallet et al., 2011). Arguably it
should also be advantageous to be able to correctly predict the
behavior of conspecifics. Therefore, individuals who have been
better in predicting others’ behavior may have been those whose
genes benefitted from a greater reproductive success. If correct,
this strongly suggests that selection pressures operating on pre-
dictive mechanisms have made them more malleable by social
matters. A hypothesis derived from these considerations would be
that the brain areas concerned with “social” prediction are simi-
larly moulded by the complexity of the social environment (i.e.,
network size).
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WHEN THE “PREDICTIVE” BRAIN GOES WRONG
The relationship between predictive mechanisms in cognition
and the brain, and social cognition also has implications in
psychopathology. If the development of predictive mechanisms
have evolved with increasing complexity, with the adaptation of
social cognitions as a result of this, then it is also probable that
deficits of social cognition (such as theory of mind, empathy,
imitation, self-recognition) are manifested by underlying distur-
bances in the “predictive brain” in pathologies like psychopathy
(Hare, 1980), autism (Mundy et al., 1986), and schizophrenia
(Brüne, 2005). Brazil et al. (2011) found a reduced ERN in psy-
chopaths only when observing others’ actions, when compared
to non-psychopathic subjects. However, they also found a reduc-
tion in the ERP for correct responses, therefore reflecting a more
general deficit in the processing of others’ action outcomes in
psychopathy. These findings suggests that deficits in higher level
social cognitions, such as empathy, may also be related to pro-
cessing of others’ actions and action understanding, and would
therefore be reflected in associated neural activity. This is also
suggested by studies that have found abnormalities in mirror-
neuron related activity in people with autism (Oberman et al.,
2005) and schizophrenia (Singh et al., 2011) as indexed by EEG
and the mu rhythm suppression, although conflicting results
make this still unclear (Raymaekers et al., 2009). It has been sug-
gested that psychosis may be partly caused by disturbances and
dysfunctions of predictive mechanisms in different domains and
in different levels of predictive processing. A deficit in funda-
mental predictive mechanisms of cognition may be expressed in
certain psychotic symptoms, including passivity symptoms such
as disturbances in sense of agency, auditory hallucinations, and
delusions of control (Fletcher and Frith, 2009; Corlett et al.,
2010), which are intrinsic to both social cognition and predictive
mechanisms. Inherent of this may also be the abnormalities seen
in error-processing in schizophrenia and the concurrent effects
on learning, cognitive control, and self-monitoring (Carter et al.,
2001).

CONCLUSIONS AND FUTURE DIRECTIONS
Future studies may aim to directly compare social and non-social
predictive processes in the brain and in behavior to further elu-
cidate how prediction is linked with social cognitive processes.
This article encourages a number of questions, with testable
hypotheses, which could be addressed by future work. Firstly
it is suggested that neural structures and networks involved

in non-social predictive processing, such as those coding for
the prediction error and the efference copy, are also essentially
utilized in social decision-making, social learning, and social
interaction. Meta-analyses of functional imaging studies com-
paring analogous social and non-social cognitive processes will
give more insight into this. It is also proposed that further work
be done to investigate the interaction between top-down social
information and expectations, non-social top-down priors and
bottom-up sensory input, and the competition between these.
Behavioral experiments comparing interference between levels of
social and non-social processing, and computational hierarchi-
cal models would be useful to investigate such questions. This
may also reveal different degrees of prioritization of information
processing according to social versus non-social categorization
of information. Pathological conditions associated with impair-
ments in social functioning may serve as appropriate models to
explore the independence of social cognition from predictive pro-
cessing. Fletcher and Frith (2009) present a Bayesian framework
for explaining the positive symptoms of schizophrenia and the
potential for dysfunctions of underlying predictive mechanisms,
such as the prediction error, corollary discharge, and efference
copy, being at the core of such symptoms. If distinct patterns of
impairment in predictive cognitive processes exist in such psy-
chopathologies, it can be hoped that these can be therapeutically
targeted to concurrently improve social functioning, and also to
reduce other pathological symptoms related to predictive pro-
cessing. Social interaction requires the understanding of others’
beliefs, intentions, and emotions, which are formed from our own
internal representations, and predictions, of others’ mental states,
though it is still under debate as to where and how internal rep-
resentations of other social agents are represented in the brain.
The use of a predictive coding framework provides conceptual
scaffolding to bridge different domains of cognition and differ-
ent research disciplines. In exploring social neuroscience under
the guise of prediction, a more integrated and inclusive approach
is permitted to understand the brain as a whole and not just a sum
of its parts.
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People differ considerably with respect to their ability to initiate and maintain cognitive
control. A core control function is the processing and evaluation of errors from which
we learn to prevent maladaptive behavior. People differ strongly in the degree of error
processing, and how errors are interpreted and appraised. In the present study it was
investigated whether a correlate of error monitoring, the error negativity (Ne or ERN), is
related to personality factors. Therefore, the EEG was measured continuously during a
task that provoked errors, and the Ne was tested with respect to its relation to personality
traits. The results indicate a substantial trait-like relation of error processing and personality
factors: the Ne was more pronounced for subjects scoring low on the “Openness”
scale, the “Impulsiveness” scale and the “Emotionality” scale. Inversely, the Ne was
less pronounced for subjects scoring low on the “Social Orientation” scale. The results
implicate that personality traits related to emotional valences and rigidity are reflected in
the way people monitor and adapt to erroneous actions.

Keywords: personality, response monitoring, error monitoring, error negativity, EEG

INTRODUCTION
From our everyday experience we know that the efficiency
of monitoring behavior and coping with undesired outcomes
of one’s own actions differs considerably between subjects.
Furthermore, subjects differ considerably with respect to how
they interpret and appraise such outcomes. Especially the com-
mitting and processing of errors plays a crucial role with respect
to the adequate adaptation of behavior. A correlate of response
monitoring has caught considerable attention during the last
two decades. Following erroneous responses in a typical choice
reaction experiment a sharp negative deflection at fronto-central
electrode position in a simultaneous EEG measurement can be
observed: the error negativity (Ne, Falkenstein et al., 1990) or
error-related negativity (ERN, Gehring et al., 1993). This find-
ing supports the idea of a common response monitoring system,
which is involved in monitoring and adapting behavior with
respect to external or internal events. The sources of the Ne
have been located repeatedly in the anterior cingulate cortex
(ACC) (Dehaene et al., 1994; Debener et al., 2005; Hoffmann and
Falkenstein, 2010), and it is assumed that the Ne is elicited by
striatal dopamine projections (Holroyd and Coles, 2002).

Indeed, several neurophysiological studies indicate a relation
of the Ne to the functioning of the dopamine system, for example
studies which investigated schizophrenia (Mathalon et al., 2002),
attention deficit disorder (Liotti et al., 2005), alcohol consump-
tion (Holroyd and Yeung, 2003), or aging (Nieuwenhuis et al.,
2002; Beste et al., 2009; Hoffmann and Falkenstein, 2011).

Most models about the functional role of the Ne assume
that it reflects a detection mechanism of undesirable or unex-
pected events (Holroyd and Coles, 2002; Ridderinkhof et al., 2004;
Alexander and Brown, 2011). The Ne is thought to reflect the
degree by which an event (be it external or internal) is worse than
expected Holroyd and Coles (2002), or unexpected (Alexander

and Brown, 2011). A competing hypothesis, the conflict hypoth-
esis suggests that the Ne is the result of a temporal overlap of
competing responses. The higher the concordance between all
activated possible responses, the higher the conflict and thus
the larger is the Ne amplitude (Botvinick et al., 2001, 2004; van
Veen et al., 2001). However, several more recent results contradict
the conflict hypothesis (e.g., Carbonnell and Falkenstein, 2006;
Masaki et al., 2007).

All hypotheses so far assume that the Ne is related to the detec-
tion of unexpected or undesirable or conflicting events. Such
events need control to be avoided on-line or at least in the future
(Hoffmann and Falkenstein, 2012). More recent studies suggest
the Ne to reflect the activity of a common response monitoring
system (Debener et al., 2005; Hoffmann and Falkenstein, 2010;
Roger et al., 2010) evaluating state-goal discrepancies perma-
nently and inducing cognitive control. This activity as reflected
in the Ne appears to be integrated in pre-frontal cortex (PFC)
functions dealing with the maintaining or execution of cognitive
control. It is well known that the PFC, and more specifically the
ACC, is central to inhibitory control (Braver et al., 2001). Also,
ACC functioning has top down effects even on sensory processes
(Sarter et al., 2006; Danielmeier et al., 2011). Thus, ACC and PFC
appear to be central to the control of internal states (Devinsky
et al., 1995).

Anyway, people differ considerably not only with respect to
performance, but also with respect to how they are concerned
with making errors. For example people suffering from obses-
sive compulsive disorder show an enhanced Ne, and its amplitude
is related to the severity of symptoms (Gehring et al., 2000).
Also, simply being more worried about committing errors is pre-
dictive for an enhanced Ne (Hajcak et al., 2003). Furthermore,
the Ne appears to be related to negative affective experience
(Hajcak et al., 2004). A reversed pattern can be observed in poorly
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socialized individuals, here the Ne is reduced (Dikman and Allen,
2000).

Taking into account the core structures involved in response
monitoring and learning, i.e., dopamine system, amygdala, insula,
and PFC (de Bruijn et al., 2009; Gentsch et al., 2009; Jocham
and Ullsperger, 2009; Ullsperger et al., 2010), reasonable pre-
dictions can be made about the expected morphology of the
Ne with respect to the way errors are processed and interpreted
by the individual (for a recent review see e.g., Hoffmann and
Falkenstein, 2012). For example, in anxious subjects like obsessive
subjects and worriers, negative affect arising from committing an
error might activate the ACC more than in normal subjects which
is reflected in a larger Ne (Gehring et al., 2000; Ernst et al., 2006;
Segalowitz and Dywan, 2009). On the other hand, individuals
with reduced amygdala activations might have reduced PFC acti-
vation to inhibit responses of the nucleus accumbens, which in
turn might lead to a reduced Ne (Ernst et al., 2006). Typically,
these subjects experience a heightened sensation-seeking ten-
dency. Accordingly, risk-taking is correlated with the Ne ampli-
tude (Santesso and Segalowitz, 2009). Also, subjects scoring high
on neuroticism show a larger alteration of the Ne if motivation
is being manipulated (Pailing and Segalowitz, 2004). In sum,
it appears that the Ne is strongly affected by emotional aspects
of personality. Boksem and his coworkers (Boksem et al., 2006)
related the Ne to the Behavioral Inhibition System (BIS/BAS)
scales, which are based on a biopsychological theory of person-
ality (Gray, 1987, 1989). They found that subjects scoring high on
the BIS scale, i.e., who are particularly sensitive to punishment,
displayed larger Ne amplitudes. Also, it was already shown that
the Ne was increased for subjects scoring high in negative affect
and negative emotionality scales, at least at an early time point
of the conducted experiment (Luu et al., 2000). Finally, Ruchsow
et al. (2005) found the Ne to be related to impulsivity: highly
impulsive subjects display a reduced Ne. However, Santesso and
Segalowitz (2009) found no relation of the Ne to impulsivity and
punishment, but rather to empathy and risk raking.

In sum there does not exist very much work on the relation of
error processing and personality, and the results are partly con-
tradictory. Thus, the purpose of the study was to test whether the
Ne is related to a wider range of personality factors. Therefore, a
classic personality inventory, the Freiburg Personality Inventory
(FPI-R, Fahrenberg et al., 1989), was utilized in order to test rela-
tions of the Ne and personality factors which conceptually inte-
grate the “normal” range of personality dimensions which are, if
showing extreme expressions, indicators of pathologies typically
mediating Ne effects (anxiety, violation of social norms, social
orientation). Also, these personality dimensions should incorpo-
rate emotional reactivity (e.g., empathy, impulsivity). Therefore,
the study focused on the personality traits “Openness”, “Social
Orientation”, “Emotionality”, and “Impulsiveness” as measured
by the FPI-R. Table 1 provides an overview of how these dimen-
sions are conceptualized.

METHODS
PARTICIPANTS
A student sample of 28 healthy young subjects participated
(11 females). Subjects were aged between 19 and 30 years

Table 1 | Measured personality dimension of the FPI-R in the present

study.

Dimension Description

Openness Oriented to social norms, concerned of making a
good impression, unable to be self-critical, closed
vs. admitting minor weaknesses and common
violations of social norms, unembarrassed

Social orientation Self-concerned, uncooperative, little solidarity vs.
taking social responsibility, helpful, considerable

Emotionality Emotionally stable, self-confident, having life
content vs. emotionally labile, hypersensitive

Impulsiveness Controlled, calm, composed vs. easy aroused,
hypersensitive, uncontrolled

(mean = 22.7, SD = 2.5) and gave written informed consent prior
to participation. Subjects received 10, –C/h payment for partici-
pation. The study was conducted according to the code of ethics
of the World Medical Association (Declaration of Helsinki) and
was proofed by the local ethics committee. The data of three par-
ticipants had to be rejected due to too few errors (N = 1) and bad
data channels in the EEG (N = 2).

GENERAL PROCEDURE AND EXPERIMENTAL DESIGN
Participants were seated in an ergonomic chair in front of a
backprojection beamer display. The distance from display to par-
ticipants was about 120 cm. The viewing angle was for all target
stimuli 1.5◦. Stimuli were presented in mild gray on a dark gray
background. Subjects were asked to response by a button press of
the left or right index finger. The experiment consisted of 720 tri-
als, from which the first 80 trials (training trials) were discarded
from further analysis. A short break was provided at 1/3 and 2/3
of the trials. Prior to participation of the EEG experiment all par-
ticipants filled out the FPI-R and the STAI-T in a separate room.
Instructions for the questionnaires were given according to the
instruction of the manuals.

For inducing errors a modified global-local task was con-
ducted. During the experiment a combination of two letters (F, H)
of different size (small, large) was presented during each trial.
The large letters had a viewing angle of 1.5◦, and the small
ones a viewing angle of 0.5◦. The instruction of the participants
was to respond to the smaller (local) or larger (global) letter
according to a predefined instruction: “attend to the small let-
ter” (local), “attend to the large letter”(global), “ignore the small
letter”(global), and “ignore the large letter”(local). This instruc-
tion was presented to the subjects as a pre-cue 1000 ms prior to
presentation of the target stimulus. Subject had to respond to
the to-be-attended letter, or to the not-to-be ignored letter. The
attended letter H required a button press of the right index fin-
ger, and the letter F a response with the left index finger. This
stimulus-response mapping was fully balanced, i.e., half of the
participants should respond the other way round.

Following their button press, participants received a feedback
according to their performance (“good”, “error”, “too slow”). An
adaptive deadline was utilized (Rinkenauer et al., 2004; Hoffmann
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and Falkenstein, 2010, 2011) in order to minimize speed-accuracy
tradeoff. This means that the maximum time during which par-
ticipants had to respond without receiving the feedback “too
slow” was adapted online by estimating the percentage of errors
during the last 40 trials. If the error rate was lower than 8% the
deadline was decreased by 50 ms; if the error rate was above 12%
the deadline was increased by 50 ms. This way the deadline was
adapted to the error rate, and not to the mean RT, which prevents
reliably from a strong speed-accuracy trade-off.

EEG-RECORDINGS AND ANALYSIS
The EEG was recorded from 60 standard electrode sites using
an active electrode system (actiCap©, BrainProducts). EOG was
recorded vertically from above and below the right eye (vEOG)
and from the outer canthi of both eyes (hEOG). EEG and
EOG were digitized at 1000 Hz and the recording was con-
ducted using an average reference amplifier system (QuickAmp©,
BrainProducts).

The EEG was analyzed using EEGLAB (Delorme and Makeig,
2004) and Matlab©. Initially, data were filtered (0.1–30 Hz) using
a phase-shift free IIR Butterworth filter. Subsequently, the data
were segmented relative to the button press (–0.5 to 1.0 s) and
pruned automatically from artifacts by a statistical thresholding
procedure (Delorme et al., 2007). Then the EEG was re-referenced
to linked mastoids. For removal of ocular artifacts independent
component analysis was conducted by applying extended info-
max (Lee et al., 1999) with default settings as implemented in
EEGLAB. Ocular artifacts were removed by applying an objec-
tive automatic artifact removal algorithm which combines spatial
and temporal features of independent components for artifact
detection (Mognon et al., 2010).

Following this the automated thresholding protocol was con-
ducted a second time in order to remove residual artifacts. Finally,
event-related potentials were calculated for correct and erroneous
responses, respectively. The Ne was measured as a difference wave
between correct and erroneous response-related activity. From
this difference wave the Ne was extracted as a peak-to-peak mea-
sure at FCz, i.e., as the difference between the local maximum in
the time range from –50 to 0 ms and the local minimum in the
time range from 0 to 100 ms. The rationale for this was to yield an
estimate of the error-specific variation in the post-response ERP.
In the following this difference is termed Ne. This measure was
correlated with the personality questionnaire scores.

Additionally, sLORETA estimations of the source of varia-
tion between the response-related ERPs of correct and erro-
neous responses corresponding to the Ne peak were conducted.
sLORETA can be used to estimate the sources generating the
variance between two experimental conditions. sLORETA is an
improved version of LORETA. The main difference is that sources
are estimated based on standardized current density allowing
a more precise source localization than the previous LORETA-
method (Pascual-Marqui, 2002; Pascual-Marqui et al., 2002).
sLORETA was performed with the scalp maps of the Ne and
corresponding time window of the correct response to find the
generators of these maps. This was done by comparison of the
voxel-based sLORETA-images (6239 voxels at a spatial resolu-
tion of 5 mm; MNI template) of both response types. Statistical

quantification was conducted by using the sLORETA-built-in
voxelwise randomization tests (5000 permutations) based on
statistical non-parametric mapping (SnPM), corrected for mul-
tiple comparisons (Nichols and Holmes, 2002). The voxels with
significant differences (p < 0.05) were located in specific brain
regions.

BEHAVIORAL DATA
Reaction time data were analyzed by means of repeated mea-
sures ANOVAs with the factors accuracy (correct vs. erroneous
responses) and cue (global vs. local). Only RTs in the time range
from 100 to 1000 ms were included in the analysis. Error rates
were analyzed by a T-test. Effect sizes are provided by means of
partial eta squared (η2

p) and Cohen’s d.

QUESTIONAIRE DATA AND Ne
For assessing personality dimensions the Freiburg Personality
Inventory was utilized in its revised version (FPI-R, Fahrenberg
et al., 1989). The FPI-R is a structured objective measure of
personality traits. It consists of 128 items which are grouped
on 10 primary scales and two secondary scales. The former
consist of the dimensions “Life satisfaction”, “Social orienta-
tion”, “Achiement orientation”, “Inhibitedness”, “Impulsiveness”,
“Aggressiveness”, “Strain”, “Somatic complaints”, “Health con-
cern”, and “Frankness/Openness”. The two secondary scales con-
sist of “Extraversion” and “Emotionality,” which shall measure
Eysencks’s Extraversion/Introversion and Neuroticism constructs.
The FPI-R is one of the most used and best assessed personal-
ity inventories in the German language area and yields sufficient
reliability (Cronbachs’ alpha between 0.73 and 0.83). All analy-
ses were restricted to personality factors from which it can be
assumed that they are conceptually related to cognitive control,
which are “Openness”, “Social Orientation”, “Emotionality”, and
Impulsiveness”. Due to the sample size, which was not sufficient
for multiple regression analysis, the sample was divided into high
and low scoring subjects by a median split of the questionnaire
data. Therefore, “high” and “low” groups did not consist exactly
of the same number of subjects (which was due to a slight skew-
ness in the data and the fact that the final sample consisted
of 25 subjects). Subsequently, the relation of Ne and personal-
ity factors was assessed by means of Welch T-Tests that account
for different N and unequal variances. Reported are always
T-Values and corrected degrees of freedom. Additionally, effect
sizes are provided by means of Cohen’s d in order to ease power
estimations.

RESULTS
BEHAVIORAL DATA
Repeated measures ANOVAs revealed a significant effect for
the factors cue [F(1, 24) = 24.76, p = 4.42 − 05, η2

p = 0.51] and

accuracy [F(1, 24) = 27.48, p = 2.25e − 05, η2
p = 0.53]. However,

a significant interaction of cue and accuracy [F(1, 24) = 36.23,
p = 3.25e − 06, η2

p = 0.6] revealed that RTs did not differ
between the global and local conditions if the responses were
erroneous, but they were considerably longer for the local con-
dition of correct responses compared to correct responses in
the global conditions (compare Figure 1). Error rates were lower
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FIGURE 1 | Reaction times (RT) as a function of Cue (global = dark

gray, local = gray) and response type (errors vs. correct),

bars = standard error of the mean.

for the global compared to the local condition [4.6 vs. 6%;
t(24) = −2.36, p = 0.013, d = 0.47].

Ne AND QUESTIONNAIRE DATA
There was a clear error negativity observable in the data [Figure 2;
t(24) = 8.81, p = 2.76e − 09, d = 1.32]. sLORETA localized the
Ne complex in the ACC [Tal(x,y,z) = Tal(x,y,z) = −10, 35, 25,
t < −4.3, p = 0.01]. In this task, the Ne amplitude was nega-
tively correlated with the error rate [r = −0.53, t(23) = −2.99,
p = 0.006].

The Ne was larger for subjects scoring high vs. low
on the “Social Orientation” scale [t(21.71) = 2.29, p = 0.01,
d = 0.91] and smaller for subjects scoring high vs. low
on the scales “Openness” [t(18.6) = 3.01, p = 0.003, d =
1.22], “Impulsiveness” [t(17.889) = 2.19, p = 0.02, d = 0.88] and
“Emotionality” [t(17.75) = 1.92, p = 0.03, d = 0.78]. Figure 3
summarizes these results.

However, since the error rate was correlated significantly with
the Ne, and the error rate itself might well be correlated with per-
sonality traits further analyses were necessary. Therefore, partial
correlations between Ne and personality dimensions, controlled
for error rates, were calculated. This was done by calculating
a linear regression between Ne and error rate (Ne = b*error
rate) and correlating the residuals of this linear fit with the
personality scores. Again, the Ne was less pronounced for sub-
jects scoring high on the scales “Openness” [t(18.1) = 1.833, p =
0.04, d = 0.74], “Impulsiveness” [t(19.028) = 2.304, p = 0.01, d =
0.93], and “Emotionality” [t(17.97) = 1.89, p = 0.037, d = 0.77].
However, the relation of Ned and “Social Orientation” did only

show a trend toward significance [t(21.57) = 1.34, p = 0.096,
d = 0.53].

SUMMARY AND DISCUSSION
The core result of the present study is that the Ne was clearly
related to personality traits closely associated with social and
emotional dimensions as well as behavioral flexibility. As such the
Ne was correlated with the factors “Openness”, “Impulsiveness”,
“Emotionality”, and “Social Orientation”. After cancelling out
the variance due to error rate, the first three dimensions still
correlated with the Ne. The large effect sizes (Cohen’s d > 0.7
on average) indicate a strong relation, which cannot be due to
spurious correlations.

This is, at least to our knowledge, the first time that such
strong relations are shown. Although a moderate relation of the
Ne and personality factors has already been shown (e.g., Pailing
and Segalowitz, 2004; Santesso and Segalowitz, 2009), this pat-
tern is a bit heterogeneous. This might be due to different tasks,
measurement systems and more importantly, different personal-
ity constructs. For example the study of Pailing and Segalowitz
(2004) utilized the NEO-PI-R that measures five more global per-
sonality dimensions (with comparable reliability like the FPI-R),
whereas the FPI-R measures 12 dimensions. Also, the number of
participants (N = 18) was relatively low for regression analyses.
Though the present study tested at least 25 subjects this number is
still not sufficient for an adequate multivariate testing, i.e., mul-
tiple regression analyses. Therefore, we focused on “dimensions
of interest” in one specific test that has been tested extensively
in the German area. For more general analyses with higher sta-
tistical power more participants are necessary (Tabachnick and
Fidell, 2001). Also, it has to be kept in mind that personality
tests are sensitive to cultural influences. Furthermore, personal-
ity questionnaires do not have the same reliability as performance
measures. This difference in the measurement error might lead
to false insignificant correlations: if one of two samples is less
reliable than the other one, the correlation of both might be
underestimated. From the Ne it is known that it is quite reli-
able across measurements and within subjects and thus it can be
interpreted as a trait-like correlate of ACC integrity (Segalowitz
et al., 2010; Weinberg and Hajcak, 2011). Moreover, the reported
Ne reliability was between 0.56 and 0.67, which is compared to
modern psychological tests relatively low. For example the relia-
bility of the test utilized in the study reported here lies between
0.73 and 0.81 (according to the test manual). These coefficients
are typical for good scales in this research area. Also, it has to
be kept in mind that in contrast to psychometric tests the mea-
surement of the Ne is not standardized, nor exist norm values.
Furthermore, the acquisition and analysis protocol differs from
laboratory to laboratory. Thus, in the case of the Ne it is not
clear where the measurement error comes from: is the Ne itself
less reliable or is this reliability due to a measurement error? This
question cannot be answered from concepts of classical test theory
(like reliability). In sum this might be one reason why there exist
only few studies reporting relations of the Ne and personality fac-
tors. Nevertheless, it can be expected that the Ne, as a correlate of
response monitoring per se, should be correlated with personality
factors which incorporate the evaluation of one’s own behavior.
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FIGURE 2 | Response-related potentials for correct and erroneous

responses (response: time point zero) as well as corresponding

topographies at the time point of maximum deflection in the Ne. Lower

panel: sLORETA estimate of the Ne (Tal(x,y,z) = −10, 35, 25). The sLORETA
estimations of all participants’ topographies were projected on an averaged
normalized brain (MNI template).

What is surprising in the present study is the relation
between the Ne and several personality dimensions. However,
this becomes clearer if having a look at the inter-correlation
of the personality factors: of course they are, at least to some
degree, conceptually related to each other. Thus, with respect to
the relation of the measured personality dimensions these results
are not so unexpected. Subjects scoring low in the “Openness”,
“Impulsivity”, and “Emotionality” scale showed a larger Ne,

which is in line with results from clinical samples and previ-
ous studies dealing with the relation of personality and error
monitoring.

For recapitulation: “Openness/frankness” refers to a personal-
ity ranging from oriented toward social norms (following norms,
introverted, making a good impression) to admitting violations of
social norms or being unconventional. In the present study, sub-
jects that tended to admit social norms or to be unconventional
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FIGURE 3 | Average absolute values of the error-correct difference

for four personality dimensions according to the FPI-R (bars =
standard errors of the mean). The Ne was more pronounced for
subjection scoring low on the “Openness” scale, the “Impulsiveness”
scale and the “Emotionality” scale. Inversely, the Ne was less
pronounced for subjects scoring low on the “Social Orientation” scale.

showed decreased error negativities compared to subjects who
reported of being oriented toward social norms. According to
the authors of the FPI-R, high scoring subjects just don’t care
very much about conventions (Fahrenberg et al., 1989, p. 77).
The analogy to the results from studies dealing with psychopa-
thy lies at hand: in subjects with a psychopathy diagnosis, the Ne
is reduced (Munro et al., 2007; von Borries et al., 2010). Typically,
psychopaths show a lack of interest in social norms.

With respect to the trait “Impulsiveness,” which ranges from
calm, self-controlled to aggressive and spontaneous the results
indicate that subjects that reported being self-controlled showed
enhanced error negativities, which appears also to be predictable:
maybe these subjects are able to gain more “self-control,” which
is reflected in their capability of monitoring errors.

With respect to “Emotionality,” which ranges from emotion-
ally stable, controlled to being a bit anxiously and being more
pessimistic the results indicate that subjects which reported of
being more emotionally stable showed increased Ne amplitudes.
This appears to be not in line with studies showing enhanced
Ne amplitudes for subjects suffering from anxiety disorders or
depression (Olvet and Hajcak, 2008; Weinberg et al., 2010).
However, in sum it may be that low scoring subjects (in all three
scales) do not engage to a comparable degree like high scoring
subjects in the task. Here further research is necessary, for exam-
ple with studies experimentally varying task engagement. Also, it
has to be kept in mind, that the personality traits have to be dis-
tinguished from pathologies and thus only cautious conclusion
might be made.

The final scale, “social orientation” ranges from being self-
concerned, being uncooperative to feeling social responsible and
being helpful. Here the data pattern is inversed to the one that
could be observed in the other scales: subjects that scored low,
i.e., who reported being more helpful than being self-concerned
showed enhanced error negativities. If this scale is interpreted as a
scale that might capture a concept like empathy, this data pattern
reminds of the results of Santesso and Segalowitz (2009). They
showed that the Ne was enhanced in subjects scoring high on an
empathy scale.

In a nutshell, it could be concluded that since the personal-
ity variables measured herein are trait measures, the found effects
might reflect the degree to which individuals are concerned with
the outcome of their behaviors. Thus, the Ne might also reflect
trait-like emotional reactivity.
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A commentary on

Personality and error monitoring: an 
update
by Hoffmann, S., Wascher, E., and Falkenstein, 
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People differ strongly in the degree of error 
processing, and how errors are interpreted 
and appraised. In a recent study in Frontiers 
in Human Neuroscience, Hoffmann et al. 
(2012) investigated whether a correlate of 
error monitoring, the error negativity (Ne 
or ERN), is related to personality factors. 
They measured the EEG continuously dur-
ing a task that provoked errors, and the Ne 
was tested with respect to its relation to per-
sonality traits. The amplitude of the Ne was 
smaller in individuals who scored higher on 
the “Openness” scale, the “Impulsiveness” 
scale, and the “Emotionality” scale. By con-
trast, the Ne was larger in individuals who 
scored higher on the “Social Orientation” 
scale. These results are partly consistent with 
previous studies of associations between Ne 
and personality, and extent those associa-
tions to traits that had not been investigated 
before in this context. However, Hoffmann 
and colleagues missed some recent findings 
that may be important in the interpretation 
of their results.

Previous studies associated Ne ampli-
tude with various traits that often seemed 
very different from each other. We recently 
convincingly demonstrated that one thing 
those traits have in common is that they 
predict task engagement, suggesting that 
task engagement is a common underlying 
factor that predicts the amplitude of the 
Ne (Tops and Boksem, 2010). In a two-
study paper, we first showed that the traits 
that have been related to Ne amplitude 

in previous research are interrelated and 
have in common that they are correlated 
with the motivational trait of Persistence. 
This by itself supports the hypothesis that 
engagement is a common underlying  factor 
that predicts the amplitude of the Ne. An 
alternative factor, such as concern over 
social evaluation, may relate to Persistence 
and may perhaps explain the association 
of traits such as BIS and neuroticism with 
persistence, but does not seem involved in 
obvious ways in some of the other traits, 
such as Drive for reward, Impulsivity, 
and Absorption. Moreover, the second 
study provided additional support for the 
engagement hypothesis by showing that 
the traits interact with context to predict 
the Ne, such that trait–context combina-
tions that are likely to be associated with 
increased engagement predict larger Ne 
amplitudes. For instance, a trait measure 
of intrinsic motivation (Absorption) pre-
dicted both larger Ne amplitudes during 
the first part of performance when bore-
dom had not yet set in, and a larger decrease 
in amplitudes during later performance. By 
contrast, Constraint, a trait related to the 
resistance of temptation and distraction, 
predicted larger Ne amplitudes only dur-
ing later performance when boredom and 
fatigue increased temptations to disengage. 
We also review evidence that externalizing 
psychopathological syndromes in which 
reduced Ne amplitudes have been found 
are characterized by reduced Persistence, 
while internalizing syndromes such as 
obsessive compulsive disorder in which 
increased Ne amplitudes have been found 
are characterized by increased Persistence 
(Tops and Boksem, 2010).

The traits investigated by Hoffmann and 
colleagues are related to previously investi-
gated traits. For instance, “Impulsiveness” is 

associated with externalizing and the oppo-
site pole of Constraint. “Openness” (vs. 
following social norms and making good 
impression) and “Social orientation” (help-
ful vs. uncooperative) are both very likely 
correlates of the Agreeableness trait that we 
showed to relate positively to task engage-
ment, trait Persistence, and Ne amplitude 
(Tops et al., 2006; Tops and Boksem, 2010). 
Indeed, in their Discussion, Hoffmann and 
colleagues argued themselves that their 
traits were interrelated and may be associ-
ated with the level of engagement during 
task performance. Although this suggests 
that task engagement may provide a parsi-
monious account for individual differences 
in Ne amplitudes at the trait and state lev-
els, it cannot be ruled out that mechanisms 
behind the Ne are functionally implicated 
in negative affect or behavioral inhibition 
(e.g., Tops and Boksem, 2011). More stud-
ies are needed to address this unresolved 
issue.

One part of the results of Hoffmann and 
colleagues that appears to deviate from pre-
vious findings is their finding of an associa-
tion between “Emotionality” and smaller Ne 
amplitudes. Many studies related Ne ampli-
tude to individual differences that reflect 
anxiety, punishment sensitivity, or negative 
emotion traits and it has been suggested that 
the Ne reflects concern with the outcome 
of events, which may increase engage-
ment (Hajcak et al., 2005; Boksem et al., 
2006, 2008; Tops et al., 2006; Santesso and 
Segalowitz, 2009). However, it was recently 
found that Ne amplitude does not relate to 
such individual differences if trial-by-trial 
performance feedback is provided (Olvet 
and Hajcak, 2009). This could mean that 
also in the Hoffmann et al. study, the pro-
vision of performance feedback may have 
altered performance monitoring  processes 
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and error-related potentials because it was 
possible to rely on the performance feed-
back to monitor performance accuracy. 
However, significant Ne effects showed 
that there was error processing before 
feedback. Possibly, in the local-global task, 
some baseline level of performance moni-
toring is performed regardless of the pres-
ence of feedback, and is sufficient to detect 
error responses; the feedback may decrease 
excessive error-monitoring or error-related 
orienting responses that are related to anx-
ious and emotional traits, or may increase 
anticipatory processes related to potentially 
distressing feedback.

To conclude, future studies of individual 
trait and state differences in Ne amplitude 
should measure and/or manipulate task 
engagement to help interpret results and 
to investigate potential additional determi-
nants of Ne amplitude besides engagement. 
Among the factors that can be used for this 
purpose are measurements of traits such 
as Persistence, variations in task demands, 

task length and motivation, and interac-
tion between relevant traits and conditions 
(Tops and Boksem, 2010).
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Accumulating evidence suggests that individual differences in punishment and reward
sensitivity are associated with functional alterations in neural systems underlying error
and feedback processing. In particular, individuals highly sensitive to punishment have
been found to be characterized by larger mediofrontal error signals as reflected in the error
negativity/error-related negativity (Ne/ERN) and the feedback-related negativity (FRN). By
contrast, reward sensitivity has been shown to relate to the error positivity (Pe). Given that
Ne/ERN, FRN, and Pe have been functionally linked to flexible behavioral adaptation, the
aim of the present research was to examine how these electrophysiological reflections of
error and feedback processing vary as a function of punishment and reward sensitivity
during reinforcement learning. We applied a probabilistic learning task that involved
three different conditions of feedback validity (100%, 80%, and 50%). In contrast to
prior studies using response competition tasks, we did not find reliable correlations
between punishment sensitivity and the Ne/ERN. Instead, higher punishment sensitivity
predicted larger FRN amplitudes, irrespective of feedback validity. Moreover, higher reward
sensitivity was associated with a larger Pe. However, only reward sensitivity was related
to better overall learning performance and higher post-error accuracy, whereas highly
punishment sensitive participants showed impaired learning performance, suggesting
that larger negative feedback-related error signals were not beneficial for learning or
even reflected maladaptive information processing in these individuals. Thus, although
our findings indicate that individual differences in reward and punishment sensitivity are
related to electrophysiological correlates of error and feedback processing, we found
less evidence for influences of these personality characteristics on the relation between
performance monitoring and feedback-based learning.

Keywords: reinforcement learning, BIS, BAS, punishment sensitivity, reward sensitivity, error-related negativity

(ERN), feedback-related negativity (FRN), error positivity (Pe)

INTRODUCTION
Learning from reward and punishment is a prerequisite for flexi-
ble behavioral adaptation to changing environmental conditions.
There is, however, considerable evidence to suggest that indi-
viduals vary in their responsiveness to rewarding and punishing
stimuli (Depue and Collins, 1999; Pickering and Gray, 2001;
Corr, 2004). According to a prominent neurophysiologically ori-
ented theory of personality, three systems underlie interindividual
differences in reward and punishment processing (Gray, 1982;
Gray and McNaughton, 2000; McNaughton and Corr, 2004). The
behavioral activation system (BAS) is thought to be activated
by appetitive stimuli and to promote reward-directed approach
behavior. In contrast, the fight-flight-freeze system (FFFS) is pre-
sumed to be activated by aversive cues and to mediate defensive
avoidance. Activation of the behavioral inhibition system (BIS)
has been linked to the detection of conflict between competing
goals (e.g., approach-avoidance conflict), resulting in increased
arousal, focused attention, and enhanced information process-
ing. The BIS is assumed to inhibit prepotent response tendencies
and to arbitrate between conflicting BAS- and FFFS-controlled

behaviors by promoting risk-assessment along with a negative
processing bias. While reward sensitivity has primarily been
related to BAS-functioning, punishment sensitivity has been-
related to combined FFFS/BIS-functioning (Corr, 2004).

Recent findings indicate that BAS-reactivity is associated with
dopamine-dependent activity cortex (e.g., Beaver et al., 2006;
Hahn et al., 2009; Simon et al., 2010). BIS/FFFS-reactivity has
been linked to functional variations in a distributed network of
neural structures including septo-hippocampal system and amyg-
dala, possibly mediated by serotonergic and noradrenergic mech-
anisms (Gray and McNaughton, 2000; Smillie, 2008). Moreover,
a number of event-related potential (ERP) studies point to a link
between self-reported punishment sensitivity and functioning of
the medial prefrontal cortex (mPFC), specifically the anterior cin-
gulate cortex (ACC) (e.g., Boksem et al., 2006; Amodio et al.,
2008; Balconi and Crivelli, 2010). The ACC has been shown to be
involved in the processing of motivationally salient events such as
errors, conflict, and punishment cues, and more generally, in inte-
grating action selection with motivational and affective processes
(Devinsky et al., 1995; Shackman et al., 2011).
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The error negativity (Ne; Falkenstein et al., 1990), or error-
related negativity (ERN; Gehring et al., 1993) and the feedback-
related negativity (FRN; Miltner et al., 1997) are ERP correlates
of error or conflict monitoring and feedback processing that
are thought to reflect the evaluative functions subserved by
the mPFC/ACC (Ridderinkhof et al., 2004; Taylor et al., 2007).
The Ne/ERN is a fronto-centrally distributed negative deflec-
tion that peaks within 100 ms after an individual’s erroneous
response. A morphologically similar component, the FRN, is
elicited ∼250–300 ms following the presentation of performance
feedback. The FRN is more pronounced after negative compared
to positive feedback, indicating that it is sensitive to the valence
of an outcome (e.g., Gehring and Willoughby, 2002; Yeung and
Sanfey, 2004). Subjects scoring high on measures of negative
affectivity and punishment sensitivity appear to be characterized
by a larger Ne/ERN (Hajcak et al., 2003, 2004; Boksem et al., 2006,
2008; Amodio et al., 2008; Dennis and Chen, 2009) and FRN
(Sato et al., 2005; Balconi and Crivelli, 2010; De Pascalis et al.,
2010; Santesso et al., 2011a,b), presumably reflecting enhanced
reactivity of the medial prefrontal action monitoring system to
outcomes signaling potential threat. In line with this notion,
Boksem and colleagues (2008) found that high punishment sen-
sitivity was associated with larger Ne/ERN amplitudes when
participants tried to prevent monetary loss but not when they
aimed to maximize monetary gain.

Interestingly, Boksem and colleagues (2006, 2008) also
reported a positive correlation between reward sensitivity and the
error positivity (Pe; Falkenstein et al., 1990), a slow positive-going
deflection with a maximum amplitude between 200 and 400 ms
after an erroneous response. The Pe shows a centro-parietal scalp
distribution and has been mapped to distinct neural generators in
the (rostral) ACC and the parietal cortex (Van Veen and Carter,
2002; O’Connell et al., 2007). There is some evidence that the Pe
reflects salience or motivational significance of an error and thus
may be functionally related to the P300 (Overbeek et al., 2005;
Ridderinkhof et al., 2009). In addition, the Pe has been linked
to the conscious recognition of an error (Falkenstein et al., 1990;
Leuthold and Sommer, 1999; Nieuwenhuis et al., 2001; Endrass
et al., 2007). According to Boksem and colleagues (2006, 2008),
higher Pe amplitudes in subjects highly sensitive to reward might
indicate proactive engagement in the service of maximizing future
rewards.

Although the error-related ERP components have been pro-
posed to reflect processes that support flexible behavioral adap-
tation (Falkenstein et al., 1990; Gehring et al., 1993; Holroyd and
Coles, 2002; Yeung et al., 2004; Frank, 2005; Frank et al., 2007a),
it remains largely unclear whether variations in Ne/ERN, FRN,
and Pe amplitude as a function of punishment and reward sen-
sitivity are accompanied by behavioral alterations. On the one
hand, a central implication following from the conceptualiza-
tion of BIS/FFFS and BAS is that highly punishment sensitive
individuals should learn more efficiently from negative action
outcomes than less punishment sensitive individuals, whereas
high reward sensitivity should be associated with better learn-
ing under positive reinforcement (Pickering and Gray, 2001;
Corr, 2004). On the other hand, previous studies using rein-
forcement learning paradigms indicate that Ne/ERN and FRN are

neural manifestations of negative reward prediction errors, pos-
sibly coded by phasic activity of the midbrain dopamine system
(Holroyd and Coles, 2002; Frank et al., 2005). These error sig-
nals are assumed to be used by the mPFC to guide adaptive action
selection. In support of this view, it has been demonstrated that
larger Ne/ERN and FRN amplitudes are associated with a stronger
tendency to subsequently avoid the same maladaptive response
(Frank et al., 2005; van der Helden et al., 2010; Unger et al., 2012).

So far, most studies reporting a relationship between punish-
ment/reward sensitivity and ERP correlates of error and feed-
back processing have used response conflict and gambling tasks
(Boksem et al., 2006, 2008; Amodio et al., 2008; Santesso et al.,
2011b). To our knowledge, only one study has investigated the
influence of individual differences in punishment and reward sen-
sitivity on feedback processing in a Go-NoGo learning task (De
Pascalis et al., 2010). Although this study failed to obtain a signif-
icant correlation between punishment sensitivity and the FRN,
individuals with higher trait sensitivity to punishment showed
larger FRN amplitudes on NoGo trials than less punishment sen-
sitive individuals when the groups were defined by median split.
The main goal of the present research was to further investi-
gate the influence of individual differences in punishment and
reward sensitivity on error and feedback processing as reflected
in the Ne/ERN, FRN, and Pe. Specifically, we aimed to determine
whether the effects of punishment sensitivity on the Ne/ERN
and FRN are associated with changes in error-induced behavioral
adjustments during reinforcement learning.

To address these issues, we applied a reinforcement learn-
ing task that has been used by a number of previous studies
to examine learning-related changes in the Ne/ERN and FRN
(e.g., Holroyd and Coles, 2002; Eppinger et al., 2008). Since the
neural mechanisms of error processing have been shown to be
sensitive to the uncertainty of stimulus-response (S-R) mappings
inherent in a probabilistic learning task (e.g., Eppinger et al.,
2008; Gründler et al., 2009), we manipulated the validity of feed-
back information by including a deterministic learning condition
(100% valid), a probabilistic learning condition (80% valid),
and a chance condition (50%). In addition, we administered the
Carver and White (1994) BIS/BAS Scales to measure punishment
and reward sensitivity. It should be noted, that Ne/ERN, FRN, and
Pe have not consistently been found to vary as a function of pun-
ishment and reward sensitivity (e.g., Cavanagh and Allen, 2008;
Van den Berg et al., 2011). These inconsistencies might partly
result from the fact that some of the relevant studies used rel-
atively small samples (<30), limiting the generalizability of the
corresponding findings. The present study therefore included a
comparatively large sample of 105 participants.

At the behavioral level, we expected higher punishment sen-
sitivity to be associated more efficient error-related behavioral
adjustments, i.e., higher post-error accuracy. We also expected to
find a positive, albeit weaker, relationship between overall accu-
racy and both punishment and reward sensitivity, as punishment
and reward learning can contribute to better overall performance
on the task employed in this study. However, given that BIS and
BAS are thought to interact in that the activation of one system
inhibits the other, effects of punishment and reward sensitivity
on overall learning performance might be hard to detect in tasks
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involving both reward and punishment cues (Pickering et al.,
1997; Corr, 2002).

Regarding the relationship between reward and punishment
sensitivity and the ERP correlates of error and feedback process-
ing we expected to replicate previous findings that (i) punishment
sensitivity correlates positively with the magnitude of Ne/ERN
and FRN and (ii) reward sensitivity correlates positively with
the Pe.

Moreover, we examined whether the relations between punish-
ment/reward sensitivity and the error-related ERP components
vary over the course of learning. Specifically, we expected the
effects of punishment and reward sensitivity on the Ne/ERN and
Pe to be larger toward the end compared to the beginning of
learning as well as in the deterministic compared to the proba-
bilistic condition, reflecting the participants’ ability to represent
the correctness of their responses (Holroyd and Coles, 2002).
Importantly, previous findings indicate that larger Ne/ERN and
FRN amplitudes are associated with more efficient error-related
behavioral adjustments (van der Helden et al., 2010; Unger et al.,
2012). Moreover, it has recently been shown that hyperresponsiv-
ity to punishment cues might be reflected in a strengthening of
the coupling between error-related neural responses and behav-
ioral adaptation rather than in performance differences per se
(Cavanagh et al., 2011a,b). On the basis of these findings, we
hypothesized that the relationship between the error-related ERP
components and accuracy measures might vary as a function of
punishment (and reward) sensitivity.

MATERIALS AND METHODS
PARTICIPANTS
One-hundred and five participants (71 female, 34 male) were
recruited from the student population of Saarland University.
All had normal or corrected-to-normal vision, no known neu-
rological or psychiatric diseases and were free from psychoactive
medication or drug use. Mean age was 22 years (range = 18–33
years). Participants gave informed written consent in accordance
with the protocols approved by the local ethics committee and
received course credit or payment at a rate of C 8/h as well as a
small monetary bonus. A further 20 students participated in the
study but had to be excluded from analyses because of (i) fewer

than 15 electroencephalogram (EEG) epochs in one or more con-
ditions (2), (ii) poor performance on the learning task (less than
55% correct in the deterministic learning condition) (9), (iii)
excessive noise in the EEG data (3), and (iv) technical problems
during EEG recordings (6).

LEARNING TASK
The stimuli used were colored images of objects (Snodgrass and
Vanderwart, 1980). The learning task required participants to
make a forced-choice decision (left vs. right button press) upon
presentation of the target stimulus. Following the response, either
the word “RICHTIG” (“correct”), or “FALSCH” (“incorrect”)
was shown. If a response exceeded the adaptive deadline (see
below), the feedback “ZU LANGSAM” (“too slow”) was pre-
sented. Participants had to learn the response mappings by trial
and error. The task involved three conditions of feedback validity
(100%, 80%, and 50%). In the deterministic learning condition,
feedback was always valid (100%). In the probabilistic learning
condition, feedback was valid on 80% of the trials only. That
is, if a stimulus was assigned to the right response key, par-
ticipants received “Correct” feedback in 80% and “Incorrect”
feedback in 20% of right button presses and vice versa for left but-
ton presses. In the chance condition, “Correct” and “Incorrect”
feedback was delivered at random (see Figure 1 for an illustra-
tion of the experimental paradigm). Four stimuli were associated
with each condition, resulting in a total of 12 stimuli presented
throughout the task. Within each learning condition, two stimuli
were mapped to the left and right response key, respectively. Each
stimulus was presented 50 times in pseudo-randomized order,
resulting in a total of 600 trials. Participants first completed 60
practice trials. During the experiment, they took self-paced breaks
every 30 trials.

Trials began with a variable fixation period of 250–500 ms,
which was followed by the presentation of the imperative stim-
ulus for 500 ms. Stimuli were presented on a light gray back-
ground. The screen was then blanked for a variable interval of
600–1500 ms, depending on the variable response time window.
In order to obtain a sufficient number of error trials, we applied
an adaptive response deadline. Based on the proportion of time-
out trials, the response window was individually adjusted in steps

FIGURE 1 | Schematic illustration of the learning paradigm.
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of 100 ms within an overall range of 400–1000 ms (for a similar
procedure see (Eppinger et al., 2008)). The time window between
the response and the feedback was fixed to 500 ms and feedback
was displayed for 500 ms. The next trial started after a randomly
jittered 1250–2000 ms interval. Participants were informed that
they would gain a point for each correct response and lose a point
for each incorrect or too slow response and that they could earn
a monetary bonus up to 10 Euro depending on the total sum of
points obtained. During the breaks, a feedback screen indicated
the sum of points they had collected.

PSYCHOMETRIC TESTS AND QUESTIONNAIRES
A German version of the Carver and White (1994) behavioral
inhibition scale/behavioral activation scale (BIS/BAS) Scale was
used to measure trait-level punishment (seven items; Cronbachs
α = 0.73; e.g., “I worry about making mistakes.”) and reward sen-
sitivity (13 items; Cronbachs α = 0.59; e.g., “When good things
happen to me, it affects me strongly.”). Note that the “BIS” scale
contains both FFFS and BIS items. The BIS/BAS scores were in
normal ranges for healthy young adults (Strobel et al., 2001).
Table 1 shows means and standard deviations, for the total sam-
ple and separately for male and female participants. Consistent
with previous reports (Leone et al., 2001), females were character-
ized by higher punishment sensitivity. We additionally adminis-
tered the questionnaires assessing positive and negative affectivity
(PANAS, Watson et al., 1988) as well as state vs. action orienta-
tion (ACS-90, Kuhl, 1994). However, none of these variables was
related to learning performance or ERP measures.

PROCEDURE
After a brief description of the experiment, participants filled out
a consent form and a short demographic questionnaire. Prior to
the electrophysiological recordings, they completed the two psy-
chometric tests and the BIS/BAS scales. The learning task was run
in an electrically shielded, dimly lit, sound-attenuated chamber.
Stimuli were presented on a CTX 17” monitor and participants
responded by pressing the keys C or M on a standard computer
keyboard with the left and right index finger, respectively. The
entire experiment took approximately 1.5 h.

ELECTROPHYSIOLOGICAL RECORDING
The continuous EEG was recorded from 58 Ag/AgCl electrodes
arranged according to the extended 10–20 system and referenced
to the left mastoid, using Brain Amp DC Recorder (BrainVision
recorder acquisition software). EEG signals were sampled in DC
mode with a low-pass filter at 70 Hz and digitized at a sam-
pling rate of 500 Hz. Impedances were kept below 5 k�. Electro-
oculographic activity (EOG) was recorded from electrodes placed
on the outer canthi of the two eyes (horizontal EOG) and on

Table 1 | BIS/BAS scores (Means, Standard deviations, and t-test

results).

Total (N = 105) Female (n = 71) Male (n = 34) t p

BIS 2.87 (0.46) 2.98 (0.44) 2.60 (0.39) 3.32 0.001

BAS 3.17 (0.30) 3.17 (0.29) 3.16 (0.32) 0.16 0.87

the infra- and supra-orbital ridges of the left eye (vertical EOG).
The data were re-referenced offline to the linked mastoids and
band-pass filtered from 0.1 to 30 Hz. The impact of blinks and eye
movements was corrected using an independent component anal-
ysis algorithm embedded in the BrainVision Analyzer Software
Package (Brain products, Gilching, Germany). Trials contain-
ing EEG activity exceeding ±100 μV, changing more than 50 μV
between samples or containing DC drifts were removed by means
of a semiautomatic artifact inspection procedure.

DATA ANALYSIS
Behavioral data analyses
Responses faster than 240 ms (<2 SD) or exceeding the adaptive
response deadline were excluded from further analyses (on aver-
age, the mean number of responses exceeding the individually
adjusted deadline was 4%). To examine the course of learning,
the behavioral data were averaged into six bins of 100 trials
each, i.e., Bin 1 contained Trials 1–100, Bin 2 contained Trials
101–200, and so on. Within each bin, mean reaction times (RTs)
and mean accuracy rates were computed separately for the three
learning conditions. Only valid trials were included for the prob-
abilistic learning condition. To analyze trial-to-trial behavioral
adjustments, we additionally determined post-error accuracy by
calculating mean accuracy rates for the next presentation of a
given stimulus after an erroneous response, separately for each
learning condition.

ERP analyses
Artifact-free EEG data were segmented relative to response and
feedback onset to extract response-related and feedback-related
ERPs. The response-locked and feedback-locked epochs were
baseline corrected with respect to the average voltage during a
−200 to −50 ms pre-response interval and a 100 ms pre-stimulus
interval, respectively.

As in previous studies employing reinforcement learning tasks
(e.g., Frank et al., 2005; Eppinger et al., 2008), we defined the
Ne/ERN after 15 Hz low-pass filtering at electrode site FCz as
peak-to-peak difference in voltage between the most negative
peak in a time window between −50 and 100 ms around the
response and the most positive peak within the preceding 100 ms
time window. Peak-to-peak voltage was measured to determine
baseline-independent amplitudes and to minimize distortions
due to the positivity on which the Ne/ERN is superimposed.
However, to keep the present results compatible with those from
previous studies, we additionally created difference waveforms by
subtracting the activity correct trials from the activity on error
trials (�Ne). The �Ne was defined as the mean amplitude in a
0–100 ms post-response time window covering the peak of the
difference wave in each learning condition. Similarly, the FRN
was quantified as peak-to-peak voltage difference between the
most negative peak in a 200–400 ms time window after feedback
onset and the preceding positive peak in a 150–300 ms post-
feedback interval at electrode FCz (see Yeung and Sanfey, 2004;
Frank et al., 2005). In a further step, �FRN amplitude was deter-
mined by subtracting the activity after correct feedback from the
activity after negative feedback. The �FRN was defined as mean
amplitude in a 50 ms time window centered on the individual
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peaks of the difference waves in a 200 and 400 ms post-feedback
interval. Note that larger negative values correspond to larger
Ne/ERN and FRN amplitudes. We selected FCz for analyses based
on visual inspection of the waveforms and the corresponding
scalp topographies, which showed a fronto-central maximum of
Ne and FRN (see Figure 3). Following previous studies (Hajcak
et al., 2004; Wiswede et al., 2009), the Pe was measured as the
mean amplitude between 200 and 400 ms after the response at
electrode Pz.

To examine learning-related changes in Ne/ERN, FRN, and Pe
(Holroyd and Coles, 2002), EEG epochs were averaged separately
for each incentive condition across the first (Bin 1) and the second
half of trials within each block (Bin 2). This analysis, however,
included only a subsample of 68 participants (46 female, 22 male),
which committed at least 15 errors in each learning condition in
both halves of the learning task.

Statistical analyses
Pearson’s correlations were calculated to examine the relation-
ships between personality measures, accuracy, and ERP compo-
nents. Differences between correlation coefficients were tested
using the Hotelling–William test (Steiger, 1980). Learning-related
effects in the behavioral and ERP data were analyzed using
repeated measures analyses of covariance (ANCOVAs) with
BIS/BAS as continuous between-subjects factors. The covariates
were mean-centered before entering the analysis (Delaney and
Maxwell, 1981). To test for differential effects of personality mea-
sures in males and females, we performed the same set of analyses
with gender as a further between-subjects factor. These analyses
did not yield evidence for moderator effects of gender and thus
are not reported in the following. In order to test for moderator
effects of punishment and reward sensitivity on the relation-
ship between the ERP components and behavioral adjustments,
we used multiple regression analyses. The regression models
included BIS/BAS, ERP amplitude (Ne/ERN vs. FRN vs. Pe), and
the corresponding cross-product terms as predictors and over-
all accuracy vs. post-error accuracy as criterion. Separate models
were tested for the deterministic and probabilistic learning con-
dition. Similar to the ANCOVAs, the independent variables were
mean-centered.

Whenever necessary, the Geisser-Greenhouse correction was
applied (Geisser and Greenhouse, 1958) and corrected p-values
are reported together with the uncorrected degrees of freedom
and the epsilon-values (ε). Planned comparisons were performed
to decompose significant high-level interactions.

RESULTS
The results section is structures into three parts. In the first part,
we will report the analyses of the behavioral data (RT, accuracy,
post-error accuracy). The second part involves the correlation
analyses of behavioral, personality, and ERP measures. In the
third part, we will present the findings on the effects of personality
on learning-related modulations of the ERP components.

REACTION TIMES
Mean RTs for correct and incorrect trials were 443 ms (SD =
33 ms) and 434 ms (SD = 52 ms) in the deterministic learning

condition, 451 ms (SD = 36 ms) and 450 ms (SD = 45 ms) in the
probabilistic learning condition, and 454 ms (SD = 41 ms) and
454 ms (SD = 42 ms) in the chance condition. Response latencies
were subjected to an ANCOVA with the within-subjects factors
learning condition (deterministic, probabilistic, and chance condi-
tion, bin (Bins 1–6), and correctness (correct vs. incorrect) and the
continuous between-subjects factors BIS and BAS. The analysis
yielded significant main effects of learning condition [F(2, 204) =
74.80, p < 0.001, η2 = 0.43] and bin [F(5, 510) = 211.34, p <

0.001, η2 = 0.68, ε = 0.38]. Contrasts revealed shorter RTs in the
deterministic and probabilistic learning condition compared to
the chance condition as well as in the deterministic compared
to the probabilistic learning condition (ps < 0.001). Response
latencies decreased from Bin 1 to Bin 6, reflected in a significant
linear trend across the bins (p < 0.001). There were also a main
effect of correctness [F(1, 102) = 72.95, p < 0.001, η2 = 0.42], an
interaction between bin and correctness [F(5, 510) = 15.99, p <

0.001, η2 = 0.14, ε = 0.76], and an interaction between learning
condition, bin, and correctness [F(10, 1020) = 11.52, p < 0.001,
η2 = 0.10, ε = 0.71]. Decomposing the Three-Way interaction
yielded significant bin × correctness interactions for the deter-
ministic and probabilistic learning condition (ps < 0.001, η2s >

0.06), indicating that RTs decreased more strongly for erroneous
compared to correct responses with increasing time on task in
these two conditions. Thus, toward the end of the learning task,
RTs were faster on erroneous compared to correct trials, partic-
ularly in the deterministic learning condition. No main effect or
interaction involving BIS/BAS approached significance.

ACCURACY
Overall accuracy
An ANCOVA with the within-subjects factors learning condi-
tion and bin and the continuous between-subjects factors BIS
and BAS yielded a reliable main effect of learning condition
[F(2, 204) = 533.17, p < 0.001, η2 = 0.84], indicating that accu-
racy was higher in the deterministic and probabilistic learning
condition compared to the chance condition as well as in the
deterministic compared to the probabilistic learning condition
(ps < 0.001, η2s > 0.53) (see Figure 2). Moreover, we found a reli-
able main effect of bin [F(5, 510) = 56.92, p < 0.001, η2 = 0.36,
ε = 0.79] that was qualified by an interaction between learn-
ing condition and bin [F(5, 510) = 14.28, p < 0.001, η2 = 0.12,
ε = 0.81]. Contrasts revealed a significant interaction when com-
paring the linear increase of accuracy across bins for deterministic
and probabilistic learning condition to the linear increase in the
chance condition [F(1, 102) = 47.72, p < 0.001, η2 = 0.32], but
not for the deterministic compared to the probabilistic learning
condition (p = 0.64). As can be seen from Figure 2, these findings
indicate that accuracy increased across bins in the determinis-
tic and probabilistic learning condition but not in the chance
condition. Furthermore, we obtained significant quadratic and
cubic interactions between learning condition and bin (p < 0.001
and 0.01, η2 = 0.34 and 0.09, respectively), reflecting that accu-
racy increased only from Bin 1 to Bin 3 and reached asymptote
thereafter.

As was indicated by a significant main effect of BIS [F(1, 102) =
5.24, p < 0.05, η2 = 0.05], higher punishment sensitivity
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FIGURE 2 | (A) Learning curves (mean accuracy) for the three learning conditions. (B) Mean post-error accuracy rates (collapsed across bins) for the three
learning conditions. Error bars indicate standard error.

predicted lower overall accuracy (partial r = −0.20, p < 0.05).
By contrast, a reliable main effect of BAS [F(1, 102) = 4.88, p <

0.05, η2 = 0.05] and an interaction between BAS and learn-
ing condition [F(2, 210) = 3.52, p < 0.05, η2 = 0.03], showed that
higher reward sensitivity was associated with higher overall accu-
racy in the deterministic learning condition (partial r = 0.25,
p < 0.05) but not in probabilistic learning or chance condition
(ps > 0.10).

Post-error accuracy
Mean post-error accuracy rates (see Figure 2) were subjected to
an ANCOVA with the within-subject factor learning condition
and the continuous between-subjects factors BIS and BAS. The
analysis revealed significant main effects of learning condition
[F(2, 210) = 132.09, p < 0.001, η2 = 0.57]. Contrasts revealed
post-error accuracy to be higher in the deterministic compared to
the probabilistic learning condition as well as for the two learn-
ing conditions compared to the chance condition (ps < 0.001,
η2s > 0.22).

Moreover, we found a main effect of BAS [F(1, 102) = 5.44, p <

0.05, η2 = 0.05] and an interaction between BAS and learning
condition [F(2, 210) = 3.79, p < 0.05, η2 = 0.04]. Similar to the
findings for overall accuracy, higher reward sensitivity was associ-
ated with higher post-error accuracy in the deterministic learning
condition only (partial r = 0.26, p < 0.01). In contrast to over-
all accuracy, post-error accuracy did not relate to punishment
sensitivity.

CORRELATIONS BETWEEN PERSONALITY, BEHAVIOR, AND ERP
COMPONENTS
Figure 3 displays the response- and feedback-locked ERPs on
correct and incorrect trials, separately for the three learning con-
ditions. The Ne/ERN and the FRN were evident as negative
going deflections over fronto-central scalp regions, whereas the Pe

was evident as a centro-parietally distributed positive slow wave.
Bivariate correlations between Ne/ERN, FRN, Pe, personality
measures, and behavior are shown in Table 2 and Table 3, sep-
arately for the deterministic and probabilistic learning condition,
respectively.

NE/ERN
Contrary to our predictions, we did not observe a significant
relationship between BIS score and Ne/ERN measures in either
learning condition (|rs| < 0.08, ps > 0.42). Instead, higher BAS
scores were related to larger (i.e., more negative) �Ne/ERN
amplitude in the deterministic learning condition (r = −0.25,
p < 0.05). However, this latter correlation failed to reach sig-
nificance after partialling out the influence of overall accuracy
and post-error accuracy (p = 0.37). As illustrated in Figure 4,
larger Ne/ERN amplitudes were also associated with higher over-
all accuracy and post-error accuracy in both the deterministic
and probabilistic learning condition (rs < −0.33, ps < 0.001).
Considering that the negative correlation between BIS and overall
performance may have disguised a relationship between BIS and
Ne/ERN, we conducted partial correlations controlling for over-
all accuracy. Nonetheless, the correlation between punishment
sensitivity and Ne/ERN remained non-significant (rs < 0.09,
ps > 0.39).

FRN
As expected, higher BIS scores were related to larger FRN ampli-
tudes in the deterministic (r = −0.29, p < 0.01), probabilis-
tic (r = −0.26, p < 0.05), and chance condition (r = −0.27,
p < 0.01) (see Figure 4). Similarly, self-reported punishment sen-
sitivity correlated with the �FRN in the probabilistic learning
and chance condition (rs < −0.19, ps < 0.05). In contrast to
the Ne/ERN, however, the FRN was largely unrelated to learning
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FIGURE 3 | Response- and feedback-locked ERPs on correct (dashed lines) and incorrect (solid lines) trials and corresponding topographical maps,

displayed separately for the three learning conditions.

performance and post-error accuracy. Only in the determinis-
tic learning condition, �FRN correlated with overall accuracy
(r = 0.31, p < 0.01). Since previous studies reported an associa-
tion between punishment sensitivity and larger FRN amplitudes
to positive feedback (Balconi and Crivelli, 2010; Santesso et al.,
2011b), we additionally tested the correlation between BIS/BAS
scores and the FRN on correct trials. The analyses only revealed

a marginally significant correlation between punishment sensi-
tivity and FRN amplitude in the chance condition (r = −0.18,
p = 0.07; deterministic and probabilistic learning condition: ps
> 0.15). Furthermore, we probed the relationship between pun-
ishment sensitivity and the FRN to invalid negative feedback in
the probabilistic learning condition. The correlation coefficient
was highly similar to that observed for valid negative feedback
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Table 2 | Pearson’s correlations between personality measures, behavioral measures, and ERP components in the deterministic learning

condition.

BAS Acc AccPost RTcorr RTerr Nea �Nea FRNa �FRNa Pe �Pe

BIS 0.13 −0.21 0.04 −0.05 −0.09 −0.04 0.03 −0.29 0.02 −0.02 −0.08

BAS 0.21 0.27 0.03 0.05 −0.16 −0.25 −0.06 0.13 0.25 0.26

Acc 0.61 0.34 0.37 −0.39 −0.44 0.03 0.31 0.18 0.32

AccPost 0.02 0.08 −0.45 −0.45 0.05 0.16 0.23 0.39

RTcorr 0.73 −0.01 0.18 −0.02 0.02 −0.11 −0.09

RTerr −0.09 0.07 −0.09 −0.09 −0.17 −0.21

Nea 0.41 −0.05 −0.15 −0.04 −0.11

�Nea −0.11 −0.27 −0.24 −0.18

FRNa 0.23 −0.06 −0.12

�FRNa −0.12 −0.08

Pe 0.59

Correlation coefficients printed in bold are significant at least at α = 0.05.

Note: BIS = punishment sensitivity, BAS = reward sensitivity, Acc = overall accuracy, AccPost = post-error accuracy, RTcorr = reaction time correct responses, RTerr

= reaction time erroneous responses, Ne = error negativity (peak-to-peak measure), �Ne = error negativity (difference wave), FRN = feedback-related negativity

(peak-to-peak measure), �FRN = feedback-related negativity (difference wave), Pe = error positivity, �Pe = error positivity (difference wave).
aNote that larger Ne/ERN and FRN amplitudes are reflected in larger negative values.

Table 3 | Pearson’s correlations between personality measures, behavioral measures, and ERP components in the probabilistic learning

condition.

BAS Acc AccPost RTcorr RTerr Nea �Nea FRNa, b �FRNa, b Pe �Pe

BIS 0.13 −0.20 −0.12 −0.08 −0.07 −0.01 0.08 −0.26 −0.20 0.04 −0.05

BAS 0.13 0.12 0.02 0.07 −0.07 −0.14 −0.04 0.15 0.15 0.11

Acc 0.66 −0.02 0.03 −0.34 −0.38 −0.06 0.13 0.13 0.23

AccPost 0.05 −0.08 −0.48 −0.46 −0.03 0.09 0.12 0.10

RTcorr 0.92 −0.12 0.12 0.05 −0.14 −0.20 0.19

RTerr −0.16 0.12 0.05 −0.16 −0.16 0.23

Nea 0.26 −0.04 −0.03 0.06 −0.09

�Nea 0.01 −0.07 −0.09 −0.08

FRNa,b −0.05 −0.06 −0.12

�FRNa,b −0.12 −0.11

Pe 0.50

Correlation coefficients printed in bold are significant at least at α = 0.05.

Note: BIS = punishment sensitivity, BAS = reward sensitivity, Acc = overall accuracy, AccPost = post-error accuracy, RTcorr = reaction time correct responses, RTerr

= reaction time erroneous responses, Ne = error negativity (peak-to-peak measure), �Ne = error negativity (difference wave), FRN = feedback-related negativity

(peak-to-peak measure), �FRN = feedback-related negativity (difference wave), Pe = error positivity, �Pe = error positivity (difference wave).
aNote that larger Ne/ERN and FRN amplitudes are reflected in larger negative values.
bValid trials (a highly similar pattern of correlations was obtained for invalid trials).

(r = −0.25, p < 0.05), suggesting that the relationship between
BIS and FRN was not modulated by the degree of expectancy
violation.

Pe
Subjects scoring higher on BAS showed greater (i.e., more posi-
tive) Pe/�Pe amplitudes in the deterministic learning condition
(rs > 0.24, ps < 0.05) (see Figure 4) but not in the probabilistic
learning condition (rs < 0.16, ps > 0.12). However, only for the
�Pe, there was a marginally significant difference between the two
correlation coefficients [t(102) = 1.34, p < 0.10]. In addition, as
displayed in Figure 4, larger �Pe amplitudes were associated with
higher overall accuracy in both learning conditions (rs > 0.22,

ps < 0.05), whereas only in the deterministic learning condition,
�Pe was significantly related to post-error accuracy (r = 0.39,
p < 0.001). To examine whether BAS and �Pe contributed inde-
pendently to learning performance in the deterministic learning
condition, we included them as predictors in multiple regression
analyses with overall and post-error accuracy as criterion. Higher
overall accuracy was related to larger �Pe amplitudes (β = 0.28,
t = 2.87, p < 0.01), whereas the relationship with BAS was only
marginally significant (β = 0.16, t = 1.69, p = 0.09). Similarly,
higher post-error accuracy was significantly associated with larger
�Pe amplitudes (β = 0.34, t = 3.61, p < 0.001), but not with
higher BAS scores (β = 0.17, t = 1.81, p = 0.06). These findings
suggest that the positive relationship between reward sensitivity
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FIGURE 4 | Scatterplots showing the relationships between the ERP

components (Ne/ERN, FRN, Pe) and learning performance (overall

accuracy, post-error accuracy), and personality (BIS, BAS). The first row
shows the correlation between the Ne/ERN (measured peak-to-peak) and

learning performance (left) and BIS (right). The second row displays the
correlation between the FRN (measured peak-to-peak) and learning
performance (left) and BIS (right). The first row shows the correlation
between the �Pe and learning performance (left) and BAS (right).

and learning performance was partly mediated by shared vari-
ance with the Pe. We also regressed the two accuracy measures as a
function of �Pe and Ne/ERN. These analyses revealed that higher
overall accuracy in the deterministic learning condition was asso-
ciated with both greater �Pe (β = 0.28, t = 3.18, p < 0.01) and
Ne/ERN amplitudes (β = −0.36, t = 4.10, p < 0.001). Likewise,
the two components made independent contributions to post-
error accuracy (|βs| > 0.33, |ts| > 4.08, ps < 0.001). Finally, in

contrast to the Ne/ERN, �Pe correlated negatively with error RT
(rs < −0.20, ps < 0.05), reflecting that faster responses on error
trials were associated with smaller �Pe amplitudes.

MODERATOR EFFECTS OF BIS AND BAS ON THE RELATIONSHIP
BETWEEN ERP COMPONENTS AND BEHAVIOR
Previous research suggested that affect-related modulations in
neuroelectric responses to errors may be associated with a
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stronger impact of these error signals on learning-related behav-
ioral adaptation (Cavanagh et al., 2011a,b). Therefore, in a further
step, we tested whether the relation between the ERP compo-
nents and behavioral adjustments varies as a function of punish-
ment/reward sensitivity. Separate moderated multiple regression
models for the deterministic and probabilistic learning condition
included BIS, BAS, ERP amplitude (Ne/ERN vs. FRN vs. Pe), and
the corresponding interaction terms (i.e., Ne/ERN × BIS, Ne/ERN
× BAS vs. FRN × BIS, FRN × BAS vs. Pe × BIS, Pe × BAS) as
predictors and overall accuracy vs. post-error accuracy as criterion.

The interaction terms were non-significant in all analyses
(|βs| < 0.18, |ts| < 1.60, ps > 0.10). Thus, we did not find evi-
dence for a moderating effect of punishment sensitivity or reward
sensitivity on the relationship between the ERP components
(Ne/ERN, FRN, Pe) and learning performance in terms of overall
accuracy or post-error accuracy.

INFLUENCE OF PERSONALITY ON LEARNING-RELATED
MODULATIONS IN THE ERP COMPONENTS
For a subsample of 68 participants who committed enough errors
in both halves of the learning task to obtain reliable measures
of the ERP components, Ne/ERN, FRN, and Pe amplitudes were
subjected to separate ANCOVAs with the within-subject factors
learning condition (deterministic, probabilistic, and chance con-
dition) and bin (Bin 1 vs. 2) and the continuous between-subjects
factors BIS and BAS. For reasons of parsimony, we will only report
analyses of the peak-to-peak measures of Ne/ERN and FRN as
well as analyses of �Pe amplitudes.

Ne/ERN
The ANCOVA yielded a significant main effect of learning
condition [F(2, 130) = 47.28, p < 0.001, η2 = 0.42, ε = 0.82].
Contrasts revealed the Ne/ERN to be larger in the determinis-
tic compared to the probabilistic learning condition and in the
two learning conditions compared to the chance condition (ps <

0.01, η2s > 0.12) (see Figures 3 and 5). As was indicated by an

interaction of learning condition and bin [F(2, 130) = 6.97, p <

0.01, η2 = 0.10], the Ne/ERN was differentially modulated over
the course of learning in the three conditions. Follow-up com-
parisons showed a significant increase in Ne/ERN amplitude for
the deterministic learning condition only [t(67) = 1.90, p < 0.05,
one-tailed]. While the Ne/ERN did not reliably change from Bin
1 to Bin 2 in the probabilistic learning condition (p = 0.33),
it decreased in the chance condition [t(67) = −3.31, p < 0.01,
two-tailed].

Furthermore, the analysis revealed a significant interaction
between BIS, learning condition, and bin [F(2, 130) = 3.80, p <

0.05, η2 = 0.06]. As can be seen from Figure 5, this interac-
tion reflects that only highly punishment sensitive individuals
showed a learning-related increase of the Ne/ERN in the deter-
ministic learning condition, whereas the Ne/ERN did not change
from Bin 1 to Bin 2 for less punishment sensitive individuals
(defined by median split). Follow-up correlation analyses yielded
a marginally significant relation between BIS and learning-related
changes in Ne/ERN amplitude (Ne2—Ne1) in the determinis-
tic learning condition (partial r = −0.24, p = 0.06). The cor-
relation between punishment sensitivity and Ne/ERN, however,
was non-significant both in Bin 1 and Bin 2 (partial rs < 0.17,
ps > 0.18).

FRN
The analysis yielded a significant main effect of BIS only
[F(1, 65) = 11.88, p < 0.01, η2 = 0.15], reflecting that higher
punishment sensitivity predicted larger FRN amplitudes (par-
tial r = −0.38, p < 0.01; FRN collapsed across bins and learning
conditions). Figure 6 illustrates that the FRN did not reliably
change over the course of learning in either the deterministic or
probabilistic learning condition.

Pe
The ANCOVA revealed a reliable main effect of learning con-
dition [F(2, 130) = 42.84, p < 0.001, η2 = 0.40]. As can be seen

FIGURE 5 | Bar graphs show the amplitude of the Ne/ERN at FCz in Bin 1 and Bin 2 for (A) the total sample (error and correct trials) and (B) high vs.

low BIS subjects (only error trials).
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from Figure 7 (see also Figure 3), the �Pe was larger for the
deterministic compared to the probabilistic learning conditions
as well as for the two learning conditions compared to the chance
condition (ps < 0.01, η2s > 0.12). Furthermore, we found
a significant main effect of bin [F(1, 65) = 43.11, p < 0.001,
η2 = 0.40] and an interaction between learning condition and
bin [F(2, 130) = 11.13, p < 0.001, η2 = 0.15]. Contrasts revealed
that the learning-related changes in the �Pe were larger for the
deterministic and probabilistic learning condition compared
to the chance condition (p < 0.001, η2 = 0.25), but did not
differ between the two learning conditions (p = 0.79). Follow-up
comparisons confirmed that the �Pe increased with learning in
the deterministic and probabilistic learning condition only (ps <

0.001).

FIGURE 6 | Bar graphs show the amplitude of the FRN at FCz in Bin 1

and Bin 2 for “correct” and “incorrect” feedback.

In addition, the analysis revealed a significant interaction
between BAS, learning condition, and bin [F(2, 130) = 3.61, p <

0.05, η2 = 0.05]. Contrasts showed that the interaction between
bin and BAS differed for the deterministic compared to the prob-
abilistic learning condition (p < 0.05, η2 = 0.07) but not for
the two learning conditions compared to the chance condition
(p = 0.10). Figure 7 illustrates that highly reward sensitive indi-
viduals showed a more pronounced learning-related increase in
�Pe amplitude in the deterministic learning condition than sub-
jects with lower BAS scores. In line with this, correlation analyses
yielded a significant relationship between reward sensitivity and
the increase of �Pe from Bin 1 to Bin 2 (�Pe2—�Pe1) for
the deterministic learning condition (partial r = 0.29, p < 0.05).
Notably, we found a significant correlation between BAS and �Pe
in Bin 2 (partial r = 0.29, p < 0.05) but not in Bin 1 (p = 0.81).

SUMMARY OF MAIN FINDINGS
Analyses of accuracy data showed that higher reward sensi-
tivity was associated with better overall learning performance
and higher post-error accuracy in the deterministic learning
condition. Conversely, and contrary to our predictions, higher
punishment sensitivity was associated with impaired perfor-
mance both in the deterministic and probabilistic learning con-
dition, but was not related to post-error accuracy in either of the
two conditions.

Critically, correlation analyses did not reveal a significant rela-
tionship between punishment sensitivity and Ne/ERN. However,
as expected, larger Ne/ERN amplitudes were associated with
better learning performance and higher post-error accuracy.
Moreover, punishment sensitivity modulated learning-related
changes of the Ne/ERN. Only for highly punishment sensitive
individuals, we found an increase of the Ne/ERN over the course
of learning in the deterministic learning condition.

In line with prior studies, higher punishment sensitivity was
associated with enhanced FRN amplitudes. Interestingly, this
relationship appeared to be insensitive to feedback validity. In

FIGURE 7 | Bar graphs show the amplitude of the �Pe at Pz in Bin 1 and Bin 2 for (A) the total sample and (B) high vs. low BAS subjects.
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contrast to the Ne/ERN, the FRN was not clearly related to
learning performance.

Furthermore, the present results replicate prior findings that
higher reward sensitivity relates to larger Pe amplitudes, but this
was only the case toward the end of learning in the determin-
istic learning condition. Moreover, participants highly sensitive
to reward showed a more pronounced learning-related increase
of the Pe in the deterministic learning condition. Similar to the
Ne/ERN, greater Pe amplitudes were associated higher overall and
post-error accuracy.

Finally, we found no evidence that individual differences
in punishment or reward sensitivity modulate the relationship
between error- and feedback-processing—as reflected in the
Ne/ERN, FRN, and Pe—and learning-related behavioral adjust-
ments.

DISCUSSION
Numerous reports have suggested that individual differences in
punishment (BIS/FFFS) and reward sensitivity (BAS) are reflected
in neurocognitive mechanisms of error and feedback process-
ing. The main goal of the present investigation was to further
examine the impact of these interactions between affect-related
traits and action monitoring on the ability to use error sig-
nals for behavioral adaptation during reinforcement learning.
In contrast to previous studies employing simple motor tasks,
such as the Flankers and Go/No-Go task (Boksem et al., 2006,
2008; Amodio et al., 2008), we found no relation between
punishment sensitivity and the Ne/ERN. However, consistent
with past research, higher punishment sensitivity was related to
larger FRN amplitudes (Balconi and Crivelli, 2010; De Pascalis
et al., 2010; Santesso et al., 2011b). These results indicate that
highly punishment sensitive individuals were characterized by
an enhanced responsivity to external rather than internal error
cues. Furthermore, higher reward sensitivity was associated with
increased neural responses during later stages of error process-
ing as reflected in the Pe, replicating prior findings (Boksem
et al., 2006, 2008). Although both FRN and Pe are thought
to play a functional role in post-error adaptation, only reward
sensitivity was related to better overall learning performance
and higher post-error accuracy. By contrast, participants with
higher trait sensitivity to punishment showed impaired learning
performance.

The negative correlation between punishment sensitivity
and overall accuracy was somewhat surprising, as higher BIS-
reactivity has been claimed to trigger enhanced attention and
information processing (Gray and McNaughton, 2000; Smillie,
2008). Still, BIS-activation has also been linked to anxious rumi-
nation and worry, which might interfere with task-related pro-
cessing such as updating of S-R mappings. Moreover, as was
pointed out by Pickering and colleagues (1997), learning tasks
involving both rewards and punishments can cause mutually
inhibitory interactions between BIS/FFFS and BAS. One should
note that learning was accompanied by an increasing propor-
tion of positive feedback, perhaps shifting the balance between
the two systems toward a relative dominance of the BAS. Thus,
relatively stronger reward reactivity may have contributed to bet-
ter overall performance in less punishment sensitive individuals

by facilitating appetitive learning or proactive engagement (Corr,
2004; Braver et al., 2007).

Given the comparatively large sample size, the lack of
BIS/FFFS-related variations in Ne/ERN amplitude was unlikely
to reflect insufficient statistical power, at least if the effect size
is assumed to be small to moderate. One might argue that the
negative correlation between punishment sensitivity and overall
accuracy on the one hand, and the positive correlation between
overall accuracy and Ne/ERN magnitude on the other hand, have
neutralized the relationship between punishment sensitivity and
Ne/ERN. Partial correlation analysis controlling for overall learn-
ing performance suggested that this was not the case. There is
also no indication that the correlation coefficient was deflated
due to restricted variability of BIS scores. However, the Ne/ERN
was relatively small as is typically the case when using probabilis-
tic learning tasks, in which participants are less certain about the
correctness of their responses. It is thus possible that reduced vari-
ability of the Ne/ERN has decreased the probability of obtaining
a significant correlation with punishment sensitivity.

Otherwise, it has been suggested that the delivery of trial-
to-trial performance feedback leads participants to rely more
strongly on external than internal error cues (Nieuwenhuis et al.,
2005). This might be especially true for individuals highly sensi-
tive to punishment as they appear to be characterized by low-level
personal agency, which means that their actions are controlled
by environmental cues rather than internal standards (Balconi
and Crivelli, 2010). The unique association between punishment
sensitivity and FRN found in the present study is consistent
with this view. Interestingly, the relationship did not vary as a
function of feedback validity or learning, suggesting that highly
punishment sensitive individuals were generally more vigilant to
negative feedback cues, irrespective of whether they were unex-
pected or not. Moreover, we found no clear evidence for a relation
between punishment sensitivity and the FRN to positive feed-
back, consistent with what has been reported for individuals high
in trait negative affect as well as moderately depressed subjects
(Tucker et al., 2003; Sato et al., 2005; Santesso et al., 2011a).
Thus, while punishment sensitivity has also been shown to be
associated with an increased FRN elicited by unexpected (large)
rewards (Santesso et al., 2011b), our findings indicate that highly
punishment sensitive individuals are particularly characterized by
enhanced mPFC responses to environmental cues signaling pun-
ishment. However, future studies should determine under what
circumstances positive feedback elicits increased FRN amplitudes
in highly punishment sensitive and whether these modulations
reflect blunted responses to reward or higher vigilance to both
positive and negative performance feedback.

Although high trait-level sensitivity to punishment was not
associated with an overall enhancement of Ne/ERN ampli-
tudes, self-reported BIS/FFFS-reactivity modulated learning-
related changes of this component. The Ne/ERN increased with
learning of the S-R mappings only for highly punishment sensi-
tive individuals in deterministic learning condition, whereas no
learning-related changes in Ne/ERN amplitude were observed for
less punishment sensitive individuals or in the probabilistic learn-
ing condition. An explanation of this finding could be that highly
punishment sensitive individuals were less prone to motivational
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disengagement. Punishment sensitivity has been linked to higher
persistence, reflected in a relatively smaller decrease in behavioral
performance and Ne/ERN amplitude with increasing time on
task (Boksem et al., 2006; Tops and Boksem, 2010). Thus, disen-
gagement could have attenuated a learning-related enhancement
of the Ne/ERN more clearly for individuals with low compared
to high BIS scores. This explanation, however, leaves open the
question of why higher punishment sensitivity was related to
worse overall performance. Further studies are necessary to clar-
ify whether this might reflect differences ability to use positive
feedback for behavioral adaptation.

Previous ERP studies have shown that BIS/FFFS-related dif-
ferences in mPFC functioning are more pronounced in aversive
compared to appetitive motivational contexts and in response
to intense negative events (Boksem et al., 2008; Santesso et al.,
2011a). The motivational context could be an important deter-
minant of whether or not punishment sensitivity is also reflected
in higher responsivity to internal indicators of response errors,
even if continuous external performance feedback is provided.
Indeed, we recently found that highly punishment sensitive par-
ticipants showed a larger Ne/ERN to errors resulting in loss
or gain omission during a learning task involving trial-to-trial
manipulation of incentive value (Unger and Kray, in prepara-
tion). By contrast, consistent with the present results, punishment
sensitivity did not relate to Ne/ERN amplitude on neutral tri-
als. Interestingly, the association between punishment sensitivity
and Ne/ERN was stronger at the beginning than at the end of
learning, arguing against the view that undetermined S-R map-
pings per se account for the present null-finding. Under threat-
ening conditions, activity of the medial prefrontal performance
monitoring system appears to be more sensitive to individual
differences in self-reported BIS/FFFS-reactivity when the opti-
mal course of action is uncertain and cognitive control demands
are high.

According to a recent proposal, the ACC integrates
punishment-related information from multiple sources in
order to support instrumental behaviors, particularly in unstable
and threatening environments (Shackman et al., 2011). From
this perspective, the relation between punishment sensitivity
and FRN might reflect that affect-related traits bias cognitive
processing and regulate action selection in accordance with an
individual’s overarching goals and beliefs (Huys and Dayan,
2009; Cavanagh et al., 2011a). Even so despite the proposed
link between FRN and future behavioral adaptation (Holroyd
and Coles, 2002; Frank et al., 2005), accuracy data suggest that
larger error signals to negative feedback in highly punishment
sensitive individuals were not beneficial for learning or may
even reflect dysfunctional processing. One interpretation of this
finding could be that the FRN enhancement is primarily related
to the regulation of negative emotions (Pizzagalli, 2011; Santesso
et al., 2011a,b). The ACC has been assigned an important role
in controlling amygdala responsivity to fear-related stimuli.
Dysregulated interactions between ACC and amygdala may be
associated with a negative processing bias that is reflected in
enhanced attentional capture by potential threat cues, anxious
rumination, and inability to disengage from negative events
and have been linked to anxiety and depression (Bishop, 2007;

Pizzagalli, 2011). Moreover, it may be important to consider
that rapid trial-to-trial adjustments as assessed in the current
investigation are thought to primarily reflect explicit/declarative
learning (Frank et al., 2007b). Previous research, however,
suggests that individual differences in punishment sensitivity
rather affect implicit/habitual learning. In particular, Cavanagh
and colleagues (2011a,b) showed that increased mPFC responses
to negative feedback in punishment hypersensitive participants
were specifically associated with alterations in slow integrative
avoidance learning, presumably mediated by phylogenetically old
non-declarative learning systems.

The second set of findings from our study concerns the rela-
tionship between reward sensitivity and Pe. In line with pre-
vious reports (Boksem et al., 2006, 2008), self-reported reward
sensitivity correlated positively with the magnitude of the Pe.
However, this relationship was only significant during later stages
of learning in the deterministic learning condition, indicating
that it depended on the participants’ ability to internally rep-
resent the correct response. Further corroborating this notion,
higher BAS scores were related to a more pronounced learning-
related increase in Pe amplitude in the deterministic learning
condition.

Drawing on the proposal that there is a link between approach
motivation and a bias toward proactive control (Braver et al.,
2007), Boksem and colleagues (2006, 2008) suggested that larger
Pe amplitudes in highly reward sensitive individuals are function-
ally related to subsequent engagement in proactive behaviors. Our
finding that greater Pe amplitudes were associated with higher
overall accuracy and post-error accuracy seems consistent with
the proposed link. Although strictly speaking, for action control
to be implemented proactively, predictive contextual cues have to
be present prior to the imperative stimulus (Braver et al., 2007).
This is typically not the case during reinforcement learning, pre-
sumably limiting the utility of proactive strategies in a narrow
sense. Nonetheless, it is conceivable that highly reward sensi-
tive individuals tend to respond to errors with positive approach
behaviors such as reactivation of the potentially disrupted repre-
sentation of the correct S-R mappings. The idea that BAS-related
modulations of the Pe reflect active updating of task-set repre-
sentations in working memory corresponds to previous reports
stressing the morphological and functional similarity between the
Pe and the stimulus-evoked P300 (Leuthold and Sommer, 1999;
Davies et al., 2001; Overbeek et al., 2005). In this regard, it seems
noteworthy that high reward sensitivity has also been found to be
associated with enhanced P300 amplitudes to negative feedback
(Balconi and Crivelli, 2010).

Although the neurobiological basis of the BAS has been
described in terms of dopaminergic mechanisms (Gray and
McNaughton, 2000; Smillie, 2008), the Pe and the P300
have primarily been linked to noradrenergic neurotransmission
(Nieuwenhuis et al., 2005; Frank et al., 2007a). Moreover, the Pe
has previously been found to be affected by functional polymor-
phisms of the serotonin transporter gene, possibly mediated by
its regulatory influence on the amygdala (Althaus et al., 2009; but
see Beste et al., 2010). Despite the pivotal role that dopamine is
assumed to play in the generation of the FRN (Holroyd and Coles,
2002), serotonergic functioning is also likely to be involved in the
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observed relationship between punishment sensitivity and FRN
amplitude. Several reports showed that genetic and pharmaco-
logical variations in serotonergic neurotransmission are accom-
panied by changes in mPFC responses to errors and conflict as
well as amygdala/hippocampus reactivity to aversive and threat-
ening stimuli (Canli et al., 2005; Cools et al., 2005; Chamberlain
et al., 2006; Harmer et al., 2006; Finger et al., 2007). In addition,
variations in serotonin transmission have been associated with
individual differences in anxiety and depression-related traits
(Sen et al., 2004). It has been proposed that the modulatory
influence of serotonin on the prefrontal dopamine system may
constitute the neurophysiological basis of altered action monitor-
ing functions in individuals high in negative affectivity, including
anxiety and depression (Beste et al., 2010). Clearly, more research
is needed to determine whether opponency between the sero-
tonergic and dopaminergic system underlies cognitive-affective
interactions in learning and decision making (Cools et al., 2008;
Jocham and Ullsperger, 2009).

Some limitations of the present study should be noted. First,
the observed effects of personality measures on ERP correlates
of error and feedback processing were rather small-sized (r ≤
0.30), particularly when compared to the relationship between
accuracy measures and ERP components. Although larger cor-
relation coefficients have been reported in the literature, these
were typically derived from small samples and hence likely to be
inflated (Ioannidis, 2008). Note that the strength of the relations
is already constrained by the internal reliability of the BIS/BAS
measures (Cronbachs α = 0.73/0.59). Second, the current inves-
tigation included a very homogeneous sample of under-graduate
university students. It is possible that higher correlations will be
found in more heterogeneous samples such as clinical popula-
tions or different age groups. Finally, the present study reported

only correlational data, leaving unspecified the direction of the
observed effects.

To summarize and conclude, the present study shows that indi-
vidual differences in punishment sensitivity are associated with
larger FRN amplitudes, indicating an increased mPFC respon-
sivity to negative performance feedback. However, the negative
correlation between punishment sensitivity and overall accuracy
suggests that the alterations in mPFC functioning are not bene-
ficial for learning-related behavioral adaptation and may reflect
non-adaptive forms of emotion regulation. Future research is
needed to determine whether the negative processing bias specif-
ically affects incremental habitual learning mechanisms rather
than rapid trial-to-trial adjustments as assessed in the current
task. Furthermore, higher reward sensitivity was related to larger
Pe amplitudes and better learning performance, suggesting that
self-reported BAS-reactivity is associated with an enhanced use
of deliberate proactive strategies to support future performance.
Importantly, the Pe and the Ne/ERN appeared to make indepen-
dent contributions to overall learning performance and error-
related behavioral adjustments, consistent with the notion that
the two components reflect activity of separable action monitor-
ing systems, which may mediate automatic vs. more controlled
forms of post-error adaptation (cf. Ridderinkhof et al., 2009).
In line with previous studies, the present findings indicate that
individual differences in reward and punishment sensitivity are
associated with unique functional alterations of these systems.
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Previous studies have shown that social comparison influences individual’s fairness con-
sideration and other-regarding behavior. However, it is not clear how social comparison
affects the brain activity in evaluating fairness during asset distribution. In this study, par-
ticipants, acting as recipients in the ultimatum game, were informed not only of offers
to themselves but also of the average amount of offers in other allocator–recipient dyads.
Behavioral results showed that the participants were more likely to reject division schemes
when they were offered less than the other recipients, especially when the offers were
highly unequal. Event-related brain potentials recorded from the participants showed that
highly unequal offers elicited more negative-going medial frontal negativity than moderately
unequal offers in an early time window (270–360 ms) and this effect was not significantly
modulated by social comparison. In a later time window (450–650 ms), however, the late
positive potential (LPP) was more positive for moderately unequal offers than for highly
unequal offers when the other recipients were offered less than the participants, whereas
this distinction disappeared when the other recipients were offered the same as or more
than the participants.These findings suggest that the brain activity in evaluating fairness in
asset division entails both an earlier (semi-) automatic process in which the brain responds
to fairness at an abstract level and a later appraisal process in which factors related to social
comparison and fairness norms come into play.

Keywords: social comparison, fairness consideration, ultimatum game, ERP, MFN, LPP

INTRODUCTION
Fairness is important in interpersonal interaction and for social
stability. A large number of studies, employing different para-
digms, show that people demand fairness in wealth allocation and
are willing to sacrifice economic interests to punish unfair behavior
(Fehr and Gächter, 2002; Camerer, 2003). One way to investigate
fairness consideration in asset division is to let individuals play
economic exchange games, like the ultimatum game (UG; Güth
et al.,1982),and to examine these individuals’behavioral responses
and/or brain activities. In the standard UG, two players have to
divide a certain amount of money between them. One player is
the allocator and proposes a division of the money; the other is
the recipient and can either accept or reject the division scheme. If
the recipient accepts, the asset is divided as proposed. If the recip-
ient rejects, both players end up empty-handed. Ample evidence
shows that allocators often offer an equal split, and that recipients
are unwilling to accept offers that leave them with approximately
20% of the pie or less (Camerer and Thaler, 1995). Studies manip-
ulating the size of the bargaining property and the population of
players obtain essentially the same pattern of effects (Hoffman
et al., 1996; Henrich et al., 2006).

As the UG is a typical dyadic bargaining situation, the recipi-
ent automatically compares the amount offered to him with the

amount the allocator would have, and this comparison helps the
recipient to judge whether the division scheme is fair (Handgraaf
et al., 2003). If the amount offered to the recipient compares
unfavorably to the amount left to the allocator, negative feelings
are elicited, and drive the recipient to reject the offer (Sanfey
et al., 2003). In daily life, however, individuals may focus not
only on the outcomes of those who are involved in the current
negotiation, but also on the outcomes of people who are in sim-
ilar roles but in different negotiations (Loewenstein et al., 1989).
For example, in salary negotiations, prospective employees typi-
cally do not compare their wages with those of their employers,
but rather with wages of similarly situated employees (Babcock
et al., 1996). Bohnet and Zeckhauser (2004) termed the com-
parison in UG between recipients in different allocator–recipient
dyads as social comparison, and found it to affect both the alloca-
tor’s and the recipient’s bargaining behavior. In particular, when
recipients were informed of the average offer of allocators in
other allocator–recipient dyads, the allocators were more likely
to propose higher offers and the recipients were more likely to
reject unequal offers. They suggested that social comparison could
highlight and facilitate attention to fairness norms and affect
fairness consideration and other-regarding behavior in strategic
situations.
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Note that social comparison can be in different directions
(Festinger, 1954): an upward comparison in which individuals
compare themselves with peers in a better standing; a downward
comparison in which individuals compare themselves with peers
in an inferior situation; and a lateral comparison in which individ-
uals compare themselves with peers in similar standings. Down-
ward and upward comparisons may lead to different emotional
responses, including schadenfreude and envy (Takahashi et al.,
2009). They may also affect, in different ways, how individuals
respond to unequal division of asset.

The main purpose of this study was therefore to investi-
gate how upward and downward social comparison modulates
the recipient’s fairness consideration in asset division and how
the brain responds to such modulations. Previous studies have
demonstrated that brain regions such as ventral striatum and/or
ventromedial prefrontal cortex are involved in the social compar-
ison process (Fliessbach et al., 2007; Takahashi et al., 2009; Dvash
et al., 2010; Tricomi et al., 2010), and these brain activities are
modulated by individual differences, such as social value orien-
tation (Haruno and Frith, 2010). What is lacking is the detailed
knowledge about the temporal characteristics of neural processes
involved in social comparison and its modulation on fairness con-
sideration (see Qiu et al., 2010; Boksem et al., 2011). Here we
developed a variant of UG in which the participant, acting as
a recipient in asset division, was informed not only about the
amount of money (out of 10 Chinese yuan) offered to him by
the allocator in his own allocator–recipient dyad but also the
average amount offered to recipients in other allocator–recipient
dyads. While the offer to the participants could be moderately
unequal (4 out of 10 yuan) or highly unequal (2 out of 10 yuan),
a downward comparison was made possible by the presented
average amount of offers in other dyads being 3 or 1 yuan, respec-
tively; similarly, an upward comparison was made possible by the
average amount being 5 or 3 yuan, respectively. From a ratio-
nal perspective, the potential social comparison should not affect
the participant’s decision to accept or reject the offer as inter-
ests of the participant and of other recipients were independent
from each other. However, it has been demonstrated that fairness
consideration is strongly context-dependent and is constrained
by various social or situational factors (Handgraaf et al., 2003;
Güroglu et al., 2010). It was likely that the upward (and perhaps
the downward) comparison would affect the participant’s decision
to accept or reject the offers, especially when the offer was highly
unequal.

Electrophysiologically, we focused on the medial frontal nega-
tivity (MFN), an Event-related brain potential (ERP) component
that has been implicated in the evaluation of fairness in asset dis-
tribution. The MFN is a negative deflection peaking between 200
and 350 ms at frontocentral recording sites. It has been found
to be sensitive to violation of social expectancy or social norms
(Polezzi et al., 2008; Boksem and De Cremer, 2010; Hewig et al.,
2011; Wu et al., 2011; Van der Veen and Sahibdin, 2011). Unequal
offers, i.e., offers deviating from the equal division of asset, elicit
more negative-going MFN than equal offers in economic exchange
games. The MFN is also more pronounced for lower offers than
for higher offers and this effect is especially true for partici-
pants with high concerns for fairness (Boksem and De Cremer,

2010). For the present study, we would predict that highly unequal
offers could elicit more negative MFN responses than moderately
unequal offers, reflecting a general violation of social expectancy.
Moreover, we predicted that social comparison could modulate
the MFN effect for different offers. Boksem et al. (2011) found
that the MFN effect for monetary gains and losses associated with
outcomes in a time-estimation task is more pronounced when an
individual’s own reward is worse than that for others. We therefore
hypothesized that highly unequal offers (2 out of 10 yuan) would
elicit stronger MFN effect when the participants were offered
less than the average amount of offers (3 yuan) to the recipients
in other allocator–recipient dyads, as upward comparison might
strengthen the negative motivational/affective significance of the
highly unequal offers.

Another ERP component, the P300, which is the most positive
peak in the period of 200–600 ms, has also been found to be related
to various aspects of outcome evaluation or reward processing.
Some studies found that the P300 is sensitive to the magnitude of
reward, with a more positive response to a larger than to a smaller
reward (Yeung and Sanfey, 2004; Sato et al., 2005). Other studies
suggested that the P300 is also sensitive to reward valence, with
a more positive amplitude for positive than for negative reward
(Hajcak et al., 2005, 2007; Yeung et al., 2005; Wu and Zhou, 2009;
Leng and Zhou, 2010). In a study on asset division, Wu et al.
(2011) found that the P300 is more positive to equal offers than
to unequal offers. Thus one might predict a similar pattern for the
P300 in this study, although it was not clear how social compari-
son might modulate the pattern of the P300 effect. On the other
hand, Qiu et al. (2010) asked participants to perform a number
estimation task and to receive feedback on their own as well as oth-
ers’ monetary reward associated with performance. They obtained
an effect on sustained late positivity potential (LPP) rather than
the P300, for lateral, upward, and downward comparisons. It has
been suggested the LPP may have functional significance similar
to that of the P300 (Ito et al., 1998). It was not clear whether we
would observe an LPP or P300 effect for offer type and/or for social
comparison.

MATERIALS AND METHODS
PARTICIPANTS
Twenty-six undergraduate and graduate students (19 females;
mean age 21.92 years, SD = 2.00) participated in the experiment.
Seven students, who were strangers to the participants, were
recruited as confederates. The purpose of using seven confederates
was to reduce the reputation building effect in the repeated-trial
game and to make the experimental setup more realistic since the
participant would play against different allocators in rounds of the
game.

All the participants were right-handed and had normal or
corrected-to-normal vision. They had no history of neurologi-
cal or psychiatric disorders. Informed consent was obtained from
each participant before the test. The experiment was performed
in accordance with the Declaration of Helsinki and was approved
by the Ethics Committee of the Department of Psychology, Peking
University. Each participant was paid 45 Chinese yuan (about $
6.9) as basic payment and was informed that additional monetary
reward would be paid according to their performance in the task,
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although in the end all the participants were paid extra 5 yuan on
top of the basic payment.

DESIGN AND PROCEDURES
The experiment had a 2 × 3 within-participant factorial design,
with the first factor referring to offer type (moderately unequal
vs. highly unequal) and the second factor referring to social com-
parison (downward vs. lateral vs. upward). A highly unequal offer
was 2 out of 10 yuan and a moderately unequal offer was 4 out
of 10 yuan. For upward or downward comparison condition, the
average amounts of offers to recipients in other allocator–recipient
dyads were 1 yuan more or less than the offers to the participants,
whereas for lateral comparison, the average amounts were equal
to the offers to the participants.

When a participant came to the laboratory, he/she and the seven
confederates were told that they would sit in separate rooms to fin-
ish a task together through the computer network. By assigning
the participant and the confederates pre-determined cards, they
were ostensively led to separate cubicles to play different roles in
the game. The participant was then told that he/she as well as
another three randomly selected participants would play as recipi-
ents in UG and the other four would play as allocators. He/she was
also informed about the rules of the experiment. That is, at the
beginning of each round, the computer would randomly pair each
recipient with one allocator, and the allocator would then make an
offer on how to divide 10 yuan. Offers in the four different dyads
were independently and simultaneously made by the allocators.
The participant was presented with not only the amount his/her
paired allocator proposed to offer but also the average amount of
offers in the other three allocator–recipient dyads. The participant
was asked to press a button with the index finger of his/her left
or right hand, without elaborative thinking, to indicate whether
he/she would accept or reject the offer. Note that the participant
was reminded that his/her response to each offer would not be sent
back to the allocator immediately and therefore would not affect
the allocators’ offers in the following rounds.

Each trial began with the presentation of a photo of the 10
yuan bill (2.6˚ × 1.3˚) for 500 ms against a black background (see
Figure 1). The sentence “The computer is randomly pairing” in
Chinese (white and Song font, size 32) was presented for another
500 ms, indicating to the participant that four different dyads were
being formed randomly. Then the sentence “Please wait for the
offer” in Chinese (white and Song font, size 32) was presented for
either 500, 750, 1000, 1250 ms, implying that the allocators were
considering how to distribute the assets. After the presentation
of a blank screen for a period of either 400, 500, 600, or 700 ms,
the amount offered to the EEG participant as well as the average
amount offered in other dyads (i.e., the division scheme) were
revealed in two lines of words (e.g., “you 2, average 2,” white and
Song font, size 32) at the center of screen for 1000 ms. The screen
turned blank again for 400 ms, followed by the presentation of two
options, “accept” and “reject” (in words), on the left and right side
of the screen respectively, with the positions of the two options
counterbalanced over participants. The participant was asked to
make the “accept” or “reject” decision as quickly as possible and
his/her choice was highlighted by thickening the white outlines of
the option. The next trial began 1000 ms after the button press.

The participant was seated comfortably about 1.5 m in front
of a computer screen in a dimly lit room. The experiment was
administered on a computer with a Del 22-in. CRT display, using
Presentation software (Neurobehavioral System Inc.) to control
the presentation and timing of the stimuli. Without the partici-
pant’s knowledge, all the offers were pre-determined by a computer
program. Each of the six experimental conditions had 40 trials. In
addition, another 120 trials, with the average offers (up to one
decimal place) computed according to different possible offers,
were used as fillers. The 360 trials were randomly mixed and were
divided in equal numbers into 3 blocks. A practice block of 9 trials
was administered before the formal test to familiarize the partici-
pants with the task. Participants were debriefed, paid, and thanked
at the end of the experiment.

EEG RECORDING AND ANALYSIS
EEGs were recorded from 64 scalp sites using tin electrodes
mounted in an elastic cap (Brain Products, Munich, Germany)
according to the international 10–20 system. The vertical elec-
trooculogram (VEOGs) was recorded supra-orbitally from the
right eye. The horizontal EOG (HEOG) was recorded from elec-
trodes placed at the outer canthus of the left eye. All EEGs and
EOGs were referenced online to an external electrode which was
placed on the tip of nose and were re-referenced offline to the mean
of the left and right mastoids. Electrode impedance was kept below
10 kΩ for EOG channels and below 5 kΩ for all other electrodes.
The bio-signals were amplified with a bandpass from 0.016 to
100 Hz and digitized online with a sampling frequency of 500 Hz.

Separate EEG epochs of 1000 ms (with a 200-ms pre-stimulus
baseline) were extracted offline, time-locked to the onset of each
division scheme. Ocular artifacts were corrected with an eye-
movement correction algorithm that employs a regression analysis
in combination with artifact averaging (Semlitsch et al., 1986).
Epochs were baseline-corrected by subtracting from each sample
the average activity of that channel during the baseline period.
All the trials in which EEG voltages exceeded a threshold of
±80 μV during recording were excluded from further analysis.
For highly unequal offers, on average 36.36 (SD = 4.51), 35.81
(SD = 5.21), and 35.91 (SD = 4.96) trials after artifact rejec-
tion were entered into statistical analysis for the downward,
lateral, and upward social comparison conditions, respectively.
For moderately unequal offers, on average 36.91 (SD = 4.57),
36.09 (SD = 5.07), and 35.82 (SD = 4.55) trials were left for the
three conditions, respectively. The number of trials did not dif-
fer between conditions after artifact rejection. The EEG data were
low-pass filtered below 30 Hz.

For the MFN, we focused on 10 frontal electrodes, F3, F1, Fz,
F2, F4, FC3, FC1, FCz, FC2, and FC4. For the LPP, we focused
on these same frontal electrodes as well as 10 posterior electrodes,
CP3, CP1, CPz, CP2, CP4, P3, P1, Pz, P2, and P4. We concen-
trated on these electrodes because the MFN effect and the late
positive potentials observed were the largest on these electrodes.
The mean amplitudes in the time window of 270–360 ms (for the
MFN) in the frontal region and the mean amplitudes in the time
window of 450–650 ms (for the LPP) in both the frontal and pos-
terior regions were analyzed. These time windows were selected
according to the classical definitions for the MFN and the LPP and
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FIGURE 1 | Sequence of events in a single trial.

according to visual inspection of waveforms. Analyses of variance
(ANOVAs) were conducted with three within-participant factors:
offer type (highly unequal vs. moderately unequal), social compar-
ison (upward vs. lateral vs. downward), and electrode. If the inter-
action between offer type and social comparison reached statistical
significance, further F tests were conducted to test the simple
effects, with electrode as a factor of no-interest. The Greenhouse–
Geisser correction for violation of the assumption of sphericity
was applied where appropriate. The Bonferroni correction was
used for multiple comparisons.

RESULTS
Among the 26 EEG participants, one participant accepted all the
offers and three participants displayed excessive artifacts in EEG
recording. These participants were excluded from data analysis,
leaving 22 participants for the following analysis.

BEHAVIORAL RESULTS
Rejection rates for different division schemes are presented
in Figure 2. A 2 (offer type: highly unequal vs. moderately
unequal) × 3 (social comparison: downward vs. lateral vs. upward)
repeated-measures ANOVA revealed a significant main effect
of offer type, F(1,21) = 50.24, p < 0.001, η2 = 0.71, indicat-
ing that rejection rate for highly unequal offers (mean ± SD,
0.54 ± 0.30) was higher than that for moderately unequal offers
(0.07 ± 0.11). The main effect of social comparison was sig-
nificant, F(2,42) = 18.07, ε = 0.69, p < 0.001, η2 = 0.46, suggest-
ing that the rejection rate was higher for upward compari-
son (0.48 ± 0.25) than for either lateral (0.25 ± 0.20) or down-
ward (0.20 ± 0.19) comparison, as confirmed by post hoc tests,
ps < 0.001. Rejection rates for lateral and downward comparison
did not differ from each other, p > 0.1. Importantly, these main
effects were qualified by a significant interaction between offer
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FIGURE 2 |The rejection rate depicted as a function of offer type and

social comparison. Error bars represent standard errors of the means.

type and social comparison, F(2,42) = 5.57, ε = 0.90, p = 0.01,
η2 = 0.21. Further tests showed that for highly unequal offers,
there was a main effect of social comparison, F(2,42) = 18.20,
p < 0.001, η2 = 0.46, with the rejection rate being higher
for upward comparison (0.78 ± 0.31) than for either lateral
(0.47 ± 0.39) or downward comparison (0.38 ± 0.37), ps < 0.001;
for moderately unequal offers, the main effect of social compari-
son was also significant, F(2,42) = 6.71, p < 0.05, η2 = 0.24, with
the rejection rate being higher for upward (0.18 ± 0.31) than for
downward comparison (0.01 ± 0.04), p < 0.01. Thus, the rejection
rate was enhanced for upward comparison, and this was especially
the case when the offers to the participants were highly unequal
(Figure 2).

THE MFN
For the mean amplitudes in the 270- to 360-ms time window
(Figures 3A,B), ANOVA revealed a significant main effect of offer
type, F(1,21) = 25.28, p < 0.001, η2 = 0.55, indicating that ERP
responses were more negative going for highly unequal offers
(mean ± SD, 0.35 ± 3.06 μV) than for moderately unequal offers
(1.25 ± 3.16 μV). However, there was no significant main effect
of social comparison, F(2,42) = 1.74, p > 0.1, nor interaction
between offer type and social comparison, F(2,42) = 1.48, p > 0.1,
indicating that social comparison did not affect the manifestation
of the MFN.

THE LATE POSITIVE POTENTIAL
At the frontal region, ANOVA revealed no significant main
effect of offer type, F(1,21) = 1.99, p > 0.1, but a significant
main effect of social comparison for the mean amplitudes
in the 450- to 650-ms time window, F(2,44) = 6.72, ε = 0.98,
p < 0.01, η2 = 0.24, suggesting that the LPP was less posi-
tive for downward (1.53 ± 3.24 μV) and upward comparison
(1.46 ± 3.44 μV) than for lateral comparison (2.56 ± 3.19 μV),
p < 0.05 and p < 0.01, respectively. Moreover, this main effect was
qualified by a significant interaction between offer type and social
comparison, F(2,42) = 3.36, ε = 0.95, p < 0.05, η2 = 0.14. Fur-
ther tests showed that moderately unequal offers (2.17 ± 3.51 μV)
elicited more positive-going responses than highly unequal
offers (0.90 ± 3.18 μV) in downward comparison (Figure 3C),
F(1,21) = 11.93, p < 0.01, η2 = 0.36, whereas this contrast did

not produce significant effects for either lateral or upward com-
parison, both F(1,21) < 1. On the other hand, for moderately
unequal offers, social comparison did not affect LPP responses,
F(2,42) = 2.52, ε = 0.99, p = 0.09; for highly unequal offers, social
comparison did have a significant effect, F(2,42) = 9.63, ε = 0.96,
p < 0.001, η2 = 0.31, with LPP for downward (0.90 ± 3.18 μV)
and upward comparison (1.53 ± 3.53 μV) being less positive-
going than for lateral comparison (2.61 ± 3.12 μV), p < 0.01 and
p < 0.05, respectively.

At the posterior region,ANOVA revealed only a significant main
effect of social comparison, F(2,42) = 5.33, ε = 0.92, p = 0.01,
η2 = 0.20, indicating that the mean amplitudes were less positive
for upward comparison (5.63 ± 3.14 μV) than for lateral compar-
ison (6.76 ± 2.96 μV), p < 0.01. The mean amplitudes for lateral
comparison were intermediate (6. 12 ± 2.86 μV) and did not dif-
fer significantly from other conditions, ps > 0.1. Neither the main
effect of offer type nor the interaction between offer type and
social comparison was significant, F(1,21) = 1.49, p > 0.1, and F
(2,42) = 1.39, p > 0.1, respectively.

DISCUSSION
This study demonstrated that social comparison influences recip-
ients’ behavioral reactions as well as their brain responses to
unequal asset allocation schemes in the UG. Participants were
more likely to reject division schemes when the recipients in other
dyads were offered more than themselves (i.e., upward compar-
ison), particularly when the offers were highly unequal. Electro-
physiologically, highly unequal offers elicited more negative-going
ERP responses than moderately unequal offers in an earlier MFN
time window (270–360 ms), and this effect was not modulated by
social comparison. In a later time window (450–650 ms), the late
positive potential (LPP) was more positive for moderately unequal
offers than for highly unequal offers when the other recipients
were offered less than the participants were (i.e., downward com-
parison). These findings revealed the temporal characteristics of
neural activity in social comparison and fairness consideration,
complimenting previous fMRI studies that localized brain regions
involved in social comparison (Dvash et al., 2010; Haruno and
Frith, 2010; Tricomi et al., 2010) and fairness consideration (Sanfey
et al., 2003; Tabibnia et al., 2008; Güroglu et al., 2010).

Previous studies suggest that upward comparison, i.e., being
worse off than others, is motivationally salient and threatens
self-esteem, causing individuals to feel inferior to the others
(Wood, 1996). Such negative emotions elicited by upward com-
parison might drive the recipients to reject more often the division
schemes, whether the offers are highly or moderately unequal and
even though such costly punishment of the allocators might lead
them and the allocators both empty-handed. Nevertheless, this
effect of social comparison was more pronounced when the offers
were highly unequal. Upward comparison deepens the experi-
enced negative feeling caused by the unequal offers deviating from
the equity rule in asset distribution, leading to more rejections to
the division schemes. This finding is consistent with Bohnet and
Zeckhauser (2004) which demonstrated that social comparison
facilitates recipients’ attention to the fairness norm.

The finding of a MFN effect, with more negative-going
responses to highly unequal offers than to moderately unequal
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FIGURE 3 | (A) ERP responses time-locked to the onset of different offers at
the midline Fz, FCz, and CPz. The shaded 270–360 ms time window was for
the calculation of the mean amplitudes of the MFN. The shaded 450–650 ms

time window was for the calculation of the mean amplitudes of the LPP; (B)

topographic maps for the MFN effect; (C) topographic maps for the LPP
effect.

offers, replicated previous studies in which the MFN effect
increased with unfairness in economic games (Polezzi et al., 2008;
Boksem and De Cremer, 2010; Hewig et al., 2011; Wu et al., 2011;
Van der Veen and Sahibdin, 2011). This effect may reflect the detec-
tion of social expectancy violation as egalitarian distribution of
assets is an expected social norm (Messick and Sentis, 1983; Fehr
and Gächter, 2002; Fehr and Fischbacher, 2004). During evolu-
tion, the human brain may have developed specific mechanisms
to detect ongoing deviations from social norms (Montague and
Lohrenz, 2007). These mechanisms might share the same neural
correlates as those engaged in predicting errors during non-social
reinforcement learning (Harris and Fiske, 2010). The MFN can
therefore reflect not only the encoding of prediction errors for
monetary reward or performance feedback but also violations of
expectancy toward social norms.

A perhaps surprising finding in this study was that social com-
parison had no obvious effect on the MFN responses to division
schemes. This absence of a social comparison effect appears to be at
odds with Boksem et al. (2011) and Qiu et al. (2010) in which social

comparison modulated the MFN or MFN-like responses in out-
come evaluation. It is possible that the discrepancy between these
findings is due to different paradigms employed in the studies. In
both Boksem et al. (2011) and Qiu et al. (2010), the participants
performed a gambling task in which one’s own outcome as well as
the other’s were presented simultaneously and the outcome for the
participant was deterministic. In a recent study, Wu et al. (2011)
also found that the social distance between the allocator and the
recipient, i.e., being friends vs. strangers, could modulate MFN
responses to equal and unequal offers in the dictator game (DG).
DG is similar to UG except that the recipient owns no right but has
to accept any offer from the allocator. This finding, together with
Boksem et al. (2011) and Qiu et al. (2010), suggests that the social
context can affect the MFN responses when reward is determinis-
tic. However, in the UG paradigm adopted here, as the participants
can decide to either accept or reject the offers, the outcome is nego-
tiable. The (un)certainty of the outcome may affect the extent the
participants process the affective/motivational significance of the
outcome. The system may adopt a “wait-and-see” strategy and
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conduct deeper assessment of offers only at a later stage involv-
ing more top-down processes (Cunningham et al., 2003; Leng and
Zhou, 2010; Ma et al., 2011). That is, fairness consideration in UG
can be differentiated into two stages: an earlier, semi-automatic
stage in which the fairness of offers are considered at an abstract
level with reference to long-established social norms but with-
out much reference to personal interests; and a later, cognitive
appraisal stage in which social factors comes into play (Moore and
Loewenstein, 2004; Wu and Zhou, 2009; Leng and Zhou, 2010).

Recent ERP studies employing economic games have indicated
that the P300 is sensitive to different offers, with its magnitude less
positive to unequal offers (Wu et al., 2011). In the present study, we
found the late positivity potential (LPP), rather than the P300, was
modulated by social comparison. Although the LPP and the P300
may differ in temporal dynamics and scalp distribution, a num-
ber of studies indicated that they share similar functions in social
evaluation and attitude categorization (see Hajcak et al., 2010 for
a review). The P300 is generally believed to be related to processes
of attentional allocation (Gray et al., 2004; Linden, 2005) and/or
to high-level motivational/affective evaluation (Yeung and Sanfey,
2004; Nieuwenhuis et al., 2005). Similarly, the LPP has been impli-
cated in the process of social evaluation, with enhanced positive
amplitudes reflecting increased motivated attention (van Hooff
et al., 2010). For instance, the LPP has been found to be largest for
stimuli that are motivationally relevant, receive the highest reports
of affective experience, and prompt the largest levels of autonomic
arousal (Schupp et al., 2004; Briggs and Martin, 2009).

Moderately unequal offers evoked more positive LPP than
highly unequal offers when the recipients in the other dyads were
offered less than the participants were. This finding is consis-
tent with the P300/LPP results in the previous ERP studies using
economic games (Wu et al., 2011). It may reflect differential distri-
bution of attentional resources to the two types of offers that had
different affective/motivational significance. However, the offer
type effect on LPP appeared mostly in the downward comparison
conditions, not in the lateral or upward comparison conditions
(Figure 3C). It is possible that in the present setup the LPP is more
sensitive to social comparison rather than to offer type. The partic-
ipants cared more and devoted more attentional resources to the
comparison between the offers to themselves and the offers to their
peers than to the comparison between the offers to themselves and
the amount left to the proposers. This dominance seeking (Rusti-
chini, 2008) captured attention and overshadowed the offer type
effect on LPP in the lateral and upward comparison conditions.
When the participants were in advantageous positions compared
with their peers (e.g., in downward comparison), more attentional

resources were left to the comparison between the offers to the par-
ticipants and the amounts left to the proposers and then the offer
type effect emerged.

Note that the pattern of the LPP effect outlined above was
inconsistent with the pattern of effect in rejection rates (Figure 2),
as the offer type effect on LPP was absent in both lateral and
upward comparison conditions whereas the rejection rates for the
lateral comparison conditions were more similar to the down-
ward comparison conditions, rather than to the upward com-
parison conditions. The latter pattern of the rejection rates was
also observed in another behavioral study in which more levels of
offer type were included (unpublished data). The apparent con-
tradiction between the ERP pattern and the behavioral data may
be due to different processes underlying the electrophysiological
and behavioral responses. The electrophysiological measurement
was time-locked to the presentation of division schemes that are
evaluated promptly, whereas the behavioral responses may involve
more elaborated processes, including weighting pros and cons of
rejection (i.e., strategic consideration).

CONCLUSION
By providing participants with highly or moderately unequal
schemes of asset division in the UG and by informing them the
average offers to their peers in other allocator–recipient dyads, we
found that the participants’ rejections of the unequal offers were
modulated by the comparison between the offers to the partici-
pants and the offers to their peers. Participants were more likely to
reject division schemes when they were offered less than their peers
were, and this was especially the case when the offers to the partic-
ipants were highly unequal. Electrophysiologically, highly unequal
offers elicited more negative-going MFN responses than moder-
ately unequal offers in an early time window (270–360 ms) and
this effect was not obviously modulated by social comparison.
In a later time window (450–650 ms), the LPP was more posi-
tive for moderately unequal offers than for highly unequal offers
in downward comparison, whereas this effect was absent in lat-
eral or upward comparison. These findings suggest that the brain
responses to the fairness in asset division entails both an earlier
(semi-) automatic process in which the brain responds to fairness
at an abstract level and a later appraisal process in which factors
related to social comparison and fairness norms come into play.
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Previous studies on outcome evaluation and performance monitoring using gambling or
simple cognitive tasks have identified two event-related potential (ERP) components that
are particularly relevant to the neural responses to decision outcome. The feedback-related
negativity (FRN), typically occurring 200–300 ms post-onset of feedback stimuli, encodes
mainly the valence of outcome while the P300, which is the most positive peak between
200–600 ms, is related to various aspects of outcome evaluation. This study investigated
the extent to which neural correlates of outcome evaluation involving perceptually complex
feedback stimuli (i.e., female faces) are similar to those elicited by simple feedback.
We asked participants to judge the attractiveness of blurred faces and then showed
them unblurred faces as implicit feedback. The FRN effect can be identified in the ERP
waveforms, albeit in a delayed 300–380 ms time window, with faces inconsistent with
the initial judgment eliciting more negative-going responses than faces consistent with
the judgment. However, the ERP waveforms did not show the typical pattern of P300
responses. With the principal component analysis (PCA), a clear pattern of P300 effects
were revealed, with the P300 being more positive to faces consistent with the initial
judgment than to faces inconsistent with the judgment, and more positive to attractive
faces than to unattractive ones. The effect of feedback consistency did not interact
with the effect of attractiveness in either the FRN or P300 component. These findings
suggest that brain responses involved in processing complex feedback stimuli with a social
dimension are generally similar to those involved in processing simple feedback stimuli in
gambling or cognitive tasks, although appropriate means of data analysis are needed to
reveal the typical ERP effects that may have been masked by sophisticated cognitive (and
emotional) processes for complex stimuli.

Keywords: outcome evaluation, performance monitoring, facial attractiveness, ERP, FRN, P300, PCA

INTRODUCTION
Over the past decade, there has been increased interest in the
neural basis of performance monitoring and outcome evalu-
ation, which plays an important role in decision-making and
learning from the environment. Electrophysiological studies on
outcome evaluation and performance monitoring have consis-
tently observed two event-related potential (ERP) components
(Miltner et al., 1997; Gehring and Willoughby, 2002; Holroyd
and Coles, 2002; Nieuwenhuis et al., 2004). The first component,
the feedback-related negativity (FRN), is a negative deflection at
frontocentral recording sites that typically reaches a maximum
amplitude around 250 ms post-onset of the feedback stimulus.
It is sensitive to the outcome valence, being more negative-going
for negative feedback associated with unfavorable outcomes, such
as incorrect responses (Miltner et al., 1997), monetary losses
(Gehring and Willoughby, 2002), or violations of expectancy
(Heldmann et al., 2008; Wu and Zhou, 2009), than for positive
feedback. Another ERP component, the P300, is the most positive
peak in the 200–600 ms period post-onset of feedback stimulus
and typically increases in magnitude from frontal to parietal sites.

The P300 is traditionally believed to reflect processes demanding
attentional resources (Polich and Kok, 1995; Polich, 2007) and it
has been found to be related to various aspects of outcome evalua-
tion, including the magnitude of reward (Yeung and Sanfey, 2004;
Sato et al., 2005), expectancy toward the outcome (Hajcak et al.,
2005, 2007; Wu and Zhou, 2009), and the valence of the outcome
(Hajcak et al., 2005, 2007; Wu and Zhou, 2009; Leng and Zhou,
2010).

Almost all the previous studies about outcome evaluation and
performance monitoring employed relatively simple tasks (e.g.,
making a gambling choice or estimating time duration elapsed
for a simple visual stimulus), with feedback stimuli that demand
little perceptual or cognitive processing (e.g., numerals repre-
senting monetary reward or symbols indicating the correctness
of estimation). However, in our daily life, we often encounter
more complex feedback stimuli, which require sophisticated cog-
nitive processing, particularly stimuli that are important in social
interactions (e.g., faces). Moreover, we often make judgments
or predictions based on limited information. The later outcome
evaluation may involve an implicit comparison that checks the
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previous judgment or expectancy stored in memory against the
newly available information. For example, when we think we rec-
ognize a friend from distance we might want to approach and
greet him. Only when we come closer do we see details of his face
and realize that he is not the expected person. During the time
between seeing the individual from afar and approaching him,
we form expectations toward meeting a particular person based
on partial information; the later implicit comparison between
the new information and the initial expectation allows us to see
whether our initial expectation or judgment was correct. It is
not clear to what extent the pattern of brain responses to the
new, complex feedback information is affected by the result of
comparison (i.e., the consistency between the initial judgment
or expectation and new information) and by the neurocognitive
processes associated with the complex feedback stimulus itself.

The main purpose of this study is to investigate to what extent
the neural correlates of the (implicit) outcome evaluation involv-
ing complex feedback stimuli (e.g., faces) are similar to those
revealed for simple feedback in gambling or simple cognitive
tasks. Answers to this question may open a new avenue for the
use of the ERP technique to investigate the neural basis of out-
come evaluation and performance monitoring in more complex,
including social, situations. To mimic a situation in which limited
information is available for decision-making and the feedback
stimuli require sophisticated processing, we blurred photos of
female faces and asked participants to judge whether a presented
female face was attractive or unattractive. Photos of unblurred
faces were presented as feedback and ERPs time-locked to the
onset of the feedback were measured. Facial attractiveness is a
key feature in social interactions, such as peer and mate choice
(Etcoff, 1999; Thornhill and Gangestad, 1999; Johnston, 2006)
and inferences about that individual’s personality (Dion et al.,
1972). If participants did make (implicit) comparisons between
newly available information and previous judgments, then the
feedback faces would carry information concerning the valence of
feedback (consistent vs. inconsistent with the initial judgment),
in addition to information concerning facial attractiveness. The
processing of the social aspect of the feedback faces (i.e., attrac-
tiveness) becomes a necessary step in deciding whether the initial
judgment or guess was right. A previous study found that the
ventral occipital region including the fusiform face area (FFA)
shows differential responses to attractive and unattractive faces
even when the task is beauty-irrelevant (e.g., in an identity judg-
ment task), indicating that facial attractiveness may be processed
automatically (Chatterjee et al., 2009).

If the neural correlates of outcome evaluation for complex
feedback stimuli with a social dimension are similar to those
revealed for simple stimuli, inconsistent faces (those whose attrac-
tiveness is inconsistent with the initial judgment) should show an
FRN effect relative to consistent faces. On the other hand, previ-
ous studies demonstrated that the P300 is sensitive to the reward
valence in monetary gambling tasks (Hajcak et al., 2005, 2007;
Wu and Zhou, 2009; Leng and Zhou, 2010), with more positive
amplitudes for positive feedback than for negative feedback. If so,
the P300 should be more positive to feedback faces consistent with
the initial judgment than to faces inconsistent with the judgment.
Moreover, previous studies also showed that ERP responses are

more positive to attractive faces than to unattractive faces on late
positive potential (LPP) or P300 (Johnston and Oliver-Rodriguez,
1997; Oliver-Rodríguez et al., 1999; Werheid et al., 2007; Schacht
et al., 2008). We, therefore, predict a P300 or LPP effect for facial
attractiveness in this study.

METHOD
PARTICIPANTS
Sixteen right-handed undergraduate students (eight females,
18–24 years, mean = 21) from Peking University participated in
the experiment. All the participants had normal or corrected-to-
normal vision, and had no history of neurological, psychiatric, or
cognitive disorders. This study was conducted in accordance with
the Declaration of Helsinki and was approved by the Academic
Committee of the Department of Psychology, Peking University.

DESIGN AND MATERIALS
This experiment had a 2 by 2 factorial design, with the first exper-
imental factor (consistency: consistent vs. inconsistent) referring
to whether the attractiveness of feedback faces were consistent
with the initial judgment and the second experimental factor
(attractiveness: attractive vs. unattractive) referring to the facial
attractiveness of the feedback faces. The experiment included pre-
test, EEG test, and post-test. In the pre-test, 170 attractive and
170 unattractive gray-scale photos of female faces were selected
from the photo pools of Peking University and the Institute of
Psychology, Chinese Academy of Sciences, based on a consis-
tent rating of above five or below three on a seven-point scale
by 20 participants who did not participate in the EEG test. The
experimental stimuli in the EEG test comprised of five attractive
and five unattractive blurred female faces and the 170 attractive
and 170 unattractive unblurred female faces used in the pre-test.
Given that there were variable ratings as to whether particular
male faces were attractive, we did not include male faces in this
study. The attractiveness of unblurred female faces was confirmed
in which the EEG participants were asked to rate these faces in the
same way as the pre-test. Both the attractive and unattractive faces
were unfamiliar to the EEG participants to exclude the influence
of familiarity.

We adjusted all photos to be approximately 218 pixels in
width (SD = 10.3 pixels) and 274 pixels in height (SD = 4.6
pixels), centered on a 260 pixels× 280 pixels black background.
The brightness of all photos was adjusted to about 97.8 (SD =
6.0) as indicated in the histogram after undergoing the “auto
laves” function on Adobe Photoshop CS2. Five attractive and five
unattractive faces were blurred by Gaussian filters with σ = 14
pixels, maintaining all frequencies below four cycles per photo
width.

In each trial in the EEG test, participants were instructed to
guess the attractiveness of a blurred face, and to simply watch the
subsequent unblurred face, which served as implicit feedback to
the consistency of the initial judgment. The blurred faces were
presented randomly while the 170 attractive and the 170 unattrac-
tive feedback faces were presented in pseudo-random orders. For
each participant, each of the blurred faces was presented 34 times
and each of the attractive or unattractive faces was presented only
once, with the restriction that no more than three consecutive
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feedback faces were from the same category. Different pseudo-
random orders were created for different participants. Unknown
to the participants, the blurred face in each trial was not the same
one as the feedback face. The purpose of this manipulation was to
exclude the potential influence of the blurred faces on the percep-
tual processing of the subsequent feedback faces as well as to make
sure that about half of the trials would constitute “consistent”
trials.

PROCEDURES
Participants were seated in a sound-attenuated, electrically
shielded chamber approximately 1 m from a computer screen.
At the start of each trial, at the center of the computer screen,
a white fixation cross (0.6◦ × 0.6◦ in visual angle) was presented
against a black background for 500 ms. Then a blurred black-and-
white face photo was presented (6.3◦ × 4.6◦), and remained on
the screen until the participant’s response (Figure 1). The par-
ticipants’ task was to make a binary attractiveness judgment as
quickly as possible, by pressing a key on a joystick using their left
or right index finger. Button assignment was counter-balanced
between participants. After the response, a fixation cross was pre-
sented again for 800 ms. Then a unblurred face photo (6.3◦ ×
4.6◦), serving as feedback to the participants’ initial judgment,
was presented for 800 ms, and participants were asked to simply
watch it and wait for the next trial. After the unblurred face, a fix-
ation cross was presented for 700 ms and the screen turned black
for 100 ms before the next trial began.

Before the EEG test, participants completed a practice block
consisting of 10 trials to make sure they understood the task. The
EEG test consisted of four blocks with 85 trials each. After the
EEG test, participants completed a post-test, rating the attractive-
ness of each feedback face that had appeared in the EEG test. For
faces which a participant’s rating in the post-test was inconsistent
with the predefined attractiveness, the corresponding trial with
that face in the formal test was excluded from EEG data analysis.

EEG RECORDING
The EEG was recorded continuously from 62 scalp electrodes
mounted on an elastic cap (NeuroScan Inc., Herndon, Virginia,
USA) according to the extended 10–20 system with the addi-
tion of two mastoid electrodes. Signals were referenced online
to the left mastoid and were re-referenced offline to the linked
mastoids. Eye blinks and vertical eye movements were monitored
with electrodes located above and below the left eye. The hor-
izontal electro-oculogram was recorded from electrodes placed
1.5 cm lateral to the left and right external canthi. The electrode
impedance was less than 5 k�. The EEG was amplified (bandpass
0.05–100 Hz) and digitized at 500 Hz.

DATA ANALYSIS
ERPs were computed for each participant over an epoch from
200 ms before to 800 ms after the onset of the feedback faces, with
the 200 ms pre-stimulus EEG activity used for baseline correction.
Ocular artifacts were corrected with an eye-movement correction

FIGURE 1 | Sequence of events in a single trial. For illustration purpose, the attractive and the unattractive faces in the figure are the ones morphed from
several faces used in the experiment.
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algorithm which employs a regression analysis in combination
with artifact averaging (Semlitsch et al., 1986). Epochs contami-
nated by blinks and other movement artifacts were excluded from
averaging using an 80 μV criterion. The EEG data were low-pass
filtered at 30 Hz and were baseline-corrected by subtracting the
average activity of that electrode during the baseline period from
each trial. After excluding trials with artifacts, each participant
had at least 46 trials in each condition.

The grand-average ERP waveforms (Figure 2) did not show a
typical pattern for ERP responses that were observed for feedback
stimuli in gambling or simple cognitive tasks (e.g., no clear P300
component was visible), although it appeared that inconsistent
faces elicited negative-going deflections in the 300–380 ms time
window. We, therefore, analyzed ERP responses in different con-
ditions in the windows of 150–220 ms (i.e., P200), 300–380 ms
(i.e., FRN), and 380–500 ms based on visual inspection. For the
purposes of statistical analysis, mean amplitudes for each time
window was calculated across 25 electrode locations (F3, F1, Fz,
F2, F4, FC3, FC1, FCz, FC2, FC4, C3, C1, Cz, C2, C4, CP3,
CP1, CPz, CP2, CP4, P3, P1, Pz, P2, P4) that were chosen to

cover scalp areas known from previous studies to be the focus
of the FRN and P300. A repeated-measures analysis of vari-
ance (ANOVA) was conducted, with attractiveness (attractive
vs. unattractive), feedback consistency (consistent vs. inconsis-
tent), anterior-posterior scalp location (frontal, frontocentral,
central, centroparietal, parietal), and lateral scalp location (left,
left central, midline, right central, right) as four within-subjects
experimental factors. The Greenhouse-Geisser correction for vio-
lation of the ANOVA assumption of sphericity was applied
in all analysis. Bonferroni corrections were used for multiple
comparisons.

Given that the processing of the feedback faces and their attrac-
tiveness was likely to involve sophisticated neurocognitive pro-
cesses, it is possible that the FRN and the P300 components were
not only overlapping in the time course, but also masked by other
cognitive (and emotional) processes associated with the complex
feedback stimuli. To examine whether the typical P300 effects
that were observed in previous studies for various aspects of the
outcome evaluation could also be observed for the more com-
plex feedback faces, we performed principal-component analysis

FIGURE 2 | ERP responses to feedback faces at exemplar electrodes as a function of attractiveness and feedback consistency, with 0 ms

corresponding to the onset of feedback faces.
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(PCA) on the cleaned ERP data (i.e., after preprocessing) in
order to disentangle the overlapping and/or masked ERP com-
ponents. PCA has a wide range of applications in ERP analysis,
such as cleaning or filtering noises prior to data analysis, or
being used in data exploration as a way to detect and summa-
rize features of the dataset. In this study, we applied PCA on
the cleaned ERP data to maximize the possibility that the PCA
factors represent interpretable signals (i.e., brain activity due to
experimental manipulations) as opposed to noise (i.e., artifacts or
background EEG).

PCA is a common approach for decomposing an ERP dataset
into its constituent factors by summarizing the relationship
between variables (such as microvolt recordings at each time
point in temporal PCA or at each electrode in spatial PCA; Dien
and Frishkoff, 2005; Dien et al., 2005). This process consists
of three main steps: (1) computation of the covariance matrix
which captures the interrelationships between temporal/spatial
variables; (2) extraction and retention of the PCA factors which
extract linear combinations of variables (latent factors) to account
for patterns of covariance in the ERP data with the fewest PCA
factors; and (3) rotation to simple structure, which is used to
restructure the allocation of variables to PCA factors to maximize
the chance that each PCA factor reflects a single ERP compo-
nent. These steps yield two matrices, which are useful in further
analysis. The first one is a factor loading matrix, representing
correlations between the variables and the factor scores (e.g.,
describing the time course of each of the PCA factors in tempo-
ral PCA). The second one is a factor score matrix that indexes
the magnitude of the PCA factors for each of the observations,
reflecting the contribution of each PCA factor to ERPs.

In this study, we used the spatiotemporal PCA algorithm
implemented in the Matlab ERP PCA toolbox 2.23 (Dien and
Frishkoff, 2005; http://sourceforge.net/projects/erppcatoolkit/
files). In the spatiotemporal PCA, a spatial PCA was performed
first on the ERP data from all the electrodes to capture spatial
distribution, with the combination of 501 time points (covering
the epoch from –200 to 800 ms post-onset of the feedback
stimuli), 16 participants and four experimental conditions.
Infomax rotation was used, and two spatial factors were extracted
based on the resulting Scree plot. For each spatial factor, this
analysis yielded factor scores for each combination, representing
the amount of activity in the original data captured by that
factor. A temporal PCA was then performed for each of the two
spatial factors. Promax rotation was used, and four temporal
factors were extracted based on the Scree plot, yielding eight
unique factors combinations (i.e., two spatial factors by four
temporal factors). The covariance relationship matrix and Kaiser
normalization were used for each PCA. The waveforms for
each factor combination were reconstructed (i.e., converted
to microvolts) by multiplying the factor pattern matrix with
the standard deviations. A PCA factor may contain one or
more known ERP components, or may contain no well-defined
or theoretically interesting ERP components. Following the
suggestion of Dien et al. (2005) and based on visual inspection
of the waveforms associated with each PCA factor, two factors
that contained known ERP components involved in outcome
evaluation and facial attractiveness (i.e., P300) were selected

for further statistical analysis, with attractiveness (attractive vs.
unattractive) and feedback consistency (consistent vs. incon-
sistent) as two within-subjects experimental factors. Here we
focused on electrodes that showed the largest effect for each
selected PCA factor. The Greenhouse–Geisser correction was
applied for violation of the ANOVA assumption of sphericity.

RESULTS
BEHAVIORAL RESULTS
In the post-test on the attractiveness of the feedback faces, 377 tri-
als (6.9%) in total were inconsistent with the categorization of
attractiveness based on the pretest (i.e., their rating scores were
below five for attractive faces or above three for unattractive
faces). After excluding the EEG trials corresponding to these faces,
the remaining 5063 trials were categorized into four conditions:
attractive-consistent (72 trials per participant on average, rang-
ing from 51 to 117 trials over participants), attractive-inconsistent
(78 trials on average, ranging from 48 to 100 trials), unattractive-
consistent (91 trials on average, ranging from 61 to 117 trials),
and unattractive-inconsistent (76 trials on average, ranging from
48 to 107 trials). Overall, the percentage of trials (out of all the
available trials) for each condition was 22.6%, 24.5%, 28.9%, and
24.0%, respectively. No statistically significant differences were
found between the conditions.

ERP RESULTS
ERP waveforms time-locked to the onset of feedback faces and
topographic distributions of the differences between conditions
(e.g., ERP effects) in three time windows are illustrated in
Figures 2 and 3, respectively.

For the 150–220 ms time window (Figures 2, 3), repeated-
measures ANOVA showed a significant main effect of attrac-
tiveness, F(1,15) = 18.39, p = 0.01, with more positive P200
responses to attractive faces (5.95 μV) than to unattractive ones
(4.98 μV). The interaction between attractiveness and lateral
scalp location was significant, F(4,60) = 5.17, p = 0.001, indi-
cating that the size of the P200 effect varied over different scalp
locations. No other significant effects were found.

For the 300–380 ms window, ANOVA showed a significant
main effect of feedback consistency, F(1,15) = 15.99, p = 0.001,
with ERP responses to feedback faces more negative-going follow-
ing inconsistent judgments (9.97 μV) than following consistent
judgments (11.36 μV). The main effect of attractiveness was
also significant, F(1,15) = 20.48, p < 0.001, with more negative-
going responses to unattractive faces (9.56 μV) than to attractive
ones (11.78 μV). The interaction between attractiveness and feed-
back consistency was not significant, F(1,15) < 1, indicating that
the attractiveness effect was not affected by feedback consistency.
The interaction between attractiveness and anterior-posterior
scalp location was significant, F(4,60) = 17.66, p < 0.001, as
was the interaction between attractiveness and lateral scalp loca-
tion, F(4,60) = 8.21, p = 0.01. It is clear from Figure 3 that the
attractiveness effect in this time window was strongest in the
frontocentral regions. No other significant effects were found.

To further verify the feedback consistency effect, we carried out
statistical analyses based on peak-to-peak measurements of the
feedback consistency responses (Sato et al., 2005; Wu and Zhou,
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FIGURE 3 | Topographies of ERP effects in three time windows.

2009), with the most negative amplitudes in the 300–380 ms win-
dow and the most positive amplitudes in the 220–300 ms window
as peaks. Consistent with the above analysis, the main effect of
feedback consistency was significant, F(1,15) = 15.38, p = 0.001,
and this effect did not interact with attractiveness, F(1,15) < 1.
The main effect of attractiveness was significant, F(1,15) = 20.51,
p < 0.001.

For the 380–500 ms window, ANOVA showed a significant
main effect of attractiveness, F(1,15) = 13.31, p < 0.01, with
more positive responses to attractive faces (13.62 μV) than
to unattractive ones (12.52 μV), and a main effect of feed-
back consistency, F(1,15) = 13.15, p < 0.01, with more negative
responses to feedback faces following inconsistent judgments
(12.27 μV) than following consistent judgments (13.87 μV).
However, the interaction between attractiveness and feedback
consistency was not significant, F(1,15) < 1, suggesting that the
ERP responses in this time window may encode the valence and
attractiveness of feedback faces independently.

PCA RESULTS
Of the eight factor combinations yielded by the spatiotempo-
ral PCA, two were selected for further statistical analysis based
on visual inspection of the shape and the time course of peak
responses in the generated waveforms (Figure 4). Either of the
selected factors might correspond to the P300 component of the
ERP. The first factor, maximal at CPz in terms of amplitude,
reached its peak in the 200–300 ms window, accounting for 13.7%
of the data variance. The second factor, maximal at FCz in terms
of amplitude, contained a positive deflection beginning at about
250 ms and lasting to 800 ms, accounting for 27.8% of the data
variance.

For the first selected factor (the upper panel of Figure 4),
repeated-measures ANOVA based on the mean amplitudes in the
200–300 ms window at CPz revealed a significant main effect of

attractiveness, F(1,15) = 29.03, p < 0.001, with more positive
responses to attractive faces (6.30 μV) than to unattractive ones
(4.91 μV). The main effect of feedback consistency was signif-
icant, F(1,15) = 6.31, p < 0.05, with faces consistent with the
initial judgment eliciting more positive responses (5.87 μV) than
faces inconsistent with the judgment (5.34 μV). The interaction
between attractiveness and feedback consistency was not signif-
icant, F(1,15) < 1. In addition, we conducted ANOVA based
on the peak amplitude in the 200–300 ms window. Consistent
with the above analysis, the main effect of attractiveness was
significant, F(1,15) = 27.23, p < 0.001, and this effect did not
interact with feedback consistency, F(1,15) < 1. The main effect
of feedback consistency was significant, F(1,15) = 6.03, p < 0.05.

For the second selected factor (the lower panel of Figure 4),
repeated-measures ANOVA based on the mean amplitudes in
the 250–800 ms window at FCz revealed a significant main effect
of attractiveness, F(1,15) = 43.00, p < 0.001, with more posi-
tive responses to attractive faces (5.37 μV) than to unattractive
ones (3.32 μV). The main effect of feedback consistency was sig-
nificant, F(1,15) = 10.38, p < 0.01, with faces consistent with
the initial judgment eliciting more positive responses (4.76 μV)
than faces inconsistent with the judgment (3.93 μV). The inter-
action between attractiveness and feedback consistency was not
significant, F(1,15) < 1.

DISCUSSION
The main purpose of this study was to investigate to what extent
brain responses to complex feedback stimuli with a social dimen-
sion (e.g., faces) in outcome evaluation and performance mon-
itoring are similar to those revealed for simple stimuli used in
monetary gambling or simple cognitive tasks. We asked partici-
pants to guess the attractiveness of blurred faces and then showed
them the unblurred faces. The implicit comparison between
the initial judgment stored in memory and the newly acquired
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FIGURE 4 | ERP responses on the exemplar electrodes converted from

factor scores in the spatiotemporal PCA and depicted as a function of

attractiveness and feedback consistency. Topographic maps on the right

side present the differential responses corresponding to the factors depicted
on the left. Sketches in the upper and lower panels correspond to the first
and the second selected spatiotemporal factors, respectively.

information would indicate whether the feedback stimuli had
properties consistent or inconsistent with the initial judgment.

An FRN effect was observed for inconsistent feedback faces in
ERP waveforms, in accordance with many earlier studies (Gehring
and Willoughby, 2002; Holroyd and Coles, 2002; Yeung et al.,
2005; Leng and Zhou, 2010; Zhou et al., 2010; Long et al., 2012),
albeit in a delayed 300–380 ms time window. Faces inconsistent
with the initial judgment elicited more negative-going responses
than faces consistent with the judgment. The delay of the FRN
effect was likely due to the complexity of neurocognitive pro-
cesses involved in facial attractiveness and feedback consistency
processing. To know whether the initial judgment or guess was a
correct one, the system has to first process the perceptual struc-
ture of the feedback face, and evaluate the attractiveness of this
face by appealing to experiences or schemas stored in long-term
memory, and secondly to compare the result of this evaluation
with information concerning the initial judgment stored in work-
ing memory. It takes time to accomplish these processes, delaying
the appearance of the FRN effect, even though assessing facial
attractiveness can be fairly automatic (Chatterjee et al., 2009). A
previous study has also shown that the FRN effect was delayed
when the sophisticated counter-factual thinking was involved in
accessing the outcome valence of gambling choices (Yu and Zhou,
2009).

However, the ERP waveforms did not show the typical pattern
of P300 responses; instead, sustained deflections were observed,
with significant main effects for attractiveness and feedback con-
sistency. We suspected that the usual P300 responses were masked
by the sophisticated cognitive (and emotional) processes involved

in processing the feedback faces, and the observed deflections
(and possibly the preceding ERP responses) contained P300 com-
ponents. We, therefore, conducted spatiotemporal PCA, which
revealed a clear pattern of P300 effects for both feedback consis-
tency and attractiveness, with more positive responses to those
faces consistent with the initial judgment than to faces inconsis-
tent with the judgment, and more positive responses to attrac-
tive faces than to unattractive ones. Moreover, the P300 effects
centered on centroparietal areas lasted for a short time period
while the P300 effects centered on frontocentral area sustained
for a long time period, indicating that facial attractiveness and
feedback consistency could be processed parallel in different
brain areas.

The P300 effect for feedback consistency or valence replicated
previous studies using gambling tasks (Hajcak et al., 2005, 2007;
Wu and Zhou, 2009; Leng and Zhou, 2010). The P300 effect
for facial attractiveness also replicated many previous studies
(Johnston and Oliver-Rodriguez, 1997; Oliver-Rodríguez et al.,
1999; Werheid et al., 2007; Schacht et al., 2008). As attractive
faces activate brain areas dedicated to reward processing such
as the orbitofrontal cortex, the nucleus accumbens or the ven-
tral striatum (Aharon et al., 2001; Kampe et al., 2001; O’Doherty
et al., 2003; Bray and O’Doherty, 2007; Ishai, 2007; Winston
et al., 2007; Cloutier et al., 2008), the attractive feedback faces in
this study might be considered to be a form of reward, having
stronger motivational significance, and capturing more atten-
tional resources than unattractive faces (Sabatinelli et al., 2004).
A large number of studies have already demonstrated that the
P300 is sensitive to processes that demand attentional resources
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(Polich and Kok, 1995; Polich, 2007). The independence between
the P300 effect for feedback consistency and the effect for facial
attractiveness, while replicating previous studies that simulta-
neously manipulated different dimensions of feedback stimuli
(Hajcak et al., 2005, 2007; Wu and Zhou, 2009; Long et al., 2012),
indicate that the evaluative processes for different dimensions of
the outcome can be conducted in parallel.

Note that we also found a significant main effect of attractive-
ness in the 300–380 ms window. However, we do not interpret it as
a kind of FRN effect because we believe this effect was very likely
due to the spillover of the P300 effects for facial attractiveness.

To conclude, this study provides the first demonstration
of electrophysiological responses in outcome evaluation with
complex feedback stimuli (e.g., faces) that need complicated
neurocognitive processing. We demonstrated that the ERP cor-
relates of processing complex feedback stimuli with a social
dimension are generally similar to those involved in process-
ing simplex feedback stimuli; however, appropriate means of

ERP data analysis, including PCA, may be needed to uncover
the underlying patterns of effects that might be masked by
the sophisticated processes associated with the complex stimuli
themselves. Consistent with previous studies, the present study
demonstrates again that the FRN reflects early assessment of out-
come valence while the P300 can encode different attributes of
feedback simultaneously in outcome evaluation and performance
monitoring.
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Introduction: Event-related brain potentials (ERPs) provide important information about
the sensitivity of the brain to process varying risks. The aim of the present study
was to determine how different risk levels are reflected in decision-related ERPs,
namely the feedback-related negativity (FRN) and the P300. Materials and Methods:

Twenty participants conducted a probabilistic two-choice gambling task while an
electroencephalogram (EEG) was recorded. Choices were provided between a low-risk
option yielding low rewards and low losses and a high-risk option yielding high rewards and
high losses. While options differed in expected risks, they were equal in expected values
and in feedback probabilities. Results: At the behavioral level, participants were generally
risk-averse but modulated their risk-taking behavior according to reward history. An early
positivity (P200) was enhanced on negative feedbacks in high-risk compared to low-risk
choices. With regard to the FRN, there were significant amplitude differences between
positive and negative feedbacks on high-risk choices, but not on low-risk choices. While
the FRN on negative feedbacks did not vary with decision riskiness, reduced amplitudes
were found for positive feedbacks in high-risk relative to low-risk choices. P300 amplitudes
were larger in high-risk decisions, and in an additive way, after negative compared to
positive feedback. Discussion: The present study revealed significant influences of risk
and valence processing on ERPs. FRN findings suggest that the reward prediction error
signal is increased after high-risk decisions. The increased P200 on negative feedback in
risky decisions suggests that large negative prediction errors are already processed in the
P200 time range. The later P300 amplitude is sensitive to feedback valence as well as
to the risk associated with a decision. Thus, the P300 carries additional information for
reward processing, mainly the enhanced motivational significance of risky decisions.

Keywords: decision-making, feedback processing, P200, P300, FRN

INTRODUCTION
A significant function of the human brain is to assess the risk-
iness of decisions in order to prevent negative outcomes. Brain
imaging studies indicate that frontolimbic brain circuits involv-
ing the ventromedial prefrontal cortex, amygdala, insula, ventral
striatum, and anterior cingulate cortex (ACC), are implicated in
risk processing. In particular, the ACC is important for detect-
ing and evaluating unfavorable outcomes (Bush et al., 2000; Luu
et al., 2000), and for risk assessment (Ernst et al., 2004; Fukui
et al., 2005; McCoy and Platt, 2005). Greater ACC activity pre-
dicts enhanced error avoidance (Johansen and Fields, 2004; Frank
et al., 2005) and less risk-taking behavior (Paulus and Frank,
2006). An influential model of decision-making under risk is the
prospect theory (Tversky and Kahneman, 1981). It proposes that
human decision makers are generally risk avoiding when choos-
ing between alternatives. Nevertheless, it has been shown that
risk-taking behavior may also depend on the context (Tversky
and Kahneman, 1981), i.e., risk aversion increases after gains and
decreases after losses.

Studies using event-related brain potentials (ERPs) have
revealed that the human brain is able to evaluate the outcome of
actions within a few 100 ms. Specific brain potentials are elicited

by self-generated responses and performance feedback (Holroyd
and Coles, 2002). The error-related negativity (ERN; Falkenstein
et al., 1990; Gehring et al., 1990) and the feedback-related neg-
ativity (FRN; Miltner et al., 1997) are elicited by erroneous
responses and by negative feedback or losses, respectively. ERN
and FRN are assumed to originate from the anterior midcin-
gulate cortex (Gehring and Willoughby, 2002; Debener et al.,
2005). Therefore, ERN and FRN may reflect similar mechanisms
of monitoring and controlling behavior. It has been suggested
that the ACC uses reinforcement learning (RL) signals conveyed
by the midbrain dopamine system to optimize future decision-
making behavior (Holroyd and Coles, 2002). According to the
RL theory, ERN and FRN reflect a reward prediction error sig-
nal in the ACC that occurs when ongoing events are worse than
expected. Subsequently, the ACC triggers an adaptive modifi-
cation of behavior by relating actions with their consequences
(Holroyd and Coles, 2002; Rushworth et al., 2004). Another
ERP component that has been shown to carry important infor-
mation for reward processing is the feedback-related P300, a
parietally distributed positivity (Yeung and Sanfey, 2004; Polezzi
et al., 2009). It has been suggested that the feedback-related P300
may reflect the extent to which information is motivationally
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significant or salient (for a review, see Nieuwenhuis et al., 2005).
In line with that, the P300 amplitude varies with the motivational
significance of feedback information (Yeung and Sanfey, 2004;
Polezzi et al., 2009) and is increased in individuals who attributed
more meaning to feedback (de Bruijn et al., 2004).

Economic decision theories presume that risk depends on
potential losses and increases with its probability and magnitude
(Tversky and Kahneman, 1981; Brown and Braver, 2007). In this
regard, rational decisions are made on the basis of the expected
value, which is a multiplicative combination of the two compo-
nents (Machina, 1982). Recent studies investigated the different
components of risk-taking by assessing the influences of feed-
back valence, magnitude, and probability on ERP amplitudes.
Research on the impact of the probability of feedback has gen-
erally shown that both the FRN and the P300 are modulated
by this variable, with unexpected feedback being associated with
enhanced amplitudes (Holroyd et al., 2004; Hajcak et al., 2007).
Furthermore, it was demonstrated that amplitudes are modu-
lated by an interaction between feedback valence and expectancy:
unexpected negative feedback is associated with larger amplitudes
compared to unexpected positive feedback (Frank et al., 2005;
Moser and Simons, 2009). In gambling paradigms, an additional
important variable associated with decision-making under risk is
outcome magnitude. Yeung and Sanfey (2004) studied the effects
of winning or losing large or small amounts of money on the
FRN and P300 and concluded that only the P300 was affected
by the amount of monetary loss, whereas the FRN was insen-
sitive to outcome magnitude. In line with this, Toyomaki and
Murohashi (2005) reported effects of magnitude on the partic-
ipants’ subjective assessment of losses, but no effects on FRN
amplitudes (see also Sato et al., 2005; Hajcak et al., 2006). Other
studies reported significant magnitude effects on the FRN (Goyer
et al., 2008; Wu and Zhou, 2009). However, tasks in these studies
required participants to choose from alternatives without hav-
ing any information about reward magnitude. To conclude, FRN
and P300 seem to reflect different aspects of risk processing in
economic decision-making, valence and magnitude processing,
respectively.

A limitation of most previous studies is that they did not
independently control for the effects of probability, magnitude,
and expected value. Some studies focusing on neural correlates
of feedback processing used different expected values of choices
to determine learning (van der Helden et al., 2010; Schuermann
et al., 2011). Furthermore, sometimes participants were unaware
of possible outcome magnitudes prior to receiving feedback, and
thus could not make informed choices (Goyer et al., 2008; Wu and
Zhou, 2009). Finally, for gambling tasks, choices often differed
in outcome probability (Yeung and Sanfey, 2004; Cohen et al.,
2007). To overcome some of these limitations, we designed a gam-
bling task in which expected risk was independently manipulated
from expected values and reward probability. Specifically, partici-
pants were requested to select between a low-risk option yielding
low rewards and low losses and a high-risk option yielding high
rewards and high losses. Unlike traditional RL tasks used in ERP
research, participants in the present task were not required to
learn outcome contingencies throughout the course of the task. In
this study, expected values were equal for both options. There was

also no difference in reward probabilities between the low-risk
and the high-risk option. Examining risk effects also requires that
probabilities involved in a decision are explicitly known (Brand
et al., 2006; Brown and Braver, 2007). Therefore, in the present
task participants were informed about the outcome probabili-
ties. In sum, the present task should provide a better account to
assess pure risk preference and to evaluate the influence of risk
parameters on ERPs.

The aim of the present study was to determine how differ-
ent risk levels are reflected in decision-related ERPs, namely the
FRN and the feedback-related P300. Therefore, we developed and
tested a novel two-choice gambling task allowing for the examina-
tion of risk-taking in unambiguous situations (Pilot experiment).
The associated electrocortical indicators of risk-taking behav-
ior were examined in the main experiment. Considering that
expected values of high-risk and low-risk options were equal,
we predicted that participants are predominantly risk-averse,
namely that they are less willing to choose risky options (Tversky
and Kahneman, 1981). Furthermore, we assumed that partici-
pants are more risk-averse following gains and relatively more
risk-seeking following losses (Tversky and Kahneman, 1981).
According to the RL theory, which states that the FRN responds to
the difference between experienced and anticipated rewards, we
predicted enhanced FRN amplitudes for high-risk compared to
low-risk decisions. We also assumed that P300 amplitudes would
be enhanced for high-risk decisions compared to low-risk ones
due to an enhanced motivation of risky decisions (Nieuwenhuis
et al., 2005).

PILOT EXPERIMENT
MATERIALS AND METHODS
Participants
Fifty participants (30 women and 20 men) took part in the pilot
experiment. Their mean age was 30.5 years (SD: 11.4; range:
18–50). Three of the participants were left-handed. Participants
had no history of neurological or psychiatric diseases. All partici-
pants received verbal and written explanations of the purpose and
procedures of the study, and gave written informed consent in
accordance with the Declaration of Helsinki.

Task and procedure
A computerized probabilistic two-choice gambling task was
administered, which involved low-risk and high-risk options. On
each trial participants were asked to choose between two options
that were presented on a computer screen (see Figure 1). The col-
ors of the stimuli indicated the relative probability of winning
(green), which was always 75%, and the relative probability of
losing (red), which was always 25%. Reward magnitudes associ-
ated with choice options were displayed in each stimulus. Choices
were made by pressing one of two corresponding response but-
tons. After 700 ms, participants were shown the outcome asso-
ciated with the selected option for 1100 ms. A red frowny face
together with a negative amount indicated negative feedback,
while a green smiley face together with a positive amount indi-
cated positive feedback. In addition, the total account balance
across trials was presented below the feedback stimuli. Choices
had to be made within 2300 ms, otherwise participants were
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FIGURE 1 | Schematic depiction of the probabilistic two-choice

gambling task. During each trial, participants were asked to
choose between two options that were represented visually by a
histogram. The colors of the histogram indicated the relative probability
of gaining (colored green) which was always 75% and the relative
probability of losing (colored red) which was always 25%. The current
amount of gains and losses associated with each option were displayed

in each histogram. Choices were made by pressing one of two
corresponding response buttons. After 700 ms, participants were
shown the outcome associated with their choice for 1100 ms. A red
frowny face together with a negative amount indicated negative
feedback, while a green smiley face together with a positive amount
indicated positive feedback. In addition, the current total amount was
presented below the feedback stimuli.

prompted to respond more quickly. The next trial was presented
after an intertrial interval of 750–950 ms. Following standardized
written instructions, participants performed two practice trials.
The pilot experiment consisted of 112 total trials and lasted about
5 min. Participants were instructed to earn as many points as pos-
sible and were told that each point corresponds to one Euro cent.
Participants received on average 4.50C in the pilot experiment.
Table 1 presents an overview of the reinforcement schedule. In
each trial, participants always had to choose between options A
and B (56 trials) or options C and D (56 trials). The options with
the larger maximum outcomes were termed as high-risk (options
B and D), and the options with the smaller maximum outcomes
were termed as low-risk (options A and C). Positions of options
on the computer screen changed across trials in pseudo-random
order. At the beginning of the pilot experiment, participants
were informed that presented options differed in expected risks,
while the expected values were equal for high-risk and low-risk
options. According to Brown and Braver (2007), expected risk
of each option was defined as [loss probability × (rewards –

Table 1 | Reinforcement schedule in the probabilistic two-choice

gambling task.

Low-risk High-risk Low-risk High-risk

options options options options

(A) (B) (C) (D)

Reward (75%) +7 +43 +8 +120

Losses (25%) −9 −117 −12 −348

Expected risk −0, 5 −18,5 −1 −57

Expected value 3 3 3 3

losses)], expected value of each option was defined as [(reward
probability × rewards) + (loss probability × losses)].

Data analyses
To assess risk-taking behavior, percentages (relative to the total
amount of choices) of low-risk (options A and C) and high-
risk choices (options B and D) were determined and analyzed
using two-tailed t-tests. Percentages of low-risk and high-risk
choices were further analyzed as a function of total account bal-
ance (positive account balance; i.e., >0C vs. negative account
balance; i.e., <0C), performing two-tailed t-tests. Moreover, we
analyzed whether the probability of high-risk choices on a given
trial varied as a function of prior feedback valence and prior
risk-taking behavior. This was done with an ANOVA with the
within-subject factors previous feedback valence (gains vs. losses
on the previous trial) and previous risk-taking (low-risk options
vs. high-risk options on the previous trial). Statistical analysis was
carried out with the Predictive Analytic Software (PASW) 19.0 for
Windows.

RESULTS
Table 2 presents the behavioral results. A significant preference
for the low-risk options over the high-risk options was found
throughout the task, [t(49) = 2.84, p = 0.007]. The analysis of
risk-taking as a function of actual account balance revealed that
participants avoided high-risk options when their current bal-
ance was positive, [t(49) = 4.71, p < 0.001]. By contrast, high-risk
options were preferred when the current balance was negative,
[t(49) = 4.05, p < 0.001]. Further, it was shown that risk prefer-
ence varied as a function of prior feedback valence, [F(1, 49) =
25.62, p < 0.001], and prior risk-taking, [F(1, 49) = 14.85, p <

0.001]. The interaction of feedback valence and prior risk-taking
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Table 2 | Behavioral results of the pilot experiment (N = 50) and the main experiment (N = 20) presenting mean (M) and standard

deviation (SD).

Low-risk options High-risk options T df p

M (%) SD (%) M (%) SD (%)

PILOT EXPERIMENT

− 56.9 17.2 43.1 17.2 2.84 49 0.007

Positive balance 49.1 18.1 29.5 13.9 4.71 49 0.000

Negative balance 7.7 8.4 13.6 8.4 −4.05 49 0.000

MAIN EXPERIMENT

− 59.2 19.7 40.8 19.7 2.09 19 0.050

Positive balance 49.0 20.4 26.3 13.5 3.15 19 0.005

Negative balance 10.1 8.3 14.5 8.4 −1.75 19 0.096

Note: Percentages of low-risk and high-risk choices were analyzed as a function of total account balance (positive account balance; i.e., > 0€ vs. negative account

balance; i.e., < 0€), performing two-tailed t-tests.

was not significant, [F(1, 49) < 1, p = 0.970]. These effects reflect
that participants preferred higher risks following losses than fol-
lowing gains, as well as following a high-risk decision as compared
to a low-risk decision.

DISCUSSION
With this pilot experiment we aimed to explore risk-taking behav-
ior using a probabilistic two-choice gambling task. During each
trial, participants were required to choose between options asso-
ciated with two different risk levels. As expected, participants pre-
ferred the low-risk options over the high-risk options, although
options did not differ with respect to expected values. Results
are consistent with previous findings of Polezzi et al. (2008).
In that study, participants had to choose between a predictable
option (which was always associated with a gain of 10C) and
an unpredictable option (which was associated with a gain of
30C or a loss of 10C). The results showed a clear preference
for options associated with a predictable outcome, although the
expected value of both options was identical. Analysis of the
choice history also revealed a loss avoidance tendency among
participants. Participants strongly avoided the high-risk options
following gains and when they had positive balances. This was not
the case after losses and with negative account balances. When
faced with rewarding feedback, participants were possibly more
willing to protect the money they had and thus showed more
conservative behavior. By contrast, the increase in risk procliv-
ity might occur due to an anticipation of larger monetary rewards
in order to reduce negative consequences (in terms of corrective
actions). These findings are in line with previous studies (Gehring
and Willoughby, 2002; Goyer et al., 2008), showing that partici-
pants are more likely to engage in risky choices following losses.
In summary, the pilot experiment demonstrated the usefulness
of the two-choice gambling task as a suitable test for examining
risk-taking behavior in unambiguous situations.

MAIN EXPERIMENT
MATERIALS AND METHODS
Participants
20 participants (five men) attended in the ERP study. Their mean
age was 29.5 years (SD: 8.9; range, 21–52). All participants were

right-handed and had no history of neurological or psychiatric
disorders. All participants received verbal and written explana-
tions of the purpose and procedures of the study, and gave written
informed consent in accordance with the Declaration of Helsinki.
Participants gave written informed consent in accordance with
the Declaration of Helsinki.

Task and procedure
Task and procedure for Experiment 2 were identical to the pilot
experiment except that it comprised of 640 trials that were divided
into three blocks with short breaks between blocks. Again, posi-
tions of high and low-risk options (left or right on the screen)
varied across trials in pseudo-random order. In each trial, par-
ticipants had to chose between options A and B (320 trials), or
options C and D (320 trials). The increase in trial number was
necessary to obtain a sufficient number of trials for ERP analyses
in all conditions. The experiment lasted about 40 min. All partic-
ipants were paid 15C for their participation. To ensure ecological
validity of the task and to enhance motivation, participants were
informed that they would additionally receive the highest amount
they earned in one of the three blocks. The average earning was
6.70C in this experiment.

EEG recording and data analyses
The electroencephalogram (EEG) was recorded from 64 elec-
trodes sites including Cz as a recording reference, using an
equidistant electrode system (EASYCAP GmbH, Herrsching-
Breitbrunn, Germany). The montage also included additional
electrodes that were placed on external locations: below the left
and right eye (IO1 and IO2) and in the neck. The ground elec-
trode was located below T1. Electrode impedances were kept
below 5 k�. Electrical activity was sampled digitally at a rate
of 500 Hz, using a time constant of 10 s and a low-pass filter
of 250 Hz. Individual electrode positions were digitized based
on the run-time measurement of ultrasonic pulses using ELPOS
(zebris Medical GmbH, Isny i. Allgäu, Germany). Offline, the
EEG data were re-referenced to average reference and corrected
for eye-movement artifacts using the multiple source eye cor-
rection method as implemented in BESA 5.1 (Brain Electrical
Source Analysis, MEGIS Software GmbH, Gräfelfing, Germany).
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For the FRN and P300 analyses, raw data were filtered offline
with a low-pass filter of 40 Hz and an additional notch fil-
ter at 50 Hz. Feedback-locked epochs were obtained for each
trial, starting 200 ms prior to feedback onset and continuing
for 1000 ms post-feedback. Individual averages were baseline-
corrected to an average activity between –200 and 0 ms before
feedback onset. Feedback-locked epochs were excluded from fur-
ther analyses if they still contained artifacts. For each participant,
ERPs were averaged separately for feedback valance (positive
vs. negative) and risk levels (low-risk options vs. high-risk
options).

Three components were analyzed. The P200 is a positive com-
ponent peaking at around 200 ms after feedback onset and mea-
sured over frontal areas (Carretié et al., 2001; Polezzi et al., 2008).
In the present study, the P200 was determined as the most posi-
tive peak between the time window of 100 to 300 ms at electrodes
Fz and FCz. FRN amplitudes were computed as the difference
between the most negative peak following feedback onset in a
200 to 400 ms time window and the preceding positive peak in
the 100 to 300 ms time window at electrodes Fz and FCz. Prior
to peak detection, ERPs were filtered with a 15 Hz low-pass filter.
The P300 was quantified at CPz and Pz and defined as the mean
amplitude in the time range between 300 and 400 ms after feed-
back presentation. ERP time windows were based on the visual
inspection of the grand-average waveforms (for P200 and FRN:
Fz, for P300: Pz). Repeated-measurement ANOVAs were com-
puted for the analysis of ERP data, with the within-subject factors
electrode (for P200 and FRN: Fz and FCz, for P300: CPz and
Pz), feedback valence (gains vs. losses) and risk option (low-risk
options vs. high-risk options). Analyses of the behavioral data
were identical to the pilot experiment. Correlation coefficients
(Pearson r) were used to examine associations between FRN and
P300 magnitude and percentage of low-risk choices (relative to
the percentage of the high-risk choices). All statistical tests were
two-tailed.

RESULTS
Behavioral results
As in the pilot experiment, we found a preference for low-
risk options over high-risk options, [t(19) = 2.09, p = 0.050] (cf.
Table 2). The analysis of risk-taking as a function of account bal-
ance revealed that participants avoided high-risk options more
when their current balance was positive compared to when it was
negative, [t(19) = 3.15, p = 0.005]. Unlike the pilot data, partic-
ipants only tended to increase risk-taking behavior when their
current balance was negative compared to when it was posi-
tive, [t(19) = 1.76, p = 0.096]. Furthermore, it was found that the
proportion of chosen high-risk options varied as a function of
previous outcome valence and previous risk-taking. Consistent
with the pilot experiment, we found main effects for feed-
back valence, [F(1, 19) = 16.98, p = 0.001], and for risk-taking,
[F(1, 19) = 11.57, p = 0.003]. Following losses, participants made
more risky decisions than after gains. Following risky choices,
participants were more likely to choose a high-risk option than
after having made a low-risk choice. Finally, a significant interac-
tion was found between previous feedback valence and previous
risk-taking, indicating that most high-risk choices were made

after high-risk choices followed by negative feedback, [t(19) =
4.37, p < 0.001].

ERP results
Figure 2 presents feedback-locked ERP waveforms on positive
(dashed line) and on negative (solid line) feedback trials, sep-
arately for selected high-risk and low-risk options. Figure 3
displays ERPs for positive and negative feedback trials for a com-
parison of the high-risk (solid line) and low-risk options (dashed
line). Inspection of ERPs indicated three distinct components
related to risk processing. The first component is the P200, an
early positive wave peaking at a latency of approximately 200 ms.
The FRN is the negative deflection between two positive compo-
nents. The third component is the P300, peaking approximately
between 300 and 400 ms following feedback onset. Losses elicited
large P300 amplitudes which may overlap with the FRN effect.
It is noteworthy that ERP waveforms indicate that FRN peak
amplitudes were lower for losses than for gains which are mainly
due to the variation of P200 and P300 amplitudes. Therefore,
FRN amplitudes were calculated as the difference between the
most negative peak amplitude minus the preceding positive peak
amplitude. With regard the P200, a significant main effect of
valence was found, [F(1, 19) = 67.56, p < 0.001], indicating larger
amplitudes for losses compared to gains. There was also a signif-
icant main effect of risk, [F(1, 19) = 43.87, p < 0.001], revealing
enhanced amplitudes in high-risk options compared to low-risk
options. Furthermore, a significant interaction of risk and valence
was found, [F(1, 19) = 19.36, p < 0.001]. In high-risk decisions,
larger amplitude differences between positive and negative feed-
backs were found which was due to enhanced P200 amplitudes
on negative feedbacks in high-risk options. The main effect of
electrode was also significant, [F(1, 19) = 34.59, p < 0.001], with
larger P200 at FCz compared to Fz.

Consistent with previous findings, a main effect of valence
was found for FRN amplitudes, indicating enhanced FRN ampli-
tudes on losses compared to gains, [F(1, 19) = 11.08, p = 0.004].
Furthermore, the FRN was modulated by risk as evidenced
by a significant interaction between valence and risk option,
[F(1, 19) = 10.12, p = 0.005]. After choosing the high risk option,
large amplitude differences between losses and gains were found,
[t(19) = 4.03, p = 0.001]. By contrast, there was no significant
amplitude difference between losses and gains in the low-risk con-
dition, [t(19) = 1.08, p = 0.293]. While the FRN on losses did
not differ with respect to the riskiness of options, [t(19) = 0.65,
p = 0.522], amplitudes on gains were reduced in the high-risk
compared to the low-risk option, [t(19) = −3.55, p = 0.002]. The
main effect of electrode also approached significance, [F(1, 19) =
3.46, p = 0.079], due to larger FRN amplitudes at Fz relative
to FCz.

The P300 is also depicted in Figures 2 and 3. A main effect of
valence was found, [F(1, 19) = 18.06, p < 0.001], indicating that
the P300 was larger on losses compared to gains. There was a sig-
nificant main effect of risk option, [F(1, 19) = 36.08, p < 0.001],
showing enhanced amplitudes in high-risk compared to low-risk
choices. No significant interaction between feedback valence and
risk option was observed (F < 1). The P300 tended to be larger at
CPz compared to Pz, [F(1, 19) = 3.48, p = 0.078].
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FIGURE 2 | Feedback-related brain potential waveforms for high-risk

and low-risk decisions. Averaged feedback-locked event-related brain
potential (ERP) waveforms are presented for recording sites FCz and CPz.
ERPs for high-risk decisions are depicted in the left columns and for low-risk
decisions in the right column. Waveforms for negative feedback (solid line)
and for positive feedback (dashed line) are overlaid. The P200 was

determined as the most positive peak between 100 and 300 ms.
The FRN was computed as the difference between the most negative peak
following feedback onset in a 200 to 400 ms time window and the preceding
positive peak between 100 and 300 ms. The P300 was defined as the mean
amplitude in the time range between 300 and 400 ms after feedback
presentation.

Correlational findings
Bivariate correlations were computed relating ERPs following
losses and following gains (averaged across FCz and Fz for FRN
analyses, and across CPz and Pz for P300 analyses) to the percent-
age of low-risk choices. Negative correlations for FRN amplitudes
indicate an increase in FRN (i.e., more negative amplitudes) with
risk aversion.

We found significant correlations between risk avoidance and
FRN amplitudes on gains (r = −0.47, p = 0.039), the FRN on
losses at a trend level (r = −0.41, p = 0.073), and P300 ampli-
tudes on losses (r = 0.52, p = 0.018). No significant correlations
were found between risk-avoidance and P300 amplitudes after
gains. Note that FRN and P300 amplitudes were not correlated
(r = −0.02, p = 0.91).

GENERAL DISCUSSION
The current study focused on decision-making and its neural
correlates using a monetarily motivated probabilistic two-choice

gambling task. In accordance with previous findings, partic-
ipants were generally risk-averse but modulated their risk-
taking behavior according to reward history (Tversky and
Kahneman, 1981). ERP research on decision-making has left
the question unanswered as to how electrophysiological indica-
tors are specifically affected by different risk levels. In order to
address this issue, we independently controlled for different risk
parameters.

Differential processing of risky decisions was reflected in the
FRN amplitudes. The FRN was modulated by the well-known
distinction between gains and losses (Gehring and Willoughby,
2002; Hajcak et al., 2006), but only in high-risk options.
Considered in the framework of the RL theory of the FRN
(Holroyd and Coles, 2002), it appears that the reward prediction
error signal is increased after high-risk decisions, where larger
potential positive and negative consequences were expected. The
null effect under the low-risk condition might be explained
by generally smaller reward prediction errors generated in the
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FIGURE 3 | Feedback-related brain potential waveforms for

positive (i.e., gains) and negative feedback (i.e., losses). Averaged
feedback-locked event-related brain potential (ERP) waveforms are
presented for recording sites FCz and CPz. ERPs for positive feedback

(i.e., gains) are depicted in the left columns and for negative
feedback (i.e., losses) in the right column. Waveforms for high-risk
decisions (solid line) and for low-risk-decisions (dashed line) are
overlaid.

low-risk condition, characterized by small positive and small neg-
ative outcomes. Results are also in line with Holroyd et al. (2004),
showing that the FRN reflects loss sizes in relation to what was
expected. Whereas Holroyd and Coles (2002) interpreted the
FRN purely as a reinforcement signal, Gehring and Willoughby
(2002) suggested that the FRN might also reflect the motiva-
tional impact of ongoing events. Thus, modulations in high-risk
decisions may also reflect the motivational or emotional signif-
icance of high-risk decisions compared with low-risk decisions.
Due to the potential negative consequences of high-risk choices,
discriminating between losses and gains seems highly important
for optimizing future decision-making. Consistent with this inter-
pretation, brain imaging studies emphasized the role of the ACC
in evaluating unfavorable outcomes (Bush et al., 2000; Luu et al.,
2000) and in risk assessment (Ernst et al., 2004; Fukui et al.,
2005). Also, cingulate lesions in monkeys have been shown to
impair the ability to use previous reinforcements to guide future
decision-making behavior (McCoy and Platt, 2005; Kennerley
et al., 2006). Alternatively, the FRN pattern in high-risk deci-
sions might be due to variations of the P200 which was also
affected by outcome valence. However, the P200 was enhanced

on negative feedback trials in high-risk options whereas the FRN
on negative feedbacks did not vary with risk. Interestingly, the
interaction of feedback valence and risk was mainly caused by
FRN amplitude variations on positive feedbacks. In the present
study, reduced amplitudes were found for positive feedbacks in
high-risk relative to low-risk choices. Larger amplitudes were
found for lower outcomes and for smaller positive reward pre-
diction errors. Our results contribute to a growing debate about
the relevance of positive feedback for reward-related processes
and several studies found greater modulation of amplitudes on
gain trials compared to loss trials (Cohen et al., 2007; Holroyd
et al., 2008). It has been shown that the amplitude following
positive feedbacks varied with the probability of reward. Thus
it was argued that it may represent the magnitude of the pos-
itive reward prediction error (Cohen et al., 2007). Possibly, the
current result of reduced FRN amplitudes in the high-risk condi-
tion may be a consequence of the larger positive reward prediction
error associated with gains in that condition. However, few stud-
ies examined the effects on positive feedbacks, and consistent
patterns of results have not been observed yet. Therefore, these
results have to be interpreted with caution, and further studies
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are needed to examine the effects of reward prediction error on
different risk parameters.

Decision riskiness also affected the P200, a component that has
previously been associated with the attention processing of emo-
tional stimuli, such as faces. The more negative the valence, the
larger the P200 amplitude (Carretié et al., 2001, 2005). Consistent
with these findings, in the present study negative feedback (i.e.,
losses) and high-risk decisions induced larger P200s. The present
results indicate that amplitudes were modulated by outcome
magnitude, especially in high-risk gambles. Polezzi et al. (2008)
reported that unpredictable outcomes are associated with larger
P200 amplitudes compared to predictable outcomes, which is
consistent with the current results. But, in that study the P200
was not sensitive to the distinction between positive and nega-
tive outcome. Our data suggest an early processing of negative
feedback and of high-risk decisions. Also, Bellebaum et al. (2010)
revealed that P200 amplitudes are larger under a reward out-
come condition compared to a non-reward outcome condition
both in active and observational gambling tasks. Moreover, the
active execution induced a larger discrepancy of P200 amplitudes
between reward and non-reward than that of passive observation.
The present findings suggest an enhanced sensitivity in risky deci-
sions to the gain- and loss-outcome difference at a very early stage.
Importantly, we found large reward prediction errors in high-risk
options as early as in the P200 time range. Possibly, the P200
codes the most relevant features of a context, especially when
risky decisions have to be made in order to avoid future negative
consequences.

In agreement with previous studies (Frank et al., 2005;
Schuermann et al., 2011), P300 amplitudes were enhanced on
negative compared to positive feedbacks. In addition to valence
effects, enhanced P300 amplitudes were found in high-risk
options relative to low-risk options. Both results are in accor-
dance with the finding that the feedback-related P300 is sensitive
to reward probability (Bellebaum and Daum, 2008; Pfabigan
et al., 2011) since negative outcomes were less probable in the
current study and with the finding that the P300 is sensitive
to reward magnitude since negative outcomes in the high-risk
condition were of greater magnitude (Yeung and Sanfey, 2004;
Hajcak et al., 2005, 2007). The P300 enhancement in high-risk
choices may reflect enhanced motivational significance of risky
decisions. This is supported by the hypothesis that the P300 may
reflect motivational processes linked to noradrenergic transmis-
sion (Nieuwenhuis et al., 2005).

Interestingly, FRN and P300 appear to reflect risk-taking
behavior, but they might reflect different aspects of risky decision-
making. Whereas FRN amplitudes are reduced by large pos-
itive prediction errors, P300 amplitudes are enhanced due to
larger negative outcomes. Importantly, risk-avoidance behav-
ior was associated with enhanced FRN and P300 amplitudes.
Possibly, increased FRN amplitudes reflect enhanced cognitive
control that is essential for the avoidance of risky decisions.
The association between FRN and risk-avoidance is in line
with previous findings, revealing an inverse relation between
ERN/FRN amplitudes and risk-taking behavior in healthy indi-
viduals (e.g., Hewig et al., 2007; Santesso and Segalowitz, 2009)
and in patients with borderline personality disorder (Ruchsow

et al., 2006; Schuermann et al., 2011). FRN findings comple-
ment brain imaging results, suggesting that greater ACC activity
predicts less risk-seeking behavior (Paulus and Frank, 2006).
Nonetheless, interpretation of correlation analyses of the present
study should be cautiously interpreted due to the relatively small
sample size.

To our knowledge, this is the first study that independently
controlled for different risk parameters. Nevertheless, there are
possible confounds that should be discussed. First, the compari-
son between positive and negative feedbacks is confounded with
feedback probability, i.e., positive feedbacks were more frequent
than negative feedbacks. Therefore, reward probability may have
influenced the difference between positive and negative feed-
backs (Holroyd et al., 2003; but: Hajcak et al., 2005). While this
should have affected the distinction between positive and negative
feedbacks in both conditions, an amplitude difference was only
found in the high-risk condition. In addition, feedback probabil-
ity should not affect the comparison of feedback types between
high- and low-risk gambles, since respective feedback probabil-
ities were equal in both conditions. Second, although we aimed
to disentangle expected risk from feedback probability, we could
not independently manipulate outcome magnitude and reward
prediction errors. Future studies on decision-making behavior
under risk should further examine the influence of valence, mag-
nitude, and expected risk on behavioral and ERP parameters to
describe the underlying neural mechanisms more precisely. In
particular, future research could parametrically vary risk param-
eters such that they vary from trial to trial in a decorrelated
fashion.

To conclude, the present findings indicate that the processes
underlying human decision-making are significantly affected by
decision riskiness when controlling for reward probility and
expected value. The increased P200 on negative feedback in high-
risk decisions suggests that large reward prediction errors are
processed as early as in the P200 time range. The FRN is affected
by feedback valence depending on decision riskiness. Considered
in the framework of the RL theory of the FRN, it has been sug-
gested that the reward prediction error signal is increased after
high-risk decisions compared to low-risk decisions. The later
P300 amplitude is sensitive to feedback valence as well as to the
risk associated with a decision. Thus, the P300 carries additional
information for reward processing, mainly the enhanced motiva-
tional significance of risky decisions. Due to the potential negative
consequences of high-risk choices, rapidly processing the relevant
and informative features of a context when decisions have to be
made seemed highly important for optimizing future decision-
making. Risk-taking is a central cognitive-motivational construct
accounting for many everyday decisions. In addition, understand-
ing the neurocognitive basis of risk-taking behavior might also
be central to explaining certain symptoms of psychopathologi-
cal conditions, e.g., borderline personality disorder, patients with
bipolar disorders or patients with substance dependency.
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This study investigated the relationship between feedback processing and antisocial per-
sonality traits measured by the PSSI questionnaire (Kuhl and Kazén, 1997) in a healthy under-
graduate sample. While event-related potentials [feedback related negativity (FRN), P300]
were recorded, participants encountered expected and unexpected feedback during a gam-
bling task. As recent findings suggest learning problems and deficiencies during feedback
processing in clinical populations of antisocial individuals, we performed two experiments
with different healthy participants in which feedback about monetary gains or losses con-
sisted either of social–emotional (facial emotion displays) or non-social cues (numerical
stimuli). Since the FRN and P300 are both sensitive to different aspects of feedback pro-
cessing we hypothesized that they might help to differentiate between individuals scoring
high and low on an antisocial trait measure. In line with previous evidence FRN amplitudes
were enhanced after negative and after unexpected feedback stimuli. Crucially, participants
scoring high on antisocial traits displayed larger FRN amplitudes than those scoring low only
in response to expected and unexpected negative numerical feedback, but not in response
to social–emotional feedback – irrespective of expectancy. P300 amplitudes were not mod-
ulated by antisocial traits at all, but by subjective reward probabilities.The present findings
indicate that individuals scoring high on antisociality attribute higher motivational salience
to monetary compared to emotional–social feedback which is reflected in FRN amplitude
enhancement. Contrary to recent findings, however, no processing deficiencies concern-
ing social–emotional feedback stimuli were apparent in those individuals.This indicates that
stimulus salience is an important aspect in learning and feedback processes in individuals
with antisocial traits which has potential implications for therapeutic interventions in clinical
populations.

Keywords: antisocial personality, feedback processing, FRN, P300

INTRODUCTION
Individual behavior lacking consideration of others, no mat-
ter whether intentional or not, is known as antisocial behav-
ior (Berger, 2003). The pathological manifestation of antisocial
behavior is the so-called antisocial personality disorder (ASP).
The DSM-IV classification (American Psychiatric Association,
1994) of ASP includes diagnostic characteristics such as lack
of respect for social norms, reckless and aggressive behavior,
irresponsibility, and lack of remorse and guilt (Rodrigo et al.,
2010). The corresponding diagnosis of the ICD-10 (World Health
Organization, 1992) classification scheme, the so-called dissocial
personality disorder, adds another important diagnostic char-
acteristic: the inability to learn from experience, in particular
from punishment. Dinn and Harris (2000) suggested that these
learning deficits might be triggered by an inability to effectively
process negative and positive feedback stimuli. Considering a
dimensional account of the distribution of personality charac-
teristics, non-clinical manifestations of ASP symptoms should
also be observable in healthy individuals (Walters, 2009). In

particular, the characteristic deficits in learning from experience
give rise to the question whether or not healthy individuals with
antisocial tendencies process and respond to external feedback in
a comparable way to healthy individuals without these behavioral
tendencies.

Event-related potentials (ERPs) are a useful tool to investigate
neural processes related to feedback processing, in particular as
their high temporal resolution allows detecting early differences
in processing between individuals. Therefore, the main objective
of the present study was to investigate the relationship of indi-
vidual differences in antisocial personality traits with two ERP
components related to external feedback processing, the feedback
related negativity (FRN) and the P300, respectively.

The FRN is a negative-going deflection over frontal electrode
sites which can be determined within 200–300 ms after negative
external feedback, such as the indication of an incorrect response
or of monetary loss (Miltner et al., 1997; Nieuwenhuis et al.,
2004; Yeung et al., 2004). The FRN is thought to be generated
in or near what has been originally labeled as anterior cingulate
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cortex (ACC; Miltner et al., 1997; Gehring and Willoughby, 2002;
Holroyd and Coles, 2002) but according to later neuroanatomical
evidence has been determined as anterior medial cingulate cortex
(aMCC; Vogt, 2005). Holroyd and Coles (2002) postulated to view
the FRN as a reinforcement signal induced by the mesencephalic
dopamine system which is conveyed to the aMCC to optimize new
action–outcome relations. Furthermore, the authors assumed that
outcomes that are worse than expected would elicit the largest
amplitude deflections. Another important aspect of their theory
is the account of FRN amplitude back propagation after learning.
The better one learns specific action–outcomes – i.e., the less unex-
pected these outcomes become – the smaller the FRN amplitudes
get after successful acquisition of the action–outcome relation.
In contrast to this reinforcement learning account, Gehring and
Willoughby (2002) stated that the FRN might rather reflect the
subjective negative evaluation of self-relevant information than
the commission of an error per se. Following their hypothesis,
the FRN has been proposed to reflect a neuronal signal which
detects discrepancies between internal and external representa-
tions (i.e., discrepancies between subjective reward expectations
and objective reward contingencies) to highlight motivationally
salient outcomes (Yeung et al., 2005). This interpretation is in line
with recent findings from our group using a similar experimental
paradigm as in the present study (Pfabigan et al., 2011). Notably,
the learning of action–outcome relations led to more predictable
outcomes and decreases motivational salience of these respective
outcomes. Thus, the observation of FRN amplitudes becoming
smaller in amplitude after these relations have been learned (Hol-
royd and Coles, 2002; Nieuwenhuis et al., 2004; Sailer et al., 2010) is
in line with both the reinforcement learning and the motivational
salience accounts.

While the specific link between feedback processing, FRN,
and antisocial traits has never been explored, a related study
by Von Borries et al. (2010) attempted to establish a relation-
ship between learning, feedback processing, and psychopathy.
Psychopathy is a personality construct bearing some conceptual
overlap with ASP, with comorbidity of ASP and psychopathy
amounting to 30% (Hart and Hare, 1996; Coid and Ullrich,
2010). Nevertheless, ASP and psychopathy may not be equalized
since ASP focuses on observable behavior whereas psychopathy
emphasizes personality traits. Unfortunately, these two concepts
are repeatedly mixed up in literature. Psychopathy is assessed via
semi-structured questionnaires in forensic samples [Psychopa-
thy Checklist-Revised (PCL-R); Hare, 2003] and via self-report
questionnaires in healthy individuals [e.g., Psychopathic Person-
ality Inventory-Revised (PPI-R), Lilienfeld and Andrews, 1996].
Notably, DSM-IV and ICD-10 do not incorporate all symptoms
necessary for a PCL-R-based psychopathy diagnosis, thus the
concept of psychopathy is not adequately represented in these
diagnostic manuals (World Health Organization, 1992; Widinger,
2007). Von Borries et al. (2010) reported learning deficits as well
as altered ERPs related to performance monitoring in a forensic
sample scoring high on the PCL-R. The authors suggested that
negative feedback cues were not adequately assessed by the psy-
chopathic participants to adapt behavior in subsequent actions.
Nevertheless, no significant group differences were reported by
Von Borries et al. (2010) regarding FRN amplitudes.

The P300 is another ERP component commonly investigated
during feedback processing. It is characterized by a positive deflec-
tion peaking around 300–600 ms after stimulus onset at posterior
recording sites, and P300 has been shown to be sensitive to the
significance and occurrence probability of a stimulus (Duncan-
Johnson and Donchin, 1977; Johnson and Donchin, 1980) as well
as task complexity (Israel et al., 1980). Increased P300 amplitude is
thought to reflect the increased allocation of neural resources and
related enhanced stimulus processing (Polich, 2007). Moreover,
P300 amplitude modulation was found in decision and outcome
evaluation tasks, supposedly reflecting the functional or moti-
vational significance of the feedback stimuli (Yeung and Sanfey,
2004; Hajcak et al., 2005; Yeung et al., 2005; Luu et al., 2009).
Ambiguous results have been reported regarding the relationship
between P300 amplitude, psychopathy, and antisocial behavior, as
different studies report both enhanced (Raine and Venables, 1988)
and decreased P300 amplitudes in psychopathic and antisocial
individuals (Costa et al., 2000; Bernat et al., 2007). Hicks et al.
(2007) suggested that P300 amplitude reduction is in particular
associated with antisocial facets of psychopathy. Several studies
focused on P300 latency and antisociality, with a recent review by
Gao and Raine (2009) suggesting that delayed P300 amplitudes
in more antisocial individuals might reflect deficits in stimulus
processing speed.

The aim of the present study was to investigate the relation-
ship between individual differences in antisocial personality traits
measured in healthy individuals with ERP correlates of external
feedback processing. To the best of our knowledge, no study has
investigated this relationship yet, which is surprising given the
importance of antisocial behavior. Antisocial personality traits are
a prevalent problem for individuals and society alike. By identi-
fying their potential mechanisms in healthy individuals we aim
to further the knowledge regarding these personality traits and
associated clinically relevant manifestations. Based on the obser-
vation of FRN amplitude decrease after learning from incorrect
responses (FRN amplitude back propagation; Holroyd and Coles,
2002; Nieuwenhuis et al., 2004), and the ICD-10 classification pos-
tulating deficits in learning from external cues in individuals with
ASP, we expected individuals with distinctive antisocial personal-
ity traits to show larger FRN amplitudes after negative feedback
than individuals lacking these personality traits. Irrespective of
antisociality, we expected larger FRN amplitudes after negative
compared to positive feedback (Miltner et al., 1997; Holroyd and
Coles, 2002), and after unexpected compared to expected feedback
(Nieuwenhuis et al., 2004; Hajcak et al., 2007; Pfabigan et al.,
2011). Regarding P300 amplitudes, we expected an amplitude
decrease in individuals scoring high on an antisociality mea-
sure compared to the ones scoring low (Gao and Raine, 2009)
indicating inefficient allocation of neural resources during the
processing of task relevant information. In general, we expected
larger P300 amplitudes in response to unexpected compared to
expected feedback stimuli (Duncan-Johnson and Donchin, 1977).
Additionally, high-scoring participants might display delayed P300
latencies (Costa et al., 2000; Bernat et al., 2007). Furthermore,
we were interested in whether the dimension of motivational
salience of the feedback stimuli (i.e., social–emotional vs. non-
social) would affect feedback processing in a comparable way
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in both groups or discriminate them. Thus, we conducted two
experiments using either numbers indicating monetary gain or
loss (experiment 1) or emotional faces (experiment 2) as feedback
stimuli. Human facial expressions can be considered as valuable
social cues since they incorporate crucial information necessary in
social exchange situations (Rolls, 2000). Consequently, antisocial
behavior per se gives rise to the question whether or not the
processing of social–emotional cues is disrupted in antisocial
individuals compared to socially oriented ones. Indeed, Marsh
and Blair (2008) reported deficits while recognizing fearful faces
in antisocial individuals. However, since we did not include fear-
ful facial expressions as feedback stimuli, we had no directional
hypothesis regarding group differences for the dimension of the
feedback stimuli.

The experimental paradigm applied was a gambling task in
which participants encountered expected and unexpected positive
and negative feedback outcomes.

EXPERIMENT 1: MONETARY FEEDBACK
METHODS
Participants
Initially, 31 right-handed psychology students of the University
of Vienna (16 females) participated in the first study. The data
of two male participants had to be excluded due to data acqui-
sition problems. The mean age of the remaining 29 participants
was 26.10 ± 3.11 years. Handedness was assessed by the Edinburgh
Handedness Inventory (Oldfield, 1971). Participants had normal
or corrected-to-normal vision and reported no history of neu-
rological or psychiatric disorders. The study was conducted in
accordance with the Declaration of Helsinki and local guidelines of
the University of Vienna. Informed written consent was obtained
from each participant prior to participation. At the end of the
experiment participants received an individually adjusted bonus
depending on their performance in the experimental task (between
10 and 25 Euros).

Prior to electroencephalogram (EEG) data collection, partici-
pants completed the PSSI questionnaire (Kuhl and Kazén, 1997).
The PSSI is a self-assessment tool covering the manifestation of
14 non-pathologic personality traits related to personality disor-
ders described in the DSM-IV and the ICD-10 diagnostic crite-
ria. For this study, the so-called antisociality (AS) scale of the
PSSI was of particular interest. Its reliability (Cronbach’s α = 0.86
– AS-scale) and validity are reported to be satisfactory (Kuhl,
2001). Raw scores were transformed into standardized T-values
(mean of 50, SD of 10) for all participants. High T-values on
the AS subscale, which consists of 10 items (e.g., “If people turn
against me, I can wear them down.”), characterize people with
self-determined and inconsiderate behavior to achieve individual
goals. Furthermore, individuals scoring high on the AS subscale
are described to act overly self-centered, offending, and humiliat-
ing while interacting with others, and to have problems adjusting
to social and legal norms. Participants scored on average with
a T-value of 49.00 ± 10.95 on the AS-scale, individual T-values
ranged from 34 to 72. Based on the distribution of these individual
T-scores, participants were separated into three groups; approxi-
mately below, above, and within two thirds of the sample’s SD.
This classification scheme was chosen by the authors particularly

for the present study to effectively separate more social from
more antisocial individuals. Twelve participants formed the low-
trait group (mean 38.33 ± 2.74, range of 34–42; seven females),
six participants formed the middle group (mean 48.50 ± 4.59,
range of 44–54; three females), and 11 participants constituted the
high-trait group (mean 60.91 ± 4.93, range of 55–72; six females).
There was no influence of sex on the individual scores on the AS-
scale [independent samples t -test: t (27) = 0.57, p > 0.50]. Only
the 12 low-trait (“social group”) and the 11 high-trait (“antisocial
group”) participants were considered for data analysis to enhance
the separation effect for antisocial traits. The T-values of these two
groups differed significantly from each other [independent sam-
ples t -test: t (21) = 13.74, p < 0.001], indicating that our group
categorization was successful.

Experimental procedures
Participants were comfortably seated 70 cm in front of a 21′′ cath-
ode ray tube monitor with a 75-Hz refresh rate (Sony GDM-F520).
Stimulus presentation was controlled by a Pentium IV 3.00 GHz
computer and E-Prime 2.0 software (Psychology Software Tools,
Inc., Pittsburgh, PA, USA). The paradigm used was identical to
that described in Pfabigan et al. (2011). The experimental session
began with a training run of 48 trials where participants learned
specific cue–response contingencies for a forthcoming experimen-
tal task. Each trial started with a black fixation cross on a gray
screen, followed by an imperative cue consisting of a black line
drawing of a simple figure (Bates et al., 2000; circle, triangle, or
star, each presented 16 times during training; 10.5 cm × 10.5 cm
in size). During the subsequent presentation of a black ques-
tion mark, participants had to choose one of two buttons on
a response pad. Feedback was provided afterward. The impera-
tive cue remained on the screen for 500 ms; the question mark
appeared immediately following the cue offset and remained on
the screen until the participant responded, or 2000 ms had elapsed.
Approximately 350 ms after the offset of the question mark which
was triggered either by a button press or elapse of 200 ms, the
feedback stimulus appeared on the screen for 700 ms. During the
inter-trial-interval, the fixation cross was presented again for a
randomly varied duration of 2200–2700 ms. In the training run,
one of the three imperative cues was associated with 100% reward
probability for button one (cue “one”), and another cue was asso-
ciated with 75% reward probability for button two (cue “two”).
Irrespective of button choice the third cue was not rewarded at all
(cue “three”). The German word for correct (RICHTIG) was pre-
sented after rewarded choices and the one for incorrect (FALSCH)
with all other choices (including failure to enter a choice with the
allotted time window). The assignment of the three cues to the
different reward probabilities was counterbalanced across partic-
ipants. After having learnt these simple cue–response-mappings
the experimental task consisting of 900 trials started. Participants
were now asked to search for more complex button press response
patterns on the basis of these simple cue–response-mappings (e.g.,
pressing button one thrice, and button two twice in five consec-
utive trials). This instruction was chosen to sustain participants’
expectations regarding the different reward probabilities for the
three cues during the whole experiment. However, unknown to
the participants, no such button press response pattern existed.
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Although this instruction to search for meta-rules might have
induced monitoring and working memory processes during the
decision phase, it was indispensable for making the occurrence of
unexpected feedback plausible.

After completing 48 training trials, participants started with
the first block of the experimental task (150 trials). Here, a correct
choice was indicated by the central presentation of the number
15 in green color (2 cm × 1.5 cm in size), announcing a gain of 15
Eurocents. An incorrect choice was indicated by the number 15 in
red color, announcing a loss of 15 Eurocents. If participants had
missed the response interval they were informed about it and also
lost 15 Eurocents; the respective trials were discarded from further
analysis. After a block of 150 trials, participants were provided with
overall performance feedback about how much money they had
won. Afterward, they were instructed to search for a new button
press response pattern in the next block. After three blocks, a 5-min
break took place, where participants were paid with the amount
of money they had already won to maintain their motivation. In
contrast to the training run, participants were now provided with
positive feedback in 75% of the trials where they selected the pre-
viously learned buttons for cue “one” and “two.” With cue “three”
participants were provided with positive feedback in 25% of these
trials. This contrast between the new reward contingencies and
those of the training session ensured that participants encoun-
tered trials where a gain was highly expected (cue “one”), but a
loss occurred, i.e., feedback was worse than expected. Likewise,
participants encountered trials where a loss was highly expected
(cue “three”), but a gain occurred, i.e., feedback was better than
expected (Table 1, for details). The data corresponding to cue
“two” were not further analyzed since subjective expectation levels
had not changed with this cue (75% probability for gain dur-
ing the training and the experimental session). Nevertheless, cue
“two” was essential in this experimental paradigm – otherwise the
occurrence of unexpected feedback stimuli would not have been
plausible to the participants.

The experiment ended after six blocks. Afterward, participants
were asked to estimate the subjectively perceived reward frequen-
cies of the three cues in a brief questionnaire. Finally, they were
rewarded with the remaining money won in the last three blocks.
Including a seed capital of 5 Euros, participants gained on aver-
age 18.58 ± 4.34 Euros. Finally, participants were debriefed about
the external feedback manipulation. The whole experiment took
about 70 min.

EEG acquisition and preprocessing
The EEG was recorded via 61 Ag/AgCl ring electrodes, arranged
equidistantly in an elastic electrode cap (EASYCAP GmbH,
Herrsching, Germany; model M10). A balanced non-cephalic
sterno-vertebral reference was used (Stephenson and Gibbs, 1951).
Vertical and horizontal electrooculograms (EOG) were recorded
bipolarly with electrodes placed 1 cm above and below the left
eye and on the outer canthi, respectively, to enable off-line eye
movement artifact correction. During two pre-experimental cal-
ibration trials, participants performed vertical and horizontal
eye movements. These data were used to calculate subject- and
channel-specific coefficients for eye movement correction (Bauer
and Lauber, 1979). Skin abrasion at each recording site (Picton
and Hillyard, 1972) and degassed conductance gel ensured elec-
trode impedances below 2 kΩ. Signals were amplified using an AC
amplifier set-up with a time constant of 10 s (Ing. Kurt Zickler
GmbH, Pfaffstätten, Austria). All signals were recorded within a
frequency range of 0.016–125 Hz and sampled at 250 Hz for digital
storage.

Off-line and prior to analysis the weighted EOG signals were
subtracted from the EEG signals. Subsequently, blink coefficients
were calculated using a template matching procedure and blink
artifacts were also subtracted from the EEG signals (Lamm et al.,
2005, for details). EEGLAB 6.03b (Delorme and Makeig, 2004)
was used for further analysis. A low-pass filter (cut-off frequency
30 Hz, roll-off 6 dB per octave) was applied to the EEG data. For
ERP analysis signal epochs started 200 ms before feedback onset
and lasted 900 ms, with the mean of the first 200 ms serving as
the baseline. Before applying extended (infomax) independent
component analysis (ICA; Bell and Sejnowski, 1995; Lee et al.,
1999) trials contaminated by muscular or movement artifacts were
rejected based on visual inspection. ICA was performed to remove
residual ocular artifacts, as described in Delorme et al. (2007),
and afterward a semi-automatic artifact removal procedure was
employed to eliminate epochs containing voltage values exceeding
±75 μV in any channel. Due to the experimental set-up the data
sets per subject consisted of three times more expected feedback
trials than unexpected feedback trials. Therefore, numbers of tri-
als per condition were equalized per subject in order to adjust
for the signal-to-noise ratio of the ERPs. For each participant, we
randomly drew the same number of trials that were available for
unexpected positive feedback trials out of all expected positive
feedback trials (surviving artifact screening). The same procedure

Table 1 | Reward probabilities in training and experimental sessions, classification of conditions, and probability of occurrence in both studies.

Probability of positive feedback

Cue–response-combination Training (%) Experiment (%) Condition Number of trials Probability of occurrence (%)

Cue 1 + button 1 100 75 Exp-pos 225/900 25

Unexp-neg 75/900 8.3

Cue 2 + button 2 75 75 –

Cue 3 + button 1/2 0 25 Unexp-pos 75/900 8.3

Exp-neg 225/900 25

The assignment of the three visual cues to the experimental conditions was counterbalanced across participants.
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was applied to the unexpected and expected negative feedback
trials.

Data analysis
Artifact-free epochs were averaged separately for each subject
and each of the following four conditions: (1) expected posi-
tive feedback (exp-pos; cue “one”), (2) expected negative feedback
(exp-neg; cue “three”), (3) unexpected positive feedback (unexp-
pos; cue “three”), and (4) unexpected negative feedback (unexp-
neg; cue “one”). FRN amplitudes were assessed at electrode site
FCz which was chosen based upon existing literature (Gehring and
Willoughby, 2002; Holroyd and Coles, 2002) and the visual inspec-
tion of the data. The peak-to-peak voltage difference between the
most negative peak between 200 and 400 ms after feedback onset
(FRN) and the preceding positive peak (P2) was calculated (Hol-
royd et al., 2003). P300 amplitudes were obtained by searching for
local positive maxima (in relation to baseline) between 300 and
600 ms after feedback onset at electrode site Pz where the P300 was
most prominent. P300 latency was measured from feedback onset
to the corresponding positive maximum.

Feedback related negativity amplitude differences were ana-
lyzed by means of a mixed-design 2 × 2 × 2 ANOVA with the
between-subjects factor group (low-trait, high-trait), and the
within-subjects factors expectation (expected, unexpected) and
valence (positive, negative). The same ANOVA model was applied
to P300 peak amplitudes and P300 peak latencies. Regarding
the a priori FRN hypothesis on group differences after negative
feedback stimuli, we calculated a linear contrast. Furthermore,
significant interaction effects without a priori hypotheses were
explored with Tukey’s HSD post hoc test To demonstrate the effect
size of the ANOVA results, partial eta-squared (η2

p) is reported
(Cohen, 1973). All statistical analyses were performed using SPSS
15 (IBM SPSS Statistics 15, Somer, NY, USA).

EXPERIMENT 2: EMOTIONAL FACES FEEDBACK
METHODS
Participants
Initially, 28 right-handed female psychology students of the Uni-
versity of Vienna participated in the second experiment. We
included only women in the second study since no gender differ-
ences emerged in experiment 1 and because of easier participant
recruitment. The data of two participants had to be excluded from
further analysis due to data acquisition artifacts. The mean age of
the remaining 26 participants was 23.38 ± 3.41 years. The study
was conducted in accordance with the Declaration of Helsinki and
local guidelines of the University of Vienna. Informed written con-
sent was obtained from each participant prior to participation. At
the end of the experiment each participant received a fixed bonus
of 15 Euros for participation.

Again, the PSSI questionnaire was administered before EEG
data collection. The average score on the AS-scale in this sam-
ple was 49.69 ± 10.65, ranging from 31 to 72. Participants were
divided into three groups based on whether their T-values lay
approximately below, above, or within two thirds of the sam-
ples’ SD (comparable to experiment 1). Ten participants formed
the low-trait group (mean 39.20 ± 3.68, range of 31–42), six par-
ticipants the middle group (mean 49.00 ± 3.69, range of 45–54),

and the remaining 10 participants constituted the high-trait group
(mean 60.60 ± 6.26, range of 56–72). Only the 10 low-trait (“social
group”) and the 10 high-trait (“antisocial group”) participants
were considered for analysis. The T-values of these two groups
differed significantly from each other [independent samples t -test:
t (18) = 9.33, p < 0.001], again indicating that our group catego-
rization was successful. No differences of the individual AS-scale
scores were observed when comparing both experiments either
[independent samples t -test; t (53) = 0.24, p > 0.80] although
experiment 2 comprised only female participants.

Experimental procedures
Experimental procedures were equivalent to those in experiment
1, with the only exception that participants were presented with
emotional faces instead of colored numbers depicting positive
and negative feedback. In particular, feedback stimuli consisted of
pictures of faces with emotional expressions taken from the stan-
dardized Ekman series (Ekman and Friesen, 1976; 4 cm × 5 cm in
size). Two male and two female faces showing the emotions“happi-
ness”and“anger”were used as positive (“happy”face) and negative
(“angry” face) feedback stimuli, with poser gender balanced across
experimental trials. Participants were familiarized with the emo-
tional faces during task instruction. Participants were informed
that they could earn 10–15 Euros depending on their task perfor-
mance, i.e., the number of correct responses. After each of the six
experimental task blocks participants were given an overall per-
formance feedback in terms of the number of correct responses.
Afterward they were informed that they had performed extremely
well – and regardless of their points accumulated – all were paid
15 Euros. Finally, they were debriefed about the external feedback
manipulation.

EEG acquisition and preprocessing
Data acquisition and preprocessing procedures were identical to
experiment 1. Data were recorded from 61 Ag/AgCl ring elec-
trodes. The same eye movement and blink correction algorithms
were applied as described in experiment 1.

Data analysis
Subject- and condition-wise averages were calculated for the four
conditions (1) expected positive feedback (exp-pos; cue “one”),
(2) expected negative feedback (exp-neg; cue “three”), (3) unex-
pected positive feedback (unexp-pos; cue “three”), and (4) unex-
pected negative feedback (unexp-neg; cue “one”). Subsequently,
FRN and P300 peaks were extracted using the same criteria as in
experiment 1. For FRN analysis, data were subjected to a mixed-
design 2 × 2 × 2 ANOVA with the between-subjects factor group
(low-trait, high-trait), and the within-subjects factors expectation
(expected, unexpected) and valence (positive, negative). Regard-
ing the a priori FRN hypothesis on group differences after negative
feedback stimuli, we calculated a linear contrast. The same ANOVA
model was applied for P300 peak and latency analysis.

To address the question whether or not FRN amplitude dif-
ferences between low-scoring and high-scoring participants in
experiment 1 differed significantly from those in experiment 2, we
compared the Cohen’s d effect sizes of the between-subject factor
group of both experiments by means of a homogeneity test based
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on the Q statistic with CMA v2.2.030 software (Comprehensive
Meta-Analysis; Biostat™, Englewood, USA).

RESULTS EXPERIMENT 1: MONETARY FEEDBACK
BEHAVIORAL RESULTS
Participants learned the cue–response contingencies in the train-
ing session. Button one was chosen in 90.43% of cue “one” trials,
and button two in 79.95% of cue “two” trials. No button prefer-
ence emerged for cue “three” trials (42.24% button one vs. 49.92%
button two).

In the post-experimental questionnaire, participants estimated
the probability of occurrence of positive feedback after cue “one”
with a median of 70, range of 50–90, after cue “two” with a median
of 70, range of 20–85, and after cue “three” with a median of 20,
range of 1–70. Positive feedback was expected significantly more
often after cue “one” than cue “three” (Wilcoxon signed-ranks test:
Z = −4.79, p < 0.001).

ERP RESULTS
Figure 1 displays feedback-locked average ERPs for expected
and unexpected, positive and negative feedback conditions for
the low-trait and the high-trait group at electrode site FCz of
experiment 1.

Regarding FRN amplitudes, analysis revealed main effects
for expectation [F(1,21) = 8.94, p = 0.007, η2

p = 0.30],

valence [F(1,21) = 26.38, p < 0.001, η2
p = 0.56], and group

[F(1,21) = 7.20, p = 0.014, η2
p = 0.26]. FRN amplitudes

were more pronounced after unexpected compared to expected
feedback, and after negative compared to positive feedback. Fur-
thermore, high-scoring participants displayed enhanced FRN
amplitudes compared to low-scoring ones. A linear contrast test-
ing the a priori hypothesis of group differences regarding negative
feedback stimuli revealed significantly larger FRN amplitudes after
negative feedback in the high-trait group compared to the low-trait
group (p = 0.015). No significant interaction effects emerged (all
ps > 0.123).

Regarding P300 amplitudes, analysis revealed a main effect
for the factor expectation [F(1,21) = 65.37, p < 0.001, η2

p =
0.76], indicating that P300 amplitudes were largest after unex-
pected compared to expected feedback. The expectation x valence
interaction showed a trend toward significance [F(1,21) = 3.80,
p = 0.065, η2

p = 0.15], thereby pointing toward largest
P300 amplitudes after unexpected positive feedback. Regard-
ing P300 latency, analysis revealed main effects for expecta-
tion [F(1,21) = 22.85, p < 0.001, η2

p = 0.52] and valence

[F(1,21) = 13.84,p = 0.001,η2
p = 0.40],but no interaction effects

(all ps > 0.151). P300 latencies were prolonged after unexpected
as well as negative feedback stimuli. No effects of group emerged
for P300 amplitude (p > 0.758) and latency analyses (p > 0.881).

RESULTS EXPERIMENT 2: EMOTIONAL FACES FEEDBACK
BEHAVIORAL RESULTS
Again, participants learned the cue–response contingencies in the
training session. Button one was chosen in 90.60% of cue “one”
trials, and button two in 77.34% of cue “two” trials. No button
preference emerged for cue “three”-trials (44.53% button one vs.
54.68% button two).

In the post-experimental questionnaire, participants estimated
the probability of occurrence of positive feedback after cue “one”
with a median of 70, range of 60–90, after cue “two” with a median
of 70, range of 50–80, and after cue “three” with a median of
30, range 2–40. Again, positive feedback was expected signifi-
cantly more often after cue “one” than cue “three” (Wilcoxon
signed-ranks test: Z = −4.48, p < 0.001).

ERP RESULTS
Figure 2 displays feedback-locked average ERPs for expected
and unexpected, positive and negative feedback conditions for
the low-trait and the high-trait group at electrode site FCz for
experiment 2.

Regarding FRN amplitudes, statistical analysis revealed main
effects for expectation [F(1,18) = 6.93, p = 0.017, η2

p = 0.28] and

valence [F(1,18) = 13.53, p = 0.002, η2
p = 0.43]. FRN amplitudes

were larger after unexpected compared to expected feedback, as
well as after negative compared to positive feedback. The lin-
ear contrast testing the a priori hypothesis of group differences
regarding negative feedback stimuli revealed no amplitude differ-
ences between the low-trait and the high-trait group (p > 0.641).
Otherwise, no significant main effect for group (p > 0.877), nor
any significant interaction effects were observed (all ps > 0.205).

For P300 amplitudes, we observed a main effect of expecta-
tion [F(1,18) = 27.49, p < 0.001, η2

p = 0.60], and a significant
interaction of expectation x valence [F(1,18) = 17.56, p = 0.001,
η2

p = 0.49]. Significantly smaller P300 amplitudes were found
after expected positive compared to the remaining three feedback
conditions (all ps < 0.012), and after expected negative compared
to unexpected positive feedback (p < 0.004). No expectation effect
was present for negative feedback conditions (p > 0.383), and no
valence effect was present for unexpected feedback conditions
(p > 0.115). Regarding P300 latency, the ANOVA revealed main
effects of expectation [F(1,18) = 4.93, p = 0.039, η2

p = 0.22] and

valence [F(1,18) = 11.25, p = 0.004, η2
p = 0.39], but no inter-

action effects (all ps > 0.109). P300 latencies were longer after
unexpected as well as negative feedback stimuli. No effects of
group emerged for the P300 amplitude (p > 0.826) and latency
analyses (p > 0.403). P300 peak amplitudes and latencies of both
experiments are depicted in Table 2.

COMPARISON OF EXPERIMENT 1 AND 2
The Cohen’s d effect size for the group factor was −1.502 in exper-
iment 1, and −0.147 in experiment 2. The comparison of both
effect sizes by means of a homogeneity test corroborated our pre-
vious findings. FRN amplitude differences between low-scoring
and high-scoring individuals were only significantly different from
each other when monetary feedback was provided (χ2

(1) = 8.68,
p = 0.003).

DISCUSSION
The main objective of the present study was to investigate neuronal
correlates of feedback processing in healthy individuals scoring
high or low on an antisociality measure by applying a gambling
task with two different types of feedback stimuli. No group differ-
ences were observed between low-scoring and high-scoring par-
ticipants when administering emotional faces as feedback stimuli.
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FIGURE 1 | Grand average ERPs of experiment 1. Grand
averages at electrode sites FCz for expected (upper panel) and
unexpected (lower panel) positive (POS) and negative (NEG)
feedback conditions differentiating low-trait (SO) and high-trait (AS)

participants for experiment 1. Negative is drawn upward per
convention; feedback presentation started at 0 ms. The bar chart
depicts the respective peak-to-peak mean FRN amplitude values.
Error bars indicate 1 SE.
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FIGURE 2 | Grand average ERPs of experiment 2. Grand
averages at electrode sites FCz for expected (upper panel) and
unexpected (lower panel) positive (POS) and negative (NEG)
feedback conditions differentiating low-trait (SO) and high-trait (AS)

participants for experiment 2. Negative is drawn upward per
convention; feedback presentation started at 0 ms. The bar chart
depicts the respective peak-to-peak mean FRN amplitude values.
Error bars indicate 1 SE.

However, when administering numbers directly indicating mone-
tary gain or loss as feedback stimuli, the high-trait group displayed
enhanced FRN amplitudes compared to the low-trait group. In

particular, FRN amplitudes were larger after expected and unex-
pected negative feedback indicating monetary loss in high-scoring
individuals, but not in low-scoring ones. This is the main finding
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Table 2 | Mean base-to-peak amplitude values and mean latencies and corresponding SE values of the P300 at Pz for the high-trait group and

the low-trait group for experiment 1 (money FB) and experiment 2 (facial FB).

High-trait group Low-trait group

Mean

amplitudes

SE Mean

latency

SE Mean

amplitudes

SE Mean

latency

SE

MONEY FB

Exp-pos 15.65 2.42 391 26.92 15.52 1.43 395 35.72

Exp-neg 15.94 2.12 463 36.04 16.03 1.53 445 41.21

Unexp-pos 23.18 2.92 441 39.96 21.64 2.07 463 33.22

Unexp-neg 20.15 1.85 476 32.47 18.59 1.31 498 41.27

Facial FB

Exp-pos 16.33 1.55 415 31.54 16.32 1.37 392 19.31

Exp-neg 20.20 1.83 454 26.41 19.68 2.07 435 23.27

Unexp-pos 23.33 2.09 422 26.32 24.63 2.59 435 14.30

Unexp-neg 23.15 2.52 502 26.44 19.96 2.60 434 23.55

of the present experiment. To be more explicit, it is the monetary
gambling task which successfully discriminates individuals based
on their scores on the PSSI antisociality scale. P300 amplitudes
and latencies were not affected by antisociality.

Feedback related negativity enhancement after negative com-
pared to positive feedback stimuli, and after unexpected com-
pared to expected feedback stimuli is in line with recent lit-
erature (Miltner et al., 1997; Gehring and Willoughby, 2002;
Holroyd and Coles, 2002). A general FRN amplitude enhance-
ment can be interpreted as error signal (Miltner et al., 1997),
as response conflict signal (Botvinick et al., 2001), or as indi-
cator for outcomes worse than expected (Holroyd and Coles,
2002). The response conflict account would imply that high-
scoring participants experienced more cognitive conflict after
monetary feedback presentation, no matter whether they won or
lost money and irrespective of expectancy. On the contrary, the
error signal account would imply that each possible feedback out-
come was worse than expected for the high-scoring participants.
However, both assumptions do not seem plausible since neither
susceptibility for enhanced cognitive conflict nor a general nega-
tivity bias have been reported in antisocials. Further theories on
FRN modulation emphasize subjective stimulus evaluation and
motivational significance of the depicted stimuli (Gehring and
Willoughby, 2002; Yeung et al., 2005). Both accounts would indi-
cate that the feedback stimuli comprising in particular monetary
losses, but not the feedback stimuli comprising emotional faces,
were more salient to high-scoring than to low-scoring partici-
pants. Thus, one might argue that the high-scoring individuals
process emotional faces adequately and comparable to the low-
scoring individuals. It is most likely that the additional mone-
tary incentive triggers an increase in motivational salience which
then yields to neuronal processing differences between the two
groups.

To our knowledge, no other study has investigated the relation-
ship between antisociality in a community sample and feedback
processing yet. Therefore, we will discuss studies investigating con-
structs related to antisociality and ASP, namely psychopathy and
the concept of externalizing psychopathology.

Regarding psychopathy, Von Borries et al. (2010) conducted
a feedback processing study in a forensic sample. The authors
applied a probabilistic gambling task to incarcerated psychopathic
violent offenders and to a free and healthy control group. Von
Borries et al. (2010) found reduced error-related activity in the
psychopathic group which was discussed as being an indicator for
a disability in forming an internal template of the presented learn-
ing rule. This observation of reduced neuronal activity regarding
internal performance monitoring in psychopathy has already been
reported. Brazil et al. (2009) observed psychopaths to show deficits
in later stages of error processing and subsequent behavioral adap-
tion. Munro et al. (2007) reported diminished error-related brain
activity during a face flanker task compared to a letter flanker task.
External performance monitoring (as indexed by learning rate and
FRN amplitudes) was statistically comparable in psychopaths and
healthy controls in the study of Von Borries et al. (2010). This
non-significant result might be explainable by the fact that the
authors did not distinguish between different aspects of psychopa-
thy. Recently, dual deficit models propose two sub dimensions of
psychopathy (Lykken, 1995; Fowles and Dindo, 2009). The so-
called primary psychopathy is associated with deficits in emotional
and interpersonal domains (Hare, 2003). Contrary, the so-called
secondary psychopathy is associated with impulsive and antisocial
behavior (Hare, 2003). Unfortunately, Von Borries et al. (2010)
as well as studies investigating neural correlates of error process-
ing did not distinguish between these two facets of psychopathy.
Thus, the lack of group differences regarding feedback processing
might be attributed to participants rather scoring high on pri-
mary than on secondary psychopathy, which is not considered to
be associated with antisocial behavior (Hare, 2003).

The concept of externalizing psychopathology describes
another personality facet and is considered to reflect an under-
lying vulnerability factor for impulse control deficits which can
be found in conduct disorder, substance-use disorders, and adult
ASP (Krueger, 1999; Krueger et al., 2001). Furthermore, personal-
ity dimensions such as aggression and impulsivity were suggested
to be basic markers of an externalizing vulnerability (Krueger
et al., 2001). To cross-reference proneness to externalizing and
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psychopathy, Patrick (2007) suggested a relation of secondary
psychopathy with externalizing psychopathology. Apart from the
incorporation of antisocial behavior, externalizing psychopathol-
ogy shares another relevant theoretical assumption with ASP,
namely a failure to learn from experience, which can be found
in the components of externalizing psychopathology (Hall et al.,
2007). For example, reduction in neuronal activity has been
reported in relation to internal performance monitoring in highly
impulsive individuals (Pailing et al., 2002; Potts et al., 2006), as
well as in individuals scoring high on the externalizing construct
(Hall et al., 2007). Recently, Bernat et al. (2011) investigated the
neuronal correlates of gain/loss feedback and externalizing psy-
chopathology. Applying time frequency decomposition measures,
the authors found no relation between FRN time frequency mea-
sures and proneness to externalizing. Thus, Bernat et al. (2011)
assumed that performance monitoring deficits in highly external-
izing individuals were limited to internal performance monitoring
processes, whereas external performance monitoring processes
reflected by FRN amplitudes were not affected. Their results are
partly in line with data on psychopathy (Von Borries et al., 2010)
and with the results of our second experiment where no group
differences due to antisociality were observed. However, Bernat
et al. (2011) did not reward their participants based on their task
performance in comparison to our first experiment; although they
also presented their participants with numbers indicating gain or
loss. The monetary reward cues of our first experiment might
hold responsible for the difference between the results of Bernat
et al. (2011) and ours. Indeed, Bernat et al. (2011) stated that
individuals prone to externalizing might be extremely sensitive
to immediate and concrete reward, whereas abstract and more
symbolic reward cues like the ones used in their study might
have decreased individual reactivity to rewards. This might be
also applicable to healthy antisocial individuals. Thus, the data
of our first experiment point toward the assumption that the
prospect of tangible monetary reward or loss is crucial when inves-
tigating external performance monitoring and its association with
antisociality.

P300 enhancement after unexpected compared to expected
feedback stimuli is in line with previous findings (Duncan-
Johnson and Donchin, 1977; Johnson and Donchin, 1980). P300
amplitude enhancement can be interpreted as indicator of sub-
jective reward probability. The observation of slightly larger P300
amplitudes after unexpected positive feedback might index sub-
jective stimulus salience in all participants (Hajcak et al., 2005;
Yeung et al., 2005). P300 latencies were prolonged after unexpected

compared to expected, and after negative compared to positive
feedback stimuli in both experiments. This observation might
indicate that these feedback stimuli were more difficult to classify
as the expected and positively valenced ones (Polich, 2007). The
healthy student sample might be the main reason why the present
data did not yield any group differences between low-scoring and
high-scoring individuals regarding P300 amplitudes and latencies.
It is possible that the proposed P300 decrement in antisocials (Gao
and Raine, 2009) is only observable in clinical populations with
known resource allocation or attention deficits. Our results indi-
cate that both groups allocated a comparable amount of cognitive
resources to the processing of the feedback stimuli and that they
experienced subjective reward probability alike.

The rather small sample size of the low- and high-trait groups
in both experiments poses a limitation of the present study. Thus,
the present results have to be considered preliminarily. Although
no gender differences were apparent for FRN or P300 analysis in
the first experiment (all Fs < 1), we are aware that prevalence rates
of ASP are typically higher in men than in women (Grant et al.,
2004). Consequently, future studies should emphasize homoge-
neous samples of participants. Furthermore, future studies should
investigate external feedback processing in healthy antisocial con-
trols in relation to individuals suffering from ASP, primary, and
secondary psychopathy.

To summarize, the present findings indicate that only
individuals scoring high on antisocial traits attribute higher moti-
vational salience to concrete and monetary compared to more
abstract and social reinforcers. This is reflected in FRN amplitude
enhancement after expected and unexpected negative feedback.
No processing deficiencies concerning emotional feedback stimuli
were apparent in those individuals in our study since comparable
neuronal responses were observed in both participating groups.
Thus, we propose to consider stimulus salience as an impor-
tant aspect in feedback processes in individuals scoring high on
antisocial traits. Since feedback processing is essential in learn-
ing processes, potential implications for therapeutic interventions
in these individuals arise. Antisocials might profit the most from
therapeutic programs including concrete and economically valid
reinforcers.
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Contrasting theories of schizophrenia propose that the disorder is characterized by a deficit
in phasic changes in dopamine activity in response to ongoing events or, alternatively, by
a weakness in the representation of the value of responses. Schizophrenia patients have
reliably reduced brain activity following incorrect responses but other research suggests
that they may have intact feedback-related potentials, indicating that the impairment may
be specifically response-related. We used event-related brain potentials and computational
modeling to examine this issue by comparing the neural response to outcomes with the
neural response to behaviors that predict outcomes in patients with schizophrenia and psy-
chiatrically healthy comparison subjects.We recorded feedback-related activity in a passive
gambling task and a time estimation task and error-related activity in a flanker task. Patients’
brain activity following an erroneous response was reduced compared to comparison sub-
jects but feedback-related activity did not differ between groups.To test hypotheses about
the possible causes of this pattern of results, we used computational modeling of the elec-
trophysiological data to simulate the effects of an overall reduction in patients’ sensitivity
to feedback, selective insensitivity to positive or negative feedback, reduced learning rate,
and a decreased representation of the value of the response given the stimulus on each
trial.The results of the computational modeling suggest that schizophrenia patients exhibit
weakened representation of response values, possibly due to failure of the basal ganglia
to strongly associate stimuli with appropriate response alternatives.

Keywords: schizophrenia, error-related negativity, feedback, reward, dopamine

INTRODUCTION
For more than 30 years, pharmacological, neurophysiological, and
neuroimaging studies have documented that the dopamine (DA)
system is disrupted in schizophrenia (see Davis et al., 1991 for a
review). Although the initial formulation of the dopamine hypoth-
esis of schizophrenia, which proposed that the illness was the
result of hyperdominergia (Matthysse, 1973) has been refined,
the dopamine system has remained central to the study of schiz-
ophrenia. The antipsychotic effects of DA-blocking medications
provide evidence of a relationship between tonic DA levels and the
symptoms of schizophrenia but recent theoretical and empirical
advances in the study of phasic DA activity (Schultz, 1998, 2002)
allow new understanding of some of the most persistent cognitive
and motivational deficits characteristic of the illness (Ziauddeen
and Murray, 2010).

Many of these advances are based upon findings from studies
of transient changes in mesencephalic DA neurons in primates
(Schultz, 1998, 2002). This work describes phasic increases and
decreases in firing of these neurons that can be understood as
coding an error signal associated with a reinforcement learning
algorithm (see Suri, 2002 for a review). In neural network models,

reward prediction error signals (RPEs) are computed by an “adap-
tive critic” that attributes a value to ongoing events and outputs an
error when it changes its own prediction. Positive (+) RPEs indi-
cate that ongoing events are “better” than expected, and negative
(−) RPEs indicate that ongoing events are “worse” than expected.
This RPE signal may be used as a learning signal by DA target areas
in order to optimize performance (Schultz et al., 1995). RPE sig-
nals are based on neural representations of value associated with
different response alternatives (Montague and Sejnowski, 1994;
Niv, 2009) and these values appear to be represented in the basal
ganglia (Samejima et al., 2005; Lau and Glimcher, 2008) where the
critic is thought to reside (O’Doherty et al., 2004).

This understanding of the functioning of phasic DA has given
rise to contrasting models of schizophrenia and motivational
impairment. One hypothesis is based on the idea that there is a pri-
mary impairment in the ability to signal prediction errors (Corlett
et al., 2007; Frank, 2008; Fletcher and Frith, 2009), a hypothesis
supported by evidence of reduced brain activity following RPEs in
individuals with schizophrenia (Waltz et al., 2009) and disrupted
frontal activity following RPEs in individuals with ketamine-
induced delusions and perceptual aberrations (Corlett et al., 2006).
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This hypothesis is also consistent with behavioral studies show-
ing learning impairments and decreased reward-related response
speeding (Waltz et al., 2007; Murray et al., 2008) in schizophrenia.
By this account, disruption of RPE-related DA signaling inter-
feres with reinforcement and response selection in schizophrenia,
such that behavioral motivation is based on faulty associations
and contingencies (Kapur, 2003; Smith et al., 2006). An alterna-
tive hypothesis proposes that schizophrenia patients experience
decreased motivational drive due to impaired representation of
response value despite normative evoked emotional experiences
(Gold et al., 2008). This model is based on observations that asso-
ciations between subjective valuation of stimuli and subsequent
action selection are weaker in schizophrenia patients than psychi-
atrically healthy comparison subjects (Heerey and Gold, 2007) and
that patients appear to fail to fully represent the full range of pos-
sible outcomes when choosing among gambling options (Heerey
et al., 2008). This model is consistent with recent evidence of poor
internal representation of motivational information (Ursu et al.,
2011) and disruption of error likelihood predictions (Krawitz
et al., 2011) in schizophrenia. This pattern of findings suggest that
schizophrenia patients experience a deficit in the ability to simulta-
neously represent and consider the various cognitive and affective
attributes associated with different response options, resulting in
a selective impairment in motivation to seek out rewarding activ-
ities which is especially apparent in patients with high levels of
negative symptoms (Gold et al., in press).

Reinforcement learning models can provide insight into these
alternative mechanisms because they provide formal accounts of
the relationship between predictive values associated with behav-
ior and subsequent outcomes that do or do not violate those
predictions (Niv,2009). As a case in point, the reinforcement learn-
ing theory of the error-related negativity (RL–ERN; Holroyd and
Coles, 2002) provides a framework for evaluating whether impair-
ments in the representation of response Value (as mediated by the
basal ganglia) and/or RPE signals (as mediated by the DA sys-
tem) are apparent in schizophrenia. The RL–ERN model links the
properties of the phasic DA system to learning-related changes
in event-related brain potentials (ERPs) that follow correct vs.
incorrect responses (the response ERN; Falkenstein, 1990; Gehring
et al., 1993) and rewarding vs. non-rewarding outcomes (the feed-
back ERN; Miltner et al., 1997; Gehring and Willoughby, 2002;
Ruchsow et al., 2002). In this model, changes in the response and
feedback ERN that accompany learning reflect the functioning of a
dopamine-mediated reward system in which motor neurons in the
ACC use signals carried by the DA system for the adaptive modifi-
cation of behavior. As with other reinforcement learning models,
the RPEs are driven by changes in predictive Value implemented
by the critic, which is hypothesized to lie in the basal ganglia (Hol-
royd and Coles, 2002). Thus, for example, the basal ganglia may
contain units that represent whether a left or a right button press
predicts reward. The RL–ERN theory holds that the generation of
the ERN is associated with the impact on ACC of phasic decreases
in DA activity on error trials (−RPEs) when events are worse than
predicted vs. phasic positive increases of DA activity on correct
trials (+TDEs; Holroyd et al., 2008) when events are better than
predicted. In this way, the ERN is elicited when the system first
determines the outcome of the trial such that a response ERN is

elicited when the correctness of the response is detected imme-
diately following the response and a feedback ERN is elicited
when it is detected because of the feedback. In trial-and-error
learning tasks, participants gradually learn the stimulus–response
mappings and become able to judge their accuracy. Concomi-
tantly, the performance feedback becomes redundant and the ERN
propagates from the time of feedback presentation to the time of
response generation (Holroyd and Coles, 2002).

Schizophrenia patients reliably exhibit diminished response
ERN amplitude relative to healthy subjects across task types (Kopp
and Rist, 1999; Alain et al., 2002; Bates et al., 2002, 2004; Mathalon
et al., 2002; Morris et al., 2006) but the integrity of the feed-
back ERN in schizophrenia is less clear. Previously, to examine
the integrity of the –RPE as an indicator of the function of the
phasic DA system, we studied schizophrenia patients while they
completed a probabilistic learning task (PLT) in which the validity
of the accuracy feedback varied (Morris et al., 2008). Schizo-
phrenia patients exhibited reduced response ERN amplitude in
all conditions and reduced feedback ERN amplitude in the valid
feedback condition during early trials when the feedback was most
informative for stimulus–response learning. In the other feedback
conditions, however, group differences in feedback ERN amplitude
were equivocal. To date, this is the only study that has examined
the feedback ERN in schizophrenia patients and the finding that
this activity was only selectively impaired was unexpected. Thus,
we were motivated to examine this question more closely.

Here, we examined whether schizophrenia patients exhibit
impairment in both of these putatively DA-related ERP compo-
nents (the response and feedback ERNs) or whether they exhibit a
selective deficit in the response ERN only. Further, we used com-
putational modeling to distinguish whether the results stem from
an impairment in the transmission of RPE signals vs. a deficit
in predictive value associated with response generation; because
the RPEs by definition constitute violations of predictive value,
without a formal account of their relationship the two possibilities
would otherwise be difficult to disentangle. We examined the ERN
on two tasks that elicit a feedback ERN, a passive gambling task
and a time estimation task, and a third task that elicits a response
ERN, a flanker task. The passive gambling task, modeled after
Potts et al. (2006), was selected because it elicits a feedback ERN
in the absence of a response, thus removing between-group vari-
ability due to differences in perceived task difficulty or response
speed or accuracy. The time estimation task was selected because
it elicits a robust feedback ERN (Miltner et al., 1997; Holroyd
et al., 2006; Holroyd and Krigolson, 2007) and the parameters can
be adjusted so that individuals with disparate response accuracy
receive the various types of feedback with similar frequency. These
tasks include a sufficient number of trials (more than 50) to obtain
a reliable feedback ERN (Marco-Pallares et al., 2011). The Eriksen
flanker task (EFT; Eriksen and Eriksen, 1974) was used for elic-
iting the response ERN because it induces speeded motor errors
and does not require memorization of response rules that might
prove differentially challenging for the patient group. It has also
been used in previous studies of the ERN in schizophrenia (Kopp
and Rist, 1999; Morris et al., 2006) so it serves as a good bench-
mark for evaluating the findings of the current study. In addition
to these three tasks, we also re-analyzed the ERP data from our
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previous PLT study (Morris et al., 2008) using a difference wave
approach (Holroyd and Krigolson, 2007) in order to measure both
the response and feedback ERN in a single task for the purposes
of computational modeling.

To preview the results of these studies, the response ERN deficit
in schizophrenia was replicated but the same patients showed
normal feedback ERN amplitude on both feedback tasks. These
results, however, do not unambiguously support either the dis-
rupted RPE model or the impaired response value model of
schizophrenia, as it is possible that the response ERN was reduced
due to an abnormality in RPE signaling or to a weakened rep-
resentation of response value. Therefore, we used computational
modeling to simulate the ERP results and test alternative hypothe-
ses about the origin of this dissociation between response and
feedback ERN abnormalities. Specifically, we utilized a formal
instantiation of the RL–ERN theory to parametrically and system-
atically vary two parameters related to the neural computation of
Value (as expressed by the basal ganglia) and to the change in Value
(as expressed by the dopamine system) to explore how changes to
these parameters would affect the ERN and behavior.

MATERIALS AND METHODS
PARTICIPANTS
Thirty-two schizophrenia outpatients and 23 healthy comparison
subjects completed the time estimation task. All subjects except
for two control subjects completed the passive gambling task. A
subset of 20 patients and 15 comparison subjects (the final par-
ticipants recruited into the study) completed the flanker task in
addition to the other two tasks. Demographic and clinical charac-
teristics are summarized in Table 1. The groups did not differ
in age, t (53) = 0.15, p = 0.88, gender, χ2 (1, N = 55) = 0.075,

Table 1 | Demographic and symptom rating data for control subjects

and schizophrenia patients.

Control subjects

(n = 23)

Schizophrenia

patients (n = 32)

M SD M SD

Age (years) 46.74 11.01 47.09 6.74

Education (years)a 14.48 2.25 12.98 1.72

Parent’s highest education (years) 13.52 2.25 13.74b 3.26

Gender

Male 18 26

Female 5 6

Ethnicity

European American 13 14

African American 10 16

Multiracial 2

BPRS 20-item total score 36.06 11.25

SANS 22-item total score 32.22 16.24

BPRS, brief psychiatric rating scale; SANS, scale for the assessment of negative

symptoms.
aGroup difference p = 0.007.
bN = 31.

p = 0.78, or ethnicity, χ2 (2, N = 55) = 2.00, p = 0.37. Schizo-
phrenia patients had fewer years of education than comparison
subjects, t (53) = −2.79, p = 0.007, but did not differ in parental
education, t (53) = 0.28. The results of these comparisons in
age, gender, ethnicity, education, and parental education did not
change when only the participants who completed the flanker task
were compared.

Patients were recruited from outpatient psychiatric clinics at the
Maryland Psychiatric Research Center and the Baltimore Veterans
Affairs Medical Center. They were diagnosed using a best-estimate
approach combining information from medical records, collateral
information (when available), and the structured clinical interview
for DSM-IV (SCID; First et al., 1994). Twenty-seven of the patients
were diagnosed with schizophrenia and five were diagnosed with
schizoaffective disorder. Patients were medicated with second-
generation antipsychotic medication(s) (APM; n = 31) or both
a second-generation antipsychotic and a traditional APM (n = 1).
On the day of testing, symptom ratings were obtained using the
brief psychiatric rating scale (BPRS; Overall and Gorham, 1962)
and the scale for the assessment of negative symptoms (SANS;
Andreasen, 1982).

Healthy comparison subjects were recruited via newspaper
advertisements, fliers, or random-digit dialing of local phone
numbers. They were assessed with the SCID and had no per-
sonal or family history of schizophrenia or schizoaffective disorder
and no personal lifetime history of bipolar disorder or major
depressive disorder. A lifetime history of head injury or neuro-
logical illness and alcohol or substance dependence in the last
6 months were exclusionary criteria for all participants. All partic-
ipants provided written informed consent for the protocol which
was approved by the University of Maryland School of Medi-
cine IRB and the VA Maryland Healthcare System Research and
Development Committee.

TASKS
Testing procedures took place in a sound-attenuated, dimly lit
room in which participants were seated approximately 1 m from a
video monitor. The order of tasks was counterbalanced.

PASSIVE GAMBLING TASK
Participants completed a passive gambling task modeled after Potts
et al. (2006) in which participants viewed pairs of pictures pre-
sented sequentially (see also Holroyd et al., 2011). Each picture
depicted either a lemon or a gold bar. On 80% of trials, pairs con-
sisted of the same stimulus (i.e., lemon followed by lemon or gold
followed by gold, with equal probability). On the remaining trials,
pairs consisted of one of each stimulus (i.e., lemon followed by
gold or gold followed by lemon, with equal probability). When
a gold bar was presented as the second image, it was always fol-
lowed by feedback indicating a 50¢ bonus. When a lemon was
presented as the second image, it was always followed by feedback
indicating no bonus. Thus four feedback conditions were created:
unexpected non-reward (bar followed by lemon), expected non-
reward (lemon followed by lemon), unexpected reward (lemon
followed by bar), and expected reward (bar followed by bar). Par-
ticipants viewed 7 blocks of 48 trials and the total bonus earned
during each block was displayed following each block. Participants
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were informed that one of the bonus amounts (ranging from 9 to
15$) would be selected at random and added to their payment.
Trials were ordered in a constrained random sequence such that
stimulus pairs were not repeated on more than three consecutive
trials. Pictures were displayed for 600 ms. The interval between pic-
tures in a pair was 400 ms, the feedback was displayed for 2200 ms,
and the interval between feedback offset and onset of the next
image was 400 ms.

TIME ESTIMATION TASK
Participants completed a task modeled after Holroyd et al. (2006)
modification of Miltner et al. (1997) time estimation task in
which they were instructed to press a button when they estimated
that 1 s had elapsed after the presentation of a tone. Following
each response, feedback indicating whether the response was on-
time (a plus sign) or not on-time (a zero) was displayed. An
adjustable response window was used which decreased the allow-
able RT deviation as participants became more accurate. The
window was initially set to 900–1100 ms and then narrowed by
20 ms following each on-time response and widened by 20 ms
following each not on-time response. The maximum window
was 0–2000 ms. In light of Holroyd et al. (2006) finding that
uninformative feedback elicited a feedback ERN similar in ampli-
tude to that elicited by negative feedback, uninformative/neutral
feedback (a question mark) was provided on one-third of tri-
als (selected at random). The tone was 80 Hz, 80 dB presented
for 50 ms via ear inserts. Feedback was presented for 1000 ms
beginning 3050 ms after tone offset. The interval between feed-
back offset and the onset of the next tone was 2000 ms. Partici-
pants completed 210 trials with brief rest pauses after 70 and 140
trials.

FLANKER TASK
Subjects performed a modified version of the flanker task (Erik-
sen and Eriksen, 1974). Each trial began with the display of
flanker stimuli which were two pairs of equilateral triangles or
squares appearing in a vertical array. Flanker stimuli were dis-
played for 100 ms before the middle triangle, the target, appeared.
Participants were instructed to respond with the hand that cor-
responded to the direction in which the target was pointing. The
flanking triangles were oriented either in the same (congruent
condition) or opposite (incongruent condition) direction as the
target or flanking squares were used instead of triangles (neutral
condition). The six different types of target/flanker combinations
were presented with equal frequency and in a constrained ran-
dom sequence such that no trial type was repeated on more than
three consecutive trials. The flanker/target array was displayed
for 70 ms. Beginning 2000 ms after the offset of the target array,
feedback was displayed for 1000 ms. The delay between the off-
set of the feedback and the onset of the subsequent flankers was
1950 ms.

Before beginning the flanker task, subjects were instructed to
respond quickly and accurately and were penalized 2¢ for incor-
rect responses, rewarded 2¢ for correct responses and penalized 5¢
for slow responses (RT > 1100 ms) regardless of accuracy. Partici-
pants completed 24 practice trials followed by 6 blocks of 54 trials.
All flanker stimuli were white presented on a black background.

PSYCHOPHYSIOLOGICAL RECORDING, DATA REDUCTION, AND
ANALYSES
General procedures
Electroencephalography (EEG) recordings were obtained using
32 Ag/AgCl electrodes in International 10/20 system positions.
Electrooculographic activity was recorded from electrodes placed
above and below the left eye and at the outer edge of both eyes.
Physiological signals were recorded using a Synamps amplifier
and Scan 4.3 software (Compumedics/Neuroscan, Charlotte, NC,
USA). Scalp EEG data were recorded at a rate of 500 Hz and refer-
enced to averaged earlobe electrodes. After epoching, vertical and
horizontal eye movement artifacts were corrected offline (Gratton
et al., 1983; Miller et al., 1988), a 0.1- to 20-Hz 24 dB filter was
applied and a 200-ms baseline was subtracted from each epoch.
The Greenhouse–Geisser adjustment for repeated measures and
an alpha level of 0.05 were used. Corrected F, p, and effect size
(partial eta squared, or η2

p) values and uncorrected degrees of free-
dom are reported. Simple-effects ANOVAs with the Bonferroni
correction were used for post hoc comparisons on between-group
measures.

Although we have previously (Morris et al., 2008) exam-
ined the ERN using a “base-to-peak” approach, recent investi-
gations have indicated that a “difference wave” approach may
be more appropriate for extracting this ERP component (Hol-
royd and Krigolson, 2007), first because it minimizes overlap
with other interfering ERP components (Luck, 2005), and sec-
ond because recent evidence indicates that unexpected positive
feedback may elicit a positive-going deflection in the ERP (Hol-
royd et al., 2008; See also: Potts et al., 2006; Cohen et al., 2007;
Eppinger et al., 2008; Baker and Holroyd, 2011; Holroyd et al.,
2011) that the base-to-peak approach may overlook. Procedures
used for computing difference waves are provided below. Group
means and SE for the difference wave amplitude from for the
feedback ERN (Passive gambling task and time estimation task)
and the response ERN from the flanker task are provided in
Table 2.

Passive gambling task
For the second stimulus of each pair, “Expected” difference waves
were computed by subtracting the Expected Bonus waveforms

Table 2 | Mean (and SE) feedback and response ERN difference wave

amplitudes for schizophrenia patients and control subjects.

Task Condition Control subjects

(n = 23)

Schizophrenia

patients (n = 32)

Passive gamblinga Expected −2.59 (0.51) −3.17 (0.31)

Unexpected −3.59 (0.66) −4.02 (0.55)

Time estimation Neutral −3.63 (0.45) −4.53 (0.68)

Zero −4.05 (0.55) −4.98 (0.70)

Flankerb −11.46 (2.24) −4.66 (1.28)

Data are from Cz (passive gambling task) and FCz (time estimation and flanker);

feedback ERN: passive gambling task and time estimation task; response ERN:

flanker task.
aN = 21 control subjects.
bN = 15 control subjects and 20 patients.
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from the Expected Non-Bonus waveforms. “Unexpected” differ-
ence waveforms were computed by subtracting the Unexpected
Bonus waveforms from the Unexpected Non-Bonus waveforms
(Holroyd and Krigolson, 2007). Examination of the grand-average
difference waveforms indicated substantial component overlap
characterized by early, frontally distributed activity (the feedback
ERN) followed by posteriorly distributed activity (P300). To isolate
the feedback ERN from this overlapping component, the latency
of the waveforms was adjusted at all channels using the follow-
ing procedure. The latency of the maximal negativity between 170
and 290 ms was determined for the FCz channel in the expected
non-bonus average for each participant. The expected non-bonus
condition was used because the feedback ERN was maximal in
this condition in the group averages. This latency was then set to
240 ms (the approximate latency of peak in the unadjusted group
average waveforms) by adjusting the start point of the waveform
by the difference between the latency of the peak and 240 ms.
The conditional waveforms for all four feedback conditions in
all channels were then adjusted by the same degree and differ-
ence waves were re-computed using these adjusted averages. The
amplitude of the maximal negativity occurring between 180 and
300 ms was identified in the difference waves and was analyzed
using 2 (Group) × 2 (Expectedness) × 5 (Site: Fz, FCz, Cz, CPz,
Pz) mixed-model ANOVA. To check whether the latency adjust-
ment obscured effects of interest, difference wave amplitudes from
the non-adjusted waveforms were analyzed and the results were
unchanged.

Time estimation task
Difference waves for the neutral and “zero” feedback conditions
were created by subtracting activity following“plus”feedback from
the activity following neutral and “zero” feedback, respectively
(Holroyd and Krigolson, 2007). Examination of the grand-average
difference waves indicated component overlap similar to that
observed in the data from the time estimation task, so a simi-
lar latency adjustment was made. For each participant, the latency
of the maximum negativity within a narrow window (200–290 ms
following FB onset) was identified in the “zero” feedback aver-
age in the FCz channel. This latency was then set to 240 ms (the
approximate latency of peak in the unadjusted group average
waveforms) by adjusting the start point of the waveform by the
difference between the latency of the peak and 240 ms. The condi-
tional waveforms for all three feedback conditions in all channels
were then adjusted by the same degree. Difference waves were then
re-created and the feedback ERN was scored as the amplitude of
the maximum negativity occurring between 200 and 280 ms in the
neutral and “zero” difference waves. The feedback ERN was com-
pared in a 2 (Group) × 2 (Difference wave type) × 5 (Site: Fz, FCz,
Cz, CPz, Pz) mixed-model ANOVA. The results of this analysis
were also unchanged when difference wave amplitudes from the
non-adjusted waveforms were analyzed.

Flanker task
Response-locked waveforms were created for correct and error
trials and difference waves were created by subtracting the activ-
ity following correct responses from that following errors. The
response ERN was quantified in these difference waves as the

maximal negativity between 0 and 150 ms. Data for one control
subject whose response ERN difference wave peak amplitude
exceeded the group mean by more than 4 SDs were replaced with
the next largest values. These were analyzed in two 2 (Group) × 5
(Site: Fz, FCz, Cz, CPz, Pz) mixed-model ANOVAs.

RESULTS
ERP STUDIES
Passive gambling task
Event-related brain potential waveforms for the second stimu-
lus, which varied in both valence and expectedness, are shown
in Figure 1. Consistent with the hypothesis that the feedback
ERN is relatively intact in schizophrenia, there was no difference
between groups in feedback ERN difference wave amplitude, F(1,
51) = 0.10, p = 0.75, η2

p = 0.002. Although the peak negativity
is more prominent for the expected feedback than for the unex-
pected feedback in the group average waveforms, the group mean
difference scores were larger for unexpected than for expected
outcomes, although the effect of expectedness was not significant,
F(1, 51) = 2.91, p = 0.09, η2

p = 0.05. Difference wave amplitudes
were greatest at Cz but did not differ significantly among sites,
F(4, 204) = 2.32, p = 0.08, η2

p = 0.02. There were no interactions
involving group, expectedness, or channel (all p values > 0.3).

Time estimation task
Behavior. Because RTs were not recorded for responses occur-
ring more than 3000 ms after the tone, long RTs could not be
distinguished from non-responses. In order to avoid overesti-
mating participants’ RT accuracy by omitting these highly inac-
curate responses, missing RTs were replaced with the RT from
the previous trial (or from the next trial if no response was
made on the previous trial). This process may have resulted in
a minor overestimation of participants’ response accuracy. The
average percentage of trials with missing/replaced RTs did not dif-
fer between patients (6%) than controls (3%), F(1, 53) = 1.35,
p = 0.25. The absolute deviation of RT from the target RT of
1000 ms was then computed for each trial. Mean RT deviation
and a running average of RT deviation over the course of the
task are presented in Figure 2. As seen in the figure, the con-
trols were slightly more accurate at estimating the 1-s interval but
this difference was not statistically reliable: mean RT deviation,
t (53) = 1.83, p = 0.073. Both groups received “zero” feedback on
a greater percentage of trials (36%) than “plus” feedback (30%),
F(1, 53) = 25.38, p = 0.00, η2

p = 0.32, consistent with the ini-
tially narrow RT window. Response time accuracy improved by
an average of 87 ms on trials following “zero” feedback, worsened
by an average of 106 ms after “plus” feedback and changed by
less than a millisecond on average after neutral feedback [main
effect of FB type, F(2, 106) = 159.41, p = 0.00, η2

p = 0.75]. This
main effect was moderated by a Group × FB type interaction, F(2,
106) = 3.33, p = 0.05, η2

p = 0.06 characterized by control subjects
having a smaller increase in deviation following “plus” feedback
than patients, 88 vs. 125 ms, t (53) = 2.09, p = 0.04, suggesting that
patients had difficulty sustaining accurate responding following
positive feedback.

Event-related brain potentials. Group average latency-adjusted
waveforms for the feedback-locked ERPs are presented in Figure 3.
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FIGURE 1 | Group averages for feedback ERN elicited by second stimulus in the passive gambling task. Data shown in waveforms are from Cz. The
scoring window for the difference waves is indicated by the rectangle.

FIGURE 2 | Five-trial running average of absolute RT deviation from

target RT for the time estimation task. Bar graph shows mean of
absolute RT deviation. Error bars indicate SE.

Prominent negativities are observed approximately 250 ms fol-
lowing both “zero” and neutral FB compared to “plus” FB. As
in the passive gambling task, there was no main effect of group,
F(1, 53) = 1.47, p = 0.23, η2

p = 0.03 or any interactions involv-
ing group differences for the feedback ERN (all p values > 0.53).
There was also no difference between the “zero” and neutral FB
conditions in difference wave amplitude, F(1, 53) = 2.32, p = 0.13,
η2

p = 0.04, suggesting that feedback ERN activity in both groups
shows the expected pattern of dichotomous classification of out-
comes as described by Holroyd et al. (2006). The difference wave
amplitudes were largest at the FCz site although the amplitude

difference among channels was not significant, F(4, 212) = 2.87,
p = 0.06.

Flanker task
Behavior. The flanker type manipulation had the expected effects
on response accuracy, F(2, 66) = 70.22, p = 0.00, η2

p = 0.68, and

RT, F(2, 66) = 153.23, p = 0.00, η2
p = 0.82, with better accuracy

and faster RT in the congruent compared to incongruent flanker
conditions [F(1, 33) = 68.55 and 233.42, respectively, p < 0.001;
See Figure 4]. Mean RT was slower for schizophrenia patients
than control subjects, F(1, 33) = 10.83, p = 0.002, η2

p = 0.25.

Event-related brain potentials. Consistent with previous stud-
ies (e.g., Kopp and Rist, 1999; Morris et al., 2006), the response
ERN as measured by error-correct difference wave amplitude was
diminished in schizophrenia patients compared to control sub-
jects, F(1, 33) = 6.31, p = 0.02, η2

p = 0.16 (Figure 5). Difference
score amplitude was largest at FCz for control subjects and at CPz
for patients [Group × electrode site interaction, F(4, 132) = 3.57,
p = 0.05]. Because the participants who completed the EFT were
a subset of those who completed the time estimation and passive
gambling tasks, we repeated the analyses of the data from the feed-
back ERN tasks including only the participants who completed the
flanker task to make sure that the dissociation between response
ERN and feedback ERN was not due to the composition of the sub-
ject groups. The differences among these samples did not appear to
account for the selective deficit in response ERN compared to feed-
back ERN. The results of the analysis of the ERP data from the time
estimation and passive gambling tasks did not differ when individ-
uals who did not complete the flanker task were removed from the
analysis (all p values > 0.05). The fact that group differences were
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FIGURE 3 | Feedback-locked ERN group averages for the time estimation task. Data shown in waveforms are from FCz. Data in maps are shown at latency
of maximal difference wave amplitude. The scoring window for the difference waves is indicated by the rectangle.

FIGURE 4 | Mean accuracy (top) and RT (bottom) for the flanker task.

Error bars indicate SE.

observed in the response ERN with a smaller sample size provides
some assurance that the failure to find group differences in the
feedback ERN was not due to lack of power since the sample size

was larger for the feedback ERN tasks. It is, however, possible that
there are differences in effect size between response and feedback
ERN and that small group differences in feedback ERN could have
gone undetected due to lack of power.

Computational modeling
Taken together, the above results are strongly suggestive of an
impaired response ERN together with a spared feedback ERN in
schizophrenia. But what deficit can cause this pattern of obser-
vations? Alternative hypotheses (as reviewed above) hold that
schizophrenia is associated with impaired dopamine-dependent
RPE signals on the one hand (Corlett et al., 2007; Fletcher and
Frith, 2009) and with impaired representations of predictive value
on the other (Gold et al., 2008). These hypotheses are challenging
to distinguish because of their complex interrelationship: predic-
tive values can be derived from RPEs and RPEs reflect changes
in predictive value. Computational simulations based on princi-
ples of reinforcement learning can illuminate this issue because
neurally based models of decision making depend on formal rep-
resentations of predictive value and RPEs (Suri, 2002; Cohen, 2008;
Dayan and Daw, 2008; Cohen and Frank, 2009; Niv, 2009). Further,
the RL–ERN theory specifically indicates how these parameters
give rise to the response ERN and feedback ERN. For this rea-
son, we adapted a computational model of the response ERN and
feedback ERN in the PLT and of the response ERN in the EFT (Hol-
royd and Coles, 2002) to determine how these ERP components
would be affected by changes to these quantities as might occur
in schizophrenia. Our modeling efforts focused on these two tasks
because they were originally simulated with the RL–ERN model
(Holroyd and Coles, 2002). Further, data from our previous study
using the PLT (Morris et al., 2008) allowed for comparison of the
response ERN and the feedback ERN in a single task, whereas the
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FIGURE 5 | Response-locked ERN group averages for the flanker task. Data shown in waveforms are from FCz. Topographical maps depict distribution of
difference wave at latency of peak negativity. The scoring window for the difference waves is indicated by the rectangle.

EFT data from the current study allowed for examination of the
response ERN in the absence of feedback-based learning (Holroyd
and Coles, 2002, 2008; See also Holroyd et al., 2005).

Methods
The RL–ERN model belongs to a class of neurobiologically moti-
vated computational models that are based on the theory of
reinforcement learning (Sutton and Barto, 1998) and that simulate
behavior and/or the activity of the midbrain dopamine system on
trial-and-error type learning problems (Suri, 2002; Cohen, 2008;
Dayan and Daw, 2008; Cohen and Frank, 2009; Niv, 2009). We sim-
ulated the ERN and performance of control subjects on the PLT
and the EFT using a variant of the standard RL–ERN model, details
of which are given in Holroyd and Coles (2008). The original RL–
ERN model utilized multiple motor controllers that competed for
control over behavior (Holroyd and Coles, 2002). As this aspect
of the model was not central to the hypothesis under investi-
gation here, we adopted a reduced model that selected actions
based on state-action Values encoded by the critic module (Hol-
royd and Coles, 2008). The model includes units that represent
important task states, namely external stimuli, stimulus–response
conjunctions, and feedback stimuli, which activate when the corre-
sponding event occurs on a given trial. Further, connection weights
associated with each unit represent the internal “Value” of that
state. For the PLT simulation, the Values associated with posi-
tive and negative feedback were fixed at 1 and −1, respectively,
and for the EFT simulation, the Values associated with the cor-
rect and incorrect stimulus–response conjunctions were fixed at
1 and −1, respectively. For both simulations, the weights for the
remaining stimuli were internalized with random values between
−0.5 and 0.5. Critically, the strength of the phasic dopamine sig-
nal was related to the magnitude of the reward prediction error
(i.e., the “temporal difference error”), defined as the change in
Value associated with state transitions (Sutton, 1988). The RPE

was used to modify the Value weights according to the temporal
difference learning rule (Sutton, 1988; Sutton and Barto, 1998).
Consistent with previous simulations (Holroyd and Coles, 2002,
2008; Nieuwenhuis et al., 2002) and with empirical practice (Hol-
royd and Coles, 2002; Holroyd and Krigolson, 2007), the simulated
ERN was determined by subtracting the RPE on correct trials
from the RPE on error trials. For all simulations response selection
was “epsilon-greedy” (Sutton and Barto, 1998), meaning that the
model chose the response with the highest Value on a fraction of
randomly selected trials (70%) and chose a response at random
on the remaining trials (30%). The learning rate parameter for the
simulated control subjects was equal to 0.5.

Results
Probabilistic learning task. The PLT is a trial-and-error learning
task where participants are required to press one of two buttons
on each trial in response to presentation of an arbitrary visual
image and are provided feedback indicating that they received or
were penalized a small amount of money. Key to the task is that
the imperative stimuli are probabilistically related to the appropri-
ate response. Here we simulated the data of Morris et al. (2008),
wherein the optimal response was associated with reward on either
100, 80, or 50% of encounters with the associated stimulus (See
also Nieuwenhuis et al., 2002). The demographic and clinical char-
acteristics of the participants were highly similar to those of the
participants in the current study. The empirical accuracies for the
control participants and for participants with schizophrenia are
presented in Table 3. Note that the accuracies for the two groups
are comparable, as are the accuracies for all of the simulations.

For the purposes of the computational modeling, we have re-
analyzed the data of Morris et al. (2008) using a difference wave
approach. Figure 6 illustrates the ERN difference wave data for
the control participants and for participants with schizophrenia.
These results replicate the common finding that the response ERN
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Table 3 | Empirical and simulated accuracy rates for control subjects

and schizophrenia patients on the probabilistic learning task.

Feedback condition

100% 80% 50%

Empirical control 83 71 50

Empirical patient 78 71 50

Simulated control 84 68 50

±RP 84 69 50

+RP 85 69 50

−RP 85 69 50

Learning rate 81 67 49

Max. value 84 68 49

Note that correct trials are defined as those in which the optimal (i.e., most fre-

quently rewarded) response was emitted, as opposed to trials in which positive

feedback stimuli were delivered. Empirical data taken from Morris et al. (2008).

and feedback ERN amplitude are inversely related such that they
are larger and smaller, respectively, with increasing certainty of
the outcome (Holroyd and Coles, 2002; Nieuwenhuis et al., 2002,
2005). Although a Group × Feedback type ANOVA did not show
any main effects or interactions involving group, these data suggest
that this inverse relationship was stronger for the control partici-
pants than for the participants with schizophrenia, who exhibited
relatively less variation in ERN amplitude across conditions. To
examine this more closely, we applied separate linear regressions to
each individual’s response ERN and feedback ERN data, with con-
ditions entered in the order of smallest to largest ERN (response
ERN: 50%, 80%, 100%; feedback ERN: 100%, 80%v, 50%, 80%i). A
two-way ANOVA on the regression intercepts, with levels for group
(controls, schizophrenia patients) and ERN type (response, feed-
back), indicated a main effect for group, F(1, 51) = 5.8, p = 0.02,
such that the regression intercepts were more negative for the
participants with schizophrenia than for the control participants.
This observation was supported by a comparable ANOVA on the
regression slopes that indicated a strong trend for a main effect
of group, F(1, 51) = 3.7, p = 0.06, such that the regression slopes
were smaller for the people with schizophrenia than for the control
subjects. These findings confirm the visual impression in Figure 6
that the ERN amplitudes of the participants with schizophrenia
were relatively insensitive to condition, leading relatively negative
intercepts and shallower slopes for the patient group. Because the
RL–ERN theory is mainly concerned with the inverse relationship
between the amplitudes of the response ERN and feedback ERN
across conditions (Holroyd and Coles, 2002), our modeling efforts
focused on accounting for the blunting of this relationship in the
patient data.

Each simulation consisted of 27 runs of four blocks of 300 trials
of the PLT, with each run corresponding to a simulated “partic-
ipant.” For the control simulation, the default parameters repro-
duced the inverse relationship between the response and feedback
ERN amplitudes (solid lines in Figure 7) typically observed in this
task (Holroyd and Coles, 2002; Nieuwenhuis et al., 2002, 2005).
To evaluate the RPE vs. predictive Value theories of schizophrenia,
we followed a hypothesis-driven approach in which we explored

FIGURE 6 | Empirical control and schizophrenia ERN difference wave

data (mean amplitude and SE) for the probabilistic learning task, for

the response ERN (top) and feedback ERN (bottom). Note that “80%v”
and “80%i” correspond to trials in the 80% condition with either valid or
invalid feedback, respectively. Data recorded at FCz and re-analyzed from
Morris et al. (2008).

how plausible changes to specific model parameters would affect
behavior and the ERN (see, e.g., Nieuwenhuis et al., 2002). Each
hypothesis was explored by utilizing the parameters of the control
simulation and scaling the size of a parameter that implemented
the hypothesis above and below its default value. This was achieved
by alternatively increasing and decreasing the size of the parame-
ter of interest in increments of 1% from 0 to 200% relative to
the parameter value for the control simulation. For example, we
first explored the hypothesis that schizophrenia is associated with
faulty phasic dopamine signals (e.g., Frank, 2008; Fletcher and
Frith, 2009) that have been posited to be either larger or smaller
in schizophrenia relative to the normal population (Bilder et al.,
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2004). To do so, we reran the model through multiple iterations
that systematically increased the size of the RPE from 0 to twice
its default value in the control simulation. The iteration with the
parameter value that produced the best fit to the patient electro-
physiological data was then taken as the model that best accounted
for the hypothesis, e.g., if the patient data were best fit by a model
with a RPE signal reduced by 25% of its default (control) value.
Then, this procedure was repeated for the subsequent hypoth-
esis, for example, by systematically manipulating the maximum
possible size of the predictive Values from very small (0) to very
large (200% normal), and so on. Multiple sets of simulations were
run in this way to investigate related hypothesis (disrupted pos-
itive and negative RPEs, disrupted negative RPEs only, disrupted
positive RPEs only, normal RPEs with disrupted learning rate,

FIGURE 7 | Simulated control (default model) and schizophrenia

(maximum value model) ERN difference wave data for the probabilistic

learning task, for the response ERN (top) and feedback ERN (bottom).

Note that “80%v” and “80%i” correspond to 80% condition trials with
either valid or invalid feedback, respectively.

etc.). Critically, each hypothesis was explored by changing only a
single parameter while the remaining parameters remained fixed
to those of the control simulation, so multiple parameters were
never simultaneously varied within a single simulation; this prac-
tice addresses the degrees of freedom problem that is sometimes
leveled at the computational modeling approach (O’Reilly and
Farah, 1999).

The sum of squared errors (SSE) between the simulated and
empirical schizophrenia ERN data was used to evaluate the fit of
each simulation (Figure 8). In Figure 8, note that the horizon-
tal dashed line at SSE = 0.14 indicates the error value associated
with the control simulation compared to the empirical control
data, whereas the horizontal dotted line at SSE = 0.36 indicates
the error value associated with the control simulation compared
to the empirical schizophrenia data; values below the dotted line
indicate improvements in model fit to the schizophrenia data and
values below the dashed line indicate that the fit of the schizo-
phrenia model to the schizophrenia data is even better than that of
the control model to the control data. Further, note that parame-
ter values of 100% correspond to those of the control simulation,
thus the SSEs for each set of simulations cross the dotted line at
parameter values of 100%. In other words, because each of the
schizophrenia simulations is the same as the control simulation
except for the value of one parameter, when that one parameter is
in fact the same as that of the control simulation (100%), then the
schizophrenia simulation is identical to the control simulation. In
that case, the SSE of the schizophrenia model is the same as that of
the control model when fit to the empirical schizophrenia data, i.e.,
SSE = 0.36. Finally, note that for the purpose of comparison the
empirical and simulated data were normalized between values of
0 and −1, where the smallest value combined across control and
schizophrenic groups was equal to zero and the largest negative
value was set equal to −1.

FIGURE 8 | Sum of squared errors (SSE) for each of the probabilistic

learning task simulations. Note that the horizontal dashed line at
SSE = 0.14 indicates the error value associated with the control simulation
compared to the empirical control data and the horizontal gray dotted line at
SSE = 0.36 indicates the SSE of the control simulation data compared to
the empirical schizophrenia data; values below this line indicate better fits.
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We first examined the basic hypothesis that schizophrenia
would be associated with an abnormal ERN resulting from a dis-
turbed dopamine/RPE signal. As described above, we scaled the
size of RPE signal from 0 to 200% of the control simulation val-
ues (Figure 8, blue line). The best fit corresponded to RPE sizes
that were 75% of normal (SSE = 0.21), producing simulated ERN
amplitudes shown in Figure 9 (blue lines, which for the feed-
back ERN plot is hidden by the pink and green lines). These ERN
values are relatively inconsistent with the empirical schizophre-
nia data (Figure 9, black dotted lines) as they reflect less than a
50% reduction in the SSE of the control simulation relative to
the schizophrenia data (Figure 8, gray dotted line), as well as
a fit that was worse than the control simulation to the control
data (Figure 8, gray dashed line). We also investigated whether
schizophrenia might impact either the positive or negative RPE
signal independently of the other by varying each while holding
the other constant. Both sets of simulations were associated with
optimal parameter values of 60%, but the reduced negative RPEs
(green lines in Figures 8 and 9) produced better fits (SSE = 0.17)
than the reduced positive RPE (pink lines in Figures 8 and 9) did
(SSE = 0.26). We also explored whether changes to the positive
and negative RPE signals might be inversely related such that an
increase to one was associated with a commensurate decrease to
the other. The best fit was associated with an SSE of 0.26 (data not
shown).

Although reducing the negative RPEs to 60% of normal yielded
a better fit to the empirical schizophrenia data than did the other
parameter changes, inspection of Figure 9 suggests that this result
is also sub-optimal. The problem stems from the fact that for the
empirical data the response ERN in the 100 and 80% conditions
is smaller for the patients than for the control participants, but
the feedback ERN in the 50% condition is as large or larger for
the patients than for the controls (Figure 6). Importantly, because
the feedback stimuli in the 50% condition are unpredictable, the
feedback ERN in this condition reflects the “true” feedback ERN
amplitude free from any learning-related changes. Taken together,
these results suggest that whereas the feedback ERN for the patients
is relatively normal (as inferred from the 50% condition), the
response ERN is reduced (as inferred from the other conditions).
By contrast, scaling the RPE produces a main effect on ERN ampli-
tude: Increases and decreases in RPE size result, respectively, in
increases and decreases in both the response ERN and feedback
ERN amplitudes. Thus these results reflect the optimal solution to
the competing constraints of minimizing response ERN amplitude
while maximizing feedback ERN amplitude.

We next explored the related possibility that even if the phasic
dopamine signal were intact, the neural targets of the dopamine
system might nevertheless be insensitive to the signal. To investi-
gate this possibility, we systematically varied the size of the model
learning rate parameter from 0 to 200% of normal. Note that
in terms of the impact on behavior, scaling the learning rate is
formally equivalent to scaling the RPE as the change in Value is
proportional to the learning rate times the RPE (see, e.g., Cockburn
and Holroyd, 2010). However, ERN amplitude is hypothesized
to be related to the size of the RPE rather than to the learning
rate (Holroyd and Coles, 2002). Thus this manipulation disso-
ciates indirect changes to ERN amplitude as a consequence of

FIGURE 9 | Error-related negativity difference wave data for the

probabilistic learning task, for the response ERN (top) and feedback

ERN (bottom), for the simulated and empirical schizophrenia data.

Note that “80%v” and “80%i” correspond to 80% condition trials with
either valid or invalid feedback, respectively. Empirical data are from FCz.

learning vs. direct changes to ERN amplitude as a consequence
of the RPE signal itself. Figure 8 (red line) illustrates that the
optimal solution (SSE = 0.07) was associated with a learning
rate that was only 13% of the control value. Unlike the previ-
ous simulations, this simulation substantially reduced response
ERN amplitudes while maintaining high feedback ERN ampli-
tudes (Figure 9, red lines). In this case the reduced learning
rate impaired the ability of the model to develop strong predic-
tions of trial outcomes, leading to reduced response ERNs and
large feedback ERNs that were relatively insensitive to outcome
probability.

Finally, we explored the alternative hypothesis that schizo-
phrenia is characterized by a deficit in the representation of the
predictive value of response options (Gold et al., 2008; Krawitz
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et al., 2011). According to this idea, both the dopamine/RPE signal
and the impact of this signal on behavior (i.e., the learning rate) are
normal in schizophrenia. Rather, this position holds that schizo-
phrenia compromises the ability to represent the value of different
response options for a given imperative stimulus. To explore this
possibility, the Values associated with stimulus–response conjunc-
tions in the model, as putatively implemented as a neural target of
the DA system in the basal ganglia (Samejima et al., 2005; Lau and
Glimcher, 2008), were capped at a maximum. Thus, for these sim-
ulations the RPE (dopamine/ERN signal) and the learning rate
were unchanged from the control simulation but the stimulus–
response conjunction Values were prevented from exceeding the
maximum. Figure 8 (cyan line) illustrates the simulation SSEs
when the maximum stimulus–response conjunction Value was
systematically varied from 0 to 200% of normal. As can be seen, the
simulations were insensitive to increases in the maximum value
beyond 100% of normal because the control simulation levels
never exceed this range anyway. By contrast, capping the maximum
stimulus–response conjunction value at 38% of normal yielded
an optimal solution with SSE = 0.08, nearly equivalent to the best
SSE associated with the learning rate simulations (Figure 8, red
line), resulting in similar fashion with relatively small response
ERNs and large feedback ERNs that are insensitive to condition
(Figure 9, cyan lines). A plot of these ERN amplitudes with the
simulated control ERN amplitudes (Figure 7) reproduces in a
qualitative manner the key relationships observed in the empir-
ical data shown in Figure 6, namely more negative intercepts and
shallower slopes for the simulated patient data relative to the sim-
ulated control data (when the response ERN and feedback ERN
amplitudes are ordered from smallest to largest).

Flanker task. The above simulations suggest two possibilities:
First, that schizophrenia may be associated with a reduced RPE
learning rate, and second, that schizophrenia may be character-
ized by weak representation of the predictive value of stimulus–
response conjunctions. Here we simulated ERN amplitudes on
the EFT to decide between these two possibilities. For consistency
with the PLT simulation and to ensure a high signal-to-noise ratio,
we simulated the data of 27 control participants and 27 partici-
pants with schizophrenia engaged in the EFT (as opposed to the
actual numbers in the empirical experiment, which were 20 and
14, respectively). Imperative stimuli consisted of 54 encounters
with each of the six flanker stimuli and no feedback was provided.
Interference effects on accuracy and response time induced by the
presence of the incompatible flanker stimuli (Eriksen and Eriksen,
1974) were not simulated as these were not central to the hypoth-
esis under investigation (cf. Holroyd et al., 2005). We conducted
three simulations: For the first simulation the parameter values
were identical to those of the control simulation in the PLT, for
the second simulation the learning rate was reduced to its optimal
value for the schizophrenia simulation of the PLT (i.e., 13% of
that of the control simulation), and for the third simulation the
response value was reduced to its optimal value for the schizophre-
nia simulation of the PLT (i.e., 38% of the control simulation). All
other parameter values were held equivalent across simulations. In
other words, we explored whether the two optimal models of the
PLT schizophrenia data could, without any changes, also account

FIGURE 10 | Simulated response ERNs for the Eriksen flanker task.

for the EFT schizophrenia data. Note that the same parameter
values were used as in the corresponding PLT simulations, but in
contrast to the PLT simulations no parameter searches were con-
ducted. This procedure allowed for an unbiased examination of
whether the results of the PLT simulations would generalize to the
EFT data.

Figure 10 illustrates the simulation results. As is evident by
inspection, reducing the learning rate to 13% of normal did not
reduce the simulated response ERN whereas capping the maxi-
mum value of stimulus–response conjunctions at 38% of normal
induced a commensurate reduction in response ERN amplitude.
These results follow for the simple reason that the EFT is not
a learning task and so manipulating the learning rate does not
affect ERN amplitude. By contrast, capping the stimulus–response
conjunction Values at a low level leads to an immediate deficit
in response ERN production irrespective of whether the tasks
involves feedback or not. These results indicate that a single para-
meter change to the maximum size of the stimulus–response
conjunction Value accounts for the empirical schizophrenia data
for both the PLT and the EFT better than competing models involv-
ing changes to the RPE signal or the impact of this signal on
behavior.

DISCUSSION
Recent empirical and theoretical advances in our understanding
about the role of phasic dopamine in schizophrenia have informed
contrasting models of the illness which focus on disruption of
the RPE signal (Corlett et al., 2007; Frank, 2008; Fletcher and
Frith, 2009) and impairment in the representation of response
value (Gold et al., 2008). In order to examine these hypotheses,
we administered two tasks that elicit the feedback ERN and one
that elicits the response ERN, re-analyzed data from a previous
study involving both types of ERN, and used a computational
instantiation of the RL–ERN theory to aid the interpretation of
the empirical results. Taken together, these data show that the
feedback ERN is intact in schizophrenia patients despite abnor-
malities in the response ERN. It should be noted that the tasks
used by our group to elicit the feedback ERN include a range
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of response–feedback contingencies but regardless of whether the
outcomes were determined by handedness of response, accuracy of
time estimation or were independent of responding, schizophre-
nia patients generated feedback negativities that were similar in
amplitude to those of control subjects. The tasks used to elicit the
feedback ERN included sufficient trials to obtain a reliable feed-
back ERN component and the reduction in response ERN was
detected despite a smaller sample of patients completing this task.

We used computational modeling to examine the hypothe-
sis that the locus of patients’ difficulties is in the evaluation of
response options rather than feedback processing. Our simula-
tions did indeed suggest that the functioning of the system is
selectively disrupted due to weakened representation of response
values, presumably encoded in the basal ganglia and orbitofrontal
cortex (Gold et al., 2008). The rationale for this conclusion is
as follows: Our empirical findings indicate that in schizophre-
nia the feedback ERN is relatively normal whereas the response
ERN is reduced relative to controls. Because manipulations of the
dopamine/RPE parameter alter the size of both the response ERN
and the feedback ERN concomitantly, these simulations cannot
satisfy both of these constraints in the schizophrenia data simulta-
neously. Further, although reducing the learning rate yields both
a reduced response ERN together with a normal feedback ERN,
this result occurs only for tasks that actually involve feedback-
based learning. By contrast, impairment in the representation
of response value leads to smaller response ERNs irrespective of
whether the task involves feedback or not.

Thus, according to the model, patients are impaired at asso-
ciating predictions of future outcomes with particular response
options. This result is consistent with the conclusion of Gold et al.
(2008) that decision making in patients is compromised by deficits
in their ability to represent fully the value of different response
options and stimuli predictive of outcomes and with recent fMRI
data indicating that schizophrenia patients have difficulty pre-
dicting response–outcome associations (Krawitz et al., 2011). The
results of this previous study and our present findings converge
in that patients’ difficulty in predicting response–outcome associ-
ations occurs in the presence of spared outcome monitoring. The
Krawitz et al. (2011) study, however, did not rule out the possi-
bility that patients’ impaired predictions resulted from impaired
learning because of a faulty evaluation mechanism. By contrast,
our empirical and simulated data indicate that outcome process-
ing is normal in schizophrenia, and thus the impairment lies with
the predictive mechanism. This conclusion is also bolstered by a
recent report from Gold et al. (in press) that combined behavioral
and computational modeling to show that patients were able to use
prediction errors to guide learning, but failed to prefer stimuli pre-
viously associated with gains over those associated with successful
loss avoidance. The gain seeking vs. loss avoidance stimuli were
presented at the same probabilistic levels and thus were learned
by the same frequency of positive and negative prediction errors.
Despite that, patients failed to prefer the gain seeking stimulus
suggesting that the deficit appears to be specific to weighing the
expected value of alternatives at the time of decision, rather than
in processing outcomes per se. This formulation would suggest
that patients are likely to display alterations in a host of decision
making contexts where the relative prospective value of different

stimuli and response alternatives must be weighed. Indeed, there is
evidence that this is the case as seen in studies of delay discounting
(Heerey et al., 2007, 2011) and in the demonstration of reduced
transitivity of preferences (Strauss et al., 2011).

Furthermore, impaired response selection in schizophrenia has
been associated with increased response times (Luck et al., 2009).
Although we did not simulate response times here, previous rein-
forcement learning models have related response times to the
strength of response values (e.g., Suri et al., 2001; Frank et al.,
2007). We suggest that the decreased response values implicated by
our simulations may also give rise to the increased response times
observed in schizophrenia as the system takes longer to decide the
appropriate course of action, a direction for future research.

The results of neuroimaging studies of RPEs in schizophrenia
are mixed with regard to group differences observed following
+RPEs and −RPEs. Koch et al. (2010) found that chronic schiz-
ophrenia patients showed relative hypoactivation of frontal areas
following positive PEs on a PLT. Waltz et al. (2009), using a primary
reinforcer, found diminished hemodynamic response in reward-
related circuits following positive RPEs. In two studies (Murray
et al., 2008; Koch et al., 2010), schizophrenia patients exhibited
significant hypoactivation compared to control subjects following
negative RPEs but in other studies (Waltz et al., 2009; Simon et al.,
2010) activation following negative RPEs did not differ between
patients and healthy comparison subjects. The conflicting results
between our findings of normal feedback ERN in schizophrenia
and these reports of diminished reward-related activation in schiz-
ophrenia are possibly a result of differences among experimental
tasks and the inherent difficulty in comparing findings obtained
using hemodynamic and electrophysiological methods with their
differences in temporal scale and localization properties (Logo-
thetis, 2003). Our empirical and modeling data suggest that future
work examining the intersection of stimulus and response would
be a fruitful path forward for resolving some remaining questions
about the source of the reward processing deficit in schizophrenia.

On the passive gambling task, difference wave peak amplitude
was larger following unexpected compared to expected outcomes.
The effect of expectedness was not significant, however. This may
be because passive guessing tasks which do not require a response
produce expectancy effects on feedback ERN amplitude with
smaller effect sizes (Holroyd et al., 2009). Other differences in study
procedures compared to the Potts et al. (2006) study, including the
amount of the bonus and the long duration of our testing session
may also have contributed to the reduced expectancy effects in our
data.

Consistent with patients’ intact feedback ERN, the behavioral
data from the time estimation paradigm suggest that patients did
effectively make use of negative feedback to improve their sub-
sequent responses. Patients’ neural and behavioral sensitivity to
negative feedback was surprising in light of substantial evidence
of poor incorporation of feedback on a wide range of behavioral
tasks, including the Wisconsin Card Sorting Task (e.g., Bryson
et al., 2001; Nieuwenstein et al., 2001; Prentice et al., 2008) and
the probabilistic weather prediction task (e.g., Weickert et al.,
2002; Horan et al., 2008). In contrast to this apparently intact
use of negative feedback, patients exhibited impaired ability to
sustain accurate responding following positive feedback during
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this task. Similar difficulty in adjusting behavior following pos-
itive outcomes has been observed in studies using probabilistic
selection (Waltz et al., 2007), reversal learning (Weiler et al., 2009),
and cued reinforcement (Murray et al., 2008) tasks. This pattern
is consistent with the clinical impression that many schizophre-
nia patients are successful at learning to avoid punishment but do
not seek out rewarding activities. Much of the existing ERP litera-
ture has focused on the brain’s response to negative outcomes, so
the ongoing study of neural and behavioral sensitivity to positive
feedback holds promise for understanding schizophrenia patients’
responsiveness to environmental contingencies.

All of the patient participants in this study were taking APM,
so it is important to consider the possible effects of these med-
ications on the DA system and on the results of this study. The
results of prior work examining the impact of APM on the ERN
are mixed. Acute administration of haloperidol (Zirnheld et al.,
2004; de Bruijn et al., 2006) and olanzapine (de Bruijn et al., 2006)
to healthy participants diminishes ERN amplitude; however, Kopp
and Rist (1999) found that medication dose was unrelated to ERN
amplitude in schizophrenia patients and Bates et al. (2004) found
that schizophrenia patients’ ERNs increased in amplitude fol-
lowing hospital admission and clinical stabilization (presumably
involving optimization of APM). Similarly, ACC activity during a
response competition task normalized in medication-naïve schiz-
ophrenia patients after treatment with atypical APM (Snitz et al.,
2005). Functional MRI studies suggest that medication effects on
reward-related activity vary depending on the class of APM and
the phase of reward processing. Ventral striatal activity in schizo-
phrenia patients taking atypical APMs, but not those taking typical
APMs, does not differ from controls during reward anticipation
(Juckel et al., 2006; Schlagenhauf et al., 2008). Patients taking
typical APMs showed less ventral striatal activity than patients
taking atypical APMs during reward anticipation but not follow-
ing reward receipt (Kirsch et al., 2007). In the current study, it
is unlikely that APM caused the feedback ERN to be normalized
in schizophrenia since the response ERN was reduced in these
patients, although it is arguable that the dissociation that we have
documented suggests that APM could have a differential effect on
the feedback and response ERN. Alternatively, it is possible that
APM does indeed normalize the functioning of the DA system

and the mechanisms that generate the error-related ERPs but, as
described above, the input into that system (the stimulus–response
values) is weak, causing the system to be responsive to external
stimuli (feedback) but not internal stimuli.

Our empirical data and modeling results suggest that schizo-
phrenia patients have a deficit in representing the value of actions
to be taken in the context of stimuli that offer some type of out-
come. Our findings are consistent with Feinberg’s (1978) prescient
observation that some symptoms of schizophrenia may arise from
disturbed efference copy, a duplicate motor command signal used
for the purpose of action monitoring (Angel, 1976). This concept
has since been refined into computationally specific theories of
motor control and their disruption in schizophrenia (e.g., Frith
and Done, 1988; Frith et al., 2000). Evidence for this impairment
consisted at first of behavioral data indicating abnormal error cor-
rection (Malenka et al., 1982, 1986; Frith and Done, 1989) and
later of electrophysiological data indicating a reduced response
ERN (Kopp and Rist, 1999; Alain et al., 2002; Mathalon et al.,
2002; Bates et al., 2004; Morris et al., 2006, 2008) in this popu-
lation, both of which appear to depend on a neural mechanism
for evaluating internally generated motor signals (e.g., Rabbitt,
1966; Gehring et al., 1993; Allain et al., 2004). Our data do not
distinguish between a reduction of ERN amplitude in schizophre-
nia due directly to a weakened representation of response value or
indirectly to impaired efference copy giving rise to abnormal val-
uation. Either way, our results demonstrate that this monitoring
impairment is in fact limited to internal sources of performance
information and does not extend to external sources of infor-
mation. Further, our computational modeling of these findings
suggests that the impairment may reflect a specific inability to
attribute values to behavior – that is, whether a response is “good”
or “bad” – and to utilize that information to guide action selection
for a specific end (Gold et al., 2008).
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Alcohol dependence is a serious condition characterized by persistent desires to drink and
unsuccessful efforts to control alcohol consumption despite the knowledge of dysfunction
through the usage. The study at hand examined the influence of an alcohol exposure on
inhibitory processes. Research provides evidence that trying to resist the temptation to
drink exerts self-control, a limited resource which is used during all acts of inhibition. In line
with this, studies demonstrate an impaired ability to regulate an already initiated response
in alcohol-dependent and healthy subjects when confronted with alcohol-related stimuli.
The related neuronal correlates in alcohol-dependent patients remain to be elucidated.The
inhibition performance of 11 male alcohol-dependent patients during an alcohol exposure
was compared with the task performance during a control condition. Behavioral data and
neural brain activation during task performance were acquired by means of functional mag-
netic resonance imaging. The alcohol cue exposure led to subjectively stronger urges to
drink which was accompanied by differential neural activation in amygdala and hippocam-
pus. Moreover, the results revealed typical neural activation during inhibition performance
across both conditions. Anyhow, we could not detect any behavioral deficits and only subtle
neural differences between induction conditions during the performance of the inhibition
task within the inferior frontal cortex.The results suggest that although the sample reports
a subjectively stronger urge to drink after the alcohol cue exposure this effect was not
strong enough to significantly impair task performance. Coherently, we discover only sub-
tle differential brain activation between conditions during the inhibition task. In opposition
to findings in literature our data do not reveal that an exposure to alcohol-related cues and
thereby elicited cue reactivity results in impaired inhibition abilities.

Keywords: cue exposure, inhibition, inferior frontal cortex, alcohol dependence

INTRODUCTION
Alcohol dependence is a condition characterizing the concerned
person by a “persisting substance use despite clear evidence of
overtly harmful consequences” according to the International
Classification of Diseases, 10th edition (World Health Organiza-
tion, 1992). Recent research proposes alcohol dependence could
result from an imbalance between increased automatic (e.g., cog-
nitive biases/reactions toward emotionally laden stimuli) and
decreased controlled processes (e.g., executive control required
for response inhibition; Wiers et al., 2007; Noel et al., 2010).
According to a model on the development of alcohol dependence
repeated alcohol consumption during adolescence leads to a sen-
sitized appetitive system triggering automatic (drinking) behavior
and an underdeveloped regulatory executive system (Wiers et al.,
2007). An imbalance of these systems impacts on an outlasting
global loss of willpower by affecting reactive mechanisms on direct
incentives and reflective mechanisms which moderate impulsive
behavior (Noel et al., 2010). Hence alcohol may trigger automatic
attentional, memory, and associated emotional systems (bottom-
up) which modulate (top-down) goal driven attentional resources
needed to reflectively regulate ongoing voluntary behavior. This
could explain why patients with alcohol dependence keep up

consumption or relapse despite their knowledge about the severe
consequences.

Alcohol craving is another central criterion for the diagnosis of
alcohol dependence and is described as “a strong desire or sense of
compulsion to take alcohol” (World Health Organization, 1992).
Craving is thought to contribute to relapse in alcohol-dependent
patients through loss of self-control, an ability strongly related to
willpower (Rankin et al., 1983; Modell et al., 1992; Anton et al.,
1995; Littleton, 1995). Longitudinal studies investigating ther-
apeutic processes and outcomes in alcohol-dependent patients
support this relationship (O’Malley et al., 1992; Volpicelli et al.,
1992; Paille et al., 1995).

One mechanism that is thought to explain the existence of
craving symptoms is based on classical conditioning. The theory
postulates that exposure to cues that have been regularly associated
with alcohol consumption can elicit conditioned urges to drink
alcohol (i.e., craving; Anton, 1999). Alcohol-dependent patients
who are trying not to drink must, therefore, expend great effort to
overcome such conditioned responses when they are confronted
with alcohol-related cues (Brown, 1998; Everitt and Robbins,
2005). In other words, they need much self-control to resist the
temptation to drink. The ability to self-control seems, however,
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to be a limited resource, which must be used during all acts of
inhibition (Muraven et al., 1998; Muraven and Baumeister, 2000;
Muraven and Shmueli, 2006). Thus, according to the “resource
depletion model” exerting self-control during alcohol craving can
reduce drinkers’ ability to exert self-control in other realms. Also,
according to Tiffany and co-workers’ “cognitive processing model
of craving” mental processes that are effortful are triggered by
situations in which craving is induced and hence may interfere
with other cognitive tasks (Tiffany, 1999; Tiffany and Conklin,
2000). The researchers assume that, contrary to classically con-
ditioned responses, some craving induced physiological changes
reflect reactions to cognitive demands of certain situations, i.e.,
representing, if anything, secondarily conditioned effects. Thus,
craving effects are not restricted to conditioned responses, a view
which offers to investigate data applying broader cognitive psycho-
physiological models. The model states that performing com-
plex behavior will be guided by automatic and non-automatic
processes. Craving is related to the activation of non-automated
processes (Tiffany, 1990). It is elicited in situations when attempt-
ing to overcome impediments to automated consumption or to
avoid the execution of an automatic drug use sequence. The cog-
nitive substrate associated with craving is reflected in behavior,
self-report, and autonomic responses visible in alcoholics who try
to stay abstinent and those who do not give up consumption.
Above from this, being viewed as a non-automated process craving
is capacity limiting, hence hindering successful operation of other
cognitively demanding processes (Tiffany and Conklin, 2000). As
a consequence the ability to resist the urge to drink alcohol and
automated drug use is diminished.

There is an ever-growing body of evidence underpinning this
limited resource model and the cognitive model of craving by
demonstrating that inhibitory performance is impaired when self-
control has to be shown. In studies conducted by Muraven and
Shmueli (2006) and by Gauggel et al. (2010) craving-related cue
reactivity was elicited via a cue exposure paradigm within lab-
oratory settings. In both studies, cue reactivity was induced by
letting the participants take a smell of their favorite alcoholic
beverage in contrast to exposing the subjects to the smell of a
glass of water. Muraven and Shmueli (2006) investigated a sam-
ple of 160 social drinkers whereas Gauggel et al. (2010) studied 20
detoxified patients with alcohol dependence. Both studies used the
well-established stop-signal paradigm (SSP; Logan, 1994), a task
requiring the ability to cancel an already initiated motor response.
Results from both studies support the resource depletion model
by demonstrating that cue exposure leads to impairment in sub-
sequent self-control tasks such as the SSP. Importantly, the effect
size was much larger in the study by Gauggel et al. (2010) than
in Muraven and Shmueli’s (2006) study, suggesting that detoxified
alcohol-dependent patients have even greater inhibitory deficits
than social drinkers after exposure to alcohol.

The models and results discussed above underline the impor-
tance of exploring inhibitory processing during cue exposure
among alcohol-dependent patients. There is ample evidence on
impairment of various domains of functioning associated with
alcohol dependence. Cognitive deficits and impairments in emo-
tional realms have been widely discussed to be intermingled
in both development of alcohol dependence and probability of

relapse. Nonetheless differences between investigations and find-
ings maintain the discussion concerning underlying processes and
changes leading to alcohol dependence and relapse. Studies dif-
fer with respect to characteristics displayed by the investigated
patients (e.g., age, onset and duration of illness, comorbidities)
or progress related factors (e.g., treatment duration, number of
detoxifications). Thus, the study at hand was initiated to further
investigate the imbalance between attention consuming reactions
to salient stimuli and the functioning of regulatory executive sys-
tems in patients with alcohol dependence who display a prolonged
consumption history.

Moreover, the neuronal correlates of inhibitory processes in
alcohol-dependent patients to whom craving is experimentally
induced through cue exposure have not yet been intensively inves-
tigated. Therefore, the present study will address neuronal mecha-
nisms and correlates involved in inhibitory processes after alcohol
cue exposure.

With regard to brain mechanism associated with drug use and
craving there is ample evidence supporting the role of the limbic
system (Rodriguez de and Navarro, 1998; Miller and Goldsmith,
2001; Heinz et al., 2010). Even so, brain regions intermingled in
cue reactivity and reported as being most relevant may slightly dif-
fer across individual studies due to differing imaging techniques,
stimuli, and populations. For example, confronting subjects with
alcohol-related stimuli like pictures, words, or odors associated
with beverages has been related to activation in limbic areas such
as the anterior cingulate cortex (ACC), amygdala, hippocampus,
and thalamus (George et al., 2001; Schneider et al., 2001; Tapert
et al., 2003, 2004; Vollstädt-Klein et al., 2011). It has been pro-
posed that different limbic circuits are important in several specific
aspects of alcohol-related reward-signal processing (Rodriguez de
and Navarro, 1998). Amygdala and hippocampus are thought to
be involved in the remembrance and encoding of significant affec-
tive stimuli, the appraisal of the acute emotional state as well as
the initiation of responses associated with drug exposure whereas
aspects of perceptual and attentional nature are predominantly
undertaken and coordinated by prefrontal and cingulate cortices
(Rodriguez de and Navarro, 1998; Vollstädt-Klein et al., 2011).

The neural source of inhibitory motor control has been widely
studied in the past years by revealing the neural correlates during
the performance of the SSP. The inferior frontal cortex (IFC), the
pre-supplementary motor area (pre-SMA), and the basal ganglia
are discussed as key areas for the “inhibitory control network” in
animal, lesion, and fMRI studies (Rubia et al., 1999, 2001, 2003;
Aron et al., 2003; Rieger et al., 2003; Gauggel et al., 2004; Aron
and Poldrack, 2006; Boecker et al., 2011). Aron et al. (2003) found
lesion volume affecting the right IFC (rIFC) to be highly correlated
with inhibition performance while Chambers et al. (2006) found
that a temporary deactivation of the pars opercularis in the rIFC
via transcranial magnetic stimulation (TMS) impairs the ability to
inhibit an already initiated action. The role of pre-SMA as a part
of the dorsomedial frontal cortex and its relation to the rIFC is
still unclear. There is emerging evidence from animal and human
studies describing the pre-SMA as “negative motor area” (Aron
et al., 2007; Aron, 2011) which generates control signals for spe-
cific actions rather than controlling whether or not a movement is
made (Scangos and Stuphorn, 2010) while the rIFC is thought to
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be responsible for the implementation of inhibitory control (Aron
et al., 2007). Evidence for an involvement of the basal ganglia in
inhibitory processes comes from studies with patients suffering
from Parkinson’s disease (Gauggel et al., 2004; van den Wilden-
berg et al., 2006) and lesion studies with rats where inhibitory
processes were requested (Eagle et al., 2008).

Altogether, the present study aims at further extending our
knowledge about the impact of cue exposure on self-control and
response inhibition by investigating the performance of detoxi-
fied patients with alcohol dependence in the SSP during alcohol
cue exposure as compared to a neutral exposure condition. Cue
exposure was implemented by presenting the smell of the par-
ticipants’ favorite alcoholic beverage. The smell of orange juice
was applied as a neutral olfactory control stimulation in order
to improve potential limitations of prior investigations (Muraven
and Shmueli, 2006; Gauggel et al., 2010).

We expected (1) that participants would report greater subjec-
tive craving in the alcohol cue exposure compared to the alcohol–
neutral exposure. We further hypothesized that (2) alcohol cue
exposure would result in less available self-control for the execu-
tion of the SSP which would be indicated in longer reaction time
needed to inhibit an initiated response compared to the control
condition. (3) During the alcohol cue exposure we expected more
metabolic activity in limbic areas (especially thalamus, amygdala,
hippocampus, ACC) compared to the alcohol–neutral condition.
Finally, we hypothesized that (4) differences in the IFC, which is
deemed important for response inhibition as measured with the
SSP, would be found between the alcohol cue exposure condition
and the alcohol–neutral condition.

MATERIALS AND METHODS
PARTICIPANTS
Fourteen male alcohol-dependent patients, who fulfilled ICD-10
criteria for alcohol dependence (F10.21), were recruited from
a collaborating psychiatric hospital in Aachen (Germany) to
participate in the present study. All participants were undergo-
ing inpatient treatment for alcohol dependence and were absti-
nent for at least 1 week. Hence, none of the patients was med-
icated to reduce withdrawal symptoms. After excluding 3 par-
ticipants due to technical problems within the scanner envi-
ronment (e.g., malfunctioning interlinkage between scanner and
button or headphone devices), 11 participants (mean age = 44,
SD = 10, range 25–54 years) remained in the analyses. Means
and SDs of the participants’ characteristics are presented in
Table 1.

All participants gave informed consent and were paid for their
participation. The present study was approved by the Ethical Com-
mittee of the Medical Faculty of the University Hospital Aachen
(EK 096/08) and was conducted according to the Declaration of
Helsinki (World Medical Association, 1999). Any patient who met
a standard exclusion criterion for MRI investigation (e.g., metallic
implants that obscure or interfere with MRI) could not participate
in the present study.

DESIGN
The design of the present study was a within subject design, in
which we compared an alcohol condition (alcohol cue exposure)

Table 1 | Participant characteristics.

N M SD Range

DEMOGRAPHIC DATA

Age (years) 11 44 11 25–54

School (years) 11 10.6 1.9 9–13

PATIENT SHEET

Beginning of problematic drinking behavior (age) 11 29 11 17–54

No. of ambulant treatments 3 2 0

No. of inpatient treatments 5 7 9

FDDA ALCOHOL

Regular consumption of alcohol since (age) 10 26 8 17–45

Drinks max./day* 11 35 14 25–71

FDDA OTHER DRUGS

Regular consumption of tobacco since (age) 9 18 3 14–26

Regular consumption of cannabis since (age) 2 18 3 16–20

*To be able to compare different beverages the statements on this were

converted to drinks: e.g., 1 l beer = 5 drinks; 1 l wine = 9 drinks.

with a control condition (alcohol–neutral exposure) on the
dependent variables [reported subjective craving, stop-signal reac-
tion time (SSRT) and error rate of the SSP]. The order of condi-
tions was randomized, so that half of the participants received
the alcohol exposure before the alcohol–neutral exposure and
vice versa.

PROCEDURE
Pretest
One week prior to the experiment volunteers that met the inclu-
sion criteria were informed about the study contents and proce-
dures. Moreover, participants filled out a volunteers sheet includ-
ing demographic questions (e.g., age, education), a patient form to
assess individual drinking habits and treatment history, the Edin-
burgh Handedness Inventory (Oldfield, 1971) to ensure only right
handed patients would participate and a questionnaire assessing
individual drug history (“Fragebogen zur differenzierten Droge-
nanamnese,” FDDA; Grüsser et al., 2004). Here, we were especially
interested in participants’ average alcohol consumption and their
age of first and regular consumption (see Table 1). The FDDA
documents the consumption onset and duration of other drug
use as well (see Table 1). Except tobacco and cannabis, which
nine respectively two patients consumed regularly no other drug
was frequently used in our sample. In addition, participants were
asked about their favorite alcohol and about situations in which
they usually and never drink alcohol. This information served
as guideline for the induction of conditions during the experi-
ment. Therefore, detailed descriptions of the respective situations
(including, e.g., sounds, smells, other persons, surroundings) and
accompanying subjective feelings, thoughts, and body sensations
were documented.

Training phase
Prior to performing the SSP in the fMRI scanner environment,
participants performed two training sessions of 5 min each to
become familiar with the task (Figure 1). The SSP consists of
circles or triangles (onset stimuli) to which participants have
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FIGURE 1 | Stop-signal paradigm.

to respond. The paradigm contains three trial types (Go-trials,
Stop-trials, and Null-events) each lasting for 3000–3500 ms. A
fixation cross is presented in the middle of a gray screen for
1500 ms before each trial. In case of a Null-event, the fixation
cross is presented instead of an onset stimulus. In the Go-trials
participants perform a simple discrimination task on the two dif-
ferent onset stimuli. They are asked to respond to triangles by
pressing a response button with the index finger and to respond
to circles by pressing another response button with the middle
finger of the right hand. In case of a Stop-trial a Stop-Signal
(1000-Hz tone) is presented after the onset stimulus for 500 ms
and participants are instructed not to press any button, thus to
inhibit their initiated response to the stimulus. Importantly, the
delay from onset stimulus to the presentation of the Stop-Signal
varies (stimulus onset asynchrony, SOA) according to the staircase-
tracking algorithm (Kaernbach, 1991). The SOA is adapted to
the participants’ responses, in a way that an inhibition rate of
50% is attained. At the beginning, the SOA is set to 250 ms. If
a response can be inhibited successfully the SOA is enhanced by
50 ms in the next Stop-trial. If the response can not be inhib-
ited, the SOA is decreased by 50 ms in the next Stop-trial. The
SSRT, which is the time participants needed to inhibit an initi-
ated response, is calculated by means of the difference between
the mean reaction time on correctly answered Go-trials and the
mean Stop-SOA. This measure indicates participants’ rate of inhi-
bition controlling for their speed of responses to Go-trials. This
difference is important, because people who react slower can
inhibit a response more easily than people who react faster on
the same SOAs.

Training session 1 aimed at making participants familiar with
the discrimination task and therefore consisted of 33 Go-trials and
3 Null-events only. In order to practice the inhibition task, train-
ing session 2 consisted of 90 trials (56 Go-trials, 24 Stop-trials, and
10 Null-events). Participants were instructed to react as fast and
accurately as possible to the stimuli and not to wait for the Stop-
Signal, but to try to inhibit their response whenever the Stop-Signal
appeared. They were also informed that they could not always be

successful, because the Stop-Signals were adapted according to an
algorithm which leads to a success rate of 50%.

At the end of the training phase participants were asked to
remember the circumstances under which they would always or
never drink alcohol discussed the week before in order to make the
individual situations accessible during the standardized induction
of the two conditions in the scanner environment. The experi-
menter repeated the scripts for both conditions in detail in order
to facilitate elicitation of accompanying thoughts, feelings, and
bodily sensations.

Exposure of alcohol and control conditions
In both alcohol and control condition all participants listened to
the same standardized auditory scripts while lying in the scanner
environment.

Within the alcohol condition (A), cue reactivity was induced
by instructing participants to remember and imagine the situa-
tion in which they usually drink alcohol before listening to the
standardized script within the scanner environment. In the alco-
hol condition the script referred to the imagination of the typical
place in which the participant would be drinking alcohol including
the typical smell and sounds of this place as well as to the imagina-
tion of the bodily sensations in this situation and the rising urge to
drink alcohol. In addition to the auditory instructions, the smell of
participants’ favorite alcohol was presented by placing a saturated
cloth in the conditioner of the fMRI scanner. This smell of their
favorite alcohol was presented every 5 min for 30 s throughout the
whole experiment.

In the control condition (N), participants were instructed to
imagine the situation, in which they never drink alcohol before
listening to a standardized auditory script containing aspects of
the place in which this situation would occur as the typical sound
and smell. Moreover, it was referred to the bodily sensations in a
comfortable situation and the patients were instructed to concen-
trate on the associated feelings. This time, the smell of oranges was
presented to the participants, which again was offered every 5 min
for 30 s throughout the whole measurement.
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Course of MRI investigation
The subsequent fMRI investigation comprised the accomplish-
ment of two SSPs of about 20 min each intermediated by an
acquisition of the brain structure for about 10 min, and a 20-
min break. The functioning of the buttons required for the SSP
was tested prior to the task execution. Both SSPs comprised
340 trials [210 Go-trials (70%), 90 Stop-trials (30%), and 40
Null-events].

Imminently before the task was performed either the A or N
were induced as described above. To assess the individual cue reac-
tivity, two items of the Alcohol Craving Questionnaire (ACQ-Now;
Singleton, 1996) were answered while lying in the scanner, once,
immediately after the respective induction and another time after
the SSP. The statements (“I want to drink so bad I can almost
taste it.” and “I would feel less restless if I drank alcohol.”) had
to be rated on a seven-point Likert scale (−3 = strongly disagree
to 3 = strongly agree). Higher scores indicate stronger substance
craving.

Finally, at the day of the MRI investigation, patients filled
out the German version of the Brief Symptom Inventory (BSI,
Derogatis and Melisaratos, 1983; Derogatis, 1993; Franke, 2000)
in order to acquire the occurrence of comorbidities and symp-
topathology other than alcohol dependence in the sample. The
BSI is a self-report assessment of a patient’s symptoms on
nine primary dimensions and their intensity at a specific point
in time. The BSI provides t -distributed (M = 50, SD = 10)
norm values for the nine dimensions and moreover a global
severity index (GSI) can be calculated which allows to quan-
tify the patient’s over all severity-of-illness. Table 2 provides
the information gained from this assessment in our patient
sample.

Table 2 | Comorbidities assessed with the Brief Symptom Inventory.

BSI DEP ANX GSI

1 71 74 74

2 59 48 55

3 71 64 67

4 56 64 51

5 59 64 60

6 80 79 72

7 80 80 80

8 43 54 52

9 43 54 37

10 59 48 49

11 80 80 80

Mean* 63.7 64.5 61.5

SD 13.7 12.4 14.1

SEM 4.1 3.7 4.2

Median 59 64 60

Min–Max 43–80 48–80 37–80

*The table displays t-distributed values (M = 50, SD = 10), values >60 indicate

high psychological stress. BSI, Brief Symptom Inventory; DEP, depression; ANX,

anxiety; GSI, global severity index; SD, standard deviation; SEM, standard error

of mean.

MR TECHNICAL PARAMETERS
Structural and functional MR measurements were acquired at
the University hospital of the RWTH Aachen using a 3-T
Magneton TRIO TIM MR scanner (Siemens, Erlangen, Ger-
many) with a standard CP head coil. For functional imaging,
“Akzent_bold” gradient-echo echoplanar T2*-weighted images
(EPI) were acquired [time repetition (TR) = 2400 ms, time echo
(TE) = 30 ms, flip angle (FA) = 90˚, field of view (FoV) = 220 mm,
voxel size (VS) = 2.5 mm × 2.5 mm × 2.5 mm, basis resolution
(BR) = 88 mm × 88 mm, slice thickness (ST) = 2.5 mm, 42 axial
slices, interleaved slice acquisition].

Anatomical images were acquired using a T1-weighted
3D magnetization-prepared, rapid acquisition gradient echo
(MP-RAGE) pulse sequence (TR = 2300 ms, TE = 2.98 ms,
time inversion = 900 ms, FA = 9˚, VS = 1 mm × 1 mm × 1.2 mm,
BR = 256 mm × 256 mm, ST = 1.2 mm, 160 sagittal slices).

The SSP as well as the ACQ statements were presented by means
of the software “presentation” on a head mounted display inside
the fMRI scanner. Possible visual defects were adjusted with appro-
priate lenses. The volume of the Stop-Signal was adjusted for every
participant, so that each participant was able to hear the tone in a
comfortable manner inside the scanner.

STATISTICAL ANALYSES
Behavioral data
Numerical data were analyzed using the software package PASW
Statistics 18 (SPSS Inc, 2009) applying analyses of variance
(ANOVA) with a within subject factor “condition” (A, N) and
parameters of the SSP (RTs, errors, SSRTs in correct Stop-
and Go-trials) and the two ACQ rating scores (pre and post
SSP) as dependent measures. Moreover, in order to investi-
gate whether the ratings in the ACQ stayed stable across time
in the induction conditions, which would indicate that induc-
tion effects hold throughout SSP, paired T -tests were calcu-
lated between the ACQ ratings pre and post SSP for both
conditions.

fMRI data
Functional data were analyzed with SPM5 (Wellcome Trust
Centre for Neuroimaging, London, UK; http://www.fil.ion.ucl.
ac.uk/spm) implemented in MATLAB 7 (The Mathworks Inc.,
Natick, MA, USA). Data were realigned, normalized into stan-
dard stereotactic space (Talairach coordinates), and smoothed
with a Gaussian Kernel of 8 mm (full width half maximum).
For each participant and each condition (A and N) the follow-
ing events were modeled with a canonical hemodynamic response
function (HRF): correctly responded Go-trials, successfully inhib-
ited Stop-trials, incorrect Go-trials, and Stop-trials that were
responded to.

For the Go-trials the onsets of the events were set to the time
of the presentation of the respective onset stimulus. For the Stop-
trials the event onsets were modeled at the time of the Stop-Signal
due to the high variability of the SOA, hence ensuring a good
coverage of activation related to individual response inhibition.
Finally, for each subject contrast images were calculated and sub-
mitted to a second-level random effects analysis with a within
subject factor “condition” referring to A and N assuming measures
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to be dependent, and a factor “trial type” referring to the con-
trasts of the respective Go- and Stop-trials assuming that these are
independent measures.

As there is a lot of evidence on the relevant brain regions
recruited for Go- and Stop-trials during the performance of
the SSP (Rubia et al., 2001; Aron and Poldrack, 2006; Boecker
et al., 2011) as well as regions intermingled in craving-associated
processes (Miller and Goldsmith, 2001) we conducted specific
region of interest (ROI) analyses to test whether the same brain
areas would be involved during task performance in the partici-
pating subjects in the present investigation as reflected in similar
activation patterns.

As reported in Aron and Poldrack (2006) the IFC (BA 47),
the sub-thalamic nucleus (STN), the globus pallidus (GP; lat-
eral, medial), and the motor cortex (MC; BA 4, 6) were chosen
in the present study as relevant regions for inhibitory processes
within the SSP as assessed with the Stop-trials. Based on the
assumptions of the same authors the prefrontal cortex (PFC;
BA 8, 9, 10, 11, 44, 45, 46, 47), the striatum (S), the GP (lat-
eral, medial), the thalamus (TH), and the MC (BA 4, 6) were
selected as areas relevant to response selection, i.e., regions that
should be recruited during the Go-trials (Aron and Poldrack,
2006). In order to test whether these typical brain regions would be
recruited during the SSP task performance we firstly analyzed the
data looking at the total of Stop- and Go-trials across conditions
(Stop_A&N; Go_A&N). Hereafter, we calculated the differential
contrasts for successful Stop- and Go-trials between the conditions
(Stop_A > N; Stop_N > A; Go_A > N, Go_N > A). In all analy-
ses a conservative threshold of p < 0.05, corrected for multiple
comparisons (FWE) and an extend threshold of >1 voxel were
applied.

Moreover, to survey our third hypothesis the left and right lim-
bic lobe as reported in Miller and Goldsmith (2001) served as ROI
for the subsequent analyses. Here we chose to inspect the differ-
ential activation between the conditions (A > N; N > A) applying
conjunction analyses (with p < 0.05, uncorrected on voxel level)
including all Stop- and Go-trials in order to investigate activation
associated with cue reactivity across the complete duration of task
performance.

Altogether, all second level contrasts were calculated within
these specific ROIs (described above) as defined by the aal-
coordinates (Maldjian et al., 2003). Anatomical labeling pro-
vided in the tables was performed with help of the aal-
coordinates provided by the WFU-Pickatlas (Maldjian et al.,
2003).

RESULTS
BEHAVIORAL DATA
Exposure of alcohol and control conditions
The ANOVA showed a significant effect for the within subject
factor “condition” [F(4) = 4.3; p < 0.05; η2

P = 0.7]. Figure 2
shows that patients indicate a significantly stronger urge to drink
alcohol in the A condition as compared to the N condition in
both items of the ACQ (all p < 0.05) before and after the SSP.
Table 3 summarizes means, SDs, and p-values. Importantly, the
results from a subsequent paired T -test showed that the answers

FIGURE 2 | Exposure of alcohol and control conditions.

Table 3 | Exposure of alcohol and control condition.

A N Statistics1

M (SD) M (SD) F (1,4) p η2
P

Pre SSP Item 1 3.1 (2.4) 1.6 (0.9) 8.7 <0.05 0.5

Item 2 4.4 (1.8) 2.9 (1.6) 21.7 <0.01 0.7

Post SSP Item 1 2.9 (2.4) 1.5 (0.8) 6.0 <0.05 0.4

Item 2 4.1 (1.7) 2.5 (1.5) 11.1 <0.01 0.5

pre SSP post SSP Statistics2

M (SD) M (SD) T (10) p

Item 1 A 3.1 (2.4) 2.9 (2.4) 0.8 0.44

N 1.6 (0.9) 1.5 (0.8) 1.5 0.17

Item 2 A 4.4 (1.8) 4.1 (1.7) 0.7 0.52

N 2.9 (1.6) 2.5 (1.5) 1.5 0.18

A, alcohol; N, neutral; 1ANOVA [F(4) = 4.3; p < 0.05; η2
P = 0.7]; 2Paired T-tests.

before and after task performance within the conditions did not
differ indicating that the specific exposure conditions remained
stable over time (values of the paired T -tests are shown in
Table 3).

Stop-signal paradigm
The ANOVA showed no significant effect for the within sub-
ject factor “condition” [F(9) = 1.3; p = 0.52; η2

P = 0.9]. Table 4
summarizes means, SDs, and p-values. There were neither
significant error- nor significant RT differences in the cor-
rect Go-trials and the correctly responded Stop-trials (i.e., tri-
als in which participants pressed the correct button despite
the Stop-Signal) between the induction conditions (A and
N). Importantly, the SSRT as well did not differ between
conditions.
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As the occurrence of other symptoms like anxiousness and
depressive mood is frequent in patients with alcohol dependence
we re-examined our results by including the BSI scores of the
depression and anxiety dimensions and the GSI score as covari-
ates in our analysis. This analysis served to look for effects of cue
exposure conditions on inhibition performance while keeping the
influences of other psychopathology constant. When introduc-
ing the BSI scores as covariates F-statistics reveal no significant
effect of the factor condition on the SSRT [F(1,7) = 5.4; p = 0.053;
η2

P = 0.4]. Hence including the covariates into the model did
not change the over all pattern of results. Moreover, this analy-
sis revealed that neither the BSI Depression score [F(1,7) = 0.00;
p = 0.9; η2

P = 0.00], nor the BSI Anxiety score [F(1,7) = 0.33;
p = 0.6; η2

P = 0.05] nor the BSI GSI [F(1,7) = 0.11; p = 0.7; η2
P =

0.02] had any significant effect on the inhibition performance
(SSRT).

Table 4 | Stop-signal paradigm – ANOVA.

N = 11 A N Statistics1

M SD M SD F (1,10) p η2
P

Go-RT 594 97 591 123 0.02 0.88 0.00

Stop-RT* 529 88 519 103 0.31 0.59 0.03

SSRT2 231 42 237 48 0.15 0.71 0.02

% Go correct 95 3.1 95 3.9 0.03 0.87 0.00

% Stop correct* 52 2.0 52 2.7 0.12 0.73 0.01

T (10) p

Stop-SOA 363 97.4 355 149 0.28 0.78

A, alcohol; N, neutral; SOA, stimulus onset asynchrony.*Stop-RT and % Stop cor-

rect refer to trials in which subjects correctly reacted despite the Stop-Signal;
1ANOVA [F(9) = 1.3; p = 0.52; η2

P = 0.9]; paired T-test (two-sided); 2Difference

between mean Go-RT and mean Stop-SOA.

fMRI DATA
Exposure of alcohol and control conditions
For A > N the conjunction analysis revealed significant differen-
tial activation in the left hippocampus (peak voxel at: x = −30,
y = −14, z = −11) and the left amygdala (peak voxel at: x = −26,
y = −7, z = −18) whereas the inverse contrast (N > A) showed the
maximum activation in the posterior cingulate cortex (peak voxel
at: x = −4, y = −24, z = 27; p < 0.05, uncorrected on voxel level,
extend threshold >1 voxel). Table 5 summarizes all significant
coordinates of the conjunction analyses.

Stop-signal paradigm: Stop_A&N, Go_A&N
Across both conditions the ROI analyses revealed the maximum
activation within the IFG (BA 13; peak voxel at: x = 30, y = 20,
z = 6) during the correct inhibited Stop-trials while the max-
imum activation was located in the precentral gyrus (BA 4)
during the correct responded Go-trials (peak voxel at: x = −46,
y = −13, z = 52; p < 0.05, FWE corrected, extend threshold >1
voxel). Table 6 summarizes all significant suprathreshold maxima.
Figure 3 displays the distribution of activations for the respective
contrasts.

Stop-signal paradigm: Go_A > N, Go_N > A, Stop_A > N,
Stop_N > A
The differential contrasts between the conditions revealed neither
for the correct responded Go-trials nor for the successfully inhib-
ited Stop-trials any significant suprathreshold activation (p < 0.05,
FWE corrected, extend threshold >1 voxel).

However, in order to account for the small behavioral effects
of the induction as reported by the patients and to unravel
even very small differential activation between the conditions
in the Stop-trials, we also compared data between condi-
tions for the Stop-trials on a more lenient threshold (p < 0.05
uncorrected with an extent threshold of >1 voxels). Applying

Table 5 | Exposure of alcohol and control condition – conjunction analysis.

k* p** Z *** Talairach coordinates1 Region label and (BA) Hemisphere

x y z

A > N2

36 0.003 2.77 −30 −14 −11 Hippocampus L

54 0.005 2.59 −26 −7 −18 Amygdala L

N >A2

40 0.003 2.79 −4 −24 27 Cingulate gyrus (BA 23) L

38 0.005 2.56 8 23 41 Cingulate gyrus (BA 32) R

67 0.007 2.46 −4 −1 28 Cingulate gyrus (BA 24) L

4 0.012 2.25 −20 34 15 Anterior cingulate (BA 32) L

19 0.013 2.21 24 −3 −28 Uncus (BA 36) R

25 0.015 2.17 18 13 31 Cingulate gyrus (BA 24) R

15 0.02 2.06 6 −35 39 Cingulate gyrus (BA 31) R

7 0.034 1.83 −12 −39 39 Cingulate gyrus (BA 31) L

2 0.049 1.66 38 −24 −22 Parahippocampal gyrus (BA 36) R

1Talairach coordinates of the voxel of maximal statistical significance; 2Conjunction across all stop- and go-trials; A, alcohol; N, alcohol–neutral condition; L, left; R,

right; *Number of voxels; **p < 0.05, uncorrected; ***Z-score for the voxel of maximum significance.
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Table 6 | Activation in the stop-signal paradigm across conditions.

k* p** Z *** Talairach coordinates1 Region label and (BA) Hemisphere

x y z

Stop_A&N2

1279 0.037 4.26 30 20 6 Inferior frontal gyrus (BA 13) R

Go_A&N2

503 0.002 5.04 −46 −13 52 Precentral gyrus (BA 4) L

88 0.010 4.69 −61 −13 41 Precentral gyrus (BA 6) L

1Talairach coordinates of the voxel of maximal statistical significance; 2Stop-and Go-trials across both conditions; A, Alcohol, N, alcohol–neutral condition; L, left; R,

right; *Number of voxels; **FWE p < 0.05; ***Z-score for the voxel of maximum significance.

FIGURE 3 | Activation during correct responded Go-trials and

successfully inhibited Stop-trials across conditions; SPM5; ROI;

p < 0.05, corrected for multiple comparisons (FWE).

this threshold revealed most significant differential activation
within the IFG (BA 9) for the contrast A > N and within
the GP for the inverse contrast (N > A). Table 7 summa-
rizes all remaining suprathreshold activations and Figure 4 dis-
plays the distribution of activations for the respective post hoc
contrasts.

DISCUSSION
The resource depletion model (Muraven and Baumeister, 2000)
and the cognitive processing model of craving (Tiffany and Con-
klin, 2000) both postulate that effortful mental processes interfere
with other cognitive tasks (e.g., response inhibition) when trig-
gered by situations in which craving is induced and self-control
is demanded. Based on these assumptions we examined the effect
of an alcohol cue exposure on the ability of detoxified alcohol-
dependent patients to inhibit their ongoing responses in a SSP
and the associated neural activation.

The finding that alcohol-dependent patients report a stronger
urge to drink alcohol when confronted with alcohol-related
cues is in line with results reported in previous studies
(Schneider et al., 2001; Muraven and Shmueli, 2006; Gauggel
et al., 2010). Moreover, looking at the elicited neural activa-
tion during the alcohol exposure indicates that typical brain
regions were triggered. Amygdala and hippocampus are both
key structures within the limbic system, which in turn has
been reported to orchestrate stress responses and reward-
related aspects within drug abuse and craving processes by

incorporating the anatomical requirements for successful accom-
plishment of emotional as well as motivational tasks (Rodriguez
de and Navarro, 1998; Miller and Goldsmith, 2001; Heinz et al.,
2010).

Cue reactivity is a learned response that connects a substance
and the typical surroundings and context under which consump-
tion takes place. On the neural level amygdala and hippocampus
are recruited to correctly remember such situations and the emo-
tions that are associated with the circumstances of drug consump-
tion and experience (Schneider et al., 2001; Goldstein and Volkow,
2002; Weiss, 2005; Heinz et al., 2010). Our results are in accordance
with the above assumptions underpinning that the participants
were vividly reminded of the respective situation and that alco-
hol cue exposure involved conditioned emotional responses as
mediated by the amygdala and hippocampus.

The finding that the neutral control condition was predom-
inantly associated with elicited activation within the posterior
cingulate cortex and not with activation of the amygdala or
hippocampus further strengthened the discovery that solely the
alcohol cue exposure elicited conditioned emotionally laden cue
reactivity responses. While Goldstein and Volkow (2002) found
the ACC to be associated with higher order motivational func-
tions and attention processes, such as context dependent tracking,
modulating,and updating certain values as a function of the expec-
tation and ability to control and suppress behavior, the general
heterogeneity of the functional associations of the cingulate cor-
tex is long known (Vogt et al., 1992). For example, anatomically
the anterior cingulate is reciprocally connected to the amygdala
whereas the posterior cingulate cortex is not. Researchers describe
the role of the ACC in intoxication and craving, and its deacti-
vation during withdrawal but rarely embed the posterior part, a
region involved in functions considered to be untypical for the
limbic system, in the discussion (Goldstein and Volkow, 2002).
More generally, the ACC has been described as a region serv-
ing executive functions whenever behavioral and neuroendocrine
responses need to be controlled while it is suggested that the pos-
terior part is predominantly involved in assessing context and
memory rather than initiating behavioral processes (Vogt et al.,
1992). Although the parts of the cingulate cortex certainly are
not independent, one might speculate, that the activation found
in our investigation during the alcohol–neutral exposure indeed
reflects recruitment of environmental or context factors, namely
such information that represent situations in which the patients
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Table 7 | Differential activation between conditions during correct inhibited Stop-trials.

k* p** Z *** Talairach coordinates1 Region label and (BA) Hemisphere

x y z

Stop_A > N2

327 0.000 3.36 57 5 22 Inferior frontal gyrus (BA 9) R

224 0.002 2.82 −28 27 −11 Inferior frontal gyrus (BA 47) L

66 0.004 2.63 14 −18 67 Precentral gyrus (BA 6) R

13 0.015 2.17 6 −31 72 Paracentral lobe (BA6) R

20 0.018 2.09 44 −11 56 Precentral gyrus (BA 4) R

7 0.019 2.07 18 −32 62 Postcentral gyrus (BA 4) R

8 0.023 2.00 18 −24 66 Precentral gyrus (BA 4) R

4 0.029 1.90 −48 42 −11 Inferior frontal gyrus (BA 47) L

2 0.029 1.89 −20 −5 8 Inferior frontal gyrus, GP L

15 0.030 1.88 28 25 −15 Inferior frontal gyrus (BA 47) R

14 0.030 1.88 −46 27 −11 Inferior frontal gyrus (BA 47) L

2 0.033 1.84 −30 38 −9 Middle frontal gyrus (BA 47) L

2 0.036 1.80 48 −5 9 Precentral gyrus (BA 6) R

2 0.038 1.77 48 48 −2 Inferior frontal gyrus (BA 10) R

2 0.045 1.70 61 20 21 Inferior frontal gyrus (BA 45) R

Stop_N >A2

66 0.001 3.03 18 −8 −3 Lentiform nucleus, GP R

8 0.001 3.03 18 11 64 Superior frontal gyrus (BA 6) R

12 0.004 2.67 −28 1 61 Middle frontal gyrus (BA 6) L

67 0.005 2.59 −18 5 66 Superior frontal gyrus (BA 6) L

38 0.006 2.53 30 −18 67 Precentral gyrus (BA 6) R

114 0.011 2.28 −40 9 35 Middle frontal gyrus (BA 9) L

31 0.012 2.26 20 24 56 Superior frontal gyrus (BA 6) R

7 0.013 2.23 24 −4 68 Superior frontal gyrus (BA 6) R

30 0.016 2.15 24 −27 3 Thalamus R

7 0.016 2.13 57 35 −3 Inferior frontal gyrus (BA 47) R

21 0.018 2.11 −6 −13 50 Medial frontal gyrus (BA 6) L

20 0.019 2.08 −6 −9 12 Thalamus, Anterior nucleus L

18 0.019 2.08 −8 19 62 Superior frontal gyrus (BA 6) L

4 0.020 2.06 18 −1 9 Lentiform nucleus, GP R

4 0.027 1.92 −34 −25 49 Precentral gyrus (BA 4) L

3 0.032 1.85 −57 31 −5 Inferior frontal gyrus (BA 47) L

3 0.034 1.83 24 −11 4 Lentiform nucleus, GP R

3 0.034 1.83 48 35 −3 Middle frontal gyrus (BA 47) R

1Talairach coordinates of the voxel of maximal statistical significance; 2Correctly inhibited Stop-trials between conditions; A, alcohol; N, alcohol–neutral condition; L,

left; R, right; *Number of voxels; **p < 0.05, uncorrected; ***Z-score for the voxel of maximum significance.

would never drink alcohol, but that this condition did not evoke
emotionally laden cue reactivity responses similar to the alcohol
exposure.

In the study at hand we hypothesized according to the resource
depletion model and according to assumptions made by the cog-
nitive processing model of craving (Tiffany, 1999; Muraven and
Baumeister, 2000; Tiffany and Conklin, 2000), that the conducted
alcohol cue exposure should have resulted in diminished perfor-
mances in the SSP in patients with alcohol dependence. On the
neural level we therefore expected that albeit typical brain regions
should be activated during task performance across conditions, a
finding strengthening the premise that the paradigm effectively

operated, differential neural activation should become evident
during the Stop-trials predominantly within the IFC between the
two exposure contexts.

On the behavioral level, we could not replicate the findings
by Muraven and Shmueli (2006) or Gauggel et al. (2010) who
found that, when confronted with alcohol-smell, the performance
in the SSP in social drinkers and alcohol-dependent patients is
impaired. The participating patient sample in our study did not
show any differences between the performances during the alcohol
cue exposure and the control condition. RTs, error rates, and most
importantly SSRTs did neither differ in the Go- nor in the Stop-
trials between conditions. Even when controlling for the influence
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FIGURE 4 | Differential activation between conditions during

successfully inhibited Stop-trials; SPM5; ROI; p < 0.05, uncorrected on

voxel level.

of typical comorbidities in alcohol dependence, like depression
and anxiety, the over all pattern of results did not change. More-
over, these findings were accompanied by only subtle differen-
tial neural activation in the postulated regions between the two
exposure conditions, although across conditions the characteris-
tic neural activation during task performance was elicited (Aron
et al., 2003; Aron and Poldrack, 2006; Boecker et al., 2011). Even
though the study was designed on the basis of successful exper-
iments which suggested the postulated direction of results and
although we believe we could improve the induction of conditions
there might be several reasons for the discrepant findings.

First, it could be that the alcohol-dependent subjects could
neither perform the task during the alcohol cue exposure nor
the neutral condition. When comparing our behavioral results
in both conditions with findings by Aron et al. (2003) our par-
ticipants show longer RTs compared to a healthy sample of a
similar age and similar RTs as patients with lesions of the right
frontal lobe. Hence, it could be that the patients in our study dis-
play a floor effect, i.e., generally slow RTs under both conditions,
which impeded an additional slowing of responses through our
alcohol cue exposure. However, this argument remains specula-
tive as no healthy control group was included in the study and
other research, including our own investigations, found similar
RTs in healthy and alcohol-dependent samples (Gauggel et al.,
2010; Boecker et al., 2011). Hence, as shown in our previous inves-
tigation (Gauggel et al., 2010) we expected the differences between
conditions to be strong enough to become evident in a within
subject design – a presumption we could not substantiate with
our investigation.

A second explanation why the RTs and SSRTs in the Stop-
trials between alcohol and neutral cue exposure did not dif-
fer could be that the urge to drink alcohol has no influence
on performance at all. Although this is a weak assumption as
most research, including our own (Gauggel et al., 2010), found
stable evidence for a close connection between craving-related
processes and impaired (inhibition) performance (Noel et al.,
2001, 2007; Fillmore, 2003; Kamarajan et al., 2005), there are
studies reporting divergent findings (Bradizza et al., 1995; Town-
shend and Duka, 2007). For example Bradizza et al. (1995),
trying to test Tiffany’s predictions that urges to drink alcohol
would interfere with performance on cognitive demanding tasks,
could not provide support for Tiffany’s assumptions. Moreover,

Townshend and Duka (2007) found an avoidance of alcohol-
related stimuli in alcohol-dependent inpatients in comparison
to social drinkers. However, according to incentive salience theo-
ries (Robinson and Berridge, 1993) attentional orientation toward
alcohol-related cues is an important conditioned response mediat-
ing drug-seeking in alcoholic subjects. Moreover, alcohol-relevant
cues can increase attention toward alcohol-related stimuli inter-
fering with the processing of other ongoing tasks (Cox et al.,
1999). The authors interpreted these findings as evidence that
patients become increasingly aware of their inability to control
their drinking behavior during therapy leading to an attention
withdrawal when confronted with alcohol-related stimuli rather
than an attention bias toward the drug-related cues (Townshend
and Duka, 2007). This assumption was further supported by
the results found in the assessment of craving with a question-
naire providing scores on four factors of alcohol craving. Here,
the patients rated their perceived “loss of control over drink-
ing” higher and “mild desires and intentions to drink” lower
compared to social drinkers (Townshend and Duka, 2007). Out-
going from the above assumptions one might speculate that our
patients actively detracted their attention from the wish to con-
sume alcohol hence leaving the performance unaffected between
the conditions. This would go in line with the over all rela-
tively low ratings on the urge to drink alcohol in the ACQ.
The SSP is moreover a task which is quite attention consum-
ing and might have facilitated a successful distraction from other
processes.

Finally it is possible that the craving intensity or the urge to
drink alcohol as elicited with our induction procedure was simply
not strong enough to have a significant impact on task perfor-
mance and thereby lead to different RT and SSRTs between the
conditions. After all we do observe differences between the expo-
sure conditions as reflected in a higher self-reported desire to drink
in the items of the ACQ after alcohol cue exposure as well as in
differential neural activation between the two conditions in brain
areas relevant to craving-related processes. Moreover, when apply-
ing a more lenient threshold on the neural data for the SSP we find
differential activation in the hypothesized brain network between
conditions.

During alcohol cue exposure the Stop-trials revealed maximum
differential activation within the rIFC which is known to play the
key role in the ability to perform tasks where inhibition of ongoing
responses is required. Numerous studies on healthy subjects and
patients support this assumption (Rubia et al., 2001, 2003; Aron
et al., 2003, 2004; Rieger et al., 2003; Aron and Poldrack, 2006;
Chambers et al., 2006; Boecker et al., 2011).

The alcohol–neutral exposure on the contrary elicited max-
imum differential activation within the GP during the Stop-
trials. This region is also known to be intermingled in inhibitory
processes (Aron and Poldrack, 2006) a fact which was expected as
we assumed the patients to try to inhibit their responses under both
conditions. Looking at the neuroanatomical connections between
regions involved in inhibitory processes initially the STN receives
excitatory input from the frontal lobes (IFC; BA4, 6, 8; Mink, 1996;
Aron and Poldrack, 2006). The GP as part of the basal ganglia
receives excitatory output from its connection to the STN and fur-
ther sends output projections to thalamus and brainstem (Mink,
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1996). Interestingly, applying the more lenient threshold we also
find differential activation of the thalamus during the alcohol–
neutral condition and not during the alcohol cue exposure. It
seems that looking at the neural network of motor response inhi-
bition STN, GP, and thalamus are triggered subsequently after the
IFC (Mink, 1996; Aron and Poldrack, 2006). This would support
the view that in our patients, when confronted with alcohol-related
cues, neuronal the inhibitory processes are affected at a very early
level of processing compared to the control condition. One might
speculate that the patients put more effort into successful response
inhibition under alcohol cue exposure from the very beginning
resulting in enhanced activation of the IFC to compensate possible
impairments in subsequent mechanisms.

Functionally, it has been shown that a stimulation of the STN
improves the SSRT in patients and that lesions of this region led to
impaired performance (slower SSRTs; van den Wildenberg et al.,
2006; Eagle et al., 2008). Moreover in a study by Aron and Pol-
drack (2006) the GP was activated during successfully inhibited
Stop-trials but not during Stop-trials that were responded to. Both
results argue for our finding that the neutral exposure condition
during which we expected the patients to be more successful in
inhibiting ongoing responses elicited a maximum of activation in
the GP, i.e., in parts of the basal ganglia intermingled in successful
inhibitory motor responses.

A review on the role of the basal ganglia in motor responses
states that the basal ganglia broadly inhibit competing motor
mechanisms thereby allowing actions to proceed without inter-
ference (Mink, 1996). When intended movement is generated,
as for example through the presentation of an onset stimulus
in the SSP, motor areas in the cerebral cortex send a signal to
the STN leading to an excitation of the GP and a subsequent
inhibition of motor pattern generators for competing motions.
Moreover, it is described that depending on the movement and
involved mechanisms, the number of concurring mechanisms may
increase leading to progressive slowing of the actions (Mink, 1996).
Hence when during the inhibition of an already initiated response
resources are required through processes triggered by an alcohol
cue exposure (adding even more competing mechanisms to the
desired movement) this should have an impact on the RTs and
SSRTs in the SSP and be neuronally reflected by aberrant activa-
tion of areas related to the basal ganglia as the GP. As we could not
detect any behavioral deficits in our alcohol-dependent sample the
subtle neural differences between induction conditions during the
performance of the SSP are only coherent.

Altogether the above assumptions remain speculative. The
study at hand suffers from some general limitations which could
have led to the subtle results in comparison to other studies as the

small sample size of patients with alcohol dependence, the absence
of a healthy control group and general difficulties in the assessment
of subjectively reported craving.

The chosen sample – as in most other investigations – cer-
tainly represents a specific population of patients with alcohol
dependence showing a characteristic state of personality, sever-
ity, and duration of illness. Moreover, the state of detoxification
might come along with social desirable responses on questions
concerning the triggered urge to drink.

Another general limitation of the study is the absence of a
healthy control group which could have helped to explain the
diverging RT findings between the investigations of the SSP dis-
cussed above. Note however that the study by Gauggel et al. (2010)
showed differences in RT between exposure conditions in the SSP
in patients with alcohol dependence. This led to our assump-
tion that the exposure conditions would affect task performance
and that the effect of an alcohol cue exposure would be strong
enough to cause this difference in patients with alcohol depen-
dence rendering a control group unnecessary. A different stimulus
selection and study surrounding might have caused that we could
not replicate the findings of the preceding study. During the SSP
the first investigation presented word stimuli whereas the study
at hand asked the participants to respond to symbols instead.
Additionally, the specific experimental setting in our investiga-
tion (i.e., lying in the scanner environment in comparison to
sitting in front of a computer screen) could have contributed to
an enhanced arousal or elicited alertness hence interfering with
effective exposure procedures and task performances.

Finally, concerning common difficulties in the assessment of
subjectively reported craving, it would be interesting to replicate
the experiment including more physiological measures (e.g., mea-
surements of heart beat, saliva, and skin conductance responses).
This would strengthen findings gained from the subjective reports
specifying the urge to drink that was elicited through a cue
exposure.

All in all this study investigated the ability of alcohol-dependent
patients to inhibit already initiated responses when confronted
with alcohol-related cues. Moreover the neuronal correlates dur-
ing task performance under cue exposure were examined. The
subjectively stronger urge to drink was accompanied by activation
of limbic brain regions during the alcohol cue exposure compared
to the control condition. Moreover, during performance of the
SSP typical brain regions were recruited across exposure condi-
tions. The results hint to the direction that alcohol-dependent
patients participating in the investigation at hand are able to com-
pensate impairments in inhibitory control induced by an alcohol
cue exposure.
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Executive control describes a wide range of cognitive processes which are critical for the
goal-directed regulation of stimulus processing and action regulation. Previous studies
have shown that executive control performance declines with age but yet, it is still
not clear whether different internal and external factors—as performance feedback and
age—influence these cognitive processes and how they might interact with each other.
Therefore, we investigated feedback effects in the flanker task in young as well as in
older adults in two experiments. Performance feedback significantly improved executive
performance in younger adults at the expense of errors. In older adults, feedback also led
to higher error rates, but had no significant effect on executive performance which might
be due to stronger interference. Results indicate that executive functions can be positively
influenced by performance feedback in younger adults, but not necessarily in older adults.

Keywords: age differences, feedback, cognition, executive control

INTRODUCTION
Previous studies have shown that older adults perform poorly in
executive control tasks as compared to younger controls (Andrés
and van der Linden, 2000; Treitz et al., 2007). These performance
deficits in the elderly are usually explained by age-related changes
in the brain, especially in the frontal lobes. There is evidence that
the prefrontal areas of the brain which are supposed to be involved
in executive control are affected more than other parts of the brain
during the course of aging (West, 1996; Raz, 2000; Tisserand and
Jolles, 2003; Raz and Rodrigue, 2006). This assumption is known
as the frontal hypotheses of cognitive aging (West, 1996; Raz, 2000).
But although aging can accompanied by changes in the brain
and cognitive decline, there is a large inter-individual variability
due to differential aging effects and compensatory mechanisms
(Salthouse, 1996; Deary and Der, 2005; Reuter-Lorenz and Lustig,
2005). For example, Salthouse (1996) found that many of the
effects of age on cognition are mediated by age-related variance
in processing resource variables.

One factor that has also been shown to modulate cognitive
performance in the elderly is feedback. Providing participant’s
feedback about their performance seems to influence their sub-
sequent performance. The influence of feedback has been studied
in a variety of cognitive tasks, including different types of learn-
ing, decision-making, memory and meta-memory (e.g., Kulik
and Kulik, 1988; Diehl and Sterman, 1995; Thompson, 1998; West
et al., 2005; Butler and Roediger, 2008). Meta-analyzes indicate
that feedback can have a positive effect on performance ranging
from d = 0.12 to d = 1.24 (Kluger and DeNisi, 1996; Hattie and
Timperley, 2007). It is suggested that the feedback effect mainly
results from expanding more effort in terms of intensity and

persistence (Locke and Latham, 1990). Feedback may thus have
an influence on performance by allocating attentional resources
to the task which is realized by the so-called executive con-
trol system. The question arises whether there is a performance
conflict when a feedback intervention is combined with perform-
ing a task that also requires a substantial amount of executive
control. According to the integrated resource allocation model
proposed by Kanfer and Ackerman (1989, 1996), a person’s per-
formance is a joint function of his or her relative attentional
capacity, task demands, and motivation. It is suggested that moti-
vational interventions (e.g., giving performance feedback) have
context-dependent effects on performance by increasing cogni-
tive interference and attentional allocations to the task. The model
would thus predict that a task that requires the exertion of execu-
tive control would interfere more with the processing of feedback
than a task that does not require executive control. Nevertheless,
previous studies investigating dual-task performance indicate that
feedback has a positive influence on task performance (Kramer
et al., 1995, 1999; Bherer et al., 2005, 2008). The findings suggest
that despite the existing performance conflict that evolves when
combining an executive control task with a feedback interven-
tion, one is still able to profit from feedback. However, it should
be noted that in complex tasks, the feedback effect seems to be
smaller as compared to more simple tasks (for a review, see Kluger
and DeNisi, 1996).

With regard to possible aging effects, it has been shown that
performance feedback in memory tasks led to increased per-
formance in older adults (Stadtlander and Coyne, 1990; West
et al., 2005, 2009). West and colleagues (2005) demonstrated that
objective feedback about the number of items remembered was
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sufficient to improve recall in older as well as younger adults.
Moreover, feedback led to higher motivation and goal commit-
ment with even stronger effects in older adults. Further evidence
for the influence of feedback on performance was found in a
time estimation task (Wild-Wall et al., 2009). Wild-Wall and
colleagues found that older as well as younger adults had a
higher probability to respond correctly after positive feedback
as compared to negative feedback. In a recent study, Bherer and
colleagues (2008) demonstrated that continuous individualized
adaptive feedback led to improvement in dual-task performance
in older as well as younger adults. This study indicated that not
only memory can be influenced by feedback but also executive
functions.

Results suggest that feedback has an impact on the perfor-
mance of participants in different age groups. However, the effect
might be attenuated in older adults as compared to younger adults
(West and Thorn, 2001; West et al., 2001). This attenuation might
be due to weakened phasic activity of the dopaminergic system
in older adults which seems to be involved in feedback processing
and the allocation of attentional resources (Nieuwenhuis et al.,
2002; Wild-Wall et al., 2009). At first sight, this result (West and
Thorn, 2001) seems to be contradictory to the above-mentioned
results from West et al. (2005): on the one hand they found
an attenuated feedback effect in older adults and on the other
hand they found a positive performance change by older adults
to a goal-condition that included objective feedback. West et al.
(2005) hypothesized a reduced memory self-efficacy may lead the
older adults to interpret a neutral or inconsistent feedback as neg-
ative which may result in poorer memory performance (West and
Thorn, 2001; West et al., 2001).

The aim of the two present experiments was to investigate
whether feedback has an influence on executive control perfor-
mance and whether there are differential aging effects existing.
We were interested if possible feedback effects found in younger
participants can also be found in a group of elderly participants.
As it is still unclear if performance feedback interacts with the
degree of executive control or complexity involved in the task,
we aimed to investigate in a first experiment if performance
in a task involving executive control (i.e., flanker task) can be
influenced by performance feedback. Therefore, we examined a
group of younger participants with a typical executive control
task (i. e., flanker task) and allocated them to a feedback and a
no-feedback group, respectively. We hypothesized that feedback
would improve task performance in young adults. Furthermore,
we expected that feedback would interact with congruent and
incongruent trials of the flanker task as they differ in complex-
ity and the demand of executive control. In a second study, a large
group of older adults was investigated to replicate the findings of
the first study. Here again, we hypothesized feedback to have a
positive influence on performance. Such a replication is of impor-
tance because aging has been associated with the deterioration of
the brain especially in prefrontal areas known to be involved in
executive control (e.g., West, 1996; Raz, 2000). As previous liter-
ature has shown that feedback in the elderly has an influence on
cognitive tasks such as memory (West et al., 2005, 2009) or time
estimation tasks (Wild-Wall et al., 2009), it can be hypothesized
that feedback would influence executive control performance in

the elderly as well. But as the processing of feedback itself requires
the exertion of executive control, it is questionable if older adults
are able to profit from feedback in an executive control task in the
same way as younger adults. As older adults have been reported to
use a more cautious criterion than younger adults, i.e., focusing
on accuracy to the detriment of speed (Salthouse, 1979; Strayer
and Kramer, 1994; Smith and Brewer, 1995), we hypothesized
that performance feedback would have an influence on execu-
tive control in the elderly, but not at the expense of errors. Still,
we expected an attenuated feedback effect in the elderly due to
a deficit in allocating attentional resources (Tsang and Shaner,
1998; Nieuwenhuis et al., 2002; Wild-Wall et al., 2009). Since
younger and older adults differ in many characteristics, a sepa-
rate study was performed and analyzed. To enable a comparison
of both studies, effect sizes (ES) were reported.

EXPERIMENT 1: INFLUENCE OF PERFORMANCE FEEDBACK
ON FLANKER TASK PERFORMANCE IN YOUNGER ADULTS
The goal of the study was to examine context-dependent effects
on performance in an executive control task, i.e., to test if perfor-
mance in a task involving executive control (flanker task) can be
influenced by performance feedback. To test this hypothesis we
provided positive, negative as well as neutral performance feed-
back in a flanker task with congruent, incongruent, and neutral
trials expecting feedback to interact with task complexity.

METHODS
PARTICIPANTS
A total of 46 young healthy students, 26 males and 20 females,
with a mean age of 23.9 years (SD = 3.1) participated in this
experiment. Participants were recruited by means of flyers dis-
tributed on the university campus. Half of the group performed
the feedback version while the other half performed the no-
feedback version of the paradigm. The allocation to the respective
feedback group was completely randomized and there was no
difference in age, sex, or handedness (all participants were right-
handed) between both groups. Participants were informed about
the objectives and procedure of the present study. The study pro-
tocol was approved by the local ethics committee and all subjects
gave their written consent, participated voluntarily and were paid
a small allowance.

MATERIALS AND DESIGN
A modified version of the flanker task was employed (e.g., Kopp
et al., 1996). Participants were required to identify whether a cen-
tral arrow presented on a computer screen pointed left or right
by pressing the equivalent button on the keyboard with their pre-
ferred hand. Participants were asked to respond as quickly and
accurately as possible. The target arrow was flanked on either side
by two arrows in the same direction (congruent condition), or in
the opposite direction (incongruent condition). As in the incon-
gruent condition flanking stimuli point to the direction opposite
to the target, this condition is more complex and requires more
executive control than the congruent condition. In each trial,
one central arrow accompanied by four flankers was presented.
Targets and flankers appeared simultaneous. The two flanker
conditions are depicted in Figure 1.
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FIGURE 1 | The four target conditions of the flanker task: (A)

congruent condition, target right, (B) congruent condition, target left,

(C) incongruent condition, target right, (D) incongruent condition,

target left.

Participants performed one baseline block followed by nine
experimental blocks with 40 trials each, resulting in 360
experimental trials altogether. Half of the trials were congruent,
half were incongruent, resulting in a total of 180 congruent and
180 incongruent trials. The ratio of targets pointing to the left and
pointing to the right was also balanced.

Participants were randomly allocated into two groups: the
feedback group and the no-feedback group. The feedback group
received performance feedback which was presented on the com-
puter screen after each block displaying the mean reaction time
(RT in milliseconds) of the preceding block of trials. In addition,
mean RTs of all preceding blocks were presented to inform par-
ticipants about the course of their performance. The no-feedback
group received no performance feedback. The words “rest period”
were presented on the screen after each block. Participants were
required to press a button after each block to start the next block
of trials.

The stimuli were placed in the center of the screen, subtending
a visual angle of 2.86◦ horizontally and 0.24◦ vertically. In each
trial, a fixation cross was first presented for 900–2100 ms. The
target arrow with flankers was then shown up to 2000 ms in the
baseline block and for the duration of an individually computed
reaction time window in the experimental blocks, respectively.
After a response, the fixation cross was presented and the next
trial started. An individual response window was calculated for
each participant to force speeded responses and to make the task
more difficult. The individual response window was determined
by adding one standard deviation to the mean reaction time in
the baseline block.

PROCEDURE
Participants first completed a health questionnaire after a ver-
bal instruction of the investigator. No participant had to be
excluded because of health status and there was no history of
neurological or mental disorder. While participants were seated
approximately 60 cm in front of a computer screen, the exper-
iment was conducted using the presentation software package
(Neurobehavioral Systems, San Francisco, CA). Participants were
instructed to respond as quickly and accurately as possible.

Before the flanker task was performed, participants carried out
a practice block with 10 trials which they were allowed to repeat
until they were familiar with the task. During the practice block,
participants received feedback whether their response was correct

or incorrect. After each experimental block, one group received
feedback about their mean reaction time (feedback group) while
the other group received no-feedback (no-feedback group). Total
duration of the flanker task was about 20–30 min depending on
the individual response window and the duration of self-paced
rest periods between the blocks.

STATISTICAL ANALYSIS
For data analysis, only valid trials and trials with a reaction
time between 200 and 2000 ms were considered. In addition, an
individual outlier analysis was performed. Trials with a reaction
time two standard deviations above the condition mean were
not considered. For further analysis of error percentage only
response errors (i. e., pushing the wrong button) were consid-
ered. Omission errors were not included because there were two
types of error coded in this variable (no response at all and no
response within the reaction time window, respectively). As an
additional variable the congruency effect was computed which
is a measure of executive control. It is defined as the difference
between reaction time or errors in congruent and incongruent tri-
als (Nieuwenhuis et al., 2006). A small difference indicates better
conflict resolution and thus better executive control. Two repeated
measures ANOVAs with congruency as within-subjects factor and
feedback as between-subjects factor were calculated. As depen-
dent variables, reaction times as well as response error percentage
were analyzed and Greenhouse-Geisser F-values are reported.
Additionally, ES bias-corrected according to Hedges (Hedges and
Olkin, 1985) and 95% confidence intervals (CI) were calculated.

RESULTS
REACTION TIMES
Results of the repeated measures ANOVA with reaction times as
dependent variable revealed that feedback had a significant influ-
ence [F(1, 44) = 5.35, p = 0.025] on reaction times. Participants
receiving feedback showed faster responses (M = 391 ms, SD =
28 ms) than participants without feedback (M = 406 ms, SD =
22 ms; ES = 0.62, CI = 0.02–1.21). Furthermore, there was also
a congruency effect [F(1, 44) = 298.96, p < 0.001]. As expected,
incongruent trials elicited slower responses (M = 410, SD = 27)
than congruent trials (M = 384, SD = 24; ES = 1.01, CI =
0.58–1.44). The Interaction between congruency and feedback
was marginally significant [F(1, 44) = 3.91, p = 0.054]. The con-
gruency effect was smaller in the feedback group (M = 23 ms,
SD = 12) as compared to the no-feedback group (M = 29 ms,
SD = 9; ES = 0.56, CI = −0.03–1.14). When calculating the rel-
ative congruency effect which considers percental change, results
are in line showing a smaller effect for the feedback group (M
= 6.1%, SD = 3.0) as compared to the no-feedback group (M =
7.5%, SD = 2.3; ES = 0.50, CI = 0.08–0.91). Table 1 provides an
overview of all variables.

ERROR PERCENTAGE
Analyzes of error percentage as dependent variable showed a sig-
nificant influence of feedback on errors [F(1, 44) = 11.16, p <

0.005], but reversely to reaction times. The feedback group
committed relatively more errors (M = 4.3 %, SD = 3.3) than
the no-feedback group (M = 1.8 %, SD = 1.4; ES = 0.97,
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Table 1 | Arithmetic mean (M) and standard deviation (SD) of

ExFuNet variables for feedback (FB) vs. no-feedback group (noFB) for

younger adults.

FB No-FB All participants

N = 23 N = 23 N = 46

M SD M SD M SD

Overall RT (ms) 391 28 406 22 399 26

Congruent RT (ms) 377 26 390 20 384 24

Incongruent RT (ms) 400 30 419 20 410 27

Congruency effect (ms) 23 12 29 9 26 11

Relative effect (%) 6.1 3.0 7.5 2.3 6.8 2.8

Response Errors (%) 4.3 1.8 1.4 3.1 3.1 2.8

Congruent Errors (%) 2.1 1.9 0.8 0.7 1.4 1.4

Incongruent Errors (%) 6.5 5.3 2.9 2.5 4.7 4.5

Congruency effect (%) 4.4 4.6 2.1 2.4 3.3 3.8

Overall accuracy (%) 86.2 4.5 87.7 5.1 87.0 4.8

CI = 0.36–1.58). In addition, there was also a congruency effect
[F(1, 44) = 37.45, p = < 0.001]. More errors were made during
incongruent trials (M = 4.7 %, SD = 4.5) than during congru-
ent trials (M = 1.4 %, SD = 1.4; ES = 0.98, CI = 0.55–1.41).
The interaction between congruency and feedback was also signif-
icant [F(1, 44 = 4.85, p < 0.05]. Contrary to reaction times, the
congruency effect in error percentage was larger in the feedback
group (M = 4.4 %, SD = 4.6) as compared to the no-feedback
group (M = 2.1 %, SD = 2.4; ES = 0.62, CI = 0.02–1.21).

EXPERIMENT 2: FEEDBACK EFFECT IN OLDER ADULTS
Experiment 1 provides initial support for the hypothesis of an
interaction between task complexity (congruency) and feedback.
Experiment 2 was designed to replicate the findings of the first
experiment for older participants to detect a possible interaction
between aging, task complexity and feedback.

METHODS
PARTICIPANTS
A total of 168 healthy elderly persons, 82 males and 86 females,
with a mean age of 70.5 years (SD = 7.1) participated in this
experiment. Participants were recruited by a press report in the
local newspapers as well as by the means of flyers. They had a
mean education of 13.4 years (SD = 3.6). Of all participants,
157 were right-handed, seven were left-handed, and four were
ambidexter. Participants were randomly assigned to a feedback
and a no-feedback group resulting in 84 participants in each
group. Both groups did not differ in age, sex, and handedness.
There was a significant difference [T166 = 2.58, p < 0.05; ES =
0.40, CI = 0.09–0.70] in years of education as the no-feedback
group had more years of education (M = 14.1, SD = 3.7) than
the feedback group (M = 12.7, SD = 3.4). The difference in
education years had no impact on the results obtained as there
were no correlations between this variable and performance in
the flanker task. All participants were informed about the objec-
tives and procedure of the present study. The study protocol was
approved by the local ethics committee and all subjects gave their

written consent, participated voluntarily and were paid a small
allowance.

MATERIALS AND DESIGN
See Experiment 1

PROCEDURE
See Experiment 1

STATISTICAL ANALYSIS
See Experiment 1

RESULTS
REACTION TIMES
Results reveal that feedback had no significant influence on reac-
tion times [F(1, 166) < 1, p = 0.85]. The slightly faster reaction
times of the feedback group (M = 515 ms, SD = 51) did not
differ from those of the no-feedback group (M = 523 ms, SD =
55; ES = 0.15, CI = −0.15–0.45). Congruency had a signifi-
cant influence [F(1, 166) = 456.8, p < 0.001] on reaction times.
As expected, incongruent trials elicited slower responses (M =
533 ms, SD = 55) than congruent trials (M = 507 ms, SD = 52;
ES = 0.48, CI = 0.27–0.70). The interaction between congru-
ency and feedback did not reach significance [F(1, 166) = 1.29,
p = 0.40]. There was no difference between the congruency effect
in the feedback group (M = 25 ms, SD = 15) and the no-feedback
group (M = 28 ms; SD = 17; ES = 0.19, CI = −0.49–0.12). The
same result is obtained when calculating the relative congruency
effect (percental change) which also shows no difference between
the feedback group (M = 5.1%, SD = 3.1) and the no-feedback
group (M = 5.5%, SD = 3.2; ES = 0.14, CI = −0.07–0.35).
Table 2 provides an overview of all variables.

Furthermore, we calculated a another analysis of variance
with the same factors as above and the additional factor “grad-
uation” as the feedback and the no-feedback group differed in
their education (see Methods). Results showed a significant main
effect of graduation [F(1, 166) = 13.6, p < 0.01] but no significant

Table 2 | Arithmetic mean (M) and standard deviation (SD) of

ExFuNet variables for feedback (FB) vs. no-feedback group (noFB) for

older adults.

FB No-FB All participants

N = 84 N = 84 N = 168

M SD M SD M SD

Overall RT (ms) 515 51 523 55 519 53

Congruent RT (ms) 504 51 510 53 507 52

Incongruent RT (ms) 529 52 538 57 533 55

Congruency effect (ms) 25 15 28 17 26 16

Relative effect (%) 5.0 3.1 5.5 3.2 5.2 3.2

Response Errors (%) 2.5 2.1 1.8 1.8 2.2 2.0

Congruent Errors (%) 1.8 1.9 1.3 1.8 1.6 1.8

Incongruent Errors (%) 3.2 2.9 2.3 2.1 2.8 2.6

Congruency effect (%) 1.4 2.3 1.0 1.7 1.2 2.1

Overall accuracy (%) 93.1 3.9 93.1 4.0 93.1 3.9
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interaction effects and the overall pattern of results remains the
same.

ERROR PERCENTAGE
Analysis of error percentage showed that feedback had a signif-
icant influence on error percentage [F(1, 166) = 5.3, p < 0.05].
The feedback group (M = 2.5%, SD = 2.1) committed more
errors than the no-feedback group (M = 1.8%, SD = 1.8; ES =
0.36, CI = 0.05–0.66). Congruency had also a significant influ-
ence on errors [F(1, 166) = 56.3, p < 0.001]. More errors were
committed during incongruent trials (M = 2.8%, SD = 2.6)
as compared to congruent trials (M = 1.6%, SD = 1.8; ES =
0.54, CI = 0.32–0.75). Thus, although the feedback group did
not significantly profit from feedback regarding reaction times,
it showed an increase in errors. The interaction between con-
gruency and feedback was not significant [F(1, 166) = 1.8, p >

0.05]. There was no difference between the congruency effect
in the feedback group (M = 1.4%, SD = 2.3) as compared
to the no-feedback group (M = 1.0%, SD = 1.7; ES = 0.20,
CI = −0.11–0.50).

GENERAL DISCUSSION
The first study examined the influence of performance feed-
back on executive control in young adults. Results indicated that
feedback had an influence on both reaction times and errors
in the flanker task. The feedback group responded faster than
the no-feedback group, but this reaction time improvement was
at the expense of errors which points to a feedback-induced
speed-accuracy trade-off (e.g., Luce, 1986). However, the speed-
accuracy trade-off is not surprising as feedback was only provided
about reaction times and not about errors. Therefore, partici-
pants focused on faster reaction times rather than accuracy. A
second important finding was that feedback had a positive influ-
ence on executive control performance which was reflected in the
smaller congruency effect in reaction times. This finding indi-
cates that although more attentional resources are required to
perform the incongruent trials of the task, there is still the pos-
sibility of improving the exertion of executive control due to
the feedback intervention. As participants focused on reaction
times, the better executive control performance was at the expense
of errors which was reflected in a higher congruency effect in
errors.

Taken together, younger adults were able to adjust their atten-
tional resources accordingly and showed faster responses in
flanker task performance as well as a smaller congruency effect.
This result is in line with Bherer and colleagues (2008) who
investigated the influence of feedback on dual-task performance.
Results of their study showed that feedback had an influence on a
dual-task despite the fact that the task itself required the exertion
of executive control.

In the first experiment it can be inferred that participants
receiving feedback on reaction times allocated their attention
resources accordingly and focused on speed only. This resulted
in a feedback-induced shift in the speed-accuracy trade-off. One
could speculate that feedback caused a shift toward a more risky
criterion resulting in a higher number of errors. Support for this
speculation is provided by a study carried out by Brébion (2001)

who demonstrated that the instruction to focus on speed, not on
accuracy, led to a shift in response criterion. Because in our study
feedback was provided about reaction times, participants focused
on speed at the expense of errors which may have resulted in a
shift of the response criterion.

According to the integrated resource allocation model (Kanfer
and Ackerman, 1989, 1996), a task that requires executive control
interferes more with the processing of feedback than a non-
executive control task. Results of the present study showed that
even in an executive control task such as the flanker task perfor-
mance feedback had a significant positive influence. The question
remains if the feedback effect would have been larger in case a
non-executive control task was employed.

In conclusion, it was shown that performance feedback had an
impact on the flanker task including the congruency effect which
supports the hypothesis that executive control can be positively
influenced by performance feedback. In young adults, perfor-
mance feedback can thus be applied to improve executive control
performance.

The second experiment examined if the feedback effects on
flanker task performance found in younger adults in Study 1 can
be replicated in a group of older adults. Results indicated that
feedback had an influence on errors, but not on reaction times.
The feedback group committed more errors as compared to the
no-feedback group, but did not respond faster. Although partici-
pants were not able to increase their reaction times with feedback,
the increase in error rates indicates that older adults attempted to
regulate their behavior according to the task, but failed in doing
so. This might be due to older adults’ deficits in allocating atten-
tional resources to the task (Tsang and Shaner, 1998; Nieuwenhuis
et al., 2002; Wild-Wall et al., 2009) which requires the exertion of
executive control.

Results are in line with previous accounts reporting deficits
in executive control performance in older adults (Andrés and
van der Linden, 2000; Treitz et al., 2007) and with the notion
that especially prefrontal brain areas supposed to be involved in
executive control are affected during the course of aging (West,
1996; Raz, 2000; Tisserand and Jolles, 2003; Raz and Rodrigue,
2006).

It can be speculated that older adults already reached their per-
formance limit because of the executive control requirements of
the flanker task itself, and failed in speeding up their performance.
This result is mirrored by the lack of an interaction between feed-
back and congruency for reaction times as well as for errors. As
older adults reached their resource limit in performing the flanker
task, feedback had no further impact on executive control per-
formance in older adults as measured by the congruency effect.
Despite helping to improve performance, feedback seems to have
distracted participants away from the task. Together with Tsang
and Shaner (1998) we speculate that adults experience a decreased
flexibility in resource allocation.

Taken together, results support our hypothesis that perfor-
mance feedback has an influence on flanker task performance in
the elderly. However, older adults did not profit from feedback
and feedback had no influence on executive control performance.
As the flanker task itself required the exertion of executive control,
it appears to have interfered with feedback processing resulting in
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performance decline. This is in accordance with the integrated
resource allocation model (Kanfer and Ackerman, 1989, 1996)
which predicts that motivational interventions increase cognitive
interference. Results indicate that in older adults, performance
feedback cannot be used to improve executive control perfor-
mance as measured by the flanker task.

The aim of the present studies was to investigate if per-
formance feedback has an impact on executive control and if
feedback effects can equally be found in younger as well as
older adults. Regarding younger adults, it could be shown that
even in a task that requires the exertion of executive control,
participants can profit from performance feedback which was
shown in faster reaction times. Furthermore, feedback in younger
adults had an influence on the congruency effect indicating bet-
ter executive control regarding reaction times. Thus, it can be
inferred that performance feedback in younger adults can be
used to influence the exertion of executive control. Younger
adults were able to speed up their reaction times after receiving
performance feedback although the faster responses were accom-
panied by higher error rates. It is unlikely that this was due
to the difficulty of the executive control task itself as the phe-
nomenon of a speed-accuracy trade-off has been shown for a
variety of non-executive control tasks as well (e.g., Kounios et al.,
1994; Ratcliff, 2002; Ratcliff and Rouder, 2000; Rinkenauer et al.,
2004).

Concerning older adults, we found an influence of feedback on
error rates as well. However, the higher error rate was not accom-
panied by reaction time improvement as in younger adults. Thus,
the feedback effect in older adults was attenuated probably due
to stronger interference between the executive control task and
the feedback intervention as predicted by the integrated resource
allocation model (Kanfer and Ackerman, 1989, 1996). It seems
most likely that older adults reached their resource limit in per-
forming the flanker task and thus were not able to decrease their
reaction times according to the feedback intervention. The fact
that the feedback group shows a slight, but insignificant reaction
time gain (8 ms; ES = 0.15) supports this interpretation.

Nevertheless, older adults showed a feedback-induced increase
of errors which indicates that they tried to focus on improving
speed at the expense of errors. Similar results were obtained in
the above-mentioned study carried out by Brébion (2001) where
it was found that older adults were able to shift their response cri-
terion toward a more risky criterion when instructed to focus on
speed only. It was reported that older adults still remained slower
and a little more accurate than younger adults. This result could
not be attributed to a more cautious strategy which is why it was
concluded that older adults have a slower processing system. As
previous studies have shown that older adults especially display
deficits in executive control performance (Andrés and van der
Linden, 2000; Treitz et al., 2007) which might be due to the dete-
rioration of the brain in areas involved in executive control (West,
1996; Raz, 2000; Tisserand and Jolles, 2003; Raz and Rodrigue,
2006), it can be speculated that older adults have a less flexible
processing system resulting in difficulties in allocating attentional
resources appropriately (Tsang and Shaner, 1998; Nieuwenhuis
et al., 2002; Wild-Wall et al., 2009).

It can be argued that there was no significant gain in reac-
tion time in older adults because those already operating on their
reaction time limit were not able to further speed up their reac-
tion time. But when dividing the elderly sample into those with
relatively fast and those with slow reaction times, no difference
can be found regarding the influence of feedback. It can also be
claimed that education might have an influence on the ability to
profit from feedback as the younger participants in the first study
were all students. Therefore, we analyzed a subgroup of elderly
participants with a relatively high educational level (at least 12
years of school education) separately revealing the same pattern
of results. Another important aspect between the two populations
(younger vs. older participants) is their familiarity with playing
games on a computer. The younger group might be more familiar
with computerized games as many games basically use a struc-
ture where feedback is provided and fast responses are required
whereas the older adults are likely to spend far less time play-
ing computer games. As we cannot rule out that familiarity with
computer games might have an influence on our results this fac-
tor should be considered in future studies investigating feedback
effects. However, it cannot be ruled out that the low frequency
of the feedback intervention (after each block) and the relatively
neutral presentation of feedback (reaction times instead of direct
negative and positive feedback) were not enough to activate a
significant influence of feedback in the elderly. We also cannot
exclude the possibility that differences in feedback evaluation
may have had an influence on our findings (Kluger and DeNisi,
1996). Some participants may have evaluated the performance
feedback as a slightly negative feedback; some might have evalu-
ated the feedback as positive in case their reaction times improved
from block to block. Against these arguments remains the fact
that younger participants showed significant feedback effects and
interactions.

Taken together, it was shown that performance feedback of
reaction times had an influence on flanker task performance in
younger as well as older adults. While in younger adults a func-
tional feedback effect was found (i.e., faster responses); in older
adults the effect was dysfunctional (i.e., no difference in reac-
tion times between the feedback and the no-feedback group).
Moreover, feedback had also an influence on the exertion of exec-
utive control as measured by the congruency effect in younger
adults which indicates that in this age group performance feed-
back can be used to improve executive control.

It can be concluded that performance feedback not neces-
sarily has a positive influence on executive control performance
and that age should be considered when applying feedback inter-
ventions. Future studies concerning different sorts of feedback
interventions with higher frequencies and stronger valence are
needed to clarify the conditions under which older adults may
or may not profit from feedback in tasks that require executive
control.
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