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Editorial on the Research Topic
Innovative methods and techniques in new electric power systems

The digital evolution of the energy industry is increasing in intensity worldwide, among
which reform of the electric power system plays a central role. In order to achieve the goals of
carbon peaking and carbon neutrality, the construction of a new electric power system
(NEPS) with renewable energy as its core is the only viable path (Aslam et al., 2021). In the
process of digital transformation of the NEPS, intelligent power equipment, sensor
technology and energy storage technology are of strategic significance for enhancing the
operational level of the power system, preserving the national energy security, and
facilitating the achievement of carbon peaking and carbon neutrality. Wind and solar
energy occupy a dominant position in the NEPS (Cameron and Van Der Zwaan, 2015).
Renewable generation is projected to account for 25% of total electricity production in
2030% and 60% in 2060. The volatility, intermittency, randomness, and anti-peak shaving
characteristics of wind and solar energy will pose new challenges to the capability of NEPS to
provide a dependable power supply and maintain a safe and stable operation.

Therefore, innovative methods and techniques including energy storage materials,
energy storage management, wind and solar power predictions, decentralized and
distributed control, and fault tolerance are researched to manage the low-carbon
transformation of power delivery and supply to maximize the cost-effectiveness of
generation resources in the NEPS (Zhang et al., 2022; Zhao et al., 2022), which
guarantees that the carbon emission targets in the power industry can be achieved.

The Research Topic consists of sixteen highly diverse contributions, which we briefly
summarize below.

Firstly, Mao et al. proposes a new integrated energy system based on reversible solid
oxide cell (RSOC) for photovoltaic consumption. The integrated electricity-gas system
(IEGS) considers the two modes of electrolysis and power generation of RSOC in the model.
The model takes the minimum running cost as the objective function to linearize part of the
model to generate a mixed integer linearization problem and solve it in general algebraic
modeling system. The case study shows that wind power is maximized, and the gas mixture
can be transported in natural gas pipelines, improving the economics and stability of IEGS.
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Chen et al. deduces the theoretical calculation equation of the
quantitative evaluation index of the participation factor. She
establishes the small-signal model of the MMC-HVDC
transmission system for a wind farm and calculates the dominant
oscillation mode of the system and participation factors of
11 oscillation modes of the system. The correlation between the
participation factors of each oscillation mode, wind farm, and the
MMC system is investigated, which laid a foundation for the
formulation of broadband oscillation suppression strategies.

Wind power prediction accuracy is beneficial to the effective
utilization of wind energy. Xiong et al. proposes an improved
XGBoost algorithm optimized by Bayesian hyperparameter
optimization (BH-XGBoost method), and the method is
employed to forecast the short-term wind power of wind
farms. The proposed BH-XGBoost method can outperforms
other commonly used methods including XGBoost, SVM,
KELM, and LSTM in all the cases, especially in the cases of
wind ramp events caused by extreme weather conditions and low
wind speed range.

Wu et al. proposes an adaptive under-frequency load shedding
(UFLS) control strategy of power systems with wind turbines and
ultra high-voltage DC (UHVDC) participating in frequency
regulation. He establishes the simplified frequency response
model of the power system considering the participation of wind
turbines and UHVDC in frequency regulation, and analyzes the
impact of the active power response characteristics of wind turbines
and UHVDC participating in frequency regulation on the
magnitude of the active power deficiency.

Cai et al. develops a distributed control framework for cost-
effective storage coordination in the distribution networks, in which
the energy storage units are coordinated to contribute to a given
power reference at the aggregated level while regulating the local
network voltages in the presence of renewable generations. The
salient features of the proposed virtual storage plant (VSP) control
roots from the successful employment of an inexact alternating
direction method of multiplier (ADMM) algorithm, in which the
primal updates have analytical solutions in closed form using
proximal operators, which significantly reduces the computation
efforts of individual storage agents and renders fast storage dispatch.

Finally, energy storage is very important to the new power
system, which has the function of peak cutting and valley filling.
Chen et al. proposes a hybrid model for the battery life prediction.
The capacity signal is decomposed by the improved complete
ensemble empirical mode decomposition with an adaptive noise
algorithm to solve the backward problem. Then, the least squares

support vector regression algorithm is used to predict each
decomposition component separately. A good point set principle
and inertia weights are introduced to optimize a sparrow search
algorithm. Experimental results confirm that the proposed hybrid
prediction model has high accuracy, good stability, and strong
robustness.

Overall, recent years have seen great progress in the NEPS.
However, this Research Topic could not be finished without the
authors’ and reviewers’ contributions. We hope that this issue sheds
light on various frontiers related to the NEPS and adds the credits to
the effort in solving the current challenges in the fields.
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A Short-Term Wind Power Forecast
Method via XGBoost
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The improvement of wind power prediction accuracy is beneficial to the effective
utilization of wind energy. An improved XGBoost algorithm via Bayesian hyperparameter
optimization (BH-XGBoost method) was proposed in this article, which is employed to
forecast the short-term wind power for wind farms. Compared to the XGBoost, SVM,
KELM, and LSTM, the results indicate that BH-XGBoost outperforms other methods in
all the cases. The BH-XGBoost method could yield a more minor estimated error than the
other methods, especially in the cases of wind ramp events caused by extreme weather
conditions and lowwind speed range. The comparison results led to the recommendation
that the BH-XGBoost method is an effective method to forecast the short-term wind
power for wind farms.

Keywords: wind power forecasting, Bayesian hyperparameters optimization, Xgboost algorithm, numerical
weather prediction, machine learning

1 INTRODUCTION

In recent years, as the pace of global carbon reduction has accelerated, China’s “carbon
neutrality” task has clarified the direction of China’s energy transition. It is imperative to
develop clean and sustainable renewable energy. As an efficient, non-polluting, zero-emission
renewable energy source, wind energy has become an important measure to solve the energy
crisis. However, wind’s intermittent and random nature causes uncertainty and instability
in wind power generation, which leads to difficulties in dispatching and low efficiency in
grid connection (Quan et al., 2019; Santhosh et al., 2020; Maldonado-Correa et al., 2021). Accurate
wind power forecast is beneficial to optimize the operation and dispatch of power systems, develop
reasonable control strategies, improve energy storage efficiency and maximize economic benefits
(Zhang et al., 2021, 2017). Therefore, timely and accurate wind forecasts are essential for the
safe operation of the grid and the planning of electricity market transactions (Wang et al., 2017;
Han et al., 2018).

For time scale, wind power forecast includes ultra-short-term, short-term, medium-term
and long-term power forecast (Tian, 2021). Ultra-short-term forecast is used to predict power
generation in the next few hours based on historical data, which is helpful for controlling
the daily operation of wind farm units. Short-term forecast is used to predict in advance
for several hours to several days, which is helpful for the rationality of the economic
system and maintenance of the wind turbine. The medium-long term forecast is used to
predict in advance for several days to several months,which is helpful for making quarterly
power generation plans for grid and wind farm construction (Ju et al., 2019; Li L. et al., 2020).
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Xiong et al. A Wind Power Forecast Method

Due to the uncertainty of the wind power system, the time
scale of the current wind power prediction results mostly focuses
on the short-term forecast (Tian, 2021). The physical, statistical,
artificial intelligence and ensemble methods are usually used to
forecast short-termwind power (Hanifi et al., 2020).The physical
model uses micro-scale meteorology and fluid mechanics to
convert the numerical weather forecast (NWP) data into wind
speed, and wind direction data at the height of the wind
turbine and finally matches the wind turbine power curve. The
prediction accuracy of the physical model mainly depends on
the accuracy of the numerical weather forecast (NWP) data
and the accuracy of the geographical environment around the
wind farm (Rodríguez et al., 2020). The statistical method is
based on historical wind power data through curve fitting and
parameterization methods to predict wind power. Hao (2019)
designed an extreme learning machine prediction method based
on variational mode decomposition feature extraction. The ELM
model is optimized with a multi-objective gray wolf optimizer
using historical wind power time series data as input. Finally, a
high-precisionwind power prediction time series hybridmodel is
obtained. Zameer et al. (2015) proposed a new short-term wind
power predictionmethod based on themachine learningmethod
(STWP). This method combines machine learning technology
with feature selection and regression. The proposed method
is a hybrid maximum likelihood model, which uses feature
selection through irrelevant and redundant filters, and then uses
a support vector regression machine for auxiliary prediction,
And finally realizes wind power forecasting. Sideratos and
Hatziargyriou (2020) proposed an improved radial basis function
neural network for wind power prediction. The method has
better results than others, but the iterative convergence process
is longer. Liu et al. (2018) proposed a short-term wind speed
and wind prediction model based on singular spectrum analysis
and Locality-sensitive Hashing (LSH). To deal with the high
volatility of the original time series, SSA is used to decompose
it into two components. The two components are reconstructed
in the phase space to obtain the average trend and fluctuation
components. Then, LSH is used to select similar segments of
the intermediate trend segment for local prediction, thereby
improving the accuracy and efficiency of prediction.

The abovemethods, mainly from the perspective of clustering,
combination, deep neural network, and other considerations,
improve wind power prediction accuracy. The choice of
hyperparameters in the algorithm is also crucial. The same
algorithm with different datasets and different hyperparameters
can have additional prediction precision. Therefore, this
article proposed a new short-term wind power forecast
mehtod named BH-XGBoost, which sets up Hyper-parameter
optimization during the model training process to optimize
and improve the performance of XGBoost (Yang et al., 2019;
Zheng and Wu, 2019). Finally, BH-XGBoost is verified through
wind farm turbine data and numerical weather forecast
data.

The remainder of this article is arranged as follows. Section 2
introduced the dataset used in this study. Section 3 described the
method of BH-XGBoost. Results and discussion in Section 4 and
conclusion in Section 5.

2 DATA

2.1 Wind Farm Data
In order to verify the effectiveness of the proposed method, the
real data of a wind farm is employed to test the BH-XGBoost
method.The target wind farm locates on the east coast of Jiangsu
province in China (as shown in Figure 1). The wind farm data
includes the historical wind power of each wind farm and wind
speed from SCADA system of the wind turbines, and all the data
were subjected to strict quality control. The target wind farm has
100 wind turbines with 2 MW rated power, and the hub height of
the wind turbine is 100 m. The frequency of the power and wind
data collection is 15 min fromOctober 2020 to December 2021.

2.2 Numerical Weather Forecast Data
In this study, Numerical weather forecasting (NWP) is employed
to provide weather data for the next 1–3 days. NWP is based on
the actual conditions of the atmosphere. Given initial conditions
and boundary conditions, numerical calculations are carried out
by large-scale computers, and atmospheric motion equations
are solved numerically. The atmospheric state at the initial time
is known to predict the initial state of the future moment.
The numerical weather prediction system is based on Weather
Research and Forecast (WRF), a mesoscale weather model. It
mainly realizes a small area weather forecast with a resolution of
fewer than 10 km and a time scale of 3 days. The WRF model
has advanced data assimilation technology, powerful nesting
capabilities, and advanced physical processes. High-quality NWP
data can improve the forecast accuracy of the short-term wind
power prediction greatly. The NWP data of the target wind farm
is from the China Meteorological Administration (CMA), which
is updated twice a day with a temporal resolution of 15 min, the
spatial resolution is 1.0 km × 1.0 km, and for a predicted length
of 144 h. The output of the NWP elements includes wind speed
(m/s), temperature (°C), relative humidity (%), and pressure
(hPa). Figure 2 is the basic flow chart of the WRF model for this
research.

3 METHODS
3.1 XGBoost Algorithm
The XGBoost algorithm (eXtreme Gradient Boosting) is
optimized and improved based on the gradient progressive
regression tree algorithm. Once it appeared, it has received
widespread attention for its excellent learning effect and efficient
training model speed (Kumar et al., 2020; Phan et al., 2020). The
algorithm can effectively construct a boosting tree and perform
parallel operations while effectively using the multi-threading of
the CPU.This algorithm has achieved excellent results in Kaggle’s
Higgs sub-signal recognition competition and has been widely
concerned. Its core is to pre-order all features and enhances
classification trees and decision trees. XGBoost is an integrated
model consisting of k decision trees, the predicted value is
calculated from:

̂yi =
k

∑
t=1

ft (xi) , (1)
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FIGURE 1 | The location of the target wind farm.

FIGURE 2 | The flow chart of WRF model.

̂yi is the predicted value of xi. ft represents a decision tree, and
ft(xi) is the predicted value of ft given xi. Then the loss function L
can be expressed in terms of predicted value ̂yi and true values yi:

L =
n

∑
i=1

l (yi, ̂yi) . (2)

To avoid overfitting and improve the model’s generalization
ability, the regular term Ω is usually added to the equation. The
loss function can be rewritten as Eq. 3, and the regular termΩ( ft)
define as Eq. 4, where T denotes the number of leaf nodes and

wjrefers to the weight of the jth leaf node.

Obj =
n

∑
i=1

l ( ̂yi,yi) +
k

∑
t=1

Ω(ft) , (3)

Ω(ft) = γT +
1
2
λ

T

∑
j=1

w2
j . (4)

XGBoost uses a forward addition strategy where each time
the model adds a decision tree, it learns a new function and its
coefficients to fit the residuals of the last step of the prediction.
Therefore, using the model at step t as an example, the prediction
for the ith sample xi is as Eq. 5 and the object function of step t is
as Eq. 6.

̂yti = ̂y
t−1
i + ft (xi) , (5)

Obj(t) =
n

∑
i=1

L(yi, ̂yt−1 + ft (xi)) +Ω(ft) . (6)

Use Taylor expansion to expand the above equation:

Obj(t) ≈
n

∑
i=1
[L(yi, ̂y

t−1) + gift (xi) +
1
2
hif

2
t (xi)] +Ω(ft) . (7)

Among them, gi represents the first derivative of L(yi, ̂y
t−1) to

̂yt−1, and hi represents the second derivative of (yi, ̂yt−1) to ̂yt−1. In
addition, you can merge the same function values on the same
leaf node. So the final deduced result is:

wj = −
Gj

Hj + λ
. (8)
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Therefore, substituting wj into the objective function is
simplified as:

Obj(t) = −1
2

T

∑
j=1

G2
j

HJ + λ
+ γT +C. (9)

The above equation simplifies the objective function. It is
evident that XGBoost can customize the objective function,
use only the first derivative and the second derivative in the
calculation process, and obtain the simplified equation. XGBoost
parameter selection is significant. Table 1 shows the specific
parameter types of the XGBoost algorithm (Zheng et al., 2017;
Li K. et al., 2020).

The parameters max_depth and learing_rate will determine
the performance of the XGBoost algorithm model.

3.2 Hyper-Parameter Principle
Hyper-parameter is the frame parameters in the machine
learning model. The hyper-parameters are the number of classes
in the clustering method, the number of topics in the topic
model, etc.Machine learning algorithmshave beenwidely used in
various fields. Its hyper-parameter must be adjusted to adapt the
machine learning model to different problems (Zhou et al., 2017;
Huang et al., 2021).

In this article, Bayesian hyper-parameter optimization is
selected. The goal of network learning is to determine the
mapping y = f(x,θ), y is the output, x is the input vector, and
the vector determines the size of the mapping. The main idea of
Bayesian optimization is adjusting the hyper-parameter of a given
model to establish a probability model of the objective function.
Using the acquisition function to perform an effective search
before selecting the optimal hyper-parameter set and selecting
the optimal hyper-parameter set (Wang et al., 2021). Taking the
hyper-parameter θ in GBRT as a point in the multidimensional
space for optimization, the hyper-parameter θ that minimizes the
loss function value f(θ) can be found in the set A ∈ Xd, as shown
in the following equation:

θ∗ = arg min
θ∈A

f (θ) . (10)

There is no prior knowledge about the structure of
UNKNOWN, it is assumed that the noise in the observation
is:

y (θ) = f (θ) + ε, and ε∼N (0,σ2
noise ) . (11)

The Bayesian framework includes two basic options. First,
a prior function p( f|D) (called a hypothesis function) must
be selected to represent the hypothesis of the function to
be optimized. Secondly, the posterior model establishes the
acquisition function to determine the next test point.

The Bayesian framework uses hypothesis function p( f|D) to
build an objective function model based on the observed data
sampleD. Based on the current p( f|D)model,Themodel chooses
between optimization and development (Kotthoff et al., 2019).
The main distinction of the Bayesian optimization model is the
difference in surrogate functions, which generally include Tree
Parzen Estimator (TPE), Random Forest, and Gaussian Process
(Yoo, 2019).

3.3 BH-XGBoost Method
In this study, the hyperparameters of the XGBoost are optimized
via Bayesian theory for the short-term wind power forecast.
Figure 3 shows the workflow of the newmethod (BH-XGBoost).
Before training, define the search space of each hyper-parameters
based on XGBoost. The init hyper-parameters values from the
search space are chosen randomly for the first iteration.

After the first iteration, the metric results, such as MAE,
MSRE, etc., will be input to the hyper-parameters algorithm.
The bayesian algorithm integrates the history-measured results
and searches space, and outputs each hyper-parameters value.
The algorithm will kick off a new iteration while receiving the
new hyper-parameters values. The algorithm will stop until the
validation error is less than the threshold we set.

4 RESULTS AND DISCUSSION

4.1 Hyper-Parameter Optimization
This article defines the four seasons based on month, Jan. for
spring, Apr. for summer, Jul. for Autumn, and Oct. for Winter.
The data of the first 10 days from each month are selected as the

FIGURE 3 | The workflow chart of BH-XGBoost.

TABLE 1 | XGBoost various parameters.

Parameter Effect Parameter Value Setting

max_depth Control overfitting Given the depth of the tree, the default is 3
learing_rate Symbolic model generalization ability The weight/learning rate of the model produced in each iteration. The default is 0.1
n_estimators Control the scale of random forest algorithm The number of submodels, the default is 100
n_jobs Number of CPUs called by the algorithm Select the number of linear parallel construction Xgboost models, the default is 1
reg_alpha Convergence rate of control algorithm L1 is the weight of the regular term, the default is 0
reg_alpha Convergence rate of control algorithm L2 is the weight of the regular term, the default is 1
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TABLE 2 | XGBoost various parameters.

Hyperparameter Jan. Apr. Jul. Oct.

max_depth 5 8 7 6
learing_rate 0.153 0.158 0.136 0.174
n_estimators 98 97 96 103
min_child_weight 7.52 8.76 9.43 8.65

test dataset and the remaining data as the training dataset for
nextmonth.TheBayesian hyper-parameter optimizationmethod
is employed to determine the optimal XGBoost parameters.
Different data sets have different selection parameters. XGBoost
simplifies the model due to the addition of regularization
items. At the same time, it combines the actual situation with
proper pruning in the later stage, which further improves the
model’s efficiency to obtain the best value. While improving
the accuracy, XGBoost uses the CPU’s multi-threading to carry
out parallel calculations during the application process, which
significantly reduces the training time.However, the shortcoming
of XGBoost is that it must traverse the entire training set in
each iteration cycle. In the pre-sorting step, XGBoost retains the
eigenvalues of the training dataset while retaining the evaluation
results of the eigenvalues. Hyperparameter optimization searches
effectively via selecting the optimal hyperparameter set and
optimizing the XGBoost algorithm’s parameters as points in
the multidimensional space to achieve the optimal effect of the
model. In this paper, Bayesian hyper-parameter optimization
is used to improve XGBoost. The input function is XGBoost
hyperparameters, such as max_depth (range from 3 to 30),
learing_rate (range from 0.1 to 0.15), and n_estimators (range
from 100 to 1,000). The output model uses the root mean
square error to solve the objective function and cross-validate.
Table 2 lists the best parameters of the model for each month.
The optimized parameters obtained in the default range are
also different. The four data sets have no significant differences
in sub-models and the maximum depth. There are differences
in other model parameters. In addition, due to the various
constraints between the hyperparameters, the model error will
also increase as the number of adjustment parameters becomes
larger.Therefore, the other model hyperparameters are randomly
selected in this article.

4.2 Sensitivity Analysis for Different Cases
In order to evaluate the new method, XGBoost, SVM, KELM,
ELM, and LSTM are employed to compare the performance of
BH-XGBoost. Table 3 shows the comparison results of different
methods. Table 3 shows that the proposed method is more
accurate than other methods. Table 3 describes the distribution
of the three metrics for different methods and months. It
illustrates that the root means square error (RMSE) obtained by
BH-XGBoost is 21% lower than others for Jan. All the results of
RMSE from other methods are around 11.7. Especially in Jul. and
Oct., the proposed method is considerably better than the other
methods. Also, the same results can be seen from MAE and R-
square for all the cases.The results demonstrate that the proposed
method is superior to the traditional machine learning methods
for all the months.

TABLE 3 | The performance of different methods for three metrics.

Method Metric Jan. Apr. Jul. Oct.

BH-XGBoost RMSE (MW) 9.29 12.45 8.99 8.66
MAE (MW) 6.52 9.95 9.32 8.06
R-square 0.64 0.73 0.68 0.80

XGBoost RMSE (MW) 11.76 15.17 10.01 11.02
MAE (MW) 8.93 12.66 11.15 10.89
R-square 0.63 0.54 0.61 0.50

SVM RMSE (MW) 11.74 17.16 12.51 12.02
MAE (MW) 9.02 15.22 12.00 11.89
R-square 0.59 0.42 0.50 0.61

KELM RMSE (MW) 11.77 17.06 18.75 19.52
MAE (MW) 9.01 13.99 13.20 12.42
R-square 0.58 0.46 0.62 0.53

LSTM RMSE (MW) 11.74 17.09 18.72 16.89
MAE (MW) 9.02 14.03 15.36 14.95
R-square 0.58 0.48 0.58 0.62

Figure 4 compares the forecast results of the differentmethods
for different cases. Figure 4 (a)-(d) show that the BH-XGBoost
method obviously outperformance the other methods for all the
cases. The forecast results curve of BH-XGBoost is the closest
to the observed curve, especially in the highlighted region 1
of the callout. As the highlighted region 2 of Figure 4 (b),(d)
shows, the results demonstrate that the BH-XGBoost method
is superior to the other methods when the wind speed changes
drastically and significantly. The BH-XGBoost method can be
well adapted to both short-term wind power and ramp events
caused by extreme weather conditions. Also, in the highlighted
region 3 of the callout of Figure 4 (a),(c), notice that the
performance of the BH-XGBoost method is better than the
performance of othermethods over the lowwind speed.Thus, the
proposed method can effectively provide wind energy utilization
via the results of efficient wind power forecasting for all the
cases.

Figure 5 illustrates the regression between observed and
forecast power data for two special cases: Figure 5A for wind
speed changes drastically, Figure 5B for low wind speed. Using
the proposed method, the slope of the regression line has
tiny gaps against the observations, which is better than the
other methods (Figure 5A). Both in Figure 5A and Figure 5B,
the SVM, ELM and XGBoost methods almost have the same
performance. InFigure 5B, the slope of the regression for theBH-
XGBoostmethod is not as good as the performance in Figure 5A,
but considerably better than the other methods. This method is
reasonable because the BH-XGBoost method has the advantages
of optimal parameters, which can better simulate wind turbines’
power generation law.

In this article, the residual boxplot is employed to analyze
the center position and degree of dispersion of the residual
result obtained by the different methods against the observation.
Figure 6A-(d) illustrate that the residual box of BH-XGBoost
outperforms others, especially in Figure 6B while the median
line is infinitely close to 0. And the performance of SVM, ELM
and XGBoost are similar to each other, which also can be proved
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FIGURE 4 | Examples of performance of the different methods for different cases: (A) Jan., (B) Apr., (C) Jul., (D) Oct.

FIGURE 5 | Comparison of observed to forecast power data for different methods over two special cases: (A) over wind speed changes drastically, (B) over low
wind speed.

to form the distribution of outliers in Figure 6D. More, the
residuals of the proposed method are most concentrated among
all the methods as the width of the residual box is the smallest.
From Figure 6A-(d), the forecast results are generally higher
than the observations. The reason is that there are power cuts
and maintenance in the actual process of wind farm power

generation. From the distribution of outliers, the proposed
method also seems to perform better. In Figure 6A, (b), (d), the
outliers that deviate from the maximum and minimum values
are more homogeneous against the other methods. Noticed that
all the outliers are below the minimum values in Figure 6C. A
possible explanation for these is that the target farm is located in
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FIGURE 6 | The residual boxplot of the result obtained by the different methods against the observation for different cases: (A) Jan., (B) Apr., (C)Jul., (D)Oct.

FIGURE 7 | The residual distribution of the different methods for different cases: (A–E) for Jan., (F–J) for Apr., (K–O) for Jul., (P–T) for Oct.
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the eastern coastal area of Chins, which is affected by the western
Pacific Subtropical High in summer. In summer, the wind speed
of the wind farm shows irregular and violent changes in the low
wind speed range.

In order to verify the advantage of the proposed method,
Figure 7 presents the residual distribution of the different
methods for four different months. For all the cases, the kurtosis
of the distribution curve for BH-XGBoost is lower than the other
curves, and all the skewness of distribution curves is relatively
positive. In Figures 7F,K, the residual distribution obtained by
BH-XGBoost conforms to the normal distribution which means
that the proposed algorithm has better robustness.

5 CONCLUSION

A new short-term wind power forecast method based on
XGBoost is explored in this article.The proposedmethod utilizes
a Bayesian optimization hyperparameter, which can create the
best-fit regression between the wind speed from WRF and the
power from the target wind farm. To evaluate the new method,
SVM, ELM, XGBoost and LSTM are employed to compare the
performance of BH-XGBoost. For the case study results, the
BH-XGBoost was significantly better than other methods. This
method is reasonable because BH-XGBoost, as hyperparameter
optimization based on Bayesian, yields the best-fit regression
while othermethods do not optimize hyperparameters according
to the characteristics of the target wind farm.

Compared with other methods, the proposed method can
effectively improve the accuracy of wind power forecasting
especially in the cases of wind ramp events caused by extreme
weather conditions and low wind speed ranges. For all the
cases, the results of the RMSE, MAE and R-square show that
the proposed method outperforms other methods. As expected,

when the physics are spatially coherent, the methods work
well, but when local spatiotemporal scale strong convective
weather conditions dominate, the methods do not work.
Thus, in future research, we will improve and test the BH-
XGBoost method over more data and regions by integrating
more meteorological elements, mainly when extreme events
occur.
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Adaptive Under-Frequency Load
Shedding Control Strategy of Power
Systems With Wind Turbines and
UHVDC Participating in Frequency
Regulation
Xingyang Wu1*, Feng Xue2, Jianfeng Dai3 and Yi Tang4

1College of Energy and Electrical Engineering, Hohai University, Nanjing, China, 2NARI Group Corporation (State Grid Electric
Power Research Institute), Nanjing, China, 3College of Automation and College of Artificial Intelligence, Nanjing University of Post
and Telecommunication, Nanjing, China, 4School of Electrical Engineering, Southeast University, Nanjing, China

Represented by wind turbines and ultra high-voltage DC (UHVDC), the power-electronic
interfaced power sources participate in fast frequency control, which has a significant
impact on the power system frequency. However, the conventional under-frequency load
shedding (UFLS) scheme doesn’t take into account the impact above, resulting in
unreasonable load shedding after a large loss of generation. To this end, this article
proposes an adaptive UFLS control strategy of power systems with wind turbines and
UHVDC participating in frequency regulation. Firstly, based on the virtual inertia control
model and the primary frequency control model of wind turbines and UHVDC, the study
establishes the simplified frequency response model of the power system considering the
participation of wind turbines and UHVDC in frequency regulation. Furthermore, the impact
of the active power response characteristics of wind turbines and UHVDC participating in
frequency regulation on the magnitude of the active power deficiency is comprehensively
analyzed. Thus the precise estimation of the magnitude of the power deficiency can be
achieved, which provides technical guidance for multi-stage UFLS. Finally, simulation
results demonstrate that the proposed UFLS strategy is capable of reflecting the power
system frequency more objectively after a large loss of generation event. In addition, the
proposed UFLS strategy outperforms the conventional UFLS strategy in terms of shedding
less amount of load when the same desired effect of frequency recovery is achieved.

Keywords: wind turbines, ultra high-voltage DC, under-frequency load shedding, virtual inertia control, primary
frequency control, equivalent inertia constant, actual magnitude of power deficiency

INTRODUCTION

The global electric power industry has been in a transition towards low-carbon sustainability in
recent years. Conventional synchronous generators will be replaced by large-scale renewable energy
sources connected to power systems in the future through power electronic devices (Tian et al., 2021).
As a significant part of renewable energy generation, the development of wind power presents a
large-scale and high-growth trend. By the end of 2020, the global installed capacity of wind power
had reached approximately 743 GW, a 53% growth compared to 2019 [Global Wind Energy Council

Edited by:
Xiao Wang,

Wuhan University, China

Reviewed by:
Rafael Mihalič,

University of Ljubljana, Slovenia
Jiejie Huang,

Nantong University, China

*Correspondence:
Xingyang Wu

wuxingyang@hhu.edu.cn

Specialty section:
This article was submitted to

Smart Grids,
a section of the journal

Frontiers in Energy Research

Received: 14 February 2022
Accepted: 11 April 2022
Published: 10 May 2022

Citation:
Wu X, Xue F, Dai J and Tang Y (2022)

Adaptive Under-Frequency Load
Shedding Control Strategy of Power

Systems With Wind Turbines and
UHVDC Participating in
Frequency Regulation.

Front. Energy Res. 10:875785.
doi: 10.3389/fenrg.2022.875785

Frontiers in Energy Research | www.frontiersin.org May 2022 | Volume 10 | Article 8757851

ORIGINAL RESEARCH
published: 10 May 2022

doi: 10.3389/fenrg.2022.875785

16

http://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2022.875785&domain=pdf&date_stamp=2022-05-10
https://www.frontiersin.org/articles/10.3389/fenrg.2022.875785/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.875785/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.875785/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.875785/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.875785/full
http://creativecommons.org/licenses/by/4.0/
mailto:wuxingyang@hhu.edu.cn
https://doi.org/10.3389/fenrg.2022.875785
https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2022.875785


(GWEC), 2021]. The gradual replacement of the source-side
synchronous generators with power electronic devices
intensifies the power-electronization of power systems.
Considering the characteristics of the reverse space
distribution for renewable energy sources and load centers in
some countries and regions, it is imperative to develop long-
distance and large-capacity transmission technologies (Pérez-
Molina et al., 2020). In China, advanced transmission
technologies represented by UHVDC have been applied widely
to the promotion of renewable energy consumption and the
enhancement of the power supply capacity to load centers.
The development of UHVDC transmission accelerates the
growth of large-capacity grid-side power electronic devices.

The tendency towards the source- and grid-side power-
electronization will dramatically decrease the total system
inertia. The frequency stability issues existing in the
conventional power systems are becoming more prominent,
which is corroborated by incidents such as the blackout in
South Australia in September 2016 and the power cut in the
U.K. in August 2019 (Australian Energy Market Operator, 2016;
National Grid ESO, 2019). To arrest cascading failures and
blackouts after a large disturbance occurs in the power grid,
UFLS is fully used as the last defense line of the frequency stability
control. Generally, we can group all the UFLS schemes into three
main categories: conventional UFLS, semi-adaptive UFLS, and
adaptive UFLS (Kundur, 2001). In the conventional UFLS
schemes, the stages of load shedding, the frequency thresholds
of the stages, the time delay, and the load shedding amount are all
predefined. Once the frequency drops below the frequency
threshold, load shedding is implemented after a certain time
delay. The settings of the conventional UFLS schemes derive from
assorted presumed power grid parameters including the total
system inertia (Horowitz and Phadke, 2008). The time-variant
characteristics of the power systems, as well as limited stages and
discreteness of load shedding, contribute to the inadaptability of
the conventional UFLS schemes to all the system operating
conditions. Consequently, it is prone to over- or under-
shedding (Sigrist et al., 2012; Rudez and Mihalic, 2016).

To surmount the problems above, numerous scholars have
been devoted to the research on semi-adaptive and adaptive UFLS
schemes. The load to be shed is determined by the frequency
deviation and the rate of change of frequency (RoCoF) in the
semi-adaptive UFLS schemes (Anderson and Mirheydar, 1992).
In the first stage of load shedding, the amount of load to be shed is
calculated based on the swing equation. For the subsequent
stages, however, the load shedding amount is predefined. Load
shedding is triggered according to the frequency deviation.
Hence, semi-adaptive UFLS schemes can not be immune to
the problem of inappropriate load shedding. To fill the gap,
adaptive UFLS schemes are proposed. The progress of widearea
monitoring system (WAMS) technology promotes several
adaptive UFLS schemes (Terzija, 2006; Abdelwahid et al.,
2014; Tofis et al., 2017). The amount of load shedding is
determined by taking advantage of the valuable information
provided by WAMS. In addition, numerous scholars pay
attention to the thorough and often mathematically complex
modification of the entire UFLS (Skrjanc et al., 2021). In

(Hoseinzadeh et al., 2015), a voltage deviation of load buses is
used to determine the threshold of each UFLS relay. On the
contrary, a continuous UFLS scheme to shed loads in proportion
to the frequency deviation is proposed in (Li et al., 2020).

It can be observed from the summarization of the research
results that, althoughmassive remarkable work has been done from
various angles, there are scarcely any studies on the actual impact of
the power-electronic interfaced power sources represented by wind
power and UHVDC participating in fast frequency control
(Eriksson et al., 2018) on UFLS. In modern power systems,
wind turbines mainly use rotor speed control to improve the
inertia and primary frequency regulation ability of the system,
while variable pitch angle control and matching energy storage
system are adopted to improve the rotating reserve capacity of
wind farms participating in the system frequency regulation
(Vidyanandan and Senroy, 2013; Van de Vyver et al., 2016; Ye
et al., 2016; Lyu et al., 2019). In (Li et al., 2017), the impact of virtual
inertia response, as well as the characteristics of the under-
frequency protection and the power output on the UFLS
scheme, are investigated. The UFLS scheme is optimized
according to the dynamic calculation of the magnitude of the
power deficiency. As one of the main power supplies in the future
power grid, wind turbines are required to take the responsibility for
frequency regulation by many power systems operators. A UFLS
scheme considering the virtual inertia response and the primary
frequency control of doubly fed induction generator (DFIG)-based
wind turbines is proposed in (Li et al., 2019), which reflects the
frequency characteristics of the power grid more objectively.
Moreover, the amount of load to be shed in the scheme is less.
For UHVDC transmission systems, the characteristics of large
transmission capacity and fast power regulation speed make it
possible to participate in frequency regulation, which is of great
significance to ensure the frequency safety of the power grid. The
frequency regulation mechanism, response characteristics,
parameter tuning method and limiting factors are quite
different from those of wind power generation systems. In
(Prakash et al., 2019), an auxiliary frequency control strategy
with additional frequency control and automatic generation
control for HVDC transmission is presented. In (Ambia et al.,
2021), a novel adaptive droop control strategy is proposed to
provide power sharing and frequency regulation in HVDC
systems. Though the research results above are of great
significance in supporting the system frequency stability, none
of themmakes an attempt to use UHVDC transmission systems to
provide inertia support. To address the issue, the coordinated
frequency control proposed in (Shi et al., 2021) is realized by
introducing the virtual inertia control on the basis of the frequency
droop control.

From the analysis above, it is obvious that the participation of
wind turbines and UHVDC in frequency regulation shows a great
favorable influence on the frequency characteristics of the power
grid. However, none of the existing UFLS schemes take into
account the actual effect of frequency regulation with the
participation of wind turbines and UHVDC. On one hand, the
virtual inertia response of wind turbines and UHVDC leads to the
alteration of the equivalent inertia of the power grid, further
influencing the calculation of the magnitude of the power
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deficiency. On the other hand, the primary frequency control of
wind turbines and UHVDC can offset the power deficiency.
Ignoring the offset will bring about the problems of over-
shedding and economic loss. Therefore, the existing UFLS
schemes are not applicable to the modern power system with
wind turbines and UHVDC participating in frequency regulation.
It is urgent to solve the issue for the sake of the frequency safety of
the power grid.

This article proposes an adaptive UFLS control strategy of the
power system with wind turbines and UHVDC participating in
frequency regulation. Firstly, based on the virtual inertia control
model and the primary frequency control model, we establish the
simplified frequency response model of the power system
considering the participation of wind turbines and UHVDC in
frequency regulation. Then the impact of the active power
response characteristics of wind turbines and UHVDC
participating in frequency regulation on the magnitude of the
power deficiency is comprehensively analyzed. Afterward, in light
of the estimation result of the magnitude of the power deficiency,
the amount of load to be shed in the multi-stage UFLS scheme is
determined. Finally, simulation results are presented and
discussed to illustrate the outperformance of the proposed
UFLS control strategy.

OVERALL SCHEME OF THE PROPOSED
UNDER-FREQUENCY LOAD SHEDDING
CONTROL STRATEGY
After the integration of a high proportion of wind power and
UHVDC, wind turbines and UHVDC participate in frequency

regulation by means of virtual inertia control and primary
frequency control. However, the existing UFLS schemes do
not take into account the situation, which possibly causes
frequency trajectory distortion and unreasonable load
shedding. To address the issue, this paper proposes an
adaptive UFLS control strategy of power systems with wind
turbines and UHVDC participating in frequency regulation.
The overall scheme of the strategy is shown in Figure 1.

It can be seen from Figure 1 that, this paper firstly simplifies
the detailed models of synchronous generators, wind turbines,
UHVDC and load. Afterward, the equivalent frequency response
model of the power system considering the virtual inertia control
and the primary frequency control of the wind turbines and
UHVDC is obtained. Based on the detailed models and the
equivalent frequency response model, this paper analyzes the
two main effects which are brought about by the integration of
large-scale wind power and UHVDC on the power grid. For one
thing, the virtual inertia control of the wind turbines and
UHVDC changes the equivalent inertia constant of the power
gridHeq, thus influencing the calculation result of the magnitude
of the power deficiency ΔPh, 1 when the system frequency reaches
the frequency threshold of the first stagefst. For another, after the
primary frequency control of the wind turbines and UHVDC is
taken into account, ΔPs refers to the active power provided not
only by the primary frequency response of the synchronous
generators and the effect of load regulation, but also the
primary frequency response of the wind turbines and
UHVDC. This impact is reflected in the equivalent power
regulation coefficient keq. This coeffecient keq includes the unit
power regulation of the synchronous generators and the load, as
well as the droop control gain of the wind turbines and UHVDC

FIGURE 1 | Overall scheme of the proposed UFLS control strategy.
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participating in primary frequency control. Thus ΔPs needs to be
revised when compared to the situation without considering the
primary frequency control of the wind turbines and UHVDC.
Finally, this paper precisely calculate the amount of load to be
shed of UFLS based on ΔPh, 1 and ΔPs to achieve the frequency
recovery of the power system.

CONTROL MODELS OF WIND TURBINES
AND ULTRA HIGH-VOLTAGE DC
PARTICIPATING IN FREQUENCY
REGULATION

Control Model of Wind Turbines
Participating in Frequency Regulation
Taking DFIG-based wind turbines as an example, the control
model of the wind turbines participating in frequency regulation
is analyzed and established considering the virtual inertia control
and the primary frequency control.

DFIG-based wind turbines lack intrinsic inertia from the
system aspect for the reason that their mechanical rotor speed
is decoupled with system frequency. However, by introducing
an auxiliary virtual inertia control loop in the maximum
power tracking loop of the DFIG rotor-side convertor, the
wind turbines can also supply the power grid with the virtual
inertia response. The rate of change of frequency, i.e. df/dt, is
the input of the virtual inertia control. The system frequency
drops when the power grid suffers a power deficiency. The
virtual inertia control shares part of the power deficiency by
rapidly augmenting the active power output of the wind
turbines. The active power increment ΔPinWF comes from
the released kinetic energy, as expressed in Eq. 1. It is
conducive to alleviating the sudden change in the
frequency of the power grid. The virtual inertia control
provides the wind turbines with the ability to support the
total system inertia.

ΔPinWF � −kinWF
df
dt

(1)

Where kinWF is the inertia time constant of the wind turbines;
f is the system frequency.

Similar to the droop control of synchronous generators, the
primary frequency control of the wind turbines is designed in this
study. The frequency deviation, i.e. f − fnom, is the input of the
primary frequency control. When the system frequency drops
due to the power deficiency, the active power increment provided
by the wind turbines can be expressed as

ΔPdWF � −kdWF(f − fnom) (2)
Where kdWF is the droop control gain of the wind turbines

participating in the primary frequency control; fnom is the system
nominal frequency.

The control model of the wind turbines participating in
frequency regulation combines the virtual inertia control and
the primary frequency control holistically. Figure 2 shows the
control block diagram.

In Figure 2, T is filter time constant; ΔPWF is the active power
increment provided by the control model of wind turbines
participating in frequency regulation, as expressed in Eq. 3.

ΔPWF � −kdWF(f − fnom) − kinWF
df
dt

(3)

Control Model of Ultra High-Voltage DC
Participating in Frequency Regulation
At present, the participation of UHVDC transmission systems
in frequency regulation mainly includes two frequency control
modes based on the PI controller and the droop controller,
respectively. In this article, the frequency control mode based
on the droop controller is used as the primary frequency
control of UHVDC. The control block diagram is shown in
Figure 3.

In Figure 3, T1 and T2 are filter time constants; kdDC is the
proportional coefficient of UHVDC; ΔPdDC is the active power
increment of UHVDC participating in primary frequency
control.

By introducing the virtual inertia control on the basis of the
regular droop control, UHVDC is capable of participating in the
process of the system inertia response. It helps to reduce the rate
and range of the frequency deviation when the power grid suffers
a huge power deficiency. The active power increment ΔPDC

provided by UHVDC participating in frequency regulation can
be expressed as follows:

ΔPDC � −kdDC(f − fnom) − kinDC
df
dt

(4)

Where kinDC is the differential coefficient of UHVDC.
Similar to the control model of wind turbines participating in

frequency regulation established in Section 3.1, the droop control
of UHVDC is mainly in response to the frequency deviation,
while the virtual inertia control of UHVDC is mainly in response
to the frequency differential quantity. Thus UHVDC can
simultaneously participate in the process of the inertia
response and the primary frequency control, the same as
synchronous generators.

As shown in Figure 4, typical HVDC transmission system
mainly consists of rectifier station, DC tansmission line and
inverter station. In this paper, the virtual inertia control and
the primary frequency control of UHVDC can be realized by
modifying the UHVDC control systems. PDC ref is the active
power reference value of UHVDC, and PDC is the active power

FIGURE 2 | Control block diagram of wind turbines participating in
frequency regulation.
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which needs to be provided by UHVDC. Δf is the system
frequency deviation.

The power regulation of UHVDC systems is rapid enough to
ensure that the response time is no longer than 150 ms after a
power step disturbance occurs. The frequency regulation process
of the power system belongs to the electromechanical transient
process, of which the timescale is usually second level. Therefore,
the regulation process of the UHVDC systems can be neglected in
the process of analyzing the UHVDC frequency regulation

mechanism, and the UHVDC transmission power strictly
tracks the reference command. In addition, the effects of the
filtering link, the deadband link, and the power amplitude
limiting link are further neglected to simplify the analyzing
process.

Based on the analysis above, the equivalent frequency
response model of the power system including the virtual
inertia control and the primary frequency control of wind
turbines and UHVDC is shown in Figure 5. Where Δfref is
the system frequency deviation reference value; PL ref is the
load power reference value; RSG is the equivalent droop
parameter of the power grid; TG is the main servo time
constant; TCH is the time constant of main inlet volumes and
steam chest; TRH is the time constant of reheater; FHP is the
fraction of total turbine power generated by high pressure (HP)
sections; Heq and D are the inertia constant and the damping
coefficient of the equivalent generator of the power grid,
respectively; Pm is the mechanical power provided by the
synchronous generators in the power grid; PL is the load
power of the power grid; PWF ref and PDC ref are the active
power reference value of wind power and UHVDC, respectively;
PWF and PDC are the active power provided by wind power and
UHVDC, respectively; ΔPh is the actual magnitude of the active
power deficiency.

Assume that a sudden increase of load occurs and results in a
power deficiency ΔPde. Based on Figure 5, the equivalent rotor
motion equation of the power system (transferred into the time
domain equation) can be represented as

FIGURE 3 | Block diagram of the primary frequency control base on the droop controller of UHVDC.

FIGURE 4 | Typical HVDC transmission system with the implementation of virtual inertia control and primary frequency control.

FIGURE 5 | Equivalent frequency response model of the power system.
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2Heq
dΔf
dt

� Pm0 + ΔPm + ΔPWF + ΔPDC − Pe0 −DΔf − ΔPde

(5)
where Pm0 and Pe0 are the initial mechanical power and
electromagnetic power of the power system, respectively; ΔPm

is the mechanical power increment provided by the synchronous
generators; ΔPWF and ΔPDC are the power increment provided
by the wind power and UHVDC, seperately.

ADAPTIVE UNDER-FREQUENCY LOAD
SHEDDING CONTROL STRATEGY OF
POWER SYSTEMS WITH WIND TURBINES
AND ULTRA HIGH-VOLTAGE DC
PARTICIPATING IN FREQUENCY
REGULATION

The participation of the wind turbines and UHVDC in frequency
regulation of the power system affects UFLS mainly from two
aspects as follows: 1) The virtual inertia control provides the wind
turbines and UHVDC with virtual inertia and changes the
equivalent inertia of the power grid, thus influencing the
calculation of the magnitude of the power deficiency. 2) The
primary frequency control of the wind turbines and UHVDC
offsets part of the magnitude of the power deficiency
corresponding to the steady-state frequency deviation, which
contributes to less amount of load to be shed. In conclusion,
both the virtual inertia control and the primary frequency control
influence the calculation result of the total amount of load to be
shed in the UFLS scheme.

Dynamic Calculation of the Magnitude of
the Power Deficiency
When we study the frequency characteristics of the power system
integrated with wind power and UHVDC, one of the difficult
problems we face with is the calculation of the system equivalent
inertia constant Heq. For most situations, the inertia constant of
the synchronous generators is a definite number. However, it is
hard to analyze and calculate the equivalent inertia constants of
the wind turbines and UHVDC. In the adaptive UFLS schemes,
the actual magnitude of the power deficiency is commonly
calculated as follows

ΔPh � 2Heq

fnom

dfCoI

dt
(6)

It is obvious from Eq. 6 that we can calculate Heq precisely
after we obtain the power disturbance variation ΔP around the
time when the operating status of the power system changes or
the disturbance occurs, as well as the RoCoF of CoI dfCoI

dt , as
expressed in Eq. 7.

Heq � ΔPfnom

2
dfCoI

dt

(7)

Furthermore, in order to reduce the error of calculating the
equivalent inertia constant Heq, the study employs the method as
follows: by maintaining the current operating state of the power
system unchanged and setting L different and known power
disturbance variation ΔPset,l, the corresponding RoCoF of CoI dfCoI

dt
can be calculated. Solve all the values of the equivalent inertia constant
Heq, l correponding to ΔPset,l according to Eq. 7. Then calculate the
mean value of Heq, l as the setting value of the equivalent inertia
constant of the power system, which can be represented as

Heq �
∑

L

l�1Heq,l

L
� ∑

L

l�1

ΔPset, lfnom

2L
dfCoI

dt

(8)

After the system equivalent inertia constant Heq is obtained,
calculate the actual magnitude of the power deficiency ΔPh,1 at
the time when the system frequency drops to the frequency
threshold in the first stage of UFLS.

Assume that the steady-state frequency after UFLS is fs. As
fs <fnom, the steady-state frequency deviation isΔfs � fs − fnom.
Considering the participation of the wind turbines and UHVDC in
primary frequency control, ΔPs refers to the active power provided
by the primary frequency control of the synchronous generators,
the wind turbines, and UHVDC, together with the effect of load
regulation, as expressed in Eq. 8.

ΔPs � −(kL + kG + kdWF + kdDC)Δfs (9)
where kL and kG are the unit regulation power of the load and the
synchronous generators, respectively.

Then the total amount of load to be shed Pshed,∑ can be
calculated as (Yang, 2007)

ΔP
shed,∑ � ΔPh,1 − (kL + kG + kdWF + kdDC)PLsΔfp

s

1 − (kL + kG + kdWF + kdDC)Δfp
s

(10)

where PLs is the load of the power grid in the steady state; Δfp
s is

the per unit steady-state frequency deviation.
Then the total amount of the load will be shed by stages. It is

obvious from Eq. 9 that the primary frequency control of the
wind turbines and UHVDC leads to the increase in their active
power output in steady state, thus reducing ΔPh,1.

Implementation Strategy of
Under-Frequency Load Shedding
Firstly, determine the stages, frequency thresholds, load shedding
percentage in each stage, and steady-state recovery frequency in
the UFLS control strategy.

In the process of UFLS, the first frequency threshold should
not exceed 49.25 Hz to fully use the rotating reserve capacity
of the power system. The typical frequency difference between
the stages is 0.2~0.25 Hz and 5~8 stages are commonly set.
Based on the UFLS schemes of actual power grids, this paper
sets four basic stages with the corresponding frequency
thresholds of 49.2, 49.0, 48.8, 48.6 Hz, and the time delay
of 0.2 s. The load shedding percentages in the basic stages are
20, 25, 25, and 30%, separately.
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Afterward, determine the location and the amount of load to
be shed in the UFLS control strategy.

In the actual operation of UFLS, the load of the scattered nodes
needs to be shed. The load shedding location can be selected and
the load shedding amount can be allocated based on the load
shedding sensitivity index (Yang and Cai, 2016). The load
shedding amount of the n th node of the power grid ΔPshed,n

can be determined as

ΔPshed,n � ΔPshed,iϕn

∑
N

n�1ϕn

(11)

where ΔPshed,i is the total amount of load to be shed in the i th
stage; ϕn is the load shedding sensitivity of the load node, directly
related to the electrical distance from the load node to the
disturbance node; N is the total number of the load nodes.

Finally, design the UFLS implementation strategy.
In this study, the UFLS control strategy is implemented as

shown in Figure 6. The corresponding steps can be described as
follows:

1) Set the frequency threshold fi and the load shedding
percentage ki in each stage. Predefine the steady-state
recovery frequency fs. Calculate ΔPs according to Eq. 9.
Set i � 1.

2) Detect the frequency state of the power system. If df
dt < 0 and

f≤fi, then calculate the equivalent inertia constant of the
power system Heq by using the method proposed in Section
4.1. Then based onHeq and

dfCoI

dt , the actual magnitude of the
power deficiency at the time when the system frequency drops
to the first frequency threshold ΔPh, 1 can be obtained
according to Eq. 6.

3) On the basis of ΔPh, 1 and Eq. 10, calculate the total amount of
load to be shed ΔPshed,∑ in the UFLS control strategy.

It can be seen from Figure 6 that when the system frequency
reaches the threshold of the i th stage, i.e. f≤fi, UFLS is started
in accordance with the load shedding percentage in each stage ki.
After completing load shedding in the i th stage, detect the system
frequency. If dfdt < 0 and f≤fi+1, it is clear that the load shedding
amount is not enough to avoid the frequency from declining.
Then the next stage of UFLS is triggered. Conversely, it means
that load shedding has already restrained the descending of the
system frequency. The frequency does not fall below the
frequency threshold in the (i + 1) th stage. The UFLS
process ends.

SIMULATION ANALYSIS

In this section, simulations are carried out on the IEEE 39-bus test
system. Power System Analysis Synthesis Program (PSASP)
developed by China Electric Power Research Institute is used
to conduct the simulation studies. The single-line diagram of this
test system is provided in Figure 7. Suppose that DFIG-based
wind turbines are connected at Bus 34 and Bus 36 replacing the
thermal generators with equal active power output. A UHVDC
transmission line with a rated active power output of 1000 MW is
connected to the system at Bus 18, replacing the thermal
generators at Bus 30 and Bus 32. To achieve the power
equilibrium, we also reduce the active power output of the
thermal generator at Bus 31. Both the wind turbines and
UHVDC have the abilities of virtual inertia control and
primary frequency control. We set the available capacity of the
wind turbines for frequency regulation as 10% of their rated active
power (Lyu et al., 2021). The available capacity of UHVDC for
frequency regulation is set as 5% of its rated active power (Zhao,
2004).

FIGURE 6 | Flowchart of the proposed UFLS control strategy.
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Impact of Wind Turbines and Ultra
High-Voltage DC Participating in Frequency
Regulation on Frequency Response
In this case, when t � 5 s, a 300 MW load surge at Bus 21 occurs.
This disturbance is used to imitate the power deficiency caused by
new energy or conventional generators off-grid. Simulate and
compare the effects of four frequency control modes on the
system frequency response after the disturbance: 1) both the
wind turbines and UHVDC participate in frequency regulation;
2) only the wind turbines participate in frequency regulation; 3)
only UHVDC participates in frequency regulation; 4) neither the
wind turbines nor UHVDC participates in frequency regulation.
The simulation results are shown in Figure 8.

It is revealed from Figure 8 that when neither the wind
turbines nor UHVDC participates in frequency regulation, the
maximum frequency deviation is the largest and the steady-state
frequency is the lowest of the four frequency control modes.
Besides, the frequency nadir drops below 49.2 Hz, violating the
frequency threshold of the first stage. Once the wind turbines or
UHVDC participates in frequency regulation, the absolute
maximum frequency deviation decreases by 0.4 Hz, and the
steady-state frequency is higher. When both the wind turbines

and UHVDC participate in frequency regulation, the maximum
frequency deviation and the steady-state frequency deviation are
the minima. It can be inferred that the participation of the wind
turbines and UHVDC in frequency regulation can effectively
ameliorate the system frequency characteristics. The combined

FIGURE 7 | Single-line diagram of the IEEE 39-bus test system with wind turbines and UHVDC.

FIGURE 8 | Frequency curves under different frequency control modes.
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action of the virtual inertia control and the primary frequency
control significantly decreases the maximum frequency deviation
and the steady-state frequency deviation. Thus the dynamic
process and the trajectory of the system frequency are notably
impacted by the participation of the wind turbines and UHVDC
in frequency regulation.

Impact of Virtual Inertia Control of Wind
Turbines and Ultra High-Voltage DC on
Under-Frequency Load Shedding
For cases in Sections 5.2, 5.3, and 5.4, a 780 MW load surge at Bus
21 at the time t � 5 s is used as the disturbance to imitate the
power deficiency caused by new energy or conventional
generators off-grid.

In this case, both the wind turbines and UHVDC in the test
system possess the capability of virtual inertia control actually.
However, to illustrate the impact of the virtual inertia control of
the wind turbines and UHVDC on UFLS, we consider four
different situations in the process of formulating four UFLS
schemes respectively: 1) both the wind turbines and UHVDC
participate in virtual inertia control; 2) only the wind turbines
participate in virtual inertia control; 3) only UHVDC participates
in virtual inertia control; 4) neither the wind turbines nor
UHVDC participates in virtual inertia control. Then the four
UFLS schemes are implemented on the same test system in which
both the wind turbines and UHVDC participate in virtual inertia
control, separately. The simulation results are shown in Figure 9
and Table 1.

It can be seen from Figure 9 and Table 1 that, the steady-
state recovery frequency in scheme 1 is the highest, followed by
scheme 3 and scheme 2, while in scheme 4 is the lowest. The
reason is that for one thing, the virtual inertia control of the
wind turbines and UHVDC is considered in scheme 1 so that
the calculated inertia constant Heq is the largest. However,
scheme 2 only accounts for the virtual inertia control of the
wind turbines, and scheme 3 only takes the virtual inertia
control of UHVDC into account. Thus the calculated Heq in
scheme 2 and scheme 3 is less. As scheme 4 does not consider

the virtual inertia control of the wind turbines or UHVDC, the
calculated Heq in scheme 4 is the least. For another, it can be
inferred from Eq. 10 that the further calculated total amount of
load to be shed ΔPshed,∑ is the largest in scheme 1, followed by
scheme 3 and scheme 2, while in scheme 4 is the least. Thus the
steady-state recovery frequency in each scheme has certain
differences.

The simulation results in this case also demonstrate that when
the virtual inertia control of the wind turbines and UHVDC is
taken into consideration, scheme 1 can calculate the actual
magnitude of the power deficiency more precisely and reflect
the effect of the virtual inertia control on UFLS more objectively.
Obviously, the effect is significant.

Impact of Primary Frequency Control of
Wind Turbines and Ultra High-Voltage DC
on Under-Frequency Load Shedding
In this case, to illustrate the impact of the primary frequency
control of the wind turbines and UHVDC on UFLS, design and
contrast four different UFLS schemes: 1) UFLS scheme
considering the primary frequency control of both the wind
turbines and UHVDC; 2) UFLS scheme only considering the
primary frequency control of the wind turbines; 3) UFLS scheme
only considering the primary frequency control of UHVDC; 4)
UFLS scheme without considering the primary frequency control
of wind turbines or UHVDC. Then each of the four schemes is
implemented on the test system with the primary frequency

FIGURE 9 | Frequency curves under different UFLS schemes
considering different virtual inertia control modes.

TABLE 1 | Results of different UFLS schemes considering different virtual inertia
control modes.

UFLS scheme Steady-state frequency (Hz) Load
shedding amount (MW)

1 49.9127 560
2 49.8860 482
3 49.8941 519
4 49.8713 437

FIGURE 10 | Frequency curves under different UFLS schemes
considering different primary frequency control modes.
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control mode corresponding to the scheme itself. The simulation
results are shown in Figure 10 and Table 2.

It can be observed from Figure 10 and Table 2 that, the
steady-state recovery frequency is almost the same in the four
schemes. However, the amount of load to be shed ΔPshed,∑ in
scheme 1 is 560 MW, which is 73 MW, 68 MW, and 144 MW
less than that in scheme 2, scheme 3, and scheme 4,
respectively. This shows that the magnitude of the power
deficiency is partly offset by the primary frequency control
of the wind turbines and UHVDC in scheme1, resulting in the
decrease in the amount of load to be shed by 144 MW
compared with scheme 4. Schemes 2 and scheme 3
respectively take into account the primary frequency control
of wind turbines and UHVDC. The part of the magnitude of
the power deficiency offset by the primary frequency control is
less than that in scheme 1. Thus the amount of load to be shed
in scheme 2 and scheme 3 is more than that in scheme 1. As
neither the primary frequency control of the wind turbines nor
of UHVDC is taken into account in scheme 4, more load needs
to be shed to maintain the same steady-state recovery
frequency as that in scheme 1, scheme 2, and scheme 3. To
conclude, the primary frequency control of the wind turbines
and UHVDC has a prominent effect on the steady-state
recovery results and the amount of load to be shed.

Verification of Adaptive Under-Frequency
Load Shedding Control Strategy With Wind
Turbines and Ultra High-Voltage DC
Participating in Frequency Regulation
In this case, simulations are conducted to compare three different
UFLS schemes. Scheme 1 is the scheme proposed in this paper,
which is performed according to the implementation strategy of
UFLS in Figure 5. Scheme 2 is the conventional UFLS scheme in
literature (Rudez and Mihalic, 2011). Scheme 3 is the adaptive
UFLS scheme in literature (Song et al., 2014) without considering
the virtual inertia control and the primary frequency control of
the wind turbines and UHVDC. Compare the frequency response
curves and the steady-state results of all the schemes in the
process of UFLS. The simulation results are shown in
Figure 11 and Table 3.

It can be seen from Figure 11 and Table 3 that all the
schemes complete the action process of UFLS through four
stages of load shedding, and the steady-state recovery frequency
is close. However, the load shedding amount in scheme 1 is
evidently less than that in scheme 2 and scheme 3 in each stage

and in total. The reasons for the difference in the load shedding
amount are as follows. On one hand, the actual magnitude of the
power deficiency ΔPh,1 is calculated in scheme 1 considering the
virtual inertia control and the primary frequency control of the
wind turbines and UHVDC. On the other hand, the total
amount of load to be shed ΔPshed,∑ is calculated in scheme 1
considering the primary frequency control of the wind turbines
and UHVDC. Thus the simulation results show that when
taking into account the virtual inertia control and the
primary frequency control of the wind turbines and
UHVDC, the load shedding amount can be significantly
reduced on the premise of reaching the steady-state recovery
frequency. Thus it is conducive to the improvement of the
power supply reliability of the power grid and the reduction of
the loss caused by load shedding.

CONCLUSION

This paper proposes an adaptive UFLS control strategy of power
systems with wind turbines and UHVDC participating in
frequency regulation. The following conclusions are obtained
through theoretical research and simulation verification.

1) The virtual inertia control of the wind power and UHVDC has
a significant impact on the frequency dynamic process and
trajectory, resulting in the obvious differences in the

TABLE 2 | Results of different UFLS schemes considering different primary
frequency control modes.

UFLS scheme Steady-state frequency (Hz) Load
shedding amount (MW)

1 49.9127 560
2 49.9127 633
3 49.9120 628
4 49.9133 704

FIGURE 11 | Comparison of different UFLS schemes.

TABLE 3 | Load shedding amount and steady-state frequency of different UFLS
schemes.

Load shedding stages Load shedding amount (MW)

Scheme 1 Scheme 2 Scheme 3

First stage 112 156.2 137.6
Second stage 140 195.25 172
Third stage 140 195.25 172
Fourth Stage 168 234.3 206.4
Total 560 781 688
Steady-state frequency (Hz) 49.9127 49.9781 49.9552
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calculation results of the magnitude of the power deficiency
and the amount of load to be shed, which makes the steady-
state recovery frequency higher.

2) The primary frequency control of the wind power and
UHVDC can effectively offset part of the power deficiency
magnitude and reduce the load shedding amount.

3) Compared with the existing typical UFLS strategies, on the
premise of reaching the same level of steady-state recovery
frequency, the strategy proposed in this paper can shed the
least amount of load. Moreover, it can better adapt to the
UFLS process of the power grid with the wind turbines and
UHVDC participating in frequency regulation.

This paper takes DFIG-based wind turbines and UHVDC as
examples to discuss the UFLS control strategy. In the future, we
will further study other UFLS improvement strategies
considering frequency regulation of other types of renewable
energy, flexible DC, and energy storage, so as to provide a better
guarantee for the safety and stability of the power grid
frequency.
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Multi-Stage Expansion Planning of
Distribution Network Considering
Distributed Power Generation
Qingjie Wang1,2 and Ma Jing1*

1Department of Electric and Electronic Engineering, North China Electric Power University, Beijing, China, 2State Grid Corporation
of China, Beijin, China

With the gradual increase in the penetration rate of distributed power sources, in view of
the planning problem of coordinating the location and capacity of distributed power
sources with the grid frame and transformers of the distribution network, a distribution
network that takes into account distributed power sources is proposed. Aiming at the
lowest cost of investment, maintenance, energy production, energy loss, and load loss
penalty, and considering the power flow constraints, planning and operation constraints of
each planning stage, amulti-stage expansion planningmodel for the distribution network is
established. The mixed-integer linear programming algorithm is used to solve the problem,
and the optimal planning scheme at each stage is obtained. The simulation results show
that the multi-stage expansion planning method for coordinating distributed power and
distribution network proposed in this paper can prevent the problems of isolated nodes
and transmission nodes, improve the reliability of the planning scheme, and have good
economic benefits.

Keywords: distributed generation, distribution network planning, multi-stage, planning model, planning scheme

1 INTRODUCTION

With the deterioration of the environment and the continuous change of the energy structure
(National Development and Reform Commission, 2015; Mansor and Levi, 2018; Nikoobakht et al.,
2020), the penetration of Distributed Generation (DG) is gradually increasing (Afraz et al., 2019;
Borghei and Ghassemi, 2021). This means that the distribution network structure as well as the
power supply mode has changed (Alarcon et al., 2020; Vahidinasab et al., 2020). On the one hand, the
planning results of distributed power supply and distribution network will affect each other, and it is
difficult to achieve the overall optimum for a single separate planning. This will affect the planning
economy and reliability (Cattani et al., 2020; Shahbazi et al., 2021a). On the other hand, for medium-
term and long-term distribution network planning, its construction works are often divided into
multiple stages, which are reasonably adjusted according to the changes in load. A single-stage
planning model makes it difficult to take into account future load changes and the impact of
distributed power sources (Franco, 2016). Therefore, it is necessary to coordinate and unify the siting
and capacity of distributed power with the planning of the distribution network’s grid and
transformers. And it is important to study a multi-stage coordinated planning method of
distribution network taking into account distributed power sources.

There are a lot of research on distribution network planning problems (Saeed andMahmud, 2018;
Koutsoukis and Georgilakis, 2019; Faria et al., 2020; Delarestaghi et al., 2021; Mojtahedzadeh et al.,
2021). The author in Liu et al. (2019) takes into account the volatility of DG output and establishes a
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DG siting and capacity model with the minimum risk of
distribution network operation as the objective function.
Narimani et al. (2018) use Monte Carlo for simulation and
introduces delayed option theory for planning the multiple
uncertainties of load as well as tariff in incremental
distribution network planning. Jooshaki et al. (2020) considers
the impact of DG on the distribution network grid structure and
optimizes the lines, DG locations, and capacity of the distribution
network in the distribution network planning process, but ignores
the coordination between DG and the distribution network. In
response to the above problems, Akbari and Moghaddam (2020)
proposes to construct a fuzzy planning of distribution network
grid considering DG output uncertainty. It coordinates the
interaction between DG and the distribution network grid.
Hemmati et al. (2015) considers the uncertainty of load and
price in the electricity market environment. In the paper, a
coordination and expansion planning model of distribution
network and DG is proposed and the model is solved by
particle swarm optimization algorithm. Muoz -Delgado et al.
(2014) considered several alternatives for the installation or
replacement of DGs, feeders, and transformers, and proposed
a joint expansion planning model for DGs and distribution
networks. The results show that incorporating distributed
generation investments into the distribution network problem
can significantly reduce investment costs. However, these models
involve only one planning phase. In the actual planning process,
construction projects are often divided into multiple stages. If a
single-stage planning model is used, it is difficult to take into
account future load changes and the impact of distributed power
sources, and lacks an integrated layout for long-term investment
strategies.

To address the multi-stage planning problem, the Tabares
et al. (2015); Xing et al. (2016) considered line, substation, and
distributed power supply renewal replacement and proposed a
multi-stage planning model of distribution network with mixed
integer linear programming. However, relatively little attention
has been paid to the issue of joint expansion. The author in
Masoumi-Amiri et al. (2021) propose a multi-stage planning
model for active distribution networks considering the load level
by using a clustering algorithm for multi-stage division of the
source-load timing characteristics. And it increases the
penetration of distributed power and the reliability of the
system. Xiao et al. (2020) proposes an active distribution
network multi-stage two-level planning model. The paper
presents the boundary conditions for the most multi-stage
planning with operationally constrained cases. The model
improves the economics of the investment as well as the
reliability of the actual operation. Shahbazi et al. (2021b) use
the idea of multi-stage planning for the siting of distributed power
sources and distribution grids and for the expansion of the grid.
The paper improves the convergence speed of model solving by
using the improved genetic membrane algorithm. However, it
ignores the expansion decision of distributed generation and
focuses the study on the impact of distributed power
expansion on distribution investment deferral instead of
solving the optimization problem of the joint expansion
planning model.

To address the problems of existing research, this paper
proposes a multi-stage planning method for distribution
networks that considers distributed power sources. This paper
establishes a multi-stage expansion planning model for
distribution networks. The model aims to minimize the cost of
investment, maintenance, energy production, energy loss and loss
of load penalties and consider the tidal constraints, planning and
operational constraints for each planning stage. The model is
solved using a mixed integer linear programming algorithm to
obtain the optimal planning solution for each stage. At the end of
the article, the economics and effectiveness of the proposed
method are verified by simulation examples.

2 DISTRIBUTION NETWORK
COORDINATION PLANNING MODEL

2.1 Objective Function
The distribution network planning model aims at minimizing
the total cost F. The objective function mainly includes
investment cost cIt , maintenance cost cMt , production cost
cEt , energy loss cost cRt and penalty cost cUt . The details are as
follows:

min F � ∑
t∈T

(1 + i)−t
i

cIt +∑
t∈T
[(1 + i)−t(cMt + cEt + cRt + cUt )]

+ (1 + i)−nT
i

(cMnT + cEnT + cRnT + cUnT) (1)

Where, T is the set of planning stages; i is the annual interest rate;
nT is the number of planning stages; cIt is the investment cost;
cEt , c

M
t , cRt , c

U
t are the cost of energy production, maintenance,

losses and penalties at stage t, respectively; cEnT , c
M
nT
, cRnT , c

U
nT

are the
cost of energy production, maintenance, losses and penalties for
the time planning phase nT, respectively.

2.1.1 Investment Costs
Investment costs for all stages include replacement and new
feeder costs, reinforcement of existing substations and new
substation costs, new transformer costs, and distributed power
costs. The formula is shown below:

cIt � ∑
l∈{NRF,NAF}

(i(1 + i)ηl)/((1 + i)ηl − 1) ∑
k∈Kl

∑
(s,r)∈}l

CI,l
k lsrx

l
srkt

+ (i(1 + i)ηSS)/((1 + i)ηSS − 1) ∑
s∈ΩSS

CI,SS
s xSS

st + (i(1 + i)ηNT

)

/((1 + i)ηNT − 1) ∑
k∈KNT

∑
s∈ΩSS

CI,NT
k xNT

skt + ∑
p∈P

(i(1 + i)ηp)/

((1 + i)ηp − 1) ∑
k∈Kp

∑
s∈Ωp

CI,p
k λ �G

p
kx

p
skt (2)

Where, Kl, KNT, Kp are the set of new feeders, transformers and
distributed power sources that can be constructed, respectively;
ΩSS,Ωp are collection of substations and distributed power
supplies; }l is the set of feeder types l, where feeder type L:
{EFF, REF,NRF,NAF} represent existing feeders, replaceable
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feeders, new replaceable feeders and new feeders;
CI,l
k , C

I,SS
s , CI,NT

k , CI,p
k are the investment cost factors for

feeders, substations, transformers and distributed power
sources, respectively; lsr is the length of the feeder sr;
xl
srkt, x

SS
st , x

NT
skt , x

p
skt are 0–1 variables and it is used to indicate

whether decision feeders, substations, transformers and
distributed power supplies are constructed; λ is the system
power factor; �Gp

k is the rated capacity of generator k.

2.1.2 Maintenance Costs
Maintenance costs in all stages include feeder, transformer and
generator maintenance costs. This is shown in Equation 3

cMt � ∑
l∈L

∑
k∈Kl

∑
(s,r)∈}l

CM,l
k yl

srkt + ∑
tr∈TR

∑
k∈Kt

∑
s∈ΩSS

CM,tr
k ytr

skt + ∑
p∈P

∑
k∈Kp

× ∑
s∈Ωp

CM,p
k yp

skt

(3)
Where, TR is the transformer type, where TR � {ET,NT}
represent existing transformers and new transformers
respectively; P is the type of generator set, where P �
{C,W} represent conventional units and distributed wind
turbines respectively; CM,l

k , CM,tr
k , CM,p

k are the maintenance
cost factors for feeders, generators and transformers;
yl
srkt, y

tr
skt, y

p
skt are 0–1 variables and these variables are

used to make decisions about feeder, transformer and
generator operating conditions.

2.1.3 Energy Production Costs
Energy production costs for each stage include energy production
conversion costs for substations and distributed power sources
and determined by Equation 4

cEt � ∑
b∈B

Δbλ⎛⎝ ∑
tr∈TR

∑
k∈Ktr

∑
s∈ΩSS

CSS
b g

tr
sktb + ∑

p∈P
∑
k∈Kp

∑
s∈Ωp

CE,p
k gp

sktb
⎞⎠

(4)
Where, B is the set of load levels; Δb is the duration of the load
level b; CSS

b , CE,p
k are the cost coefficients of energy supply for

substations and generating units; gtr
sktb, g

p
sktb are the currents

injected into node s by the transformer and generator set,
respectively.

2.1.4 Energy Loss Costs
Energy loss costs include energy loss costs for transformers and
feeders. The specific calculation of energy loss cost is shown in
Equation 5

cRt � ∑
b∈B

ΔbC
SS
b λ

⎡⎢⎢⎣ ∑
tr∈TR

∑
k∈Ktr

∑
s∈ΩSS

Ztr
k (g

tr
sktb)

2

+∑
l∈L

∑
k∈Ki(s,r)∈}l

Zl
klsr(f

l
srktb + fl

rsktb)
2⎤⎥⎥⎥⎥⎦ (5)

Where, CSS
b is the energy loss cost factor of the substation; Ztr

k , Z
l
k

are the impedance of the transformer and the unit impedance of

the feeder; gtr
sktb is the current injected into node s by the

transformer; fl
srktb is the current in the feeder sr.

2.1.5 Penalty Costs
Penalty costs include those incurred by generators and
substations when they fail to meet load demand. The penalty
cost is calculated by Equation 6

cUt � ∑
b∈B

∑
s∈ΩLN

t

ΔbC
UλdU

stb (6)

Where, CU is the penalty cost factor and dUstb is the unsatisfied
load of node s.

2.2 Constraint Conditions
2.2.1 Flow Constraint
The flow constraint is used to constrain the operating state of the
system to ensure the normal operation of the system, and the
relevant constraint equation is as follows.

1) Node voltage constraints

V ≤ vstb ≤ �V ∀s ∈ ΩN,∀t ∈ T, ∀b ∈ B (7)
Where, a is the voltage of node s at load level b in planning stage t;
b, c are the minimum and maximum values of node voltage,
respectively.

2) Feeder current constraints

0≤fl
srktb ≤y

l
srkt

�F
l
k

∀l ∈ L,∀s ∈ Ωl
r,∀r ∈ ΩN,∀k ∈ Kl,∀t ∈ T, ∀b ∈ B

(8)

Where, �Fl
k is the maximum value of the current flowing through

the feeder.

3) Transformer injection current constraints

0≤gtr
sktb ≤y

tr
skt

�G
tr
k

∀tr ∈ TR,∀s ∈ ΩSS,∀k ∈ Ktr,∀t ∈ T,∀b ∈ B
(9)

Where, �G
tr
k is the maximum value of transformer current

injection.

4) Loss of load constraints

0≤ dU
stb ≤ μbDst ∀s ∈ ΩLN

t ,∀t ∈ T,∀b ∈ B (10)
Where, μb is the load factor at load level b; Dst is the maximum
load demand at node s.

5) Unit output constraints

0≤gW
sktb ≤y

W
skt

�G
W
sktb

∀s ∈ ΩW,∀k ∈ KW,∀t ∈ T,∀b ∈ B
(11)

Where, �GW
sktb is the maximum wind speed level.

6) Distributed power penetration constraints
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∑
p∈P

∑
k∈Kp

∑
s∈Ωp

gp
sktb ≤ ξ ∑

s∈ΩLN
t

μbDst

∀t ∈ T, ∀b ∈ B
(12)

Where, ξ is the upper limit of penetration of distributed
generation.

7) Node current balance constraints

∑
l∈L

∑
k∈K1

∑
r∈Ωl

s

(fl
srktb − fl

rsktb) � ∑
tr∈TR

∑
k∈Ktr

gtr
sktb + ∑

p∈P
∑
k∈Kp

gp
sktb

− μbDst + dU
stb

∀s ∈ ΩN,∀t ∈ T,∀b ∈ B

(13)

8) Feeder state constraints

yl
srkt[Z

l
klsrf

l
srktb − (vstb − vrtb)] � 0

∀l ∈ L,∀s ∈ Ωl
r,∀r ∈ ΩN,∀k ∈ Kl,∀t ∈ T,∀b ∈ B

(14)

Where, vstb, vrtb are the voltage amplitudes at node s and node r,
respectively.

2.2.2 Planning and Operational Constraints
In this paper, Eqs. 15–18 are line, substation, transformer, and
distributed power supply construction constraints and these
constructions allow up to one reinforcement, replacement or
new construction; Eq. 19 is a new transformer constraint to
ensure that new transformers can only be added to previously
expanded or constructed substations; Eqs. 20–22 are the
constraints on the use of the feeder, which determine the
direction of the current; Eqs. 23, 24 are the new
transformers and distributed generators put into operation
constraints; Eq. 25 is the investment constraint for each
stage. The construction program for each stage, the timing as
well as the number of lines, substations, transformers,
and distributed power sources shall meet the following
constraints:

∑
t∈T

∑
k∈Kl

xl
srkt ≤ 1 ∀l ∈ {NRF,NAF},∀(s, r) ∈ }l

(15)
∑
t∈T

xSS
st ≤ 1 ∀s ∈ ΩSS

(16)
∑
t∈T

∑
k∈KNT

xNT
skt ≤ 1 ∀s ∈ ΩSS

(17)
∑
t∈T

∑
k∈Kp

xp
skt ≤ 1 ∀p ∈ P,∀s ∈ Ωp

(18)

xNT
skt ≤∑

t

τ�1
xSS
sτ ∀s ∈ ΩSS,∀k ∈ KNT,∀t ∈ T (19)

yEFF
srkt + yEFF

rskt ≤ 1 ∀(s, r) ∈ }EFF,∀k ∈ KEFF,∀t ∈ T (20)

FIGURE 1 | 24 node distribution system.

TABLE 1 | Distribution network node load data.

Node Stage/MVA Node Stage/MVA

1 2 3 1 2 3

1 5.13 4.21 6.24 11 0.00 1.53 2.64
2 0.58 0.45 1.21 12 0.00 0.96 1.36
3 2.65 3.74 4.21 13 0.00 1.14 1.87
4 0.38 0.51 2.54 14 0.00 3.09 3.15
5 0.21 0.36 0.46 15 0.00 1.63 1.62
6 1.42 0.69 1.81 16 0.00 2.17 1.24
7 4.32 3.74 4.36 17 0.00 0.00 2.48
8 0.74 0.63 0.96 18 0.00 0.00 2.17
9 1.32 1.24 1.74 19 0.00 0.00 1.82
10 1.52 2.31 2.41 20 0.00 0.00 3.74

TABLE 2 | Branch data.

Branch lsr/km Branch lsr/km Branch lsr/km

s r s r s r

1 5 2.64 4 9 1.20 7 23 0.90
1 9 1.25 4 15 1.60 8 22 1.90
1 14 1.25 4 16 1.30 10 16 1.60
1 21 2.64 5 6 2.40 10 23 1.30
2 3 2.00 5 24 0.70 11 23 1.60
2 12 1.10 6 13 1.20 14 18 1.00
2 21 1.70 6 17 2.20 15 17 1.20
3 10 1.10 6 22 2.70 15 19 0.80
3 16 1.20 7 8 2.00 17 22 1.50
3 23 1.20 7 11 1.10 18 24 1.50
4 7 2.60 7 19 1.20 20 24 0.90

TABLE 3 | Wind speed for each area in the three stages.

Zone Wind speed/(m/s)

1 2 3

A 9.44 10.36 11.25
B 5.32 8.47 7.36
C 4.69 6.21 5.97
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yl
srkt + yl

rskt ≤∑
t

τ�1
xl
srkτ

∀l ∈ {NRF,NAF},∀(s, r) ∈ }l,∀k ∈ Kl,∀t ∈ T

(21)

yERF
srkt + yERF

rskt ≤ 1 −∑
t

τ�1
∑

κ∈KNRF

xNRF
srκτ

∀(s, r) ∈ }ERF,∀k ∈ KERF,∀t ∈ T

(22)

yNT
skt ≤∑

t

τ�1
xNT
skτ ∀s ∈ ΩSS,∀k ∈ KNT,∀t ∈ T (23)

yp
skt ≤∑

t

τ�1
xp
skτ ∀p ∈ P,∀s ∈ Ωp,∀k ∈ Kp,∀t ∈ T (24)

∑
l∈{NRF,NAF}

∑
k∈Kl

∑
(s,r)∈}I

CI,l
k lsrx

l
srkt + ∑

s∈ΩSS

CI,SS
s xSS

st + ∑
k∈KNT

× ∑
s∈ΩSS

CI,NT
k xNT

skt + ∑
p∈P

∑
k∈Kp

∑
s∈Ωp

CI,p
k λ�G

p
kx

p
skt ≤ IBt (25)

Where, IBt is the investment budget for stage t; }l is the set of
feeder types l, where feeder type L: {EFF, REF,NRF,NAF}
represent existing feeders, replaceable feeders, new replaceable
feeders and new feeders; lsr is the length of the feeder sr;
xlsrkt, x

SS
st , x

NT
skt , x

p
skt are 0–1 variables and it is used to indicate

whether decision feeders, substations, transformers and
distributed power supplies are constructed.

3 SIMULATION AND ANALYSIS

3.1 Parameter Setting
In this paper, to verify the validity of the proposed
methodology, a 3-year phase planning analysis is conducted
using the IEEE 24-node power distribution system. The system
includes 20 load nodes, 4 substation nodes and 33 feeders, and
its topology is shown in Figure 1. Where the system voltage
level is 20 KV, the upper and lower limits of the node voltage
are 0.95–1.05pu of the rated voltage, and the inflation rate is
0.05; the load data for the three stages are shown in Table 1,
with a load power factor of 0.9 and a load cutting cost of 16

yuan/kwh; line data as shown in Table 2, with a feeder life of
30 years; The wind speed data for each region in the three
stages are shown in Table 3; the parameters related to the DG
to be selected and the conventional unit are shown in Table 4,
where the positions to be selected are {1, 4, 5, 9, 15, 17, 18, 19}
for the DG and {2, 3, 7, 13, 15, 16, 17, 20} for the conventional
unit; the parameters of the constructed and to-be-constructed
substation are shown in Table 5, and the cost of purchasing
power from the substation is 0.49 yuan/kwh; the relevant
parameters of the conductor to be selected are shown in
Table 6.

The simulation was performed in Win10 environment with
Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz, running memory
of 8 GB, and simulation software of MATLAB R2016b. Since the
model developed is an integer linear programming model, the
YALMIP & CPLEX solver is used to solve the model. Two cases
are set up for comparative analysis.

Case I. distribution network expansion planning without
considering distributed power sources.

Case II. Multi-stage expansion planning of distribution
network considering distributed power sources (method in
this paper).

3.2 Analysis of Planning Results
As can be seen in Figure 2, the two cases have significantly
different planning results at each planning stage. The capacity
of the feeder and transformer installed without distributed
power is greater than the capacity of the feeder and
transformer installed with distributed power. It results in
larger investment costs in feeders and transformers. In the
case of distributed generation, the load pressure can be
effectively relieved by installing wind turbines as the load
demand gradually increases. On the other hand, more
distributed power sources are installed in the C zone,
where wind speeds are higher, and conventional
generators are mostly installed at load nodes outside the
C zone.

TABLE 4 | Related parameters of DG to be selected and conventional units.

Type Capacity/MW Construction
costs/(million yuan/MW)

Maintenance costs/(yuan/MWh)

Wind Turbines 1 1 130 300
2 2 120 280

Conventional Units 1 0.95 1120 50
2 2.25 1100 50

TABLE 5 | Related parameters for candidate transformers units.

Transformer type Capacity/MW Impedance/Ω Investment costs/million yuan Maintenance costs/yuan

1 12 0.16 450 1200
2 15 0.13 600 1500
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3.3 System Performance Comparison
The unit output as well as loss data for different cases are
shown in Table 7. As can be seen in Table 7, the addition of
distributed power sources leads to a significant reduction in the
level of energy provided by the transformer located at the
substation node. In addition, for Case 2, the energy losses in

the feeder and transformer are lower than those in Case 1,
except for the energy losses in the transformer in stage 2, which
are slightly higher than those in Case 1. In stage 2, the energy
provided by the transformer in Case 2 is lower compared to
Case 1. However, the overall output is higher due to the
distributed power supply.

TABLE 6 | Related parameters for candidate conductors units.

Line type Current limit/MVA Impedance/(Ω/km) Investment
costs/(million yuan/km)

NRF 1 6.29 0.557 11.5
2 9.21 0.487 18.2

NAF 1 3.96 0.731 9.1
2 6.29 0.558 15.3

FIGURE 2 | Planning schemes for two cases.

TABLE 7 | Unit output and loss in different cases.

Stage

1 2 3

Without DG Production Generators 0.00 0.00 0.00
Transformers 107.54 187.36 309.97

Losses Generators 1.96 2.36 4.65
Transformers 0.36 0.48 0.84

With DG Production Generators 26.47 52.81 76.45
Transformers 80.54 139.74 228.54

Losses Generators 0.74 1.87 2.64
Transformers 0.24 0.52 0.82
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3.4 Comparison of Planning Economics
A comparison of the planning economics for different cases is
shown in Table 8. The table shows that for Case 1 the
investment cost in stage 2 is higher compared to stage 1 and
stage 3. The reason for this is the construction of two new
substations at nodes 23 and 24 in phase 2, including the
installation of two new transformers at these nodes. But for
Case 2, the biggest investment cost is during Stage 1. It is caused
by the addition of substations and transformers at candidate
node 23 in stage 1 and the installation of three distributed power
sources at nodes 3, 4, and 7. In both cases, as load demand
increases, O&M costs as well as wear and tear costs are gradually
rising. It can be seen that the addition of DG makes Case 2 incur
higher investment and maintenance costs compared to Case 1.
However, the costs associated with energy production and
energy losses are lower, resulting in more significant
overall economics. The total cost is reduced by 7.55% relative
to Case 1.

3.5 Analysis of Penetration Levels
Figure 3 shows the variation of the total cost for penetration
levels between 0% and 25%. It can be seen that the total planning

cost decreases significantly as the wind penetration level
increases.

4 CONCLUSION

In this paper, the application of distributed power investment
decision in multi-stage distribution expansion planning problem
is studied, and a multi-stage coordinated planning method for
distribution network taking into account distributed power is
proposed. Simulation results show that, on the one hand,
coordinating the investment decision of distributed power
sources with the expansion planning of the distribution
network can prevent the problems of isolated and
transmission nodes. It also reduces network energy loss, thus
improving the reliability of planning results. On the other hand,
multi-stage planning can avoid the depreciation cost of
equipment generated by overbuilding and equipment
redundancy in the early stage of operation. Multi-stage
planning is a more rational planning scheme based on the
load demand at each planning stage and has good economic
benefits.
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TABLE 8 | Planning costs in different cases.

Stage

1 2 3

Without DG Investment cost/million yuan 8.84 16.055 6.11
Maintenance cost/million yuan 0.065 0.13 0.13
Production cost/million yuan 48.75 80.795 137.215
Loss cost/million yuan 0.91 1.235 2.275
Penalty cost/million yuan 0.00 0.00 0.00

With DG Investment cost/million yuan 37.83 29.315 36.595
Maintenance cost/million yuan 1.56 2.73 4.42
Production cost/million yuan 41.665 68.51 116.675
Loss cost/million yuan 0.455 1.04 1.495
Penalty cost/million yuan 0.00 0.00 0.00

FIGURE 3 | The relationship between distributed power penetration level
and total cost.
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Battery Life Prediction Based on a
Hybrid Support Vector Regression
Model
Yuan Chen1, Wenxian Duan2*, Zhenhuan Ding1 and Yingli Li 3

1School of Artificial Intelligence, Anhui University, Hefei, China, 2State Key Laboratory of Automotive Simulation and Control, Jilin
University, Changchun, China, 3School of Mechanical Engineering, Tongji University, Shanghai, China

An accurate state of health and remaining useful life prediction is important to provide effective
judgment for the lithium-ion battery and reduce the probability of battery effectiveness. This article
proposes a hybrid model for the prediction by combining an improved decomposition algorithm,
an improvedparameterization algorithm, anda least squares support vector regression algorithm.
The capacity signal is decomposed by the improved complete ensemble empirical mode
decomposition with an adaptive noise algorithm to solve the backward problem. Then, the
least squares support vector regression algorithm is used to predict each decomposition
component separately. To obtain better parameters of the prediction model, a good point
set principle and inertia weights are introduced to optimize a sparrow search algorithm.
Experimental results confirm that the proposed hybrid prediction model has high accuracy,
good stability, and strong robustness, which achieves a minimum 0.3% mean absolute error of
theB0005battery. The impact of prediction stepsonaccuracy is alsodiscussed in this article. The
results verified the capacity accuracy of the batteries predicted by eight steps.

Keywords: lithium-ion battery, life prediction, parameterization algorithm, mode decomposition, support vector
regression

INTRODUCTION

The lithium-ion battery has been widely used in pure electric or hybrid electric vehicles, satellites, and
aircrafts due to its high energy density, long power endurance, satisfying nominal voltage, low self-
discharge rate, long cycle, and rare memory effect (Lin et al., 1153; Li et al., 2021). With the increase
in charging and discharging times, the chemical reaction inside the battery will become slow, which
will eventually lead to the aging of the battery. The aging of the battery makes the actual capacity of
the battery far lower than its rated capacity, resulting in a performance of degradation. An aging
battery will directly lead to the failure of an automobile or satellite power system, affecting the regular
use of the whole machine. In recent years, the prediction of battery state of health (SOH) and
remaining useful life (RUL) has become a challenging problem in the field of prognostic and health
management (PHM), to reduce some major disasters caused by battery aging. Extensive attention is
attracted on the degradation of batteries. The estimationmethods can be roughly divided into model-
based methods and data-driven methods (Hannan et al., 2017; Kong et al., 2021).

The model-based method mainly uses the empirical degradation model such as the exponential model
and polynomial model to describe the trend of battery capacity degradation, and then the method uses a
particle filter (PF) to obtain and adjust the parameters of the model to track the aging trend of batteries
(Wei et al., 2018). Li and Xu (2015) employed amixture of Gaussian process (MGP) and a PF algorithm to
predict battery SOH under uncertain conditions. Zhang et al. (2017a) developed an improved unscented
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particlefilter (IUPF)method, using an algorithm calledMarkov chain
Monte Carlo, tomaintain the diversity of samples to solve the particle
degeneracy phenomenon. Based on a double exponential
mathematical model, Chen et al. (2020) applied a second-order
central differential particle filter method to predict the SOH and
RUL more accurately by optimizing the importance probability
density function of the PF method. Hu et al. (2018) proposed an
SOC and SOH co-estimation scheme based on the fractional-order
calculus. The comparative studies show that it improves themodeling
accuracy appreciably from its second- and third-order counterparts.
The model-based method has succeeded in the PHM prediction of
the battery. However, there is no general and accurate mathematical
model to describe the degradation of different types of batteries, and
the particle degeneracy phenomenon of the PF cannot be completely
eliminated. In addition, the results are prone to large deviations due to
the noise in the simulation process.

The data-driven approach obtains the battery degradation trend
based on historical data without a definite mathematical model, and
this approach is more suitable for different types of battery prediction.
These methods include artificial neural network (ANN) (Li et al.,
2019a; Gong et al., 2021; Yang, 2021), support vector regression (SVR)
(Zhang et al., 2016; Feng et al., 2019;Wang et al., 2019; Li et al., 2020),
relevance vector machine (RVM) (Cadini et al., 2019; Zhang et al.,
2020), andGaussian process regression (GPR) (Nagulapati et al., 2021;
Pang et al., 2021). Deng et al. (2022) extracted the random capacity
under different voltage segments from the partial charging process,
and the average value and standard deviation of the random capacity

were used as the input of the GPRmodel to estimate the battery SOH.
Tang et al. (Tang et al., 2021) reconstructed the voltage curve from the
measured data with the changing current and noise, and this article
extracted the corresponding health indicators from the IC curve to
estimate the SOH of the battery. To predict the SOH and RUL of
batteries, Ma and Zhang et al. (Ma et al., 2019) employed a
combination neural network composed of long short-term
memory neural network (LSTM) and convolutional neural
network (CNN) by using the false nearest neighbors method to
calculate the size of the input window. The results showed that the
proposed approach performs well in improving the accuracy and
stability of the prediction. To optimize the extreme learning machine
(ELM) model parameters, Zhu et al. (2019) developed an algorithm
called the differential evolution gray wolf optimization (DE-GWO).
The experiment results demonstrated that the DGWO-ELMmethod
offers reduced errors. Although some deep learning networks such as
LSTMand gated recurrent unit (GRU) usually performwell on a large
number of datasets, they are weak in learning with small samples, and
they consume a lot of computation (Zhao et al., 2018; Ungurean et al.,
2020; Liu et al., 2021). SVR not only has the advantages ofminimizing
structural risks and being suitable for small sample predictions but
also can improve the efficiency of regression convergence (Patil et al.,
2015; Zhang et al., 2018). To find the optimal parameters of SVR
algorithm, Qin et al. (2015) utilized particle swarm optimization
(PSO) to find the best coefficient c and kernel radius g in SVR to
improve the accuracy and the robustness of battery RUL prediction to
a certain extent. However, the PSO algorithm is easy to fall into the

FIGURE 1 | Detailed prediction process.
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local optimal value, and the problem of premature convergence exists.
Li et al. (2019b) and Wang et al. (2019) designed an improved bird
swarm algorithm (IBSA) and an artificial bee colony (ABC) algorithm
to obtain the parameters of SVR models for life prediction. The
aforementioned two hybrid algorithms can improve the accuracy of
parameters and RUL prediction by using the historical capacity data.
However, they also have a shortcoming of easily falling into the local
optimum and then the global optimal value can hardly be found.

In the practical working process, batteries are easily affected by
physical characteristics and the external working environment. There
is a short-term capacity regeneration phenomenonof the batteries due
to the accompanied noise (Li et al., 2019c; Sui et al., 2020). To reduce
the disturbance of the random noise to battery SOH estimation, some
signal processing methods have been proposed (Zhang et al., 2017b).
Chang et al. (2017) directly used an improved empirical mode
decomposition algorithm to decompose the original signal into
several components and then employed the hybrid model of UKF
and RVM to track the degradation trend of the batteries. On the basis

of Ref. 36, Qu et al. (2019) developed the mode decomposition with
adaptive noise and then utilized the PSO algorithm to optimize the
mixedmodel for RUL prediction. Themethodsmentioned previously
reduced the instability of time series which have strong nonlinearity,
time-varying, and high complexity. However, they have the problems
of some “spurious” modes in the early stages of the decomposition.

In order to solve the problems previously mentioned, a
combination algorithm of improved CEEMDAN
(ICEEMDAN), improved sparrow search algorithm (ISSA),
and LSSVR model is proposed in this article. ICEEMDAN is
utilized to decompose historical capacity data of batteries,
and ISSA is introduced to obtain two important parameters of
the LSSVR model to improve the performance of life
prediction.

This article is organized as follows: related algorithms used in
this work are presented in Section 2. Section 3 mainly describes
the experimental data, model evaluation criteria, and prediction
process. Experimental results are analyzed and discussed in detail
from three aspects with two open source datasets in Section 4.
Conclusions and future work are presented in Section 5.

RELATED TECHNOLOGY AND THEORY

Decomposition Methods in Data
Processing
The EMD proposed in 1988 is a time-frequency focusing
algorithm with a high signal-to-noise ratio. It is suitable for
processing non-stationary and nonlinear signals.
According to the data time scale characteristics, complex
signals can be decomposed into various intrinsic mode
functions (IMFs).

In order to solve the problem of noise residue, modal aliasing,
and false modes that appeared early in the EMD method, the
ICEEMDAN algorithm is proposed by adding the positive and
negative Gaussian white noise and calculating the local mean.

The detailed ICEEMDAN algorithm steps are described as
follows:

Step 1:By Eq. 1, add noise to the original signal ζ.

ζ(i) � ζ + β0E1(ω(i)),

β0 �
ε0std(ζ)

std(E1(ω(i)))
,

(1)

where ε0 is the reciprocal of the expected signal-to-noise ratio and
ω(i) is a Gaussian white noise with zero mean and unit variance.

Step 2: Decompose the noisy signal to obtain the first IMF1
component and residual component R1 by EMD algorithm.

R1 � 〈H(ζ(i))〉,
IMF1 � ζ − R1.

(2)

Step 3: The second residual component was calculated by the
local mean of R1+β1E2 (ω(i)), and then the second IMF2 is
calculated by:

IMF2 � R1 − 〈H(R1 + β1E2(ω(i)))〉. (3)

TABLE 1 | Benchmark functions (U, unimodal functions; M, multimodal functions).

Type Test function Range Optimum

U F1(x) � ∑n
i�1x2i [-100,100] 0

F2(x) � ∑n
i�1|xi | +∏n

i�1|xi | [-10,10] 0

F3(x) � ∑n−1
i�1 [100(xi+1 − x2i )2 + (xi − 1)2] [-30,30] 0

F4(x) � ∑n
i�1 ix4i + random[0, 1) [-1.28,1.28] 0

M F5(x) � ∑n
i�1−xi sin(

���|xi |√ ) [-500,500] -418.9829n

F6(x) � 1
4000∑

m
i�1x2i −∏n

i�1cos( xi�
i

√ ) + 1 [-600,600] 0

TABLE 2 | Parameter settings of the optimization algorithms.

Algorithm Parameter

PSO N = 30, Itermax = 500, c1 = c2 = 1.4944, and w = 0.729
DE N = 30, Itermax = 500, FDE = 0.5, and CDE = 0.2
GWO N = 30, Itermax = 500, ã = 2→0, and r1 and r2 ∈rand [0,1]
SSA N = 30, Itermax = 500, SE = 0.2, SD = 0.1, and ST = 0.8
ISSA N = 30, Itermax = 500, SE = 0.2, SD = 0.1, and ST = 0.8

TABLE 3 | Optimization results of algorithms (D = 30).

F Value PSO DE GWO SSA ISSA

F1 Mean 1.86e-02 2.76e-04 1.47e-27 3.65e-63 1.01e-281
Std 2.80e-02 1.19e-04 2.33e-27 2.47e-62 0

F2 Mean 8.95e-01 1.88e-03 1.03e-16 5.17e-30 1.29e-140
Std 6.76e-01 4.87e-04 1.03e-16 3.37e-29 6.43e-140

F3 Mean 159.54 134.69 26.92 2.25e-04 1.66e-05
Std 122.50 45.24 7.12e-01 1.28e-03 3.44 e-05

F4 Mean 1.89e-01 5.21e-02 1.84e-03 1.71e-03 8.56e-04
Std 8.88e-02 1.21e-02 9.81e-04 1.52e-03 7.81e-04

F5 Mean -4,024.68 -9,738.87 -5,871.08 -8,587.26 -9,727.40
Std 858.26 522.22 970.23 488.62 642.65

F6 Mean 4.30e-01 3.64e-03 3.72e-03 0 0
Std 3.87e-01 3.61e-03 9.93e-03 0 0
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Step 4: By Eq. 4, calculate the kth residue Rk in turn.

Rk � 〈H(Rk−1 + βk−1Ek(ω(i)))〉, k � 3, . . . , K. (4)
Step 5: Calculate the kth IMFk component

IMFk � Rk−1 − Rk. (5)

Step 6: Repeat steps 4 and 5 to obtain several IMFs and a
residual component.

Sparrow Search Algorithm
The sparrow search algorithm (SSA) is a novel swarm intelligence
optimization algorithm proposed in 2020, mainly inspired by the
behavior of sparrows (Xue and Shen, 2020). Compared with other
optimization algorithms such as GWO, DE, and PSO, it has achieved
good results in engineering applications for its characteristics of fast
convergence, high search accuracy, and strong robustness. The
population of the sparrow is grouped into explorers and
scroungers. Explorers are responsible for looking for food, and
scroungers mainly obtain food following explorers. Each individual
will monitor the behavior of other individuals and compete for food.

The sparrow search algorithm is represented as follows:

FIGURE 2 | Average fitness curve of the five algorithms (A) F1 (B) F2 (C) F3 (D) F4 (E) F5 (F) F6.

TABLE 4 | Parameter settings of the hybrid model.

Algorithm Parameter

ISSA N = 20, Itermax = 20, SE = 0.2, SD = 0.1, and ST = 0.8
ICEEMDAN K = 500 and E1 (ω(i)) = 0.2
LSSVR c = 500 and g = 500
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1) Position and fitness equation of sparrows

The position of sparrows can be described by the following
matrix:

X �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1,1 x1,2 · · · x1,d

x2,1 x2,2 · · · x2,d

· · · · · · · · · · · ·
xn,1 xn,2 · · · xn,d

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (6)

where n is the number of sparrows and d is the dimension of the
variable.

The fitness values are defined by the following vectors:

FX �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f([x1,1 x1,2 · · · x1,d ])
f([x2,1 x2,2 · · · x1,d])

· ··
f([xn,1 xn,2 · · · xn,d])

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (7)

2) Position update:

Explorers have better fitness and a larger range of foraging
search than scroungers. Therefore, they can get the food in the
search process first and provide the position and direction of food
for the whole population.

Explorers’ position update is described by Eq. 8.

FIGURE 3 | Prediction capacity results and errors of different algorithmss (a1–a4) is the prediction capacity. (b1–b4) is the prediction error.
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Xt+1
i,j �

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Xt
i,j · exp(

−i
αssa · Itermax

), if AR< ST,

Xt
i,j + Qssa · Lssa, if AR≥ ST,

(8)

where t represents the number of current iterations, αssa represents a
random number between 0 and 1, AR is the alarm value and
AR∈[0,1], ST is the safety threshold and ST∈[0.5, 1], Qssa is the
randomnumber withGaussian distribution, and L is a 1×dmatrix in
which each element has a value of 1.

3) Location update:

The location update of scroungers can be calculated by Eq. 9.

Xt+1
i,j �

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Qssa · exp(
Xt

worst −Xt
i,j

i2
) , if i>N/2,

Xt+1
P +

∣∣∣∣∣Xt
i,j −Xt+1

P

∣∣∣∣∣ · A+
ssa · Lssa , if otherwise,

(9)

where XP is the best position occupied by the current explorer, Xworst

is the worst position in the whole sparrow population, and Assa is a
1×dmatrix in which each element is randomly assigned 1 or -1 and
the condition Assa

+ = Assa
T (AssaAssa

T)−1 is satisfied.

4) Anti-predation behavior:

The sparrow will make anti-predation behavior if they are
aware of the danger, and can be calculated by:

Xt+1
i,j �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xt
best + βssa

∣∣∣∣∣Xt
i,j −Xt

best

∣∣∣∣∣,

if fi >fbest,

Xt
i,j +Kssa(

∣∣∣∣∣Xt
i,j −Xt

worst

∣∣∣∣∣
(fi − fworst) + εssa

),

if fi � fbest,

(10)

where Xbest is the current global optimal position, βssa is the
control parameter of the step with Gaussian distribution, which is
a random number between 0 and 1, Kssa is the step control
parameter with the random value between -1 and 1, fi is the
current sparrow’s fitness, fbest is the best current global fitness,
fworst is the worst current global fitness, and εssa is the minimum
constant to avoid zero denominators.

In the SSA, the population initialization is random, which may
cause the population distribution to be far from the actual solution,
thus reducing its optimization ability and convergence speed. In
order to guarantee the population diversity of SSA, the good point set
principle is developed for initialization to make the initial solution
evenly distributed in the area of search.

In the H-dimensional euclidean space, there is a unit
cube:

FIGURE 4 | Error metrics of the prediction model.
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Pn(k) � {((rn1 · k),/, (rnH · k))|1≤ k≤ n}. (11)
Here, Pn (k) is the good point set if the deviation satisfies the

relationship.

φ(n) � C(r, ε)n−1+ε,
r � 2 cos(2πr/p), (12)

where r is the good point, ε is a positive integer, C (r, ε) is a
constant, p is the smallest prime, and (p-H/2)≥H.

The inertia weight is an important parameter in population
optimization which affects the ability and speed of the global and

local search. In this article, new adaptive weights are introduced by
using adaptive weight coefficients to improve the optimization ability.

The adaptive weight formulas of wssa and the position update
are as follows:

wssa � 1 − lg((e − 1) · n/Itermax + 1),

Xt+1
i,j �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

wssa · (Xt
i,j · exp(

−i
αssa · Itermax

)), ifAR< ST,

wssa · (Xt
i,j + QssaLssa), ifAR≥ ST.

(13)

FIGURE 5 | Prediction results of the five algorithms on the B0005 battery. (a1–e1) Prediction capacity. (a2–e2) Probability density curve of the prediction error.
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Least Squares Support Vector Regression
The theory of SVM proposed in 1999 is not only efficient and
simple but also has good robustness (Vapnik, 1999). It can be
used to solve some classification regression problems with fewer
samples. However, when dealing with large samples, the SVM
algorithm will become complex with a long training time and low
prediction accuracy. LSSVR converts the constraints of SVR into

an equation, which has good nonlinear fitting ability and
generalization ability. It significantly reduces the amount of
calculation and improves the prediction accuracy.

The LSSVR model in a high-dimensional space can be
described as:

f(x) � wTϕ(x) + b, (14)

FIGURE 6 | Prediction results of the five algorithms on the CS-35 battery. (a1–e1) Prediction capacity. (a2–e2) Probability density curve of the prediction error.
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where f(x) is the output, ϕ(x) is a nonlinear mapping

function, w is the normal vector, and b is the

displacement term.
According to the minimum structural risk theory, the

optimization problem of the LSSVR problem can be described
by Eq. 15:

min
w,b

J(w, ξ) � 1
2
wTw + γ

2
∑
n

i�1
ξ2i ,

s.t.f(xi) � wTϕ(xi) + b + ξ i,

(15)

where γ is the penalty constant, which affects the complexity of
the model; the larger the value of γ is, the model will become

FIGURE 7 | Prediction results on the multi-step prediction in advance. (A,B) Capacity and error on B0006. (C,D) Capacity and error on B0007. (E,F) Capacity and
error on CS-37. (G,H) Capacity and error on CS-38 of the prediction error.
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more accurate but more complex. The smaller the value of γ is,
the larger the deviation between f (xi) and yi can be tolerated. ξi
is the regression error.

Transforming the optimization problem into a maximum
value problem of α:

L(w, b, α, ξ) � J(w, ξ) −∑
n

i�1
αi(wTϕ(xi) + b + ξ i − yi), (16)

where α is the Lagrange multiplier.
The LSSVR regression model can be finally transformed into:

f(x) � ∑
n

i�1
αiK(xi, xj) + b, (17)

where K (xi,xj) is the Gaussian radial basis kernel function.

Complete Prediction Process of the Hybrid
Model
In this article, a combination algorithm is proposed to improve
the performance of life prediction, which is shown in Figure 1.

The detailed prediction process is divided into the following steps:
Step 1: Decompose the capacity of batteries into five IMFs and

a residual by the ICEEMDAN algorithm.
Step 2: Predict the signal after mode decomposition by the LSSVR

model, the parameters ofwhich are optimized by ISSA. The prediction
modes are divided into 1-step advance forecast, 4-step advance
forecast, 6-step advance forecast, and 8-step advance forecast.

Step 3: After the prediction of each decomposed signal is
completed, the prediction results are reconstructed as the final
capacity prediction results.

EXPERIMENTAL DATA AND DETAILED
PREDICTION PROCESS

Experimental Data
Two open source datasets are applied for battery life
prediction: one is from the National Aeronautics and

Space Administration (NASA), and the other is from the
Center for Advanced Life Cycle Engineering (CALCE) at the
University of Maryland (He et al., 2011). In total, six lithium-
ion batteries (#5, #6, #7, CS-35, CS-37, and CS-38) are
selected from the datasets for algorithm verification. The
batteries of NASA are commercially available 18,650 cells
with a standard rated capacity of 2Ah, while those of CALCE
are square lithium cobalt oxide batteries with a rated
capacity of 1.1Ah. The cycle test experiments of the four
batteries are all carried out at room temperature, which
mainly include three different operational profiles. For
NASA batteries, during the charging phase, the three
batteries are initially charged in the constant current (CC)
mode under a current of 1.5 A until the voltage reaches 4.2V;
then, the voltage is kept at 4.2 V until the current drops to
20 mA. In the discharging phase, three batteries are
discharged in the CC mode under a suitable current until
the respective cut-off voltages are reached. The battery
capacity degradation of NASA does not gradually decrease
in strict accordance with the increase in the number of
cycles, but rises in a small range. The main reason is that
the chemical reaction inside the battery is easily interfered by
external factors in cyclic charging and discharging. The
batteries of CALCE are CS2 with the rated capacity of
1.1Ah. During the charging process, the batteries are
charged in the CC mode at a constant current of 0.5C
until the charging cut-off voltage reaches 4.2V, and then
charged in the constant voltage (CV) mode until the current
dropped to 0.05 A. During the discharge process, the
batteries are discharged in the CC mode at different
constant current until the discharge cut-off voltage
reaches 2.7 V.

Model Evaluation Criteria
Four popular metrics are utilized to measure and demonstrate the
model which is defined by Eq. 18:

MAE � 1
M

∑
M

n�1

∣∣∣∣yp
n − yn

∣∣∣∣,

RMSE �
�������������
1
M

∑
M

n�1
(yp

n − yn)
2

√√

,

MAPE � 1
M

∑
M

n�1

∣∣∣∣∣∣∣∣
yp
n − yn

yn

∣∣∣∣∣∣∣∣ × 100%,

R2 � 1 − ∑
M

n�1(yn − yp
n)

2

∑M

n�1(yn − �yn)
2
,

(18)

where MAE represents the mean absolute error, M is the total
number of the predicted battery capacity value, yn* is the
predicted battery capacity in the nth cycle, yn is the actual
battery capacity in the nth cycle, RMSE represents the root
mean square error, MAPE represents the mean absolute
percentage error, R2 represents the decisive factor, and �yn is
the average battery capacity.

TABLE 5 | Capacity error statistics of the multi-step prediction.

Battery Prediction model MAE RMSE MAPE (%) R2 NE

B0006 4-step ahead 0.0124 0.0209 0.8641 0.9739 -1
6-step ahead 0.0179 0.0266 1.2425 0.9552 0
8-step ahead 0.0219 0.0320 1.5075 0.9306 1

B0007 4-step ahead 0.0077 0.0126 0.4947 0.9829 3
6-step ahead 0.0097 0.0146 0.6128 0.9756 6
8-step ahead 0.0122 0.0175 0.7665 0.9620 8

CS-37 4-step ahead 0.0059 0.0078 0.6877 0.9896 12
6-step ahead 0.0066 0.0089 0.7691 0.9864 14
8-step ahead 0.0075 0.0103 0.8778 0.9818 18

CS-38 4-step ahead 0.0054 0.0073 0.6092 0.9860 9
6-step ahead 0.0062 0.0087 0.7017 0.9800 10
8-step ahead 0.0069 0.0100 0.7910 0.9735 12
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The 95% confidence interval (CI) of the model is applied for
the assessment of the uncertainty, which represents the interval of
the prediction error. The equation is as follows:

95%CI � yp
n ± 1.96 × cov(yn). (19)

A relative error (RE) is defined by Eq. 20 to evaluate the model
accuracy of RUL prediction:

RE � RULpre − RULtrue. (20)

EXPERIMENTAL RESULTS AND ANALYSIS

In this article, the prediction performance and generalization
ability of the proposed combination model is conducted from
three aspects to verify the effectiveness.

ISSA Verification
Six classical functions are used including four unimodal functions
and two multimodal functions for ISSA verification. The
benchmark function is shown in Table 1.

To compare the optimization performance with ISSA, PSO,
DE, GWO, and SSA algorithms are chosen. The parameter
settings of the five optimization algorithms are listed in Table 2.

To ensure the robustness of the five algorithms, they are run
50 times for each test function independently, and then the average
value (Mean) and the standard deviation (Std) are recorded and listed
in Table 3. For functions F1 and F2, although the statistical index of
ISSA has not been greatly improved, the stability of the algorithm is
much higher than that of the other four algorithms. For the
multimodal function F5, the ISSA achieves the best performance,
and the result is much better than that of PSO, GWO, and SSA
algorithms. For the multimodal function F6, the statistical results of
ISSA and SSA are almost the same and aremuch better than the other
optimization algorithms.

Figure 2 shows the average fitness curve of the five algorithms in
each test function to better reflect the dynamic optimization results. It
can be seen intuitively that the convergence speed and optimization
ability of ISSA are higher than those of the other four algorithms.

Performance of the Hybrid Model
The superiority of the hybridmodel is verified by comparison between
SVR-LSSVR, ISSA-LSSVR, EMD-ISSA-LSSVR, and ICEEMDAN-
ISSA-LSSVR algorithms on B0005, B0007, CS-35, and CS-37. The
parameter settings of the hybrid model are listed in Table 4. The first
50% of each battery data is for training, while the left 50% is for test.

As shown in Figure 3, there is an obvious lag in the prediction
results of SVR, LSSVR, and ISSA-LSSVRmodels on the four batteries.
The prediction performance of LSSVR is better than that of SVR,
confirming the superiority of LSSVR algorithm. The parameters of
SVR and LSSVR prediction models are given randomly, while ISSA-
LSSVR algorithm can automatically find the best parameters of
LSSVR in the process of training. The proposed hybrid model
achieves a better prediction effect and has a higher degree of
fitting with the actual available capacity than EMD-ISSA-LSSVR,
indicating that the effect of ICEEMDAN decomposition algorithm is
better. Figure 4 shows the statistical intuitive chart of the prediction

error on the four batteries. For the three indexes of MAE, RMSE, and
MAPE, the algorithms of SVR, LSSVR, ISSA-LSSVR, EMD-ISSA-
LSSVR, and the proposed hybrid model show a decreasing trend,
while R2 shows an increasing trend, indicating that the proposed
algorithm has the highest accuracy. Taking the B0007 battery as an
example, the MAE, RMSE, and MAPE predicted by the proposed
algorithm are 0.0031, 0.0054, and 0.2009, respectively. They are fewer
than those of the other four algorithms. The R2 predicted by the
proposed algorithm is 0.9929 which is the largest.

To verify the stability of the algorithm, taking B0005 and CS-35 as
examples, the capacity predictions including the confidence interval
and the probability density curve are shown in Figure 5 and Figure 6.
The narrower 95% ranges indicate the stronger robustness of the
prediction models. It can be seen from the figure that 95% IC of the
proposed method is the smallest, which confirms that the proposed
algorithm can give better performance for capacity prediction.

Performance on Multi-Step Prediction in
Advance
Step-by-step prediction is sometimes difficult to ensure the safety and
stability of battery long-term operation. To verify the stability of the
model, the capacity is predicted in many steps, that is, the actual
capacity in the window d is used to predict the capacity in the future
n+ l secondary charge–discharge cycle, and l is the number of steps in
advance. The ability of the proposed combination algorithm inmulti-
step prediction is tested by four steps in advance, six steps in advance,
and eight steps in advance. B0006, B0007, CS-37, and CS-38 batteries
are selected as experimental subjects.

The prediction results for the available capacity are shown in
Figure 7. It is not difficult to see that with the increase of the
number of cycles or prediction steps in advance, the error of the
combined model will increase accordingly, and the
corresponding life error will gradually increase.

Table 5 shows the statistical results of the capacity error ofmulti-step
prediction. The MAE of B0007 obtained by eight steps in advance
prediction is 0.0122 Ah, RMSE is 0.0175 Ah, MAPE is 0.7665, R2 is
0.9620, and the battery life error is 8. The MAE of CS-37 obtained by
eight steps prediction is 0.0075 Ah, RMSE is 0.0103 Ah, MAPE is
0.8778, R2 is 0.9818, and the battery life error is 18. This demonstrates
that the proposed hybridmodel also has a higher prediction level in the
multi-step prediction, which can predict the capacity of the battery in a
longer time step and provide a more reliable guarantee for the safety of
the battery system.

CONCLUSION

A novel data-driven hybrid model is proposed for SOH and RUL
prediction of batteries. The feasibility and superiority of the model are
verified fromdifferent directions by battery aging datasets fromNASA
and CALCE. The ISSA plays a significant role in the parameter
optimization of LSSVR, which dramatically improves the prediction
accuracy of capacity. The ICEEMDAN decomposition algorithm can
reduce the random noise interference and solve the backward
problem of capacity data. The results of eight steps in advance
show that the proposed model can still obtain the accurate
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capacity of the battery with a longer time step in the future. It can
provide a more reliable guarantee for the safety of the battery system.
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Optimal Dispatch of a Virtual Storage
Plant Using Inexact ADMM
Defu Cai1, Zuowei Wang1, Xiao Wang2*, Yang Wang3, Wenna Wang1, Kunpeng Zhou1 and
Dehua Yu4

1State Grid Hubei Electric Power Research Institute, Wuhan, China, 2School of Electrical Engineering and Automation, Wuhan
University, Wuhan, China, 3School of Automation, Wuhan University of Technology, Wuhan, China, 4State Grid Hubei Electric
Power Co., Ltd., Wuhan, China

A virtual storage plant (VSP) is identified as an effective approach to aggregating
distributed storage devices participating in power network supports with similar
capability as bulk storage systems. In this study, we develop a distributed control
framework for cost-effective storage coordination in the distribution networks, in which
the energy storage units are coordinated to contribute to a given power reference at the
aggregated level while regulating the local network voltages in the presence of renewable
generations. The salient features of the proposed VSP control roots from the successful
employment of an inexact alternating direction method of multiplier (ADMM) algorithm, in
which the primal updates have analytical solutions in closed form using proximal
operators, which significantly reduces the computation efforts of individual storage
agents, and renders fast storage dispatch. The proposed control is favorable for
near real-time storage dispatch in an optimal manner, and its effectiveness is
demonstrated using realistic distributed networks in the simulations.

Keywords: energy storage, virtual storage plant, ADMM, proximal operator, power system

INTRODUCTION

Distributed energy resources (DERs) transform the conventional role of passive distribution
networks in modern power grids. These DERs include dispatchable units, such as diesel
generators, energy storage systems, and nondispatchable units, for example, rooftop PV and
small wind turbine systems. Although the deployment of renewable energy
significantly helps with reduced carbon emissions, with their increased penetration, new
network regulation issues appear. Distributed energy storage devices, located closed to the
end-users and covering wide geographical areas, are identified as an effective measure to
accommodate the intermittency of renewables without compromising the quality of power
delivery (Morstyn et al., 2016).

Energy storage systems are widely available at different levels of a power system. As utility-scale
storage systems, pumped-hydro storage, compressed-air energy storage, etc., have a long history of
participating in energy markets and providing ancillary services to the transmission levels. In the
near decades, distributed storage devices are integrated with smaller capacities but larger unit
numbers. By the end of 2019, the residential energy storage systems coupled with rooftop PVs
reached 2GW, representing a 57% annual increase in Europe; electrical vehicles, whose batteries can
potentially contribute to grid supports, attained a 184% annual increase by September 2020 in the
United Kingdom (Energy Storage News, 2019). The aggregation of distributed storage devices has a
competitive capacity and presents more benefits over bulk storage. Such aggregated storage system is
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designed as a virtual storage plant (VSP), which seeks to use
available storage resources providing flexibility to the large
network interconnections.

The coordination of storage devices in a VSP relies on the
cyber network for storage communications. This coincides
with the concept of virtual power plants (VPPs) for the
integration of general DERs (Kim et al., 2019; Cheng et al.,
2017). The typical centralized control, in which a control
center has access to every storage unit, will soon become
inadequate regarding the expansions of the scales of storage
in future distribution levels. On the other hand, distributed
control collaborates individual agents to settle a given target
based on neighboring communication, not only reducing the
required bandwidth of the cyber layers but also enhancing
robustness against failures and noises of the integrated systems
(Olfati-Saber et al., 2007). Existing literature studies on
distributed controls of power networks can be categorized
into consensus-based controls (Wang et al., 2018,2019; Li
et al., 2017) and optimization-based distributed controls
(Yang et al., 2013a; Dall’Anese et al., 2018; Sulc et al., 2014;
Tang et al., 2019; Li et al., 2019). Compared to the consensus
controls, distributed optimization can generally achieve more
sophisticated objectives, although deriving distributed
solutions are not straightforward as that in a centralized
setup. Yang et al. (2013b) and Xu et al. (2015) exploited the
summation invariant of agent states under special cyber
topologies, such that all agents are aggregated to provide a
fixed amount of power and meanwhile minimize the overall
cost; a similar method is employed for optimal VPP dispatch
considering cyber attack in Li et al. (2018). Although these
consensus controls are simple and effective in synchronizing
agent states, system constraints cannot be easily handled by

purely consensus-based methods. The power limits of DERs
are enforced in Yang et al. (2013b), and then the algorithm
stability is established by generalizing the unconstrained
consensus cases. In addition, the optimal VSP operation
should account for local voltage variations due to storage
dispatch and load variations in the distribution level, but
most of the studies (Yang et al., 2013a; Wang et al., 2019;
Li et al., 2018; Zheng et al., 2018) were only concerned with the
cyber layer and ignored the physical grid that holds the
controllable units.

Distributed optimization, on the counterpart, can realize
optimal storage dispatch and respect device and network
constraints in a systematic manner Zhao and Ding, (2021).
Primal-dual algorithms are usually used to derive distributed
solutions for a centralized optimization problem by exploring
the sparsity in the problem setup. For example, Mallada et al.
(2017) developed the optimal frequency control in multi-area
power networks in which the proposed control keeps the

FIGURE 1 | Diagram of the IEEE 33-bus system with distributed energy storage systems aggregated as a VSP (black solid line: distribution lines; red dashed line:
communication lines).

FIGURE 2 | Realistic generation profiles for 25 PV systems in 24 h.
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distributed structure of the typical automatic generation control
(AGC) and incorporates frequency dynamics as part of the primal
updates. For voltage control in distribution networks, Zhu and Liu
(2016) modified the primal updates by a positive definite matrix,
which maintains the direction of primal descent and leads to
decentralized computation in radial networks. Tang et al. (2019)
further employed the dual ascent byminimizing primal variables in
each iteration for accelerated convergence but assumptions are
made for homogeneous line parameters and 2-hop neighboring
communications. Amore relevant study by Dall’Anese et al. (2018)
investigated optimal operations of a distribution network feeder as
a VPP; the local voltage variations are considered, and the primal-
dual algorithm is derived for the regularized Lagrangian showing
better convergence. Dall’Anese et al. (2018), Zhu and Liu (2016),
and Tang et al. (2019) used gradient-based methods for variable
updates, whose slow converging rates are undesirable in time-
critical and real-time applications. Combining the features of dual
decomposition and the method of the multiplier, the alternating
direction method of multiplier (ADMM) improves algorithm
robustness and significantly reduces the needed number of
iterations for convergence (Boyd et al., 2010; Feijer and
Paganini, 1974). Distributed voltage regulation using ADMM is
investigated in Sulc et al. (2014), in which the optimization is
formulated in a consensus form with copied variables for fully
distributed implementation. Similar concepts are employed for

area voltage regulations of a partitioned distribution network (Xu
and Wu, 2020), in which the dual update is accelerated to
outperform the convergence of the original ADMM.

In Sulc et al. (2014), Xu andWu (2020), and Zheng et al. (2018),
the primal updates of ADMM were to find the minimizer of a
constrained optimization problem. This process can be
computational-intensive for high-dimensional problems. This
disadvantage is first tackled for the linear regression issues in
Mateos et al. (2010) using a consensus ADMM, which is further
extended in Chang et al. (2015) and Chang (2016) considering
coupled constraints by optimizing the dual problems based on
inexact ADMM. In this investigation, a VSP is controlled to deliver
the requested amount of power at the aggregated level by cost-
effective storage coordination. This aggregated power reference can
either follow an AGC signal or sustain for a specified amount and
duration, for example, in the fast frequency reserve (FFR) defined
by the National Grid in the United Kingdom (Zhao et al., 2020). In
this study, the concerned VSP dispatch is formulated as an
optimization problem considering both storage charging and
discharging. We use voltage feedback and represent the
formulation in an incremental form that accounts for voltage
variations against storage dispatch and renewable generations. A
proximal dual-consensus ADMM algorithm (PDC-ADMM)
(Chang et al., 2015; Chang, 2016) is employed to solve the
problem in a distributed manner, whose benefit is that the

FIGURE 3 | System voltage profiles under no storage response: (A) IEEE 33-bus system and (B) IEEE 69-bus system.

TABLE 1 | Parameters of the storage assets in the VSP.

IEEE 33 bus system IEEE 69 bus system 119 Bus system

No. of storage 20 30 40
No. of PVs 4 7 19
Control parameters σ � 0.01 τ � 0.05, β � 2e3 σ � 1e − 3 τ � 0.1 β � 1e3
Storage costs αPi � 1e2 − 3e2, γPi � 1e1 − 3e1 αQi � 5e1 − 1e2, γQi � 5 − 1e1
Storage power rating 0.5–1 MW
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minimizer of the primal variables can be represented in a closed-
form under coupled affine constraints. This results in a low-
complexity algorithm that reduces the overall computation cost
of ADMM.A similar problem setup appears in Chen and Li (2018),
in which the primal update still depends on effective solvers to
minimize a constrained optimization problem, and the impact of
undispatchable units on network operation is ignored. The
contribution of this study is that we develop a distributed

control framework for optimal storage cooperation through
VSP, considering local voltage regulations during storage
dispatch based on the inexact PDC-ADMM, in which the
variable update is accomplished by per-agent estimates and
enjoy analytical forms that reduce the overall computation efforts.

The rest of the study is organized as follows: the System
Modeling and Problem Formulation section describes the
modeling of the cyber-physical systems involving the

FIGURE 4 |Case I: comparative results of VSP dispatch using a centralized optimization and the proposed distributed control: (A) VSP power outputs; (B) storage
costs in the VSP; (C) voltage profile under the centralized control scenario; and (D) voltage profile under the distributed control scenario.

FIGURE 5 |Case II: comparative results of VSP dispatch using a centralized optimization and the proposed distributed control: (A) VSP power outputs; (B) storage
costs in the VSP; (C) voltage profile under the centralized control scenario; (D) voltage profile under the distributed control scenario.
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communication and distribution networks and formulates the
optimization problem for VSP dispatch; the Inexact ADMM
section illustrates the classical ADMM and the inexact variant
of the ADMM algorithms using the proximal operators; Case
Study discusses simulation results showing promising
performance of the proposed approach in realistic
distribution networks with real PV generation data;
Conclusions are given in Data Availability Statement at
the end.

SYSTEM MODELING AND PROBLEM
FORMULATION

In this section, models of the considered cyber-physical system are
presented. We assume that the distribution network has a radial
topology as for most real-world distribution networks. The
consequent DistFlow model is linear with small approximation
errors from the nonlinear power flow models (Zhu and Liu,
2016). If more general networks with meshed topologies are

FIGURE 6 | Diagram of the 69 and 119-bus systems.

FIGURE 7 | Case III: comparative results of VSP dispatch using a centralized optimization and the proposed distributed control: (A,B) active power outputs of
individual storage devices; and (C,D) reactive power outputs of individual storage devices.

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 8868455

Cai et al. Distributed Virtual Storage Plant Control

53

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


considered, linear approximations can be obtained as well
(Dall’Anese et al., 2018).

DistFlow Model for Radial Distribution
Networks
A radial distribution network is represented by a directed graph
Gp. Except for the substation node having a constant voltage,
buses in the distribution networks are denoted by the set N ,
among which the buses with storage are collected in the set S,
while all the other buses are collected in the set L � N \S. Note
that the buses in L involve loads and renewables. The set of line
segments connecting buses in N are denoted by the edge set
Εp � {(i, j) ⊂ N × N }. For every line segment (i, j) ∈ Εp, the
DistFlow model is established as follows:

Pij − ∑
k∈N j

Pjk � −Pn
j , (1a)

Qij − ∑
k∈N j

Qjk � −Qn
j , (1b)

Vi − Vj � rlijPij + xl
ijQij, (1c)

where Pij, Qij denote the active and reactive power flows on line
(i, j); the net injections of the bus j are Pn

j � Pg
j − Pl

j, Qn
j � Qg

j −
Ql

j, where Pg
j , Q

g
j denote active/reactive powers from DERs and

Pl
j, Q

l
j denote the powers of load consumptions. The power flows

from the substation to the end buses lead to voltage drops as Vi −
Vj described in (1c), where rlij, x

l
ij are resistance and reactance of

the distribution lines, N j denotes the set of neighbors of note j.
The DistFlow model in (1) can be represented in a more compact
form as (Zhu and Liu, 2016) follows:

V � RlPn +XlQn + V0, (2a)

Rl � M−TDrM
−1, Xl � M−TDxM

−1. (2b)
In Equation 2, V is the vector of bus voltages and denoted as

V � (Vj)j∈N ; similarly, Pn � (Pj)j∈N , Qn � (Qj)j∈N are vectors
of net bus injections, and V0 � v01|N | where v0 is the voltage
magnitude of node 0 and 1|N | denotes a vector of all one with
dimension |N |, where |N | is the cardinality ofN . The matrixM
is the incidence matrix of the graph (N , Ep), and Dr �
diag(rlij)ij∈Ep, Dx � diag(xl

ij)ij∈Ep
are diagonal matrices of the

line parameters.

Cyber Network
The cyber network communicating distributed storage devices
are represented as a graph Gc � {S, Ec} in this study, where the
graph edges in Ec represent the communication lines among
storage agents in S. The connectivity of the graph is described
by the adjacency matrix Ac � (aij)i,j∈S where aij � 1 for all
j ∈ Si and 0 otherwise, where Si is the neighboring set of node
i. We assume that the cyber graph is undirected and
connected.

Problem Formulation
The optimization problem is formulated for the optimal
storage coordination of a VSP located in a radial
distribution network. The VSP is controlled to deliver a
given amount of active power while regulating the local
network voltage using its reactive power control capability.
Considering every time slot t in a time horizon T and ∀i ∈ S,
we have

min .
(Pb

i,t ,Q
b
i,t)
∑
|S|

i�1
{αP

i,t(P
b
i )

2 + γPi,t
∣∣∣∣Pb

i

∣∣∣∣ + αQ
i,t(Q

b
i )

2 + γQi,t
∣∣∣∣Qb

i

∣∣∣∣}, (3a)

FIGURE 8 | Case III: comparative results of VSP dispatch using a centralized optimization and the proposed distributed control: (A,B) active power outputs of
individual storage devices; and (C,D) reactive power outputs of individual storage devices.
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Vmin1|S| ≤ ∑
|S|

i�1
{Rl

i(P
b
i,t + Pl

i,t) +Xl
i(Q

b
i,t + Ql

i,t)} +∑
|L|

j�1
{Rl

jP
n
j,t

+Xl
jQ

n
j,t} + V0 ≤Vmax1|S|, (3b)

∑
|S|

i�1
Pb
i,t � PA

t , (3c)

(Pb
i,t)

2 + (Qb
i,t)

2
≤ (Sbi )

2
, (3d)

Pb,min
i ≤Pb

i,t ≤P
b,max
i , (3e)

SoCmin ≤ SoCb
i,t � SoCb

i,t−1 +
ηPb

i,t

CAb
i

≤ SoCmax, ∀i ∈ S. (3f )

In the optimization problem (3), Pb
i,t, Q

b
i,t are active and

reactive power outputs of the ith storage unit at the current
time step. We assign a quadratic cost for every storage unit that
is described by the parameters αPi,t, γ

P
i,t, α

Q
i,t, γ

Q
i,t as in (Eq. 3a),

and the absolute values indicate that both charging and
discharging yield costs are related to storage usage. In (Eq.
3b), Rl

i � (Rl
ij)j∈S , Xl

i � (Xl
ij)j∈S ∈ R|S| are column vectors of

Rl, Xl corresponding to the ith storage response on other
storage buses, which can be understood as the bus voltage
sensitivities with respect to the power injections at the ith
buses. Here, we separately represent the power injections on
the storage buses and load buses in L, whose net powers
Pn
j,t, Q

n
j,t combine the effects of renewables and loads as in

(Eq. 3b); Vmin, Vmax are the bus voltage limits. The VSP is
optimized to provide the aggregated power PA

t as in (Eq. 3c). We
mainly focus on inverter-based storage technologies, and the
local constraints (3d)—(3e) characterize the limits of storage
power capacity where Sbi is the apparent power limit of the
power converter. Eq. 3f imposes the limits on storage energy
capacity based on a general storage model, in which η is the
coefficient for charging/discharging, and CAb

i is the storage
energy capacity. Note that (Eq. 3f) can be incorporated into
(Eq. 3e) with time-varying power limits depending on the
storage SoC (Dall’Anese et al., 2018); for example, storage
with a full charge has Pb,max

i,t � 0 and Pb,min
i,t � −Sbi . To

facilitate the algorithm implementation, the quadratic
constraint (3d) is further linearized as follows:

−Sbi ≤ cos(τ
π

κ
)Pb

i,t + sin(τ
π

κ
)Qb

i,t ≤ S
b
i , τ � 1, . . . , κ, (4)

where the accuracy loss is 1.5% when κ � 8 (Jabr, 2017).
Moreover, considering that only the power injections on
storage buses are known by agents, the network voltage
constraint (3b) is rewritten in an increment form of storage
power, as follows:

Vmin1|S| ≤ ∑
|S|

i�1
{Rl

i(P
b
i,t−1 + ΔPb

i,t + Pl
i,t) +Xl

i(Q
b
i,t−1 + ΔQb

i,t + Ql
i,t)}

+∑
|L|

j�1
{Rl

jP
n
j,t +Xl

jQ
n
j,t} + V0 ≤Vmax1|S|.

(5)

It is assumed that the algorithm is fast enough such that the
powers of loads and renewables are nearly constant within each
time slot. From (Eq. 5) we denote

~Vt �∑
|S|

i�1
{Rl

i(P
b
i,t−1 + Pl

i,t) +Xl
i(Q

b
i,t−1 + Ql

i,t)} +∑
|L|

j�1
{Rl

jP
n
j,t

+Xl
jQ

n
j,t} + V0, (6)

which is the vector of voltage magnitudes of storage buses
before the agent actions and can be measured at the beginning
of the current time step t. We denote
xi,t � (Pb

i,t, Q
b
i,t)T � xi,t−1 + xi,t, and then the optimization

problem (3) is arranged in the canonical form with the
incremental variables xi,t, considering storage outputs at t −
1 are known by each agent.

min
Δxi,t ,Δri,t ≥ 0

∀i∈S

∑
|S|

i�1
{ΔxT

i,tΩi,0Δxi,t + Ωi,t−1Δxi,t + ���ΓiΔxi,t + Γixi,t−1
���},

(7a)

∑
|S|

i�1
([Ai

E
]Δxi,t + [ bi,t−1ei,t−1

] − [ b0/|S|
e0/|S| ])≤ 0, (7b)

CΔxi,t + Δri,t − di � 0, ∀i ∈ S, (7c)
where

Ωi,0 � diag(αP
i,t, α

Q
i,t), Ωi,t−1 � 2xT

i,t−1Ωi,0, Γi � diag(γPi,t, γ
Q
i,t),

Ai � [ Rl
i, X

l
i

−Rl
i,−Xl

i

], bi,t−1 � [ ~Vi,t1i
− ~Vi,t1i

], b0 � [ Vmax1|S|
−Vmin1|S|

],

E � [ 1 0
−1 0

], ei,t−1 � [ Exi,t−1
−Exi,t−1

], e0 � [ PA
t

−PA
t

],

Cs �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos(1
π

κ
) sin(1

π

κ
)

cos(2
π

κ
) sin(2

π

κ
)

..

. ..
.

cos(κ
π

κ
) sin(κ

π

κ
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Cp � [1, 0], C �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cs

−Cs

Cp

−Cp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

di �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Sbi 1κ − Csxi,t−1
Sbi 1κ + Csxi,t−1
Pmax
i,t − Cpxi,t−1

−Pmin
i,t + Cpxi,t−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The vector 1i has the ith entity equal to 1 and 0 for the others.
The 1-norm ‖■‖1 in the objective function (7a) accounts for
storage costs in both charging and discharging modes; the
coupled equality constraints 3(c) are represented in inequality,
which with (Eq. 3b) is incorporated into (7b); (7c) are local
constraints for storage capacity limits while Δri,t ≥ 0 is a slake
variable.
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INEXACT ADMM

In this section, we introduce the basic principle of ADMM, based
on which a proximal dual consensus ADMM is presented to solve
convex optimization problem with coupled constraints. The
inexact ADMM has the closed form for primal updates and
thus reduces computational overheads of individual agents
(Chang et al., 2015).

Alternating Direction Method of Multiplier
Consider the following optimization problem:

min .
x,r

h(x) + g(r), (8a)
Ax + Br � c. (8b)

For the augmented Lagrangian of (8), as Lρ(x, r, y) � h(x) +
g(r) + yT(Ax + Br −c) + (ρ/2)||Ax + Br − c22, ADMM consists
of the following iterations:

xk+1 � argmin .
x

Lρ(x, rk, yk), (9a)
rk+1 � argmin .

r
Lρ(xk+1, r, yk), (9b)

yk+1 � yk + ρ(Axk+1 + Brk+1 − c). (9c)
The updates of the primal variables are carried out jointly with

respect to the augmented Lagrangian in a sequential fashion,
while the dual update takes on a gradient step with coefficient ρ.
ADMM brings robustness and yields convergence without the
restrictive assumptions for primal-dual and dual ascent
algorithms (Boyd et al., 2010).

Inexact ADMM
In the classical ADMM, a central coordinator is usually needed
to collect the primal variables in (Eq. 9c), and then the updated
dual variable is broadcasted to every agent. To make the
ADMM completely distributed, a consensus ADMM is
proposed by Mateos et al. (2010), which is further
developed to solve the problem with coupled constraints via
its Lagrange dual problem (Chang et al., 2015;Chang, 2016).
For an optimization problem in the form of (7), in which we
make the generalization that Δxi,t ∈ Rn, Δri,t ∈ Rm and the
other matrices have compatible sizes. The objection
function of (7) can be separated for individual agents and
denoted as fi,t(Δxi,t) � gi,t(Δxi,t) + hi,t(Δxi,t), where
gi,t(Δxi,t) and hi,t(Δxi,t) are the smooth and non-smooth
parts, respectively. The Lagrange dual problem of (7) is
considered and arranged in a consensus form, as follows:

min .
yi,t ≥ 0,zi,t

max .
Δxi,t ,Δri ≥ 0

i∈S

∑
S

i�1
{ − fi(Δxi,t) − yT

i,t([
Ai

E
]Δxi,t + [ bi,t−1ei,t−1

]

− [ b0/|S|
e0/|S| ]) − zTi,t(CΔxi,t + Δri,t − di)},

(10a)
yi,t � tij, yj,t � tij,∀j ∈ Si, (10b)

zi,t � li, iεS. (10c)

where yi,t, zi,t are dual variables associated with the coupled
constraints and local constraints. Since the dual variables of the
coupled constraints are kept by individual agents, constraint
(10b) imposes their consensus, in which tij is an auxiliary
variable. Constraint (10c) is a dummy constraint to make a
strongly convex subproblem facilitating the following
derivation (Chang, 2016). The augmented Lagrangian of (10)
is as follows:

Lc(yi, zi, λ+,ij, λ−,ij, ]i) �∑
S

i�1
φi(yi, zi) + 1

|S|y
T
i ([

bi,t−1
ei,t−1

]{

− [ b0/|S|
e0/|S| ]) + zTi di

+∑
j∈Si

[λT+,ij(yi − tij) + λT−,ij(yj − tij)]

+ ]Ti (zi − li) + τ

2
‖zi − li‖22

+ σ

2
∑
j∈Si

(
����yi − tij

����22 +
�����yj − tij

�����
2

2
)
⎫⎬
⎭.

(11)
where we drop the time stamp t to simplify notions, and

φi(yi, zi) � max .
Δxi,Δri ≥ 0

{ − fi(Δxi)

−yT
i [

Ai

E
]xi,t − zTi (CiΔxi + Δri)}, and λT+,ij, λ

T
−,ij, ]i are dual

variables associated with the consensus and dummy
constraints, τ, σ are positive coefficients of the Lagrange
multipliers. Applying the ADMM procedure for (11), we have

(yi, zi) � arg min .
yi ≥ 0,zi

⎧⎨
⎩φi(yi, zi) + 1

|S|y
T
i
⎛⎝⎡⎣

bi,t−1

ei,t−1
⎤⎦ − ⎡⎣ b0/|S|

e0/|S|
⎤⎦⎞⎠

+ zTi di + ∑
j∈Si

[λT+,ij(yi − tij) + λT−,ij(yj − tij)]

+ σ

2
∑
j∈Si

(
����yi − tij

����22 +
�����yj − tij

�����
2

2
)

+ τ

2

��������zi − lk−1i + ]k−1i

τ

��������

2

2

},

(12a)

tkij � arg min .
tij

⎧⎨
⎩ ∑

j∈Si

(
���������
yk
i − tij +

λk−1+,ij
σ1

���������

2

2

+
���������
yk
j − tij +

λk−1−,ij
σ1

���������

2

2

)
⎫⎬
⎭,

(12b)
lki � arg min.

li

{
��������z

k
i − li + ]k−1i

τ

��������

2

2

}, (12c)

]ki � ]k−1i + τ(zki − lki ), (12d)
λk+,ij � λk−1+,ij + σ1(yk

i − tkij), λk−,ji � λk−1−,ji + σ1(yk
i − tkji). (12e)
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Deriving solutions of (12a)–(12c) and combining with
(12d)–(12e) gives tkij � tkji � (yk

i + yk
j)/2, zki � lki , ]

k
i � 0. So,

(12) can be simplified as follows:

(yi, zi) � arg min.
yi ≥ 0,zi

⎧⎨
⎩φi(yi, zi) + 1

|S|y
T
i
⎛⎝⎡⎣

bi,t−1

ei,t−1
⎤⎦ − ⎡⎣ b0/|S|

e0/|S|
⎤⎦⎞⎠

+ zTi di + yT
i ∑
j∈Si

(λk−1+,ij + λk−1−,ij)

+ ∑
j∈Si

(σ
���������
yi −

yk−1
i + yk−1

j

2

���������

2

2

) + τ

2

������zi − zk−1i

������
2

2

⎫⎬
⎭,

(13a)
λk+,ij � λk−1+,ij + σ(yk

i −
yk
i + yk

j

2
), λk−,ji � λk−1−,ji + σ(yk

i −
yk
i + yk

j

2
).

(13b)
Using the minmax theorem and the strong convexity of (13a)

(Chang, 2016), yi, zi can be conveniently obtained by expanding
φi and combining the linear and quadratic terms, which gives

(Δxk
i,t,Δrki,t) � arg min .

Δxi,t ,Δri,t ≥ 0

⎧⎨
⎩fi,t(Δxi,t) + σ

4|Si|

����������
1
σ
⎛⎝⎡⎣

Ai

E
⎤⎦Δxi,t + ⎡⎣

bi,t−1

ei,t−1
⎤⎦ − ⎡⎣ b0/|S|

e0/|S|
⎤⎦⎞⎠

−p
k−1
i,t

σ
+ ∑

j ∈ Si

(yk−1
i,t + yk−1

j,t )

����������

2

2

+ 1
2τ

����CΔxi,t + Δri,t − di + τzk−1i,t

����22
⎫⎪⎬
⎪⎭,

(14a)

yk
i,t �

1
2|Si|

⎡⎢⎢⎣ ∑
j ∈ Si

(yk−1
i + yk−1

j ) −
1
σ
pk−1
i,t + 1

σ
([

Ai

E
]Δxi,t+

[ bi,t−1
ei,t−1

] − [ b0/|S|
e0/|S| ])

⎤⎥⎥⎦
+
, (14b)

zki,t � zk−1i,t + 1
τ
(CΔxk

i,t + Δrki,t − di), (14c)
pk
i,t � pk−1

i,t + c∑
j∈Si

(yk
i,t + yk

j,t), (14d)

where pk
i � ∑

j∈Si
(λk+,ij + λk−,ji) and [■]+ � max(0,■). The iterative

minimization of primal variables in (14a) does not need to be very
accurate since it is an intermediate step inADMMprocedures (Mateos
et al., 2010). In this regard, the inexact ADMM approximates (14a) by
its first-order Taylor expansion at (Δxk−1i,t ,Δrk−1i,t ) (Chang, 2016).
Denote the smooth part of (14a) as follows:

~gi,t(Δxi,t) � ΔxT
i,tΩi,0Δxi,t + Ωi,t−1Δxi,t

+ σ

4|Si|

����������
1
σ
⎛⎝⎡⎣

Ai

E
⎤⎦Δxi,t + ⎡⎣

bi,t−1

ei,t−1
⎤⎦ − ⎡⎣ b0/|S|

e0/|S|
⎤⎦⎞⎠

−1
σ
pk−1
i,t + ∑

j ∈ Si

(yk−1
i,t + yk−1

j,t )

����������

2

2

+ 1
2τ

����CΔxi,t + Δri,t − di + τzk−1i,t

����22.

(15)

To derive an analytical solution, (14a) is simplified as follows:

(Δxk
i,t,Δrki,t) � arg min .

Δxi,t ,Δri,t ≥ 0
hi,t(Δxi,t) + (∇x~g

k−1
i,t )

T
(Δxi,t{

−Δxk−1
i,t ) + (∇r ~g

k−1
i,t )

T
(Δri,t − Δrk−1i,t )

+ βi
2

����Δxi,t − Δxk−1
i,t

����22 +
βi
2

����Δri,t − Δrk−1i,t

����22}, (16)

where βi > 0 is some penalty coefficient. Expanding the gradients
∇x ~g

k−1
i,t and ∇r ~g

k−1
i,t gives

Δxk
i,t � argmin .

Δxi,t
{
���ΓiΔxi,t + Γixi,t−1

���
1

+ βi
2

��������Δxi,t − (Δxk−1
i,t − 1

βi
∇x~g

k−1
i,t )

��������

2

2

}, (17a)

Δrki,t � [(1 −
1
βiτ
)Δrk−1i,t + 1

βiτ
(di − CΔxk−1

i,t − τzk−1i,t )]
+
. (17b)

To solve (17a) with non-smooth 1-norm terms, we employ the
proximal operator for each coordinate of Δxi,t. Denoting the jth
component of Δxk

i,t as Δxk
i,t(j), we have

Δxk
i,t(j) � arg min .

Δxi,t(j){
∣∣∣∣Γi(j)Δxi,t(j) + Γi(j)xi,t−1(j)

∣∣∣∣

+ βi
2
[Δxi,t(j) − (Δxk−1

i,t (j) −
1
βi
∇x~g

k−1
i,t (j))]

2

},

(18)
where Γi(j) is the jth diagonal element of Γi and∇x~g

k−1
i,t (j) is the

jth component of the gradient vector. Since hi,t(Δxi,t) �
∑n

j�1h
j
i,t(Δxi,t(j)) � ∑n

j�1|Γi(j)Δxi,t(j) + Γi(j)xi,t−1(j)| is
separatable, and notice that (Eq. 18) is a proximal operator
for a scaler function hji,t(Δxi,t(j)), which is precomposed by
an affined form. Thus, we rearrange (18) as follows:

Δxk
i,t(j) � arg min .

Δxi,t(j){h
j
i,t(Δxi,t(j))

+ [Δxi,t(j) − (Δxk−1
i,t (j) −

1
βi
∇x ~g

k−1
i,t (j))]

2

}

� prox.
hji,t/βi

(Δxk−1
i,t (j) −

1
βi
∇x ~g

k−1
i,t (j))

� 1
Γi(j)

proxΓ2i (j)|■|/βi Γi(j)(Δxk−1
i,t (j)[{

− 1
βi
∇x ~g

k−1
i,t (j)) + Γi(j)xi,t−1(j)] − Γi(j)xi,t−1(j)},

(19)
where the last equation uses the scaling and translation property
of the proximal operator (denoted as prox.) for scalar functions
(Beck, 2017). The proximal operator of the absolute value is called
soft thresholding (Boyd et al., 2010), and thus, (19) can be
computed analytically as follows:
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Δxk
i,t(j) �

1
Γi(j)

{[Γi(j)(Δxk−1
i,t (j) −

∇x ~g
k−1
i,t (j)
βi

)

+Γi(j)xi,t−1(j) − Γ2i (j)
βi
]
+
− [ − Γi(j)(Δxk−1

i,t (j) −
1
βi
∇x ~g

k−1
i,t (j))

−Γi(j)xi,t−1(j) − Γ2i (j)
βi
]
+
− Γi(j)xi,t−1(j)}. (20)

From (Eq. 20), we recover the optimal VSP control as defined
in the System Modeling and Problem Formulation section. This
gives the control commands for storage agents:

ΔPk
i,t �

1
γPi,t
{[γPi,t(ΔPk−1

i,t − 1
βi
∇P ~g

k−1
i,t ) + γPi,tPi,t−1 − γP 2

i,t

βi
]
+

− [ − γPi,t(ΔPk−1
i,t − 1

βi
∇P ~g

k−1
i,t ) − γPi,tPi,t−1 − γP 2

i,t

βi
]
+

− γPi,tPi,t−1}, (21a)

ΔQk
i,t �

1

γQi,t
{[γQi,t(ΔQk−1

i,t − 1
βi
∇Q~g

k−1
i,t ) + γQi,tQi,t−1 − γQ 2

i,t

βi
]
+

− [ − γQi,t(ΔQk−1
i,t − 1

βi
∇Q~g

k−1
i,t ) − γQi,tQi,t−1 − γQ 2

i,t

βi
]
+

− γQi,tQi,t−1}.

(21b)
Combining (21) with the primal and dual updates in (17b),

(14b)–(14d) makes up the control law of storage devices in a VSP.
Assuming a zero-duality gap, and the primal and dual optimal is
attainable, the only requirement for the algorithm convergence is
that the penalty coefficient βi should be larger than some constant
determined by the modulus and Lipschitz constant of the smooth
part of the objection function gi,t (Chang, 2016).

CASE STUDY

The performance of the proposed method in optimal storage dispatch
is demonstrated in this section. AVSPhas an aggregatorwhich receives
high-level power reference for participating in transmission-level
operations. Note that individual storage agents need to know this
VSP power referencePA

t , which can be either estimated by a first-order
consensus algorithm or broadcasted by the VSP aggregator with low
communication costs.We consider three study cases in the simulations,
i.e., the IEEE 33-bus system, IEEE-68 bus system (Schneider et al.,
2017), and a 199-bus system originally presented in Zhang et al. (2007).
All the three distribution networks have radial topology, but the
proposed algorithm can be employed for general network scenarios
using linear approximation or voltage sensitivity matrix derived in fast-
decoupled power flow. The diagram of the IEEE 33-bus system is
shown in Figure 1 with an illustration of the VSP concept.

Simulation Setup
The simulations use real PV generation data sampled at 5 min,
which are collected from a 75 MW solar power plant in

Colorado, United States (Solar Power Data for Integration).
The PV generation data from different days are used (Solar
Power Data for Integration Studies, 2006) for 25 PV systems
covering 24 h, and their profiles are shown in Figure 2. The PV
powers are scaled-down by 150 times to suit the capacities of
the distribution networks. The buses where the storage and
PVs are located are randomly selected, while the loads are
assumed to be constant in the simulations. The VSP dispatch
commands are each randomly generated in 10 min. The
voltage limits for cases 1 and 2 are 0.95–1.05 p.u., and
0.99–1.01 p.u. for case 3. Figure 3 shows the voltage profile
of the IEEE 33 and IEEE 69 bus systems with integrated PV
systems. This indicates that without storage response, a
significant voltage increase is observed during peak PV
generation hours.

Table 1 gives the storage and control parameters in the
simulations. The storage agents are labeled by the same bus
number where they are located. We assume a ring topology for
storage communication in the VSP cyber network, that id each
storage agent communicates to its 2 most adjacent neighbors in
the undirect graph. The sampling time of the algorithm is set to
1 min, which gives enough time for algorithm convergence at
each time step. The storage power capacities and costs are
randomly selected from the ranges provided in Table 1. We
assume that all the storages have enough energy in the
considered duration. The condition for algorithm termination
is the accuracy of the objection function
(objk − objp)/objp ≤ 1e−5, where objp is the cost of a
centralized optimization for the same problem.

Simulation Results
Case I: The IEEE 33-bus system is rated at 12.7 kV with
3.75 MW/2.3MVar loads in total. The PV generations are
selected from the data profile and integrated into the
network at random buses. Figures 4A, B compares the VSP
aggregated powers and costs under the proposed distributed
control and a centralized optimization using YALMIP. This
illustrates that the proposed VSP control can track the given
power reference in a timely fashion and yield almost identical
storage costs with respect to a centralized optimization result.
The voltage profiles of the system are given in Figures 4C,D.
Again, the proposed distributed control, i.e., Figure 4D
generates similar results as the centralized scenario in
Figure 4C, both of which successfully restrict the voltage
within 0.95–1.01p.u., compared to the significant voltage
variation observed in Figure 2A. Generally, the
computational time of the distributed approach scales
linearly with respect to the dimension of the decision
variables, while the centralized approach has a high-order
polynomial relation between the computational time and the
dimension.

Case II: The IEEE 69 bus system is used in this study case. The
radial distribution network is rated at 12.7 kV. The total loads are
3.8 MW and 2.7 MVar. Again, the simulation results in Figure 5
indicate that the proposed distributed control accomplishes
nearly identical results as a centralized optimization in VSP
dispatch and voltage regulations, while the distributed control
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has fewer requirements on the communication capability of the
cyber network.

Case III: The data of the 119-bus system is obtained from
Zhang et al. (2007) and the diagram is shown in Figure 6. The
nominal voltage of the system is 11 kV, and all the initial tie
switches are open to making a radial distribution network. The
total power loads are 22.7 MW and 17.0 MVar. In Figure 7, we
present the active powers and reactive powers of the total 40
storage units in the VSP. The first column gives the results from a
centralized optimization using CPLEX, while the second column
is the result using the proposed PDC-ADMM method. It can be
observed that the centralized control maintains the storage power
references in each dispatch duration, while the proposed
distributed control can gradually approach the optimal
dispatch using feedback from the previous time step. Figure 8
validates the performance of the proposed VSP control in terms
of the power reference tracking and voltage regulations similar to
the results in IEEE 33-bus and IEEE 69-bus systems. Note that the
proposed control framework generalizes the functionalities of
storage solely by providing voltage supports in distribution
networks.

The centralized optimization can provide the global optimal
regarding the storage dispatch in the convexified optimization
problem. It provides a lower bound on the cost of storage
coordination. The proposed distributed control framework
uses an inexact approach to reduce the computational efforts
of each storage agent. So, the accuracy of the optimization is
compromised in exchange for the speed of storage dispatch. In
addition, for the sake of practical implementation, we set a fixed
value for the maximum number of iterations. So, the distributed
control approach might output the calculated storage setpoints
even when a suboptimal solution is obtained. These are the
reasons that cause slight differences in the cost and storage
dispatch between the centralized and distributed approach, but
the control performance regarding the reference tracking and
voltage regulation is almost in the two control scenarios.

CONCLUSION

This study presents a distributed control framework for the
optimal coordination of distributed energy storage devices
providing active power at the aggregated level in response
to the request from system operators. The proposed control
also covers the functionality of local voltage regulation that is
widely defined by grid codes in the distribution networks. An
improved ADMM algorithm is employed to solve the
formulated optimization problem considering storage
charging/discharging and its active/reactive power control
capabilities. This leads to a fully distributed storage
dispatch with analytical control laws based on the
inexactness of intermediate ADMM calculations. The
closed-form solution significantly reduces the computation
overhead in algorithm iterations. The simulation results
using MATLAB validate that the proposed VSP control can
track the given power reference in a cost-effective manner
while maintaining a flat voltage profile against renewable
variations. In future work, the proposed control framework
will be extended to a robust optimization framework that can
handle uncertainties from the renewables and loads.
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A Novel Grid-Forming Strategy for
Voltage-Source Controlled PV Under
Nearly 100% Renewable Electricity
Pan Hu1*, Kezhen Jiang1, Xiaotong Ji 2, Daojun Tan1, Dan Liu1, Kan Cao1 and Wei Wang2

1State Grid Hubei Electric Power Research Institute, Wuhan, China, 2State Grid Hubei Electric Power Company Limited, Wuhan,
China

The demand for decarbonization calls for nearly 100% renewable electricity rising as the
dominant power resource. The foregoing paradigm shifts require proactive voltage and
frequency controllers for the converter-based renewable energy. This article proposed a
novel grid-forming technique for voltage-source controlled photovoltaic (PV) operating in
100% renewable power systems. The proposed idea was to design a DC voltage collapse-
prevention controller in conjunction with a simplified frequency and inertia controller,
thereby smart capturing and releasing PV energy to achieve improvements in dynamic
performance and efficiency. By setting the two-phase operation scheme, the model
initiatively considers the conflict between frequency regulation and maximum power
point tracking (MPPT) curve control. The preferred controls are validated using
extensive simulation and experimental findings based on a semi-physical platform and
a practical photovoltaic demonstration project. The proposed controller outperforms the
standard PV current controller over a much larger range of weak grid situations, according
to the experimental and engineering operational data. Results demonstrated the
effectiveness of the presented method in applying to the future 100% renewable
power system.

Keywords: grid-forming, voltage-source, controlled PV, 100% renewable electricity, DC voltage collapse-prevention
controller

1 INTRODUCTION

Growing promises to reduce greenhouse gas emissions, as well as ambitious endeavors to minimize
global average temperature rise, have driven efforts to decarbonize electricity, with a special emphasis
on the use of renewable energy resources (Wu et al., 2021). The climate action plan necessitates the
development of a nearly 100% renewable energy system and hence focuses on meeting the operation
challenge of the uncertain nature of resources, primarily wind and solar PV. With RE becoming a
prominent source in the system, the inverter-based or non-synchronous interface with the grid
requires a proactive control strategy undertaking voltage and frequency regulation and support.
Furthermore, grid-forming resources need to be widely used to improve synchronization stability in
100% renewable systems or weak grids (Blakers et al., 2019).

There, so far, mainly exists two types of inverter-based resources, i.e., the controlled current (CC)
and the controlled voltage (CV) renewable sources (Fu et al., 2021). The CC type uses a phase-locked
loop (PLL) to track the voltage and frequency at the point of common coupling (PCC) (Li et al., 2018;
Zhou et al., 2018). Moreover, the CC interface often introduces voltage feed-forward (VFF) control to
achieve improvement in dynamic response and harmonics suppression, which is particularly
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appropriate for connecting to a strong grid. But at high
penetration of RE, i.e., weak grid conditions, the CC controller
also causes wide-frequency oscillation, causing harmonic
resonance and system instability (Dong et al., 2015). With grid
impedance fluctuation, the use of a VFF controller led to the
positive feedback of grid impedance, resulting in injecting the
harmonic current into weak grids and triggering a tendency
toward progressive system instability. In addition, the PLL
controller negatively affects the stability of CC inverters under
weak grids. Xu et al. (2019) point out that the time delay in PLL
brings a negative damping phenomenon, resulting in inverter
oscillation. Meanwhile, in weak grids, the PLL bandwidth causes
harmonic resonance. With the increase in bandwidth, the
damping of the inverter impedance in the low-frequency band
deteriorated (Silwal et al., 2019). Through the introduction of
improved controllers, for example, time-delay compensation
(Zhang et al., 2018), impedance reshaping (Fang et al., 2018a),
and adaptive gain scheme (Xu et al., 2017), mitigates the
preceding concerns; the dynamic performance of the CC
interface is debased. In case of large transient disturbances,
some CC renewable sources lose stable equilibrium points and
synchronization stability (He et al., 2020). In light of the
aforementioned drawbacks, CC resources are better suited for
use in strong power systems.

For weak grids, especially under nearly 100% renewable
electricity, the CV interface is proven to be a better solution
than the CC interface. As a typical grid-forming resource, the CV
types achieve power output directly by controlling the voltage
vector phase and amplitude, enabling CV to be inherently
synchronized with the grid without applying PLL (Yuan et al.,
2009). CV resources proactively provide frequency and voltage
modulation and moment of inertia if a virtual synchronous
generator (VSG) is introduced (Zhong and Weiss, 2011).
Furthermore, grid damping and impedance characteristics are
increased without compromising CV interface dynamic
performance under a lower short current ratio (SCR) (Wu
et al., 2019). Therefore, the CV resources are thought to be an
efficient solution and a significant component in the
configuration of 100 percent renewable systems (Wang et al.,
2020; Sang et al., 2022). To satisfy the CV interface requirement,

renewable resources typically add energy storage equipment into
their DC side to counteract energy absorption or release in the
dynamic regulation process, i.e., the unpredictability of wind and
solar power (Liu et al., 2021). The energy storage handles the fast-
varying power generated by inertia simulation through VSG
control, whereas PV implements the portions of frequency
regulation and adjusts for relatively long-term power
variations with sluggish dynamics. As a result, the VSG
provides a better dynamic frequency response during power
fluctuations (Fang et al., 2018b; Debnath et al., 2021). To
manage PV and energy storage resources, the integrated
development combines enhanced control methods to offer
inertial and main frequency response, reactive power support,
and transient stability (Zhong and Weiss, 2011; Liu et al., 2021).
However, virtual synchronous control often treats the DC side as
the ideal source and ignores the energy storage limitation; it is
difficult to apply it directly to RE’s self-synchronous voltage
source control. Moreover, because of the energy storage (ES),
the traditional VSG technique is difficult to apply in a practical
wind turbine and PV unit. ES increases the operation and
maintenance workload after installation. The occupied space,
geographical location, and machine requirements in the
primary component of the original CC equipment restrict the
application of ES and hence increase the potential challenges of
CV sources used for wind turbines and PV (Imai et al., 2018).
Therefore, a proposal for a grid-forming plan for each RE unit
without the addition of energy storage is both promising and
necessary. However, not much work deals with the above-
mentioned relevant issues. This is mostly due to a clash
between the uncertainty of RE output and the need for
constant frequency support. The MPPT approach, for
instance, is responsible for the output of PV arrays. The
MPPT controller in the PV needs to be changed to set
commands that absorb or release energy in accordance with
the primary frequency control requirement. Therefore, the CV
interface has the potential to cause PV DC voltage collapse,
posing a threat to the PV safety and stability (Hua et al., 2017).

Inspiring by the aforementioned works, this article strived to
carry out a novel grid-forming strategy for voltage-source
controlled PV without adding energy storage. Thus, the
proposed planning model provides a novel perspective of
flexibility to operate with nearly 100% renewable electricity.
The main contribution and novelty of our works settle in:

1) The article developed a DC voltage collapse-prevention
controller that works in tandem with a simpler frequency

FIGURE 1 | P-V curves of the photovoltaic array.

FIGURE 2 | DC voltage collapse-prevention controller.
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and inertia controller to capture and release PV energy
intelligently. The model resolves the issue between
frequency regulation and the MPPT approach by
establishing the time accounting-storage strategy. The
suggested control algorithm can offer adequate actual and
reactive power services, as well as ensure PV DC voltage
stability, under dynamic system operation and atmospheric
circumstances, according to simulation findings obtained
during system disruptions and rapid solar irradiation
variations.

2) A CV interface and controller framework for the PV is
proposed without including energy storage, combined with

the proposed model established by the DC voltage collapse-
prevention controller and time accounting-storage method.
By offering voltage and frequency control and supporting a
weak grid, the unique grid-forming technique provides a
perspective of flexibility to function in nearly 100%
renewable electricity and an ability to design a weak grid.

The article is organized in the manner as follows. Section 2
theoretically presents the main idea of DC voltage collapse
prevention and gives the controller model. Subsequently, the
CV interface and controller framework are put forward in
Section 3. Section 4 is devoted to the simulation and

FIGURE 3 | Characteristic of multiple MPPT curves: (A) Typical P-V and I-V curves. (B) Multiple P-V curves of PV.

FIGURE 4 | Structure of the grid-forming controller with the DC voltage collapse-prevention controller. (A) Overall schematic controller of proposed CV-PV; (B)
proposed frequency controller combined with DC voltage collapse-prevention controller.

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 9157633

Hu et al. Controller of Voltage-Source PV

63

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


hardware-in-the-loop (HIL) experiments and practical
engineering verification. Conclusions and future works are
summarized in section 5.

2 CONTROL STRATEGY AND SYSTEM
DESIGN

2.1 Stable Operation Area of MPPT
To clearly analyze the stable operation area of MPPT and DC
voltage stability, the following assumptions are put forward:

Assumption 1. The load is less than the PV array’s maximum
output power.

Assumption 2. The modulation ratio m of the PV inverter is
sufficient.

As shown in Figure 1, the P-V curves indicate the following: 1)
whenUdc is less than theMPPTDC voltage, the PV array’s output
Ppv grows asUdc increases; 2) whenUdc is greater than the MPPT
DC voltage, the Ppv declines as Udc increases. Assuming Pload as
the load power, Udc corresponds to point A or A′ in Figure 1.

Due to voltage and frequency regulation requirements, if the
load grows by ΔP while Udc is at point A, the PV unit is required
to produce additional energy to match the load. As a result, the
extra power is provided by discharging the DC capacitor, and this
results in a drop inUdc. The drop inUdc will cause Ppv to increase,
according to the PV array’s P-V characteristics. When Ppv equals
Pload + ΔP, Udc shifts from point A to point B. Udc is steady at
operating point A, as can be shown.When the PV power supply is
in this operating range, Udc also exhibits a generator-like feature.
When the load is increased or decreased, the DC voltage can be
automatically discharged or charged, allowing the system to
automatically undergo transition to the new balance point and
maintain voltage and frequency stability without the need for
further controls. When Udc arrives at point A′, however, the
situation is inverted. The DC capacitor discharges if the load
increases by ΔP, and the fall of Udc further reduces Ppv due to the
PV array’s P-V characteristics, exacerbating the imbalance
between the PV output and the load r, eventually leading to
the DC bus voltage collapse phenomenon. Furthermore, the
inverter is considered to have a sufficient modulation ratio to

create the rated AC voltage in the preceding study. In practice,
when Udc falls below a particular threshold, m rises to 1. As Udc

falls, the AC output voltage falls as well, posing a major threat to
the PV power supply system’s safe and stable functioning. If the
load is reduced by ΔP when Udc is at point A′, the PV array
charged the capacitor, increasing Ppv and accelerating the
charging of the capacitor until Udc passes the MPPT point
and enters the stable region. The final operating point transits
from point A′ to point C and lets the capacitor overvoltage. It is
obvious that point A′ is the unstable operating point.

2.2 DC Voltage Collapse-Prevention
Controller
Based on previous analysis, the DC voltage crosses theMPPT point
into the unstable region, causing the DC bus voltage to collapse
when the PV unit is overloaded. Affected by the variation in the
luminous intensity, the maximum DC voltage and MPPT points
vary simultaneously. The evolving MPPT curve makes
determining the maximum Pmax in time difficult, and if Pmax

exceeds the MPPT maximum power point, a DC voltage collapse
occurs. If the DC voltage can be regulated directly during PV
overload, it is envisaged that DC voltage collapse can be prevented.

The diagram of the DC voltage collapse-prevention controller
is given in the Figure 2 a follows:

The controller is a PI controller with an upper limit of 0.
Udcmin is the reference input signal, and ΔPlim is the active power
increment signal. The MPPT provides the Udcmin command,
which is the minimum MPPT voltage, as well as the
minimum DC voltage at which the PV power supply can run
at a steady state. The controller output is 0 when Udc is greater
than Udcmin, and the PV operates in a droop state. Once Udc falls
below Udcmin, this controller swiftly reduces the active power,
bringing Udc back to Udcmin. ΔPlim is presented as

ΔPlim � kp(Udc − Udcmin) + ki ∫(Udc − Udcmin)dt. (1)

The principal frequency and inertia response can be met by
reserving MPPT power, according to the aforementioned DC
voltage collapse-prevention controller. However, due to the
photoperiodic effect and the uncertainty of solar radiation,
multiple MPPT curves exist, shown as in Figure 3. As a result,

FIGURE 5 | Characteristic root and eigenvalue curves of the CV-PV controller.
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as solar radiation changes, the maximum power and lowest Udc

points fluctuate. This fact indicates that the DC voltage collapse-
prevention controller has to set a biggerUdcmin to prevent PV from
running in the left area of P-VMPPT, resulting inmore power loss.
The constant DC voltage reduces the MPPT’s operation margin,
increasing the probability of a PV outage. To solve the
aforementioned issue, a responding scheme is put forward.

This article designed a two-phase operation scheme for CV PV
sources: the start-up phase and the frequency regulation phase.

Start-up phase:After reaching the maximum power point, the
controller enters the MPPT state first, starts the MPPT algorithm,
and records the power and DC voltage.

Frequency regulation (FM) phase: The PV seamlessly
switches from the MPPT state to FM state and closes the
MPPT at the same time. After leaving the maximum power
with a specified reserve k, i.e., generally 10 percent of the
maximum PV power, the PV begins to participate in primary
FM. The FM power is superimposed on the power command
once it enters the steady state, and the output power is limited to
the maximum PV power. PV uses the set modulation coefficient
to calculate the primary FM power. The output active power is the
sum of the specified power value after backup and the primary
FM’s steady-state power, shown in Figure 4A. When the FM
power surpasses the reserved PV FM interval in the FM process,
the PV operates at the maximum power of the MPPT point. The
MPPT curve is refreshed every 500 ms. When MPPT point falls
below 20% of the rated power, PV departs the FM mode.

2.3 Grid-forming Strategy for
Voltage-Source Controlled PV
To clearly illustrate the main controller of the CV-PV, the overall
schematic is shown in Figure 4A. Frequency and reactive

controller, double loop and PWM module and power
calculation, electrical measurement, and transformation module
are the four basic components. The overall schematic controller
takes advantage of the aforementioned technique paired with the
proposed DC voltage collapse prevention by using a typical double
closed-loop structure (Sun et al., 2021), P/f and Q/V droop
management (Awal et al., 2020), and virtual rotor motion
equations (Yuan et al., 2009). Figure 4B depicts the suggested
frequency controller. A switcher in Figure 4B is designed to
flexibly switch different frequency control modes. The Pref in
virtual rotor motion equations is the algebraic calculation of
ΔPlim, output active power P and Pr. When it switches to
button 1, the CV-PV operates in the FM mode. In this mode,
Pr is combined with Ppv and droop power Pdroop. Moreover, Ppv is
the sum of k × PN, i.e., power reservation of frequency regulation
and MPPT power Pmpp. The incremental conductance algorithm
(INC) (Liu et al., 2008) can be used to calculate the MPPT power
Pmpp for a PV. The frequency and inertia-supporting ability of CV-
PV is met in this FM mode by power reservation through k × PN.
PN is the rated power of CV-PV, and k is set to be 10%. To set an
acceptable FM dead zone to prevent needless movement, the
absolute value and comparison module are employed. To be
noted, it causes electricity and energy loss during the FM mode,
resulting in lowering the earnings of generation owners. Therefore,
we put forward a switcher. When in button 2, Pr equals to Pmpp,
i.e., close to the MPPT power. Furthermore, Umppt is chosen to be
5–10 V bigger than the minimum DC voltage point from the
MPPT curves, which is extremely close to the MPPT point, to
improve the reliability of the proposed technique and provide an
extra inertia energy source in this mode. The CV-PV does not
engage in frequency control in this mode, but it does supply inertia
and acts as a CV source to keep voltage and frequency stability in
weak grids. The proposed schematic controller enhances the

TABLE 1 | Case scenario description.

Main electrocircuit parameter Parameter value Main electrocircuit parameter Parameter value

AC rated voltage UN/V 315 Rotational inertia 5
Maximum DC source voltage Udc/V 1,000 Minimum DC source voltage Udc/V 650
Filter inductor L/mH 18.4 Frequency droop coefficient 160
Filter capacitance C/μF 10 Voltage droop coefficient 0.01

FIGURE 6 | Test platform of the CV-PV controller under RT-LAB/Simulink.
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economy of CV-PV. Moreover, in the transient process, the
controller still employs the original CC low-voltage ride-through
(LVRT) algorithm, i.e., the controller switches back to the CC
mode during the fault period and changes back to CV control after
the transient period is finished. Buraimoh et al. (2021) contains the
transient controller strategy.

To test the proposed approach and calculate the PI and inertia
parameters, Fu et al. (2021) introduced a small signal stability
model. This is a summary of our earlier grid-forming controller
work. The approach for detailed modeling can be found in the
corresponding article. Figure 5 shows the model’s main
parameters and the model findings, i.e., characteristic root and
eigenvalue curves.

3 CASE STUDY AND ANALYSIS

Three scenarios, based on a semi-physical platform and a
practical photovoltaic demonstration project, are used to

validate the suggested technique through comprehensive
simulation and experimental data. The first example is an RT-
LAB-based PV station simulation in Hubei, China. The purpose
of this case was to analyze the controller’s validity and dynamic
characteristics for a PV station, as well as to optimize the
parameters of these units under various circumstances. The
PV station’s hardware in-the-loop (HIL) tests with a CV-PV
controller are then carried out in Case 2. As shown in the
following figure, the EMT Hardware Solver (eHS) circuit of
this PV is constructed in the RT-LAB platform, and the
control component is accomplished by using a realistic DSP
digital controller of SG500MX-V6, i.e., a 500 kW PV from
Sungrow Company. The dynamic frequency response and
voltage supporting findings are presented to illustrate the
differences between the prior and optimal strategies for
improving the PV’s operation characteristics and resilience.
The recording data and construction information of an actual
PV engineering project are provided in Case 3. This project is the
power side construction part of the 100% renewable energy

FIGURE 7 | Simulation results of the CV-PV controller. (A)Dynamic response curves of frequency under unexpected load changes, (B) LVRT test on voltage source
inverter, and (C) dynamic comparison of the traditional CC controller, VSG with energy storage, and proposed CV-PV.
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demonstration project in Suizhou, Hubei Province, China. About
32 MWPVwill be updated and reformed to CV-PV. The findings
of this study have already been implemented in engineering
practice. The engineering data’s detailed results demonstrated
the practicality of the proposed solution in a large-scale renewable
project. In all cases, the CV-PV controller’s stability and
dependability validated the proposed strategy.

3.1 Case 1
An independent grid simulation model consisting of CV-PV is
developed in RT-LAB/Simulink to verify the effectiveness of
the controller technique, as shown in Figure 6. The parameters
of this controller are given in the following Table 1. This test is
a stand-alone system that consists of three parts: the grid part,
the equivalent transmission line, and the tested equipment, of
which

1) The grid part is built with the ideal voltage source model, and
the power disturbance and fault ride-through configuration
are completed by directly scaling the voltage source.

2) The analogous transmission line is designed inductively, with
inductance used to represent the transformer and other

equipment in the transmission line above the equipment
under test, and the short-circuit ratio is set to 1.5.

3) The proposed CV-PV inverter is used in the test equipment.
Its dynamic characteristics of transient and steady response
are used to determine the effectiveness of the control strategy.

The simulation timer is set to 5 sec. The initial local load is PL
= 400 kW and QL = 20 kVar; the load is increased to PL = 420 kW
and QL = 25 kVar at 1 s and returns to the initial value at 2 s; the
load is reduced to PL = 380 kW and QL = 10 kVar at 3 s and
returns to the initial value at 4 s; the load is reduced to PL =
380 kW and QL = 10 kVar at 3 s and returns. Figure 7A shows
how the virtual proposed control approach compares to the
traditional droop control strategy in terms of dynamic
response curves of frequency under unexpected load changes.
Low-voltage ride-through (LVRT) testing is performed on the
voltage source inverter, in which the fault ride-through mimics
balanced and unbalanced tests under 20% voltage dips. The
inverter’s steady-state working condition is set to 100% Pn for
the duration of the test. Figure 7B shows the simulation results.

In Figure 7C, the comparison of the traditional CC controller,
VSG with energy storage, and proposed CV-PV in frequency

FIGURE 8 | HIL test of the CV-PV controller: (A) eHS model of CV-PV; (B) HIL test platform.

TABLE 2 | Case 2 scenario description.

No. Test depicts Scenario set and purpose

1 Active power control From 0.1 to 0.8 p.u to test CV-PV control accuracy
2 MPPT control MPPT test of power reserve response from 200 to 1000 rads
3 LVRT and HVRT test Voltage from 1.0 to 0.3 p.u. and from 0.3 to 1.275 p.u.
4 Frequency droop test Frequency varies from 50.5 to 49.5 Hz
5 Inertial test Test power response when frequency varies within ±0.2 Hz
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dynamic response is given. The setting of the simulation
condition is the same as in Figure 7A, i.e., 20 kW active power
disturbance is introduced. The results revealed that the proposed
controller has a good behavior as traditional VSG with energy
storage. As displayed in Figure 7, the system state does not lose
stability in both power disturbance and transient periods.
Obviously, the simulation results revealed that compared to
the droop control, the control algorithm described in this
research has a smoother frequency control impact, and its
inertia features save time for future frequency regulation.

3.2 Case 2
In this scenario, HIL tests using grid-connected CV-PV are
carried out. In Figure 8A, the controller circuit and the eHS
model of the primary hardware element of the 500 kW PV are

shown, respectively. Two 500 kW PVs comprise a 1 MVA
generation unit, as shown in Figure 8A, and power is
transferred between them via a boosting transformer with split
winding. The circulation current between CV-PV is generally
limited due to the high impedance between split windings,
especially when using the virtual impedance technique. The
HIL experiments are carried out using this practical unit, and
its platform is depicted in Figure 8B. The inverter control section
of the DSP control board is primarily responsible for the output
control signal. The metering board is primarily in charge of
communicating with the touch screen. The transmission of
trigger signals is handled by PWM and MPPT controllers.
Operators can send power scheduling instructions, low
penetration strategy coefficients, and key FM and inertia
parameters using the parameter setting interface. To test the

FIGURE 9 | HIL test results of CV-PV: (A) active power control from 0.1 to 0.8 p.u., (B)MPPT control test from 200 to 1000 radiation, (C) and (D) LVRT and HVRT
test under 0.5 p.u. of rated power from 0.2 to 1.3 p.u. of rated voltage, (E) frequency droop test, and (F) inertial test.
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dynamic response of this controller, a series of severity abnormal
conditions are introduced and chosen to check the power
disturbances and fault ride-through capabilities. The set of
tests is depicted in Table 2, and the results are shown in
Figure 9. Clearly, the experimental findings support the
effectiveness of the controller’s algorithm.

The active power of the CV-PV unit can be flexibly
controlled, and the reaction time is less than 5 ms, indicating
a quick control accuracy, as shown in Figures 9A,B. Based on
the results in Figures 9C,D, the controller’s transient behaviors
are compatible with the original CC-PV (d). Moreover, in
Figures 10E,F, the simulation results clearly illustrate that
the frequency and inertia characteristics have an influence on
the controller’s output. The HIL test verifies the proposed
controller’s validity and benefits.

3.3 Case 3
A demonstration project is introduced here to verify the validity
of the grid-forming strategy. The hybrid renewable station which
consists of wind and solar energy is located in themiddle of Hubei
province, China. The capacity of permanent magnet direct-drive
wind is 41.6 MW, while the rated photovoltaic is about 50 MW.
Considering the economic and construction aspects, about 60%

of PV units are upgraded as voltage-source by utilizing the same
CV-PV controller in Case 2. The technical transformation
enables the CV-PV to achieve the following functions,
especially including the droop and inertia control mode, PQ
control mode, seamless switching between them, and provision of
reactive voltage support.

Several frequency disturbances are exerted on the secondary
windings of the current transformer. The PV responses and its
inner MPPT control results are shown in Figure 10. For instance,
the switching time in Figure 10C is approximately 102 ms, and
the circulation current between two CV-PV is nearly 0. In
Figure 10F, the frequency response and its inner power
reservation results are present. According to the process of
dynamic response, the effectiveness and correctness of the
proposed algorithm in a real engineering project are tested.

4 CONCLUSION

This work introduced a unique grid-forming CV-PV controller
that can be used to establish a nearly 100% renewable electricity
system without the need for energy storage on the DC side. Under
dynamic system operation and atmospheric conditions, the

FIGURE 10 | CV-PV controller performance test based on a demonstration project: (A) structure of the PV generation system, (B) project reconstruction point of
the controller, (C) switching control results from CC-PV to CV-PV, (D)mode switch test from the MPPT mode to FM mode, (E) parallel test of two CV-PV units, and (F)
frequency dynamic response test.
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proposed control algorithm provides acceptable actual and
reactive power services, as well as PV DC voltage stability.
Based on a semi-physical platform and a practical photovoltaic
demonstration project, the major conclusions include the
following:

1) To intelligently capture and release PV energy, the study built
a DC voltage collapse-prevention controller that worked in
combination with a simpler frequency and inertia controller.
The experimental findings based on a semi-physical platform
and a realistic DSP digital controller confirmed that the
controller has high dynamic performance and stability.

2) With the suggested model built by the time accounting-
storage approach, the CV interface and controller
framework for PVs are proposed without integrating
energy storage. The model anticipated the conflict between
frequency regulation and curve control using the MPPT. The
outcomes of the demonstration project attested to the
method’s efficacy.

Admittedly, concerning the proposed planning model, a few
aspects can be enriched, such as the reduction of reserved power
and the consideration of the supportability of transient
reactive power.
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With the increase of wind power penetration, the deviation caused by its volatility and
intermittency poses a growing threat to the grid. Energy trading in short-term markets
for wind power and backup storage helps compensate for the deviations. Furthermore,
the introduction of peer-to-peer (P2P) energy trading can effectively reduce the risk of
centralized market management. However, the higher cost of energy storage are not
conducive to wind power producers (WPPs). And P2P trading also suffers from trust
and efficiency problems. This paper provides a blockchain based short-term energy
trading market, which resolves generation deviations through efficient and trusted real-
time transactions between WPP and prosumers. The blockchain-based energy trading
market is a trustless P2P structure, and the trading is triggered by smart contracts to
ensure efficiency. Furthermore, a reputation mechanism is designed to incentivize WPP’s
generation forecasts to be accurate and prosumers to participate in the market. A bilevel
optimization method is designed to increase the revenue of WPP and reduce the costs of
prosumers. The market can effectively balance the deviation of wind power generation,
increase the revenue of WPP by 9.55%, and reduce the costs for consumers by 5.6%.

Keywords: wind power producer, blockchain, bilevel, energy trading, short-term market

1 INTRODUCTION

With the increasing penetration of wind power, its volatility make the impact on power quality
and grid stability more critical (Shin et al., 2018). Wind power producers (WPPs) should take
measures to ensure the stability of wind power generation to avoid power generation deviation
between the actual and the forecasted caused by the above conditions. Researchers believe thatWPP’s
participation in the electricity market is one of the effective ways to address wind power deviation
and promote wind power consumption (Skajaa et al., 2015).

Electricity markets in many countries have established the short-term market. For example,
the European short-term market determines the energy clearing price based on the positive
or negative energy adjustment. Many researchers focus on WPPs for electricity energy trading
on the short-term market trading floor including day-ahead (DA) and real-time (RT) markets.
The RT market has attracted the growing attention of researchers, which may provide possible
solutions addressing the above challenges because it can compensate for the high uncertainty
of generation forecasts in DA markets (Homa et al., 2017). The independent system operator
(ISO) is responsible for regulating the energy for the deviating wind producers, ISO imposes
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penalties on WPP when it fails to deliver power as promised.
H. Shin et al. (Shin et al., 2018) built an advanced offer curve
that considers correlations between wind power and RT price
under the hypothesis that the wind power and RT price
follow the bivariate normal distribution. Compared with the
typical offering curve, this curve can slightly increase the
expected profit. Although the offering curve can increase the
expected profit of WPP, penalties for mispredicted wind power
producers are expensive in RT markets (Fabbri et al., 2005). The
centralized power transaction conducted by the system operator
has disadvantages such as high information management
cost, insufficient communication transmission capacity,
and single point of failure when dealing with the above
scenarios.

In addition, researchers propose to combine wind energy
with other power generation methods to solve the volatility of
wind energy. On the one hand, reserves are provided by the
supply side, these power generationmethods are pumped-storage
hydroplanes, thermal energy, compressed air energy storage (Al-
Awami and El-Sharkawi 2011; Sánchez de la Nieta et al., 2013;
Cheng et al., 2019). However, some thermal units have high
generation costs which reduce the revenue of WPP. Moreover,
purchasing reserves from the demand side can also balance the
deviation of wind power. Demand response (DR) and electric
vehicle (EV) were proposed by relevant researchers as more
economical reserve energy. In the face of the intermittent wind
energy, N. Mohammad et al. (Mohammad and Mishra 2018)
aimed to design a plan in which market operators seek suitable
DR as reserve energy to cope with the deviation of wind power.
EV aggregators are applied as entities to balance the deviation
from the uncertainty of renewable energy (Cheng et al., 2019).
However, the greater deviation of wind power consumption
in RT markets, the more prominent the problems caused
by the high adjustment cost. Consequently, higher frequency
transactions help balance wind power generation deviation
better.

Two-way information flow and peer-to-peer (P2P)
mechanisms of the distributed system contribute to the
development of energy trading. In the P2P energy trading
mechanism, operators do not need to play the role of
energy dispatching, a win-win result with direct electricity
trading between consumers (Zhou et al., 2018). E. Sorin et al.
(Sorin et al., 2018) introduced the variable economic dispatch to
build a P2P energy trading market and proposed a method that
considers Consensus and Innovation to address the problems in
the market in a distributed manner. This plan shared the power
trading information well handled and improved social welfare
and user satisfaction. C. Zhang et al. (Zhang C. et al., 2018)
proposed a hierarchical system architecture model to identify the
relevant content involved in P2P energy trading and simulated
P2P energy trading using game theory. Experimental tests
showed that P2P energy trading can promote consumption
balance. H. Rashidizadeh-Kermani et al. (Rashidizadeh-
Kermani et al., 2021) considered a P2P transaction framework
in which WPP can conduct P2P transactions with the main grid
and rival load-serving entities. Through P2P direct transactions,
WPP can offset part of the energy deviation and maximize

its interests. H. Rashidizadeh-Kermani et al. (Rashidizadeh-
Kermani et al., 2020) explored that WPP purchased reserves
from energy storage aggregators on the P2P trading floor to
compensate for the volatility of wind power, and at the same
time introduced conditional value at risk (CVaR) to hedge
the randomness of wind energy. Previous work has shown
that prosumers take crucial roles in P2P trading. A prosumer
is a flexible role that can consume and generate electricity
in the meantime (Luo et al., 2019). As shown is Figure 1, in
conventional models of power systems, only energy consumers
existed. However, renewable energy generation technologies are
developing rapidly. Its construction cost and equipment size are
gradually decreasing and coming into homes (Li et al., 2021).
For example, in recent years, solar panels have been installed
on the roof of a building and supply it with electricity. Because
of the small capacity and fast regulation of prosumers, they are
suitable for small-scale regulation of electricity in decentralized
mechanism. As a result, WPP can engage in P2P transactions
with prosumers to better cover their uncertainty due to their
responsiveness and flexibility, but their data on the transaction
process lack a transparent management method.

In recent years, blockchain has been proposed as a distributed
ledger technology, and its characteristics of trustlessness,
traceability, transparency, and irreversibility make it widely
used in the energy trading field (Li et al., 2017). Energy
trading based on blockchain is not similar to the traditional
centralized power trading mechanism with poor information
trading. More specifically, blockchain technology can realize
the decentralization of electricity (Zhang T. et al., 2018). Each
user can realize distributed automatic verification, transmission,
and management of transaction information, so as to quickly
respond to market information and formulate the most excellent
bidding strategy to promote P2P trading of electric energy
(Cui et al., 2020).

In summary, we propose a blockchain-based P2P energy
trading short-termmarket between theWPP and prosumers.The
market includes the DA market, RT market, and balancing (BL)

FIGURE 1 | Energy trading between WPP and prosumers.

Frontiers in Energy Research | www.frontiersin.org 2 July 2022 | Volume 10 | Article 92329273

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Du et al. Energy Trading

market. Prosumers regulate deviations in the RT market. The BL
market is responsible for regulating the remaining energy after
the RT market transaction. The blockchain-based wind energy
trading market can realize the decentralization of transactions
and ensure data transparency and information security, so it does
not require the management of a third-party trust mechanism
and reduces the cost of adjusting the market. In addition, we
introduce the concept of prosumers into the system, which
can directly trade with the WPP when there is a deviation,
balancing the real-time power of the system. When there is
a deviation in WPP power generation, the smart contract on
the blockchain is triggered. After that, the smart contract will
arrange for prosumers with high reputation value to give priority
to energy trading and publish preferential balancing price to
WPPwith high reputation value (Huang et al., 2022a). Given that
fact, the behavior of prosumers affects the stability of power
system. To ensure the accuracy of the real-time transaction
balance between prosumers with WPP, we design a reputation
mechanism for prosumers and WPP to regulate their trading
behavior, respectively.

The main contributions and organization are given as follows:

• A blockchain-based energy trading market is established,
which supports real-time direct transactions between WPP
and prosumers without a central authority or third parties.
It reduces transaction costs and increases the effectiveness
of power balancing. Furthermore, blockchain guarantees
trustworthiness, transparency, and traceability in the
transaction process.
• The reputation mechanism is proposed. The mechanism

allows prosumers who actively participate in the transaction
to obtain more profits in the RT market, and reward
accurate forecasted WPP in the BL market. It facilitates real-
time wind energy trading in the market and rationalizes
costs.
• A bilevel optimization method is used to maximize WPP

revenue and prosumer gains. WPPmanages the uncertainty of
wind energy by buying and selling electricity to prosumers. In
the process, WPP lowers the cost of direct transactions from
the BL market while prosumers also get relatively low energy
prices.

The rest of our article is organized as follows. Section 2
describes the mathematical model of trading entities in the
market. In section 3, a bilevel stochastic problem is proposed to
construct optimal trading strategies (Yang et al., 2019). Section 4
gives the result of the digital simulation. Finally, section 5
summarizes the main work of this article.

2 SYSTEM FRAMEWORK

In this section, we model the relevant entities in P2P power
trading in a bilevel framework.

2.1 Wind Power Producer
Wind power generation is subject to the uncertainty of wind
energy and therefore is greatly affected by environmental factors

(Wang et al., 2018). WPP makes a profit by selling the total
electricity generated by the turbines in their jurisdiction. And
from the viewpoint of the understudy WPP, it participates in the
market to maximize its own interests. Let Ji ∈ J denote the ith
WPP. The trading volume of wind power is described as

PW
t − PDA

t − ∑
Ki∈K
(PSell

t,Ki
− PBuy

t,Ki
) − PB+

t + PB−
t

= PDR
t + ∑

Ki∈K
Pt,Ki

(1)

where PW
t represents wind power generation. PDA

t is the amount
of power generation determined by DAmarket.The PSell

t,Ki
and PBuy

t,Ki
denote WPP sells (buys) energy to (from) prosumers in order to
compensate for generation deviations. PB+

t and PB−
t are positive

(negative) BL market energy. Pt,DR is total demand of loads. Pt,Ki
presents demand of prosumers.

WPP’s trading volume range in DA and RT markets is given
by

0 < PDA
t ≤ PDA

lim (2)

0 ≤ PB+
t ≤ P

B+
lim (3)

0 ≤ PB−
t ≤ PB−

lim (4)

2.2 Prosumer
The prosumers are the integration of producer and consumer.
They play the role of consumers when buying electric energy, and
they becomeproducerswhen selling electricity. Taking ourmodel
as an example, users make themselves a prosumer by installing
solar power on top of the house, home energy storage and other
facilities. Let Ki ∈K = {K1,…,Km} denote the prosumer node of
the distribution system. If there is excess power after the power
generation of the prosumer in the distributed network meets its
demand, its PV power will connect to the grid, and if the power
generation of the consumer cannot meet its demand, it needs to
buy energy from the producer (Huang et al., 2022b).

PSell
t,Ki
= 0,PBuy

t,Ki
≠ 0, ifPpre > Pact (5)

PSell
t,Ki
≠ 0,PBuy

t,Ki
= 0, ifPact > Ppre (6)

PSell
t,Ki
= PBuy

t,Ki
= 0, ifPact = Ppre (7)

Plim ≤ Pt,ki ≤ Pmax (8)

where, PSell
t,Ki

and PBuy
t,Ki

are the power generations that WPP
sells (buys) to (from) prosumers, respectively. λSellt,Ki

and λBuyt,Ki
are prices that WPP sells (buys) to (from) prosumers. when
the system imbalance is positive (excess of generation),
then WPP can sell the power generation to consumers, vice
versa.
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2.3 Load
Unlike the prosumers, there are many loads that cannot
store energy. As a consumer, it purchases energy to provide
its own needs. In this paper, this type of load is not the
focus of the study, so this part of the load is simplified to
data.

2.4 Power System Operator
The operator is the power system dispatcher, which holds and
operates the network that delivers electricity. In the traditional
model, it implements market trading plans and is responsible
for the operational scheduling of the power system and the
real-time balancing of the power system to ensure the safe and
stable operation of the power system. In this paper, WPP prefers
to trade energy under a P2P mechanism, followed by trading
in an operator-operated trading floor, due to the high cost of
regulation under operator-based scheduling and WPP’s loss of
profit.

3 DESIGN GOALS OF THE BILEVEL
PROBLEM

In this section, we propose a bilevel model (Wang et al., 2022),
which can maximize WPP’s profits, reduce prosumers’ costs, and
provide WPP with a reasonable trading strategy.

3.1 Design Goals of the Bilevel Problem
3.1.1 The Objective Function of the Upper-Level
Problem
From perspective of WPP, the objective function at this level is to
maximize WPP’s profit as follows:

Max∑
ω∈Ω

πω∑
t∈T

[[[

[

PDA,Sell
t λDAt

+ ∑
Ki∈K
(PSell

t,Ki
λSellt,Ki
− PBuy

t,Ki
λBuyt,Ki
)

+(PB+
t λ+t − PB−

t λ−t )

]]]

]
s. t. (1) − (4) (9)

In the above model, the first item represents WPP’s revenue
from selling energy in DA market. The second item stands for
WPP makes profits from selling to prosumers. The third item
presents cost from purchasing energy from prosumers. Also,
WPP needs to take the cost of penalties in the regulation market.

3.1.2 The Objective Function of the Lower-Level
Problem
The objective fuction of lower level is defined as

Min∑
ω∈Ω

πω∑
t∈T

[[[[[[

[

∑
Ki∈K

PSell
t,Ki

λSellt,Ki

+ ∑
Ki∈K
(λm+t,Ki

Rm+
t,Ki
+ λm−t,Ki

Rm−
t,Ki
)

− ∑
Ki∈K

PBuy
t,Ki

λBuyt,Ki

]]]]]]

]
s. t. (5) − (8) (10)

where, the first item represents the costs of purchasing energy
from WPP. The second and third items represent the costs of

charging and discharging for prosumers. The last item is the
revenue from prosumers selling energy to WPP.

3.1.3 Combination of Upper and Lower Levels
The lower level objective function (10), and constraints (5)-(8) are
replaced by their Karush-Kuhn-Tucker (KKT) conditions. The
dual theorem of linear programming considers that the objective
function of the dual problem is equal to the objective function
of the original problem, and the value of this objective function
is also optimal (Song et al., 2017). Subject to KKT condition, the
upper-layer objective function formula becomes a formula that
is linear with respect to the decision variables, and finally, the
upper-level optimization process is transformed into the optimal
solution problem of solving a single-level mixed integer linear
programming.

3.2 Reputation Design
In order to stimulate the accuracy ofWPP’s forecasted generation
and regulate the behavior of the prosumers to participate in
the P2P mechanism, we propose their reputation mechanism.
The blockchain-based distributed energy trading system has a
reputation value for both WPP and prosumers to ensure the
proper operation of trading. ForWPP, the balancing penalty cost
is changed accordingly to its reputation value. For prosumers,
the system ranks the prosumers with good reputation value
according to the real-time reputation value to motivate them to
trade firstly and removes the inactive or malicious prosumers to
ensure the regular operation of the distributed energy trading
system.

3.2.1 Reputation of Wind Power Producer
The WPP reputation value consists of two parts, one is the
generation accuracy and the other is generation efficiency of the
wind turbine.

RJ = α1
1
24
∑
t∈T

min{Ppre,t ,Pact,t}

max{Ppre,t ,Pact,t}
+ α2

WTact

WTth
(11)

where, min {Ppre,t ,Pact,t}

max {Ppre,t ,Pact,t}
presents the prediction accuracy of WPP at

time t, the more accurate the WPP prediction, the closer this
term is to 1. WTact

WTth
presents the power generation efficiency of the

wind turbine during its life cycle. α1 represents how much RT
attaches to the first item, α2 represents how much RT attaches to
the second item, and α1+α2 = 1. Note that the reputation value
of a WPP the day before a transaction affects the balancing price
on the day of the transaction. Therefore, in order to increase the
profit of power generation, WPP strives to improve its reputation
value.

3.2.2 Reputation of Prosumer

RKi,t = β1

t

∑
t0

xi,t

Itot
+ β2

t

∑
t0

PKi,t

Pday
(12)

Frontiers in Energy Research | www.frontiersin.org 4 July 2022 | Volume 10 | Article 92329275

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Du et al. Energy Trading

TABLE 1 | Notations.

Notation Description

J Set of WPP nodes j
K Set of prosumer nodes k
PW
t Wind power generation at time t

PDA
t Power generation of DA market at time t

PSell∕Buy
t,Ki

WPP sells/buys energy to/from prosumers at t

PB+/−
t Positive/negative balancing energy at t

PDR
t Total demand of loads at t
Ppre The forecast power generation
Pact The actual power generation
λDAt Selling DA market price at t
λSellt,Ki

Offering price by WPP at t

λBuyt,Ki
Offering price by prosumers at t

λ+/−t Positive (negative) balancing market price at t
λm+/−t,Ki

Price of charging and discharging of prosumer at t

Rm+/−
t,Ki

Energy of charging and discharging of prosumer at t
t(T) set of time periods
RJ The reputation value of WPP
RK The reputation value of prosumer
ΔP+/− Positive (negative)generation deviation

ΔRKi
= β1

xi,t+1
Itot
+ β2

ΔPi,t+1

Pday
(13)

xi,t = {
1 , transaction completed
0 , not completed (14)

α1 + α2 = 1,β1 + β2 = 1 (15)

where, RKi
is reputation value of prosumer, it consists of two

parts. The first term ∑t∈TIi,t
Itot

expresses the proportion of the
number of times the ith prosumer participated in transaction
from t0 to t to the total number of times. xi,t as a Boolean
variable, when a transaction is completed, xi,t is 1, when a
transaction is not completed, xi,t is 0. The second term∑t∈TPKi,t

Pday

is defined as the ratio of the total transaction volume of the
ith prosumer to the total transaction volume in a day. β1 and
β2 are reputation weighting factors, which indicate how much
RT market attaches importance to ∑t∈TIi,t

Itot
and ∑t∈TPKi,t

Pday
. The sum

of the two weightings is 1. Let the reputation value of the
consumer is updated once an hour. Eq. 13 gives the incremental
reputation value of the prosumer. xi,t+1 represents the prosumer’s
Boolean function at the next transaction moment. ΔPi,t+1 is the
transaction volume of prosumers at the next moment. Specially,
when the prosumer does not participate in a transaction at the
nextmoment, the incremental reputation value of the prosumer is
zero. Table 1 lists some important symbols.

4 BLOCKCHAIN NETWORK
IMPLEMENTATION

The proposed market consists of four phases: upload initial
information, manage real-time information, publish RT market
transaction plans and BLmarket transaction.The frame is shown
in Figure 2. The figure shows that blockchain is a platform
for trading between buyers and sellers, which contains the
real-time reputation value of WPP and prosumers, real-time
generation, forecasted generation of WPP, and demand
of prosumers and loads. Blockchain can realize trustless,
decentralized, and efficient P2P transactions between nodes
through data encryption, time stamps, and smart contracts
(Gong et al., 2020). The blockchain-based real-time trading
market supports trustless P2P direct transactions between
WPP and prosumers, and the results of the transactions can
be published on the chain.

Blockchain acts as a distributed database system that acts as
an open ledger to store and manage transactions. It contains the
historical records of all transactions (Shan et al., 2019). Before
the transaction, the buyer and seller must upload the transaction
information to the blockchain. The detail of the algorithm is
shown in Algorithm 1.

FIGURE 2 | The trading framework based on blockchain and smart contract.
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Algorithm 1: Real-time market energy trading algorithms.

• Phase 1: Upload initial information.

Before the DA market opens, WPP uploads its electricity
generation forecast data, while the load also uploads the demand
forecast information.WPP submits energy bidding on the trading
floor of the wholesale market. WPP buys energy at certain times
and sells energy at certain times, depending on WPP’s forecast
accuracy and load demand. After DA market is cleared, the day-
ahead prices are uploaded to the blockchain. Finally, the above-
mentioned on-chain data are stored and used as the basis for RT
market trading.

• Phase 2: Manage real-time information.

At the retail level, WPP trades real-time energy with the
electric loads in its jurisdiction.WPP uploads the actual output to
the blockchain, and the deviation between the actual generation
and the predicted generation will cause a high adjustment price.
As a result, WPP has an incentive to participate in a RT
market with a P2P mechanism to trade energy with prosumers.
Under the P2P tradingmechanism, the interaction betweenWPP
and prosumers provides a new solution for the management
of renewable energy consumption. Understudy WPP submits
energy bid to RT market, let the difference between the actual
and forecast generation be the generation deviation (ΔP), which
is positive (ΔP+), and vice versa. According to the positive or
negative value of ΔP, WPP will enter the positive or negative
RT market under the P2P mechanism, respectively. At this
point, WPP uploads the latest reputation value to the blockchain
information system, which is determined by the accuracy of
WPP’s forecasts and the efficiency of its wind turbines. The
prosumers upload their real-time power information: up and
down reserves, reputation value Rt,Ki

, Charging and discharging
costs to the chain.

• Phase 3: Publish RT market transaction plans.

At the beginning of a period, the smart contract generates
specific transaction results for prosumers based on on-chain
data and algorithms. Based on the positive/negative deviation
of the WPP, the producers or prosumers who need to purchase
power/have excess power generation will be ranked from highest
to lowest reputation value and will be calculated to match a series
of prosumers forWPP.The prosumers will trade in order with the
WPP, and the blockchain will then return the scheduling results
to the WPP. After the prosumers finish the scheduling task, they
update the remaining capacity and reputation value on the chain.
If WPP has questions about the scheduling assignment, they can
get all the data of that scheduling task from the blockchain.

• Phase 4: BL market transaction.

After completing the RT market tradings, there are still
deviatedWPPs entering the trading floor managed by BL market
to receive punishment. Such punishments are costly. We often
hope that minimize the number of penalties to increase WPP’s
profits. During several of the above tradings, if WPP’s reputation
value decreases, it will affect the balancing price. ForWPP to gain
a higher profit, WPP should improve the forecast accuracy and
timely attention to the generation efficiency of wind turbines to
ensure their proper operation during their life cycle.The updated
WPP reputation valuewill be uploaded to the blockchain after the
trading.

5 NUMERICAL RESULTS

5.1 Input Data
The proposed energy market design is implemented based on
realistic data to give the optimal bidding strategy of WPP. The
predictedwind output power and actual power ofWPP are shown
in Figure 3. Due to changingweather conditions,WPP’s forecasts
deviation significantly from actual generation during some time
periods. Drastic wind speed changes will affect the accuracy of
wind power prediction. The generation offset caused by forecast
errors impacts the active power balance of the power system. In a
power systemwherewind power is the dominant source of power,
the above phenomenon will cause a significant impact on the
frequency of the grid and thus affect the stable operation of the
system. At 4:00 a.m., 12:00, 1:00 p.m., WPP’s actual generation
significantly exceeds forecasted generation,When thewind speed
fluctuates greatly, the wind turbine will output active power
fluctuations. If large-scale electric energy is injected into grid
during the wind power generation process, it will not only affect
the transient stability of the power grid, but also affect the
stability of the power grid frequency. bring serious impact. To
solve the above phenomenon, WPP trades with prosumers in
RT market to reduce fluctuations on the grid. Figure 4 shows

FIGURE 3 | Actual and forecasted wind power.
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FIGURE 4 | Selling energy to prosumers.

FIGURE 5 | Buying energy from prosumers.

the excess of generation, prosumers and operator use the RT
and BL markets to repurchase the energy. Figure 5 shows the
deficit of generation, WPP purchase energy from prosumers and
operator. Furthermore, DA and balancing prices are generated
according to scenarios. The data mentioned above is uploaded
to the blockchain. Simulations were operated with an Intel Core
CPU i7-9750H@2.6 GHz, 16 GBRAMto verify the performance
ofmodel. Also, we use EthereumGeth client to build a blockchain
system to simulate our energy trading system, and calculate the
overhead in the chain.

5.2 Results and Discussions
5.2.1 Blockchain Test
Figure 6 shows a prototype of the P2P trading platform
implemented using the Ethereum Geth client, which supports
direct transactions between prosumers and wind power
producers. It also shows the transaction accounts of WPP
and prosumers, that is, the Ethereum address. The address is
represented by a hash value and has privacy protection. The gas
consumption of the operation is also included.

FIGURE 6 | Ethereum test.

FIGURE 7 | Gas consumption.

In Ethereum’s smart contracts, each data transfer requires a
certain amount of gas, gas consumption implies the overhead
of performing operations on the blockchainLiu et al. (2020)
Usually, this is an important criterion for measuring whether
a blockchain network design is reasonable. Figure 7 illustrates
the gas overhead for the operation of entities in our framework
structure. In the process of energy trading based on blockchain,
WPP and prosumers need to upload information and operate
on the chain. Moreover, we can see how much gas is mainly
consumed by the smart contract by sorting the reputation value of
the prosumers. As shown in Figure 7, due to the large amount of
information that WPP needs to upload, the reputation ranking
of prosumers by smart and contract processing information is
relatively large, consuming about 600,000 units of gas.The rest of
the operations are mainly to store data on the blockchain. Their
gas consumption is less than 150,000, which is acceptable to all
nodes in the system.

5.2.2 Trading Result
Assuming that a trading cycle T = 24 h, Figure 3 shows the
deviation between the predicted output and the actual output of
WPP during some periods (for example during 4 a.m..–6 a.m.,
11 a.m..-2 pm. and 7 p.m..–9 p.m.). Formentioned wind forecast
errors, WPP conducts P2P tradings with prosumers to decrease
the size of the value of ΔP.

As shown in Figure 4, as it can be seen, when wind
power production is high, WPP sells surplus energy. At 4 a.m.,
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Prosumers consumemost of the electricity, andWPP sells a small
portion to the operator. At 12:00, WPP tends to sell more energy
to prosumers, however, there is a limit to the amount of electricity
that can be consumed by prosumers underWPP’s jurisdiction. So
WPP sells the rest of its energy at a lower price positive BLmarket.
At 2 p.m., there is enough surplus energy in the energy storage
of the prosumers, and WPP sells all the surplus energy to the
prosumers. In fact, Prosumers makeWPP avoid selling all excess
energy to BLmarket. Without using our model, WPP’s profits are
lower due to the fact that the revenue from selling to consumers
is greater than the revenue from selling to the BL market. To
be more specific, prosumers promote the consumption of wind
power.

As shown in Figure 5, in some periods, deviation represents
a deficit of production. The producer sells electricity to WPP,
and since the amount of electricity sold by the producer is not
enough to reach the amount of electricity thatWPP wants to buy,
WPP buys a small portion of the electricity from the operator
at 4 a.m. At 3 p.m. Prosumers’ power generations are within a
certain range, if prosumers cannot supply WPP, then WPP buys
from the BLmarket at a high price. At 6 p.m., the power generated
by the prosumers is sufficient to supply the offset of the WPP,
as a result, the WPP purchases all the required power from the
prosumers. Generally, the prosumers sell toWPP at a price below
the BL market, which reduces WPP’s losses.

In our P2P trading mechanism, prosumers cover most of the
uncertainty of wind power generation, which not only improves
WPP’s earnings but also reduces its power purchase costs, thereby
reducing the impact of wind power on the grid, ensuring that the
stable operation of the power grid.

Table 2 is added to show the profit of WPP and prosumers
with andwithout ourmodel. Comparedwith the previous trading
model, due to the introduction of the real-time market with
prosumers, the profit of WPP under our model has increased
by 9.55%. In this paper, we consider that the benefits of the
prosumers are divided into two aspects, on the one hand, the
proceeds from selling toWPP, and on the other hand, the savings
from the producer and consumer’s direct dealings with WPP,
noting that the above earnings minus the discharge costs of the
prosumers.

5.2.3 Reputation Experiment
Finally, we test the effect of reputation value about prosumers
and WPP. we set 20 prosumers, these prosumers buy and
sell electricity in the RT market to compensate for generation
deviations, and if the prosumers are unable to cover deviations,
then the WPP will trade electricity with the main grid in
BL market. For prosumers, We set two scenarios to simulate
situation. For WPP, we set two scenarios and three situations

TABLE 2 | Profit of WPP and prosumers.

Entity With Our Model ($) Without Our Model ($) Gain (%)

WPP 4579.63 4180.57 9.55
Prosumers 208.61 — 5.6

to simulate. For WPP, we set up one scenario with three
situations.

We track the impact of changes in one prosumer’s reputation
value on the success rate of a transaction. we set up two scenarios
to highlight the influence of the weight factors β1 and β2 on the
weight terms where they are located. In scenario 1, both β1 and
β2 are 0.5. In scenario 2, β1 is 0.8, β2 is 0.2. In scenario 1, as
shown is Figure 8, varying the magnitude of the value of the
corresponding term of ∑tt0 xi,t , specifically, the frequency of the
total number of transactions in which the prosumer participates
from t0 to t for low, medium, and high frequencies. The results
show that the prosumer with a high number of participations
has a higher probability of successful transactions. Similarly,
changing the magnitude of the value of the corresponding term
of ∑tt0 PKi,t . Specifically, the value of the weight factor and its
corresponding reputation item can affect the reputation value. In
our experiments, we set three sizes of reputation items from t0 to
t by the prosumer to highlight the influence of reputation item
changes on reputation value. In the second scenario, as shown
is Figure 9, it is obvious that the change in transaction volume
has a larger impact on the transaction success rate because

FIGURE 8 | Prosumers scenario 1.

FIGURE 9 | Prosumers scenario 2.
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FIGURE 10 | Balancing price of WPP under different reputation values.

we set the weight factor of transaction volume to 0.8. When
the transaction increases, the reputation value of the prosumer
improves significantly, and then the trading success rate increases
significantly.

Figure 10 shows that the price of electricity traded in the BL
market differs when the WPP has different reputation values.
WPP trades power with the main grid to compensate for
generation deviations. We compared WPP’s balancing prices
at low, medium and high reputation values. The higher the
reputation value of WPP, the lower the price of electricity it
buys from the main grid in the BL market, the higher the
price of electricity it sells, and the higher the profit it earns.
Therefore, WPP has to increase the forecast accuracy to increase
the reputation value to increase its profit.

6 CONCLUSION AND FUTURE WORK

In this study, a blockchain-based P2P energy trading short-
term market is proposed. It supports direct transactions between
WPP and prosumers without the third parties or the central
agency while ensuring efficient and trustless. In the blockchain-
based energy trading market, the participation of prosumers
reduces WPP’s balancing costs due to generation deviation
caused by inaccurate forecasts. At the same time, the benefits
of prosumers in the real-time market reduce their electricity
purchase costs. In addition, we designed a reputationmechanism
to promote more active participation of prosumers in the market
and more accurate forecasts of WPP. This mechanism ensures
that professional consumers with a high number of participants

and a high historical trading capacity will receive more benefits.
The pricing of energy transactions is determined by a two-
level optimization algorithm, which makes the optimal solution
satisfy the maximum WPP revenue and the lowest electricity
purchase cost for prosumers. Through numerical simulation
experiments, in a given scenario, our scheme can effectively
increase the revenue of WPP by 9.55%, reduce its adjustment
cost, and increase the profit of prosumers by 5.6%. In the future,
we intend to expand the use cases of our solution. On the
power generation side, the trading environment of WPPs is
complicated, and competition among WPPs is introduced. Seek
mutual transactions between WPPs to compensate for power
generation deviations and further reduce balancing costs. In
addition, we will introduce a variety of renewable energy into
the market pricing to promote the consumption of a variety
of renewable energy. On the demand side, we will incorporate
electric vehicles into our market and participate in transactions
to balance wind energy fluctuations.
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Remaining useful life prediction
of lithium-ion batteries based on
wavelet denoising and
transformer neural network

Wangyang Hu* and Shaishai Zhao*

School of Electronic Engineering and Intelligent Manufacturing, Anqing Normal University, Anqing,
China

It is imperative to accurately predict the remaining useful life (RUL) of lithium-

ion batteries to ensure the reliability and safety of related industries and facilities.

In view of the noise sequence embedded in themeasured aging data of lithium-

ion batteries and the strong nonlinear characteristics of the aging process, this

study proposes a method for predicting lithium-ion batteries’ RUL based on the

wavelet threshold denoising and transformer model. To specify, firstly, the

wavelet threshold denoising method is adopted to preprocess the measured

discharging capacity data of lithium-ion batteries to eliminate some noise

signals. Second, based on the denoised data, the transformer model output’s

full connection layer is applied to replace the decoder layer for establishing the

RUL prediction model of lithium-ion batteries. Finally, the discharging capacity

of each charging–discharging cycle is predicted iteratively, and then the RUL of

lithium-ion batteries can be calculated eventually. Two groups of lithium-ion

batteries’ aging data from the Center for Advanced Life Cycle Engineering

(CALCE) at the University of Maryland and the laboratory at Anqing Normal

University (AQNU) are employed to verify the proposed method, individually.

The experimental results demonstrate that this method can overcome the

impacts of data measurement noise, effectively predict the RUL of lithium-ion

batteries, and present a sound generalization ability and high accuracy.

KEYWORDS

lithium-ion battery, remaining useful life, wavelet threshold denoising, transformer
model, RUL prediction

1 Introduction

Thanks to the advantages of high energy density, long storage life, high safety, and no

pollution, lithium-ion batteries are widely applied in the field of electric vehicles (Yuan

et al., 2015; Wang et al., 2021). However, with the use of electric vehicles starting,

irreversible electrochemical reactions occur in the onboard lithium-ion batteries, which

will increase their internal resistance and decrease their maximum available capacity,

leading to the attenuation of their remaining useful life (RUL) and a serious reduction of

the driving distances of electric vehicles (Guha and Patra., 2018; Ansari et al., 2022).

Besides, it is well known that the discharging capacity of lithium-ion batteries is poor in a
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low-temperature environment. Consequently, the accurate RUL

is difficult to be predicted (Zhang D. et al., 2022). If the lithium-

ion battery continues to work even after reaching its failure

threshold, it will attenuate drastically, whichmay result in serious

safety accidents (Liu et al., 2020). Therefore, accurate prediction

of the battery RUL is of great significance to guarantee the safe

and reliable operation of electric vehicles (Murugan et al., 2022).

RUL refers to the quantity of charging–discharging cycles

required for the maximum available capacity of the power battery

attenuating to the specified failure threshold (Zhao et al., 2022).

The RUL prediction is a process of forecasting and calculating the

residual power battery’s life based on its historical data through

certain mathematical approaches (Dong et al., 2020). The

existing RUL prediction methods for lithium-ion batteries can

mainly divide into model-driven and data-driven (Cadini et al.,

2019; Song et al., 2022).

The model-driven method establishes a mathematically

physical model by analyzing the battery performance

degradation and failure mechanism for better predicting

lithium-ion batteries RUL. The commonly-used lithium-ion

battery models mainly include the electrochemical model,

equivalent circuit model, and empirical degradation model.

The electrochemical model primarily follows the internal

chemical reaction mechanism of the lithium-ion battery to

establish the corresponding algebraic or differential equations

for forecasting the RUL. Its accuracy is high, but the model

parameters are easily affected by temperature and other factors.

Consequently, it is difficult to identify the parameters and the

modeling procedure is really complex (Xiong et al., 2018). The

equivalent circuit model adopts the traditional circuit elements

like resistance, capacitance, and a constant voltage source to

constitute a circuit network for describing the externality of the

power battery (Guha and Patra, 2018). This model considers the

battery degradation mechanism, but its establishment depends

on impedance and other data difficult to obtain in practice.

Furthermore, the empirical degradation model is mainly based

on the exponential model of battery capacity and filtering

algorithm to predict RUL (Zhang et al., 2018). Kalman filter

(Xiong et al., 2012), sliding mode observer (Liu and Zhang.,

2021), and particle filter (Morstyn et al., 2017; Pugalenthi et al.,

2018) have all been commonly-applied model methods, which

have achieved good research results. However, it has also been

quite difficult to establish an accurate and universal

mathematically physical model to characterize the attenuation

process of lithium-ion battery capacity due to the severe onboard

working conditions and the variability of the application

environment.

The data-driven approach makes it possible to prognosticate

the RUL of lithium-ion batteries by analyzing past data, mining

intrinsic principles governing capacity decline, and utilizing

mathematical algorithms to analyze, expand, and promote

data. This method is simple and does not need to consider

the complex mechanism of the power battery. It is suitable for

the real vehicle operating environment. Common data-driven

methods include the artificial neural network (ANN), (Ansari

et al., 2021), support vector regression (SVR) (Xue et al., 2020),

relevance vector regression (RVR) (Chen et al., 2021), and

gaussian process regression (GPR) (Li et al., 2019). The

transformer model, a deep learning neural network, has

succeeded in the field of natural language processing and has

steadily moved to the field of time-series prediction owing to its

unique structure, long-distance modeling capability, and

outstanding parallel computing capacity (Tian et al., 2022;

Vallés-Pérez et al., 2022).

Considering the capacity regeneration phenomenon in the

degradation process of lithium-ion batteries and the noise signal

generated by load random interference in the measurement, data

preprocessing technology is also widely used to improve the

accuracy of RUL prediction, including empirical mode

decomposition (EMD) (Zhang et al., 2017), variational modal

decomposition (VMD) (Zhang et al., 2021), variational filtering

(VF) (Jiao et al., 2020), and particle filter (PF) (Ahwiadi and

Wang, 2019), etc. The method employed in this study, based on

wavelet threshold denoising (WTD) (Zhang et al., 2015), cannot

only effectively filter the noise but also maximize the noise and

guarantee that the effective signal is not lost. The combination of

a data-driven method and data preprocessing technology can

further realize RUL’s accurate prediction (Huang et al., 2022).

Based on the above analyses, the key factors affecting the

accuracy of RUL prediction are data preprocessing and its

modeling methods. In this study, the discharging capacity is

selected as the health indicator and a prediction method is

proposed. The main contributions are summarized as follows:

The wavelet threshold denoising data preprocessing

technology is utilized to eliminate the capacity data noise

signals, which not only smooths the capacity data but also

retains the original characteristics of the capacity data and

avoids the influence of noise components.

With the long-distance modeling ability and the feature

representation technique of the series data of the transformer

model, the decoder part of the original model is replaced by the

output’s full connection layer, and the RUL prediction

framework of the improved transformer model is established

to output the predicted values. The experimental results show

that the wavelet denoising and transformer model can be

effectively applied to the RUL prediction of the lithium-ion

battery.

Two groups of battery capacity data from the Center for

Advanced Life Cycle Engineering (CALCE) at the University of

Maryland and the laboratory at the Anqing Normal University

(AQNU) are applied to separately verify the RUL prediction

method proposed in this study. The results exhibit that the

performance of this method is superior to the existing

prediction methods.

The rest is summarized below. Section 2 introduces the basic

principles of wavelet threshold denoising and the transformer
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model. Section 3 specifies the proposed RUL prediction

experiment scheme for lithium-ion batteries, including data

preprocessing technique, experimental procedures, and

evaluation criteria. Section 4 elaborates on the experimental

results and compared experiment analyses. Section 5 describes

the concluding observations.

2 Theoretical basis for remaining
useful life prediction

2.1 Wavelet threshold denoising

Wavelet analysis is based on the characteristic that the

original signal is generally concentrated in the low-frequency

region. First, a wavelet transform is performed on the high-

frequency noisy signal x(t) to obtain a group of wavelet

decomposition coefficients Wj,k and then a threshold value λ
is set for the wavelet coefficients according to the characteristics

of the transformed signal. This threshold is the dividing line to

process high-frequency wavelet coefficients. For those with

amplitudes lower than this threshold, they will be removed

directly; for those with amplitudes greater than the threshold,

they will be retained. After the wavelet decomposition

coefficients are processed by the threshold, the wavelet

estimation coefficient Wj,k is obtained to limit ‖Wj,k −Wj,k‖
to the minimum. Finally, the estimated wavelet coefficientWj,k is

used for wavelet reconstruction to acquire the estimation signal

Wj,k as the denoised signal. The principle of this wavelet

threshold denoising is shown in Figure 1.

In the process of wavelet threshold denoising, the commonly-

used threshold functions mainly include the hard threshold

function, soft threshold function, and semi-soft threshold

function. Their formulas are as follows:

The expression of the hard threshold function is:

Wj,k � {Wj,k,
∣∣∣∣Wj,k

∣∣∣∣≥ λ
0,

∣∣∣∣Wj,k

∣∣∣∣< λ
(1)

The expression of the soft threshold function is:

Wj,k � { sgn(Wj,k)(
∣∣∣∣Wj,k

∣∣∣∣ − λ),
∣∣∣∣Wj,k

∣∣∣∣≥ λ

0,
∣∣∣∣Wj,k

∣∣∣∣< λ
(2)

The expression of the semi-soft threshold function is:

Wj,k �
⎧⎪⎪⎨
⎪⎪⎩

sgn(Wj,k)
∣∣∣∣Wj,k

∣∣∣∣ − λ + 2λ

1 + e2Wj,k/λ
,

∣∣∣∣Wj,k

∣∣∣∣≥ λ

0,
∣∣∣∣Wj,k

∣∣∣∣< λ

(3)

where Wj,k represents the wavelet estimation coefficient; Wj,k is

the wavelet decomposition coefficient; sgn() indicates the symbol

function, and λ refers to the threshold value.

Wavelet threshold estimation is the optimal threshold

obtained under the limitation of minimum and maximum

estimation for the joint distribution of multidimensional

independent normal variables. The selection formula of this

threshold value is:

λj � σ
��������
2 log(N)

√
(4)

where λj is the threshold under the scale j; σ refers to the noise’s

standard variance, and N represents the signal length. The

wavelet denoising method can effectively eliminate or weaken

the noise signal in the lithium-ion battery capacity’s measured

data and restore the raw data.

2.2 Time-series transformer

The transformer model relies on the attention mechanism to

draw the global dependency between input and output. Like most

neural series transformation models, it has an encoder-decoder

structure. The encoder maps the input time-series X �
(X1, X2, / , Xn) represented by the capacity data to the

continuous representation series Z � (Z1, Z2, / , Zn). Under
the condition of fixedZ, the decoder generates output time-series

Y � (Y1, Y2, / , Yn) from one element at a time. In each step of

time-series prediction, the model is automatically regressed, and

when generating the output series at the n + 1 time, the output

series generated at the last n time will be used as an additional

input. The transformer time-series model’s architecture is shown

in Figure 2.

The encoder part selects the original capacity data as the

input, while the decoder part replaces the decoder with the full

FIGURE 1
Schematic diagram of wavelet threshold denoising.
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connection layer to predict the unknown capacity data value by

the auto-regressive method (Jin et al., 2022). The decoder uses the

attention mechanism to connect with the encoder, and “pays

attention” to the most useful part of the input capacity data value

before prediction, in which the padding mask part will be input

for the mask to avoid gaining future values during training.

In the time-series prediction task, the transformer actually

adopts the calculation method of scaled dot product attention,

which is also an attention mechanism that links the different

positions of a single series to calculate the representation of the

series. Its general calculation process is shown in Figure 3.

According to the three variables of query, key, and value

gained from the linear mapping of the input series, the attention

function is employed to calculate the Q matrix and K matrix for

achieving the attention weight matrix. Based on this, the

similarity between Q and K is also calculated to obtain the

output matrix A. The calculation process is as follows:

A � softmax(QKT/
��
dh

√
), A ∈ Rd×3dh (5)

In the time-series, query, key, value, and output are all

vectors. Furthermore, calculate the Value according to A and

obtain the weighted sum. The calculation process is as

follows:

SA(z) � AV (6)

In order to improve the diversity of features, a multi-head

attention layer is employed to calculate multiple self-attention

heads in parallel. Eventually, the final results are obtained by

splicing the outputs of all attention heads (Zhang Q. et al.,

2022).

Positional encoding is adopted to prevent the loss of position

information in the series of input batch capacity data. Its

principle is to add sine and cosine data of different

frequencies to the input series as position codes so that the

FIGURE 2
Transformer time-series model’s architecture.
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model can capture the relative position relationship of input

variables. The calculation process is expressed in Eqs 7 and 8.

PE(pos,2i) � sin(pos/100002i/d) (7)
PE(pos,2i+1) � cos(pos/100002i/d) (8)

where pos is the position of each capacity value in the whole

series; i ∈ [0, / , d/2] is used to calculate the index of the

channel dimension. For the same i, the coding of the 2i + 1

and the 2i + 1 positions on the channel is the sine and cosine

values with the same angular velocity to ensure that the position-

coding can be added to the input embedding.

3 Remaining useful life prediction’s
experiment scheme

3.1 Experimental data

Two kinds of lithium-ion battery datasets with different

electrode materials and discharge environments are used to

verify the performance of the proposed algorithm.

The first group of the battery degradation data is obtained

from the University of Maryland’s CALCE company. The battery

aging test was realized by using the ArbinBT2000 battery test

system. In the test, the LiCoO2 battery named CX2-37 accepted

FIGURE 3
General calculation process of attention mechanism.

FIGURE 4
Experimental equipment.

TABLE 1 Specifications of AQ-01 battery.

Cathode LiFePO4

Anode Graphite

Rated capacity 2.4 Ah

Normal voltage 3.6 V

Allowed voltage range 3–4.2 V

End-of-charge current 48 mA

Max charge/discharge current 2400 mA/7200 mA
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the standard constant current/voltage protocol, charged at 0.5C

constant current (C is the measurement of the

charging–discharging current to the nominal capacity) until

the terminal voltage reached 4.2 V, then charged at the

constant voltage of 4.2 V until the charging current dropped

below 0.05 A. Discharging was operated at a 1C constant current

until the battery terminal voltage of CX2-37 dropped to 2.7 V.

The second set of lithium-ion battery aging data was

measured in the laboratory of AQNU university based on the

high-performance battery test system (Zhang et al., 2021).

Experimental equipment is shown in Figure 4. For simplicity,

this lithium-ion battery capacity data is named AQ-01 in this

study. Table 1 presents the summary of its specifications.

The validity of the proposed prediction method is verified by

using two groups of battery degradation data of CX2-37 and AQ-01.

According to the international standard, the lithium-ion battery

performance test stipulates that it shall be kept in a normal working

state at a normal temperature (25 ± 2) °C. When the actual capacity

of the battery drops below 70–80% of the rated capacity, the lithium-

ion battery is considered to be invalid. In order to ensure the safety

and reliability of the system operation, the EOL threshold of all the

used batteries is both set to about 70% of the rated capacity when the

experiments will be terminated. Therefore, the rated capacity of

battery CX2-37 is 1.33 Ah, and the EOL threshold configuration is

0.93 Ah. The rated capacity of AQ-01 battery is 2.4 Ah, and the EOL

threshold is set to 1.68 Ah. The measured capacity data of CX2-37

and AQ-01 batteries are listed in Figure 5.

3.2 Experimental procedure

In order to better reflect the generalization of the proposed

method. Experimental verification of transformer method is

made with the selected two groups of the lithium-ion battery

FIGURE 5
Measured capacity data of CX2-37 and AQ-01.
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capacity data from CALCE and AQNU laboratory. The

framework of the RUL prediction method proposed in this

study is shown in Figure 6.

More specifically, there are five steps to realize the goal

prediction.

Step 1: Select the discharging capacity as the health indicator

reflecting the degradation trend of RUL, remove the noise

signal of the raw data by wavelet threshold denoising

method, and obtain the capacity series with a relatively

stable degradation trend.

Step 2: Standardize the capacity data after denoising and

smoothing.

Step 3: Divide the first 50% of the battery capacity data equally as

the training set and the last 50% as the testing set. Build

the transformer model in Pytorch and train the capacity

series data to obtain the RUL prediction model.

Step 4: Use the transformer model to establish the mapping

relationship between the early and late stages of the

capacity, iteratively predicts the unknown discharging

capacity of each charging–discharging cycle, then

calculate the RUL of the lithium-ion battery.

Step 5: Apply different evaluation indexes to evaluate the

prediction results.

3.3 Model evaluation indexes

The lithium-ion battery RUL is defined as the number of

remaining useful cycles from the beginning of prediction to the

end of battery life. When the actual capacity of the battery

degrades to the failure threshold, the battery life is considered

to be over. The RUL calculation formula of the battery is as

follows:

Trul � Teol − Tcur (9)

The calculation formula of the battery’s RUL prediction value

can be expressed in Eq. 10.

T
�

rul � T
�

eol − T
�

cur (10)

Absolute error (AE), mean absolute error (MAE), and root

mean square error (RMSE) are adopted as the evaluation criteria

of the prediction model. Their calculation formulas are as

follows:

AE �
∣∣∣∣∣∣∣Trul − T

�

rul

∣∣∣∣∣∣∣ (11)

MAE � 1
n
∑
n

i�1

∣∣∣∣∣x(i) − x
�(i)

∣∣∣∣∣ (12)

RMSE �
���������������
1
n
∑
n

i�1
[x(i) − x

�(i)]
2

√
(13)

where Trul is the number of remaining useful cycles at the end of

the actual battery life; Tcur represents the cycle’s starting position,

while Teol is the number of cycles at the end of the battery life in

the actual state; T
�
rul indicates the number of remaining useful

cycles at the end of the battery life in the predicted case; T
�
eol refers

to the number of cycles at the end of the battery life in the

predicted case; x(i) is the real value of capacity, and x
�(i) stands

for the predicted capacity.

FIGURE 6
RUL prediction method’s framework.
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It should be noticed that RMSE is the most comprehensive

evaluation index, which can measure the fitness between the

prediction curve and the actual degradation trend. The closer

RMSE is to 0, the better the prediction effect.

4 Experimental results and
discussions

4.1 Denoising results

Due to an irreversible chemical reaction, the discharging

capacity of the lithium-ion battery will show a detailed

downward trend owing to the repeated charging and

discharging. The capacity data measurement process is

affected by electromagnetic interference, instrument error,

and changes in the external environment. The nonlinear

capacity data is mixed with noise signals, and the capacity

regeneration phenomenon makes the degradation track rise

rapidly, briefly, and irregularly in an uncertain

period, which adds difficulty to the training process of the

model.

In order to remove the irregular fluctuations in the

capacity curve and retain the original characteristics of the

data, it helps the model achieve better learning results in the

training stage. The raw data of battery capacity of CX2-37 and

AQ-01 are smoothed by the wavelet threshold denoising

method, and the large and small noise signals are

eliminated. The effect of processed battery capacity data is

shown in Figure 7.

FIGURE 7
Capacity data of CX2-37 and AQ-01 batteries processed by wavelet threshold denoising.
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4.2 Prediction results

AE, MAE, and RMSE methods are individually adopted to

evaluate the accuracy of the capacity data predicted by the RUL of

lithium-ion batteries. Experiments are carried out through two

groups of battery degradation data of CX2-37 and AQ-01. Both

groups of capacity data set 50% of the series length as the

prediction starting point, and the established transformer

neural network model is employed to conduct the capacity

prediction experiment. The prediction results are shown in

Figure 8 and Table 2 gives the statistical errors of the above

experimental results.

The prediction results of both CX2-37 and AQ-01 batteries

both illustrate that the degradation trend can be accurately

captured according to the mapping relationship between cycle

and actual capacity, but the prediction results gradually deviate

from the actual degradation curve with the increase of cycle

times. From the capacity degradation trend line shown in

Figure 8 and the data analysis in Table 2, the RUL

prediction accuracy of CX2-37 battery based on the

FIGURE 8
Transformer model’s capacity prediction results.

TABLE 2 Statistical errors of the transformer algorithm.

Battery Actual RUL Predicted RUL AE MAE (%) RMSE (%)

CX2-37 493 494 1 1.81 2.19

AQ-01 556 555 1 1.81 2.39
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transformer model is 494, and 1 cycle later than the true RUL,

which MAE is 1.81% and RMSE is 2.19%. The RUL prediction

accuracy of AQ-01 battery is 556, and 1 cycle earlier than the

true RUL, in which MAE is 1.81% and RMSE is 2.39%. It

demonstrates that this method has an accurate RUL prediction

effect. It also shows the degradation trend prediction curve of

AQ-01 battery is closer to the original curve than that of CX2-

37 battery. A possible reason is transformer model mines the

correlation from the global relationship and the accuracy highly

depends on data, which needs a lot of training to build a better

RUL prediction model. It reflects that AQ-01 battery has the

best prediction results due to its long sequence length of data

and better training effect.

4.3 Compared experiment

To further verify the reliability of the wavelet threshold

denoising and transformer model RUL prediction methods

proposed in this study, the relevance vector machine (RVM),

support vector regression (SVR), and particle filter (PF) methods

are separately adopted to compare and analyze with the

transformer model prediction method, for proving the

transformer model’s accuracy and superiority in predicting the

RUL. The capacity prediction results of CX2-37 and AQ-01

batteries based on the transformer, RVM, SVR, and PF

methods are shown in Figure 9, while Table 3 gives the

statistical errors of the above experimental results.

FIGURE 9
Compared experiment results between different prediction methods for CX2-37 and AQ-01 batteries.
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According to the capacity degradation trend line in Figure 9

and the errors in Table 3, this prediction method is proven to

offer a better prediction accuracy. The prediction errors of CX2-

37 battery based on the transformer, RVM, SVR, and PFmethods

are 1, 13, 18, and 36, respectively. The prediction errors of AQ-01

battery based on the transformer, RVM, SVR, and PF are 1, 22,

20, and 15, respectively. Among them, the prediction results of

CX2-37 battery seriously deviate from the cycle range of the real

threshold based on the PF method, but the prediction effect on

AQ-01 battery is significantly better than those of the compared

methods, as the effects of both MAE and RMSE are less

than 2.4%.

By comparing with traditional RVM, SVR, and PF

algorithms, it is found that the transformer neural

network achieves the best prediction effect owing to the

superior long-series data processing ability. According to

Figure 9, it can also be seen that the degradation trend

prediction curve of AQ-01 battery based on the PF

method is close to the original curve, but the CX2-37

battery comparison prediction curve obviously deviates

from the original aging curve under the same condition.

This is the reason for the low accuracy of feature recognition.

The transformer model has the advantage of constructing a

global information interaction mechanism, which helps to

establish a more sufficient feature display. At the same time,

the modal data can be fused efficiently. Therefore, a better

fitting trend is reflected in the two groups of experimental

data and reflects that the transformer prediction method has

a better generalization ability. However, the global attention

mechanism also brings a large amount of computation,

especially in intensive prediction tasks with facing long

series of inputs. In addition, the training process of the

transformer model is unstable and sensitive to parameters.

Therefore, the wavelet threshold denoising method is used to

smooth the original data, so as to better predict the future

capacity of lithium-ion batteries and improve the prediction

accuracy.

5 Conclusion

In this study, an RUL prediction method for lithium-ion

batteries based on wavelet threshold denoising and

transformer model has been proposed. First, the

discharging capacity has been selected as the health

indicator, and the wavelet threshold denoising method has

been adopted to eliminate the noise signal caused by the

actual measurement and instrument errors in the raw data.

Second, the pre-processed data have been equally divided

into the training set and testing set. Based on the training set,

the transformer neural network has been used to establish

the RUL prediction model of the lithium-ion battery.

Moreover, two groups of experimental data from CALCE

and AQNU laboratories have been chosen to verify the

reliability of the proposed method. The conclusions are

summarized as follows:

The onboard battery is affected by various uncertain factors

during the working process, which causes the gathered data to

contain noises and fluctuations. Directly using the raw data to

predict the signal affects the prediction accuracy of this model.

Consequently, the necessary data preprocessing method has been

utilized to improve the prediction accuracy of this prediction

model in this study.

Owing to the long-distance modeling ability and the feature

representation ability of the series data in the transformer model,

an RUL prediction framework based on the transformer neural

network has been established, while a new RUL prediction

method for lithium-ion batteries has been proposed and good

prediction results have been achieved.

Two groups of battery capacity data from CALCE and

AQNU laboratories have been employed to verify the RUL

prediction method. The experimental results have shown

that the prediction effect of the proposed method is superior

to those of some existing calculation ones, among which the

effects of MAE and RMSE are kept within 1.81 and 2.39%,

respectively.

TABLE 3 Statistical errors of the comparison experiment.

Battery Algorithm Actual RUL Predicted RUL AE MAE (%) RMSE (%)

CX2-37 Transformer 493 494 1 1.81 2.19

RVM 493 506 13 0.92 1.19

SVM 493 511 18 1.09 1.40

PF 493 457 36 1.46 1.74

AQ-01 Transformer 556 555 1 1.81 2.39

RVM 556 578 22 4.33 5.24

SVM 556 576 20 1.86 2.35

PF 556 541 15 2.67 3.11
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To conclude, the RUL prediction method for lithium-ion

batteries consists of the data preprocessing by wavelet threshold

denoising and the transformer model with a high prediction

accuracy, reducing the prediction error and providing a new idea

for the existing RUL prediction research of lithium-ion batteries.

This method could also be applied to the prediction of other

similar issues.
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This study proposes a polymorphic cooperative control system for microgrid

consisting of a service layer, a control layer, a data layer, and a power

layer to apply a resilient-distributed secondary control strategy to distributed

generators (DGs) from different manufacturers more conveniently. Due to the

improvement of network openness, external cyberattacks are more likely to

tamper with the neighbor information transmitted in the cooperative control

system. In this study, a discrete-time resilient-distributed secondary control

strategy is designed to resist potential unbounded false data injection (FDI)

attacks, which introduces a virtual network layer interconnecting the control

network layer to form a layered network. The strategy canmaintain the stability

of voltage and frequency under unbounded attacks and then greatly suppress

the state estimation difference of voltage and frequency. Meanwhile, the

unbounded attack depending on voltage and frequency estimation difference

is suppressed to a nearly bounded attack. Finally, a microgrid consisting of six

inverter-based DGs is taken as an example to validate the effectiveness of the

strategy against unbounded attacks.

KEYWORDS

unbounded attack sequence, discrete-time, polymorphic network, virtual layer, resilient

distributed secondary control strategy

1 Introduction

With the rapid development of power electronic devices and new energy technology,
the power system has gradually transitioned to the stage of a new electric power
system characterized by a high proportion of new energy and power electronic devices
(Zhou et al., 2020; Tang et al., 2022). As an important part of the new electric power
system, microgrid integrates geographically dispersed, intermittent and random new
energy, and internal energy storage devices can adjust the flow of electric energy flexibly
(Zhou J. et al., 2021; Wang et al., 2021). With the increase of the proportion of new
energy, a large number of power electronic devices, such as rectifiers and inverters, have
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appeared in the microgrid to replace original generators with the
rotor to generate power. Since power electronic devices cannot
provide the inertia from generators with rotors, the frequency of
microgrids is more susceptible to be disturbed. For microgrids
with a high proportion of new energy and power electronic
devices, distributed secondary control (Bidram et al., 2014) has
attracted wide attention as an effective strategy to maintain
voltage and frequency stability.

Thedistributed secondary control strategy relies on advanced
communication facilities and network structure to exchange
neighbor information. The development of the communication
network structure of microgrid mainly includes three stages,
i.e., IP-based network, software-defined network (SDN)
(Nunes et al., 2014; Kreutz et al., 2015), and a polymorphic
network with full-dimensional definition (Hu et al., 2020, 2022;
Zhang et al., 2022).The IP-based network combines the function
of the control layer and the data layer in the forwarding devices,
which makes it difficult for researchers to test advanced control
methods and hinders the innovation of network structure. SDN
separates the function of the control layer anddata layer.Network
devices in the data layer only remain the function of forwarding
data, and the function of calculating routes is centralized in the
control layer. Due to the function separation, the control layer of
SDNprovidesmore programmable ports formicrogridmanagers
to design and implement advanced control methods. In order to
make the network requirements of various DGs produced by
different manufacturers in microgrids can be realized on the
same communication facilities in the data layer, a polymorphic
network has been established which supports various network
technology. A polymorphic network is integrated into a service
layer, a control layer, and a data layer, where the control layer
and the data layer still maintain the separated functions. A
polymorphic network is an advanced network structure that can
support a resilient distributed secondary control strategy applied
in the microgrid. Neighbor information of various DGs can be
exchanged on the same communication facilities, which benefits
improving consensus performance of cooperative control among
the DGs, and even microgrids.

The more advanced the network structure, the more open it
will be. Both communication links and terminals are possibly
subject to potential cyberattacks (Gao et al., 2022). Common
attacks in the microgrid include denial of service (DoS) and FDI
attacks. DoS attacks send a large number of packets to block
the communication network to prevent information exchange
between the neighbor DGs. Technologies such as firewalls
(Salah et al., 2012) and gates (Condry and Nelson, 2016) can
effectively defend against the threat of DoS attacks launched
in the communication network of the microgrid. FDI attacks
are characterized by tampering with the exchanged information
between the neighbor DGs. The DG receives the tampered
neighbor information but does not know it, and then transmits
the tampered information to other neighboring DGs. In fact,

it is difficult for us to defend FDI attacks by methods against
DoS attacks because of their strong stealth. Therefore, how to
design a proper distributed secondary control strategy against
FDI attacks has been a noteworthy topic for researchers.
At present, the solution to FDI attacks in the distributed
secondary strategy mainly includes two scheme types. The first
scheme is to design detection algorithms to isolate the attacked
communication channels. The second scheme is to design
resilient distributed secondary control strategies to mitigate
the impact of FDI attacks in the microgrid. In such resilient
strategies, FDI attacks exist together with the microgrid, and
resilient distributed control strategies aim to minimize or even
eliminate the impact of FDI attacks on consensus performance
as much as possible. Liu et al. defined FDI attacks in state
estimation of centralized power systems (Liu et al., 2009, 2011).
After this, many algorithms emerged to detect FDI attacks in
the microgrid. The work in Manandhar et al. (2014) shows that
although the χ2 detector can detect faults and DoS attacks, it
cannot detect well-designed FDI attacks. In order to overcome
this limitation, a Euclidean detector that can effectively detect
FDI attacks is proposed. Yang et al. (2022) proposed a method
for detecting bad data in power transformers based on artificial
intelligence. Fawzi et al. (2014) studied the estimation problem
of linear systems when some sensors or actuators are destroyed
by attackers, and especially pointed out that if more than half of
the sensors are attacked, it is impossible to accurately reconstruct
the state of the system. Wang et al. (2020) proposed a local
detection and isolation algorithm which can solve the problem
of undetectable attacks through the combination of observable
PMU or smart sensors. Chen et al. (2021) proposed an aperiodic
intermittent control strategy with random switching frequency
to detect and isolate the attacked communication channels.
Hu et al. (2018) and Pang et al. (2022) studied the impact of
stealthy FDI attacks on the communication channels and points
out that if some key communication channels are well protected,
the attack behaviors will be detected.

Such detection algorithms can effectively detect FDI attacks
launched in the communication channels. When the DG
exchanges information with its neighbors, detection algorithms
will reduce the range of the attacked DGs through time
iteration, and finally determine which DG has been attacked.
The process is called computation response time that often
requires the microgrid system to allocate resources to complete.
Therefore, isolation measures will be delayed accordingly.
The impact which FDI attacks can cause is serious during
the detection time between attacks launched and eliminated.
Researchers have becomemore interested in developing resilient
distributed secondary control strategies against FDI attacks
to address this problem. Zeng and Chow (2014) proposed
a trust-based resilient distributed secondary control strategy,
which embeds a recovery mechanism in the distributed control
process and enhances the resilience against FDI attacks.
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Abhinav et al. (2018) designed a trust-based resilient distributed
secondary control strategy against FDI attacks launched in
sensors, actuators, and communication channels. Under the
condition that at least half of the neighbors of each DG
are secure, this strategy can defend against time-independent
constant FDI attacks. Gharesifard and Başar (2012) introduced
a virtual network interconnecting with the original control
network to make the overall dynamic network resilient against
FDI attacks with linear dynamics by designing appropriate
interconnection matrices. Gusrialdi et al. (2014) extended the
work of Gharesifard and Başar (2012) to the case of strongly
connected directed graphs. Abhinav et al. (2018) studied the
case of directed graphs and attacks with nonlinear dynamics
based on the work of Gharesifard and Başar (2012) and
Gusrialdi et al. (2014).

Researchers introduced the layered network theory
proposed by some studies (Gharesifard and Başar, 2012;
Gusrialdi et al., 2014; Abhinav et al., 2018) to the FDI attack
problem of networked microgrids, and Zhou Q. et al. (2021) and
Chen et al. (2021) introduced the layered network theory into
distributed secondary control strategy to deal with FDI attacks
launched in the communication network. Liu et al. (2022)
proposed a resilient distributed optimal frequency control
scheme to deal with the impact of FDI attacks by introducing
the layered network theory. Zuo et al. (2020) proposed a
novel concept of the cooperative and adversarial multigroup
system consisting of leaders, followers, and adversaries. Zuo
and Yue (2022) designed a resilient containment control
method against the unbounded FDI attacks occurring in the
communication network of the multigroup system proposed by
Zuo et al. (2020), and it is worthmentioning that the unbounded
FDI attack in this study is modeled as a proportional function
of time. Unbounded attacks modeled in this way are very
destructive but can be easily perceived by detectors. A more
realistic attack design method is to generate a destructive and
stealthy attack sequence based on the matrix parameters of the
microgrid (Hu et al., 2018). The attack sequence can make the
state estimation difference of the microgrid go to ∞ without
being perceived by the χ2 detector. As mentioned previously,
detection and isolationmeasures can cause a high computational
burden for the microgrid. During the calculation process of
detection and isolation measures, external FDI attacks will still
cause irreparable impacts on the microgrid. Therefore, how to
resist this kind of destructive and stealthy unbounded attack
sequence has been a novel problem.

In this study, a discrete-time resilient distributed secondary
control strategy is designed to resist the impact of unbounded
attack sequences on the microgrid. The main contributions of
this study are as follows.

1) A polymorphic cooperative control system for microgrids
consisting of a service layer, a control layer, a data layer, and
a power layer is established in this study, which can apply

the resilient distributed secondary control strategy to DGs
from different manufacturers.

2) Considering potential unbounded FDI attacks in the
polymorphic cooperative control system, a discrete-time
resilient distributed secondary control strategy is designed
tomaintain voltage and frequency stable against unbounded
attacks.

3) The state estimation difference of voltage and frequency are
suppressed by a large margin. Sufficient time is provided
for the deployment of detection and isolation measures
before the service layer of the polymorphic cooperative
control system makes wrong decisions. Meanwhile, the
unbounded attack depending on voltage and frequency
estimation difference is suppressed to a nearly bounded
attack, which is less threat to the microgrid.

The rest of this study is organized as follows. Section 2
introduces the microgrid polymorphic cooperative control
system and the function of each layer. Section 3 describes the
influence of unbounded FDI attack on the microgrid, then
designs a resilient distributed secondary control strategy against
attacks, and finally uses Lyapunov theory to prove the stability of
the strategy. Section 4 validates the effectiveness of the proposed
strategy by a test microgrid with six inverter-based DGs. Finally,
Section 5 presents the summary of this study.

2 Structure of the polymorphic
cooperative control system

A polymorphic network is an advanced network structure
supporting the microgrid operation, which can change control
strategy in real-time according to the operation characteristics
of the microgrid. Moreover, various DGs produced by different
manufacturers can transmit information in the data layer of
the polymorphic network. The polymorphic cooperative control
system established in this study is shown in Figure 1. The
polymorphic cooperative control system consists of four layers:
a service layer, a control layer, a data layer, and a power layer.
The service layer, control layer, and data layer constitute the
polymorphic network to support the cooperative control of
DGs in the power layer. The service layer is the center of the
polymorphic cooperative control system, which integrates data
monitoring, resource allocation, control strategy design, and
other functions; and is open to microgrid managers. Managers
can design and deploy distributed secondary control strategies
by obtaining matrix parameters of microgrids through the
service layer. In the control layer, a polymorphic identification
table is configured in the distributed controller, which supports
the coexistence and collaboration of IP, content, identification,
geospatial location, and other identities in the same data layer.
In addition, the distributed secondary control strategy deployed
through the service layer is also installed in the distributed
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FIGURE 1
Microgrid polymorphic cooperative control system.

controller. According to the polymorphic identification table
configured in the control layer, the data layer divides the
polymorphic data packets uploaded through terminals in the
power layer into corresponding polymorphic data transmission
channels. These polymorphic packets are encapsulated and
forwarded to the next network device to realize the resilient
distributed secondary control strategy installed in the distributed
controller. The interaction between the layers is realized through
programmable ports. The upper layer transmits instructions to
the lower layer, and the lower layer feeds back the collected
information to the upper layer.

The service layer, control layer, and data layer of the
microgrid polymorphic cooperative control system achieve the

information transmission through programmable ports and
separate the control function from the forwarding function.
In fact, DGs in the microgrid are not provided by the same
manufacturer and often support different network protocols and
data package types. If a new control strategy is applied in the
microgrid, managers need to manually adjust the configuration
of DGs, which is undoubtedly not beneficial to the innovation
of the control strategy. However, the polymorphic identification
table configured in the control layer and the polymorphic data
transmission channels in the data layer can make these various
DGs plug and play in the samenetwork environment.The control
layer customizes the channels into processing units suitable
for polymorphic data packets by programming FPGA. In this
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way, the microgrid polymorphic cooperative control system
can define the functions of each network layer to support the
realization of distributed secondary control strategy applied in
the large-scale heterogeneous DGs.

3 Resilient-distributed secondary
control strategy against the
unbounded FDI attack sequence

3.1 Graph preliminaries

The communication topology of microgrid discussed in this
study is described as a directed graph ς including N+m agents.
Aa = [aij] ∈ RN×N is the weighted adjacency matrix of ς, and aij
denotes the weight value of the edge between the follower nodes,
aij > 0 represents DGi that can receive information from DGj,
otherwise aij = 0.D = diag(di) ∈ RN×N is the in-degree matrix for

ς, where di =
n

∑
j=1

aij. L = D−Aa means the Laplace matrix of ς.

Define Gl = diag(gli) ∈ R
nxn, l = (1,2,…,m), where gli denotes the

gain between the lth leader and ith follower. And a nomenclature
containing sets, parameters, and abbreviations is shown in
Table 1.

3.2 Problem formulation

The inherent distributed characteristics of DGs in microgrid
make distributed control a more suitable secondary control

TABLE 1 Nomenclature table.

Symbol Description

Index and sets
 i, j Index of DGs
 (⋅)T Transpose of the matrix
 ‖ ⋅ ‖ Euclidean norm of the vector
 diag(⋅) Diagonal matrix
Parameters
 N Number of DGs
 m Number of leader DGs
 aij Gains between DGs
 gli Gains between leader DGs and follower DGs
 In n dimensional identity matrix
 IN×n N× n dimensional identity matrix
 Ie Identity matrix of uncertain dimensions that

aligns the dimensions of the equality matrix
 Θ(k) Unbounded attack sequence
 Σs Control layer
 Σh Virtual layer
Abbreviations
 FDI False data injection
 DGs Distributed generators
 DoS Denial of service
 SDN Software-defined network

strategy to adjust voltage and frequency.Microgridmanagers can
design proper distributed secondary control strategy tomaintain
voltage and frequency stable around the rated value. Only part of
DGs can receive the reference information, and then complete
the task in a cooperative manner through the communication
network. For first-order linear multi agent systems (MASs),
the distributed secondary control of microgrid with N DGs
can be transformed into a synchronization problem. The local
expression for the distributed secondary control strategy used to
control voltage and frequency is

xi (k+ 1) − xi (k)
T

=
n

∑
j=1

aij (xj (k) − xi (k))

+
m

∑
l=1

gli (xl (k) − xi (k)) , (1)

where T is the sampling time of microgrid. xi(k) = [
Vi(k)
fi(k)
],

Vi(k) denotes the voltage of DGi, fi(k) denotes the frequency

of DGj. xj(k) = [
Vj(k)
fj(k)
], Vj(k) denotes the voltage of DGj, fj(k)

denotes the frequency of DGj. xl(k) = [
Vl(k)
fl(k)
], Vl(k) denotes the

reference voltage ofDGs, fl(k) denotes the reference frequency of
DGs, l = 1,2,…,m denotes the number of leaders. Obviously, the
influence caused by FDI attacks has not been considered in the
distributed secondary control strategy.Theneighbor information
DGi received fromDGj is xai (k) = xj(k) +Θi,j(k)when adversaries
launched FDI attacks in the communication channels between
DGi and DGj. xai (k) represents the neighbor information DGi
received from DGj has been tampered by Θi,j(k). The local
expression for the distributed secondary control strategy when
the communication channels have been launched FDI attacks is

xi (k+ 1) − xi (k)
T

=
n

∑
j=1

aij (xj (k) +Θi,j (k) − xi (k))

+
m

∑
l=1

gli (xl (k) − xi (k)) . (2)

Also, then the global form of Eqn. 2 can be obtained as

x (k+ 1) − x (k)
T

=
m

∑
l=1
(Gl ⊗ Ie)x

′

l

−((L⊗ Ie)x (k) +
m

∑
l=1
(Gl ⊗ Ie)x (k))

+Θ (k) , (3)

where x(k) = [xT1 (k),x
T
2 (k),…,x

T
n(k)]

T denotes all the DGs′

voltage and frequency state variable. Define x
′

l = 1n ⊗ xl, and
Θ(k) = [ΘT

1 (k),Θ
T
2 (k),…,Θ

T
n(k)]

T denotes the global form
of unbounded attack sequence. Define βl = 10L+Gl, and
(L⊗ Ie)(1n ⊗ xl) = 0. Eqn. 3 can be rewritten as

x (k+ 1) − x (k)
T

=
m

∑
l=1
(βl ⊗ Ie)x

′

l −
m

∑
l=1
(βl ⊗ Ie)x (k) +Θ (k) . (4)
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When there exists no attacks in the communication channels,
the voltage and frequency state variable x(k) and measurement
output y(k) are shown as

{{
{{
{

x (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))x (k) +T

m

∑
l=1
(βl ⊗ Ie)x

′

l ,

y (k) = Cx (k)
(5)

The following state estimator is proposed for voltage and
frequency state variable x(k):

{
{
{

x̂ (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie)) x̂ (k) +T

m

∑
l=1
(βl ⊗ Ie)x

′

l +Kz (k+ 1) ,

z (k) = y (k+ 1) −CAx̂ (k)
(6)

where A = IN×n −T
n

∑
j=1
(βl ⊗ Ie) and C is the measurement matrix,

and x̂(k+ 1) = [V̂T
1 (k+ 1), ̂f

T
1 (k+ 1),…, V̂

T
1 (k+ 1), ̂f

T
1 (k+ 1)]

T

denotes the state estimation value at time k+ 1. z(k) denotes
the estimation residual difference at time k, which is related
to whether FDI attacks can be detected. If z(k) is less than
a constant value, the detector will not perceive the attacks.
K denotes Kalman gain, although the standard Kalman
filter is time-varying, the Kalman filter can rapidly enter
steady state at exponential speed from any initial conditions
(Huang et al., 2020). K can be obtained from Eqs. 7, 8

P = APAT +Q−APCT(CPCT +R)−1CPA, (7)

K = PCT(CPCT +R)−1, (8)

where Q and R commonly denote the covariance of the noise
in Kalman filter, and they can also be used as parameters for
strategy design in noiseless environment. The application of
state estimation in noiseless environment is discussed in Rapp
and Nyman (2004) and Dutta et al. (2019). In principle, they
can be selected as any positive definite matrices. Combine with
Eqn. 4, when attacks have been launched in the communication
channels, the voltage and frequency state variable x(k) and
measurement output y(k) are shown as

{
{
{

xa (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))x

a (k) +T(
m

∑
l=1
(βl ⊗ Ie)x

′

l +Θ (k)) ,

ya (k) = Cxa (k)
(9)

where xa(k+ 1) denotes the voltage and frequency state variable
under attacks, and ya(k) denotes the measurement output
under attacks. Accordingly, the state estimator for voltage and
frequency under attacks can be shown as

{{
{{
{

x̂a (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie)) x̂

a (k) +T
m

∑
l=1
(βl ⊗ Ie)x

′

l +Kz
a (k+ 1) ,

za (k) = ya (k+ 1) −C(IN×n −T
m

∑
l=1
(βl ⊗ Ie)) x̂

a (k)

(10)

where x̂a(k+ 1) = [V̂a
1(k+ 1), ̂f

a
1(k+ 1),…, V̂

a
n(k+ 1), ̂f

a
n(k+ 1)]

denotesx̂(k+ 1) under attacks at time k+ 1, and za(k) denotes

z(k) under attacks at time k. Define Δx̂(k+ 1) and Δz(k+ 1),
which denote state estimation difference and the estimation
residual difference, respectively. And the dynamic expression of
Δx̂(k+ 1) and Δz(k+ 1) can be obtained as

Δx̂ (k+ 1) = x̂a (k+ 1) − x̂ (k+ 1)

= (IN×n −T
m

∑
l=1
(βl ⊗ Ie))Δx̂ (k) +KΔz (k+ 1)

= (IN×n −T
m

∑
l=1
(βl ⊗ Ie))Δx̂ (k)

−KC(In −T
m

∑
l=1
(βl ⊗ Ie))Δx̂ (k)

+KC (xa (k+ 1) − x (k+ 1))

= (IN×n −KC)(IN×n −T
m

∑
l=1
(βl ⊗ Ie))Δx̂ (k)

+KC (xa (k+ 1) − x (k+ 1))

, (11)

Δz (k+ 1) = za (k+ 1) − z (k+ 1)

= −C(IN×n −T
m

∑
l=1
(βl ⊗ Ie)) x̂

a (k)

+C(IN×n −T
m

∑
l=1
(βl ⊗ Ie)) x̂ (k)

+ ya (k+ 1) − y (k+ 1)

= −C(IN×n −T
m

∑
l=1
(βl ⊗ Ie))Δx̂ (k)

+C (xa (k+ 1) − x (k+ 1))

, (12)

where x̂(k+ 1) = [V̂T
1 (k+ 1), ̂f

T
1 (k+ 1),…, V̂

T
1 (k+ 1), ̂f

T
1 (k+ 1)]

T
,

and xa(k+ 1) − x(k+ 1) ≠ 0 represents the iteration process of
Δx̂(k+ 1) and Δz(k+ 1) has been affected by the unbounded
attack sequence Θ(k). The attack sequence Θ(k) that depends
on Δx̂(k) can satisfy lim

k→∞
‖Δx̂(k)‖ →∞ and lim

k→∞
‖Δz(k)‖ ≤

M simultaneously, where M is a positive predetermined
detection threshold. lim

k→∞
‖Δx̂(k)‖ →∞ represents that with

the iteration of discrete time k, the voltage and frequency
state estimation under unbounded attacks gradually deviates
from the normal value. Since lim

k→∞
‖Δx̂(k)‖ →∞ and the

generation process of Θ(k) depend upon Δx̂(k), lim
k→∞
‖Θ(k)‖ →

∞ can be achieved. This study considers that Θ(0) = 0
and the attack generation algorithm will be proposed later.
lim
k→∞
‖Δz(k)‖ ≤M represents lim

k→∞
‖Δx̂(k)‖ →∞, the unbounded

attack sequence Θ(k) will not trigger the traditional χ2

detection.
The work of Hu et al. (2018) also inspires that protecting key

communication channels can detect this stealthy unbounded
attack sequence. Currently, phase measurement units (PMUs)
are the most common equipment to protect communication
channels (Mabaning et al., 2017; Tahabilder et al., 2017;
Pei et al., 2020), which are more reliable than detectors.
Algorithms detecting and isolating attacks often need to
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FIGURE 2
Function of the resilient-distributed control method proposed in this study in the process of unbounded attacks generation, state estimation,
and detection.

consume a lot of computing resources, and the detection and
isolation process that relies on the limited number of PMUs
always has a certain time delay. The unbounded attack sequence
which depends on Δx̂(k) will cause irreversible damage to the
microgrid during the process. This study proposes a discrete-
time resilient distributed secondary control strategy based on
a layered network to greatly suppress the divergence degree
of Δx̂(k) during the process, and the impact Θ(k) can cause
will be equal to a bounded attack sequence accordingly. It
can be seen from Eqn. 11 that although xa(k+ 1) and x(k+ 1)
are extremely close under the strategy proposed in this study,
xa(k+ 1) − x(k+ 1) keeps accumulating during the iteration
process of Δx̂(k+ 1), and Δx̂(k+ 1) still will tend to diverge after a
long enough time. As shown inFigure 2, the strategy proposed in
this study plays an essential role in the period from the beginning
of FDI attack generation to the end of detection and isolation
measures to enhance the resilience of the microgrid against
attacks.

The following assumptions are made in this study:

Assumption 1: This monotonous unbounded attack sequence
can generate at a limited rate, in other words,
‖ a(k+1)−a(k)

T
‖ ≤ c, where c is a positive scalar.

Assumption 2: FDI attacks cannot be launched on sensor
devices directly, but only in sensor communi-
cation networks.

Assumption 3: The attacker has perfect knowledge about the
system model, that is, information the attacks
generation algorithm requires can be obtained by
the attacker.

3.3 Resilient-distributed secondary
strategy based on the layered
communication network

This section introduces a virtual layer Σh based on the layered
network (Gusrialdi et al., 2018) to interconnect with the original
control layer Σs to form a layered communication network to
enhance the resilience of the control layer Σs against unbounded
FDI attacks, the layered network is shown in Figure 3, where
the virtual layer Σh has no physical meaning, and it would be
difficult for adversaries to associate the information in the virtual
layer Σh with the measurements of voltage and frequency in
the control layer Σs. There exist studies that have investigated
attacks in the virtual layer Σh, but it is obvious that adversaries
need more computing resources to launch attacks in the virtual
layer Σh. Therefore, most work based on the layered network
prefer to study attacks in the control layer Σs. The discrete-time
resilient distributed secondary control strategy proposed in this
study considers the unbounded attack sequence launched in the
control layer Σs, and Lyapunov theory is used to validate the
stability of the strategy in this section.

The layered network consisting of the control layer Σs and
the virtual layer Σh can be shown in Figure 3. The control layer
Σs and the virtual layer Σh have the same number of nodes,
and the reference information is transmitted to the nodes in
the control layer Σs and virtual layer Σh at the same time. After
the unbounded attack sequence is launched in the control layer
Σs, the layered network will generate a compensation sequence
through the observer constituted by Eqs. 14, 15 so that the
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FIGURE 3
Structure of the layered communication network formed by
introducing a virtual network layer.

control layer Σs as shown in Eqn. 13 can resist the impact of the
unbounded attack sequence Θ(k).

x (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))x (k)

+T(
m

∑
l=1
(βl ⊗ Ie)x

′

l +Θ (k) − Θ̂ (k)) , (13)

η (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))η (k) +T(

m

∑
l=1
(βl ⊗ Ie)x

′

l),

(14)

Θ̂ (k+ 1) = T(
m

∑
l=1
(βl ⊗ Ie)v (k) + Θ̂ (k)) , (15)

where η(k) = [ηT1 (k),η
T
2 (k),…,η

T
n(k)]

T denotes the state of nodes
in the virtual network layer Σh, v(k) = x(k) − η(k) denotes the
difference between the control layer Σs and the virtual layer
Σh at time k, and Θ̂(k) = [Θ̂T

1 (k), Θ̂
T
2 (k),…, Θ̂

T
n(k)]

T denotes
the compensation sequence. It can be seen that Eqs. 14,
15 together form an observer to generate a compensation
sequence through which the impact of unbounded attack
sequence in the control layer can be eliminated. Define errors
between information in the leader node and that in the nodes
of control layer Σs and virtual layer Σh as (16) and (17)
respectively:

e1 (k) = x (k) −(
m

∑
l=1
(βl ⊗ Ie))

−1 m

∑
l=1
(βl ⊗ Ie)x

′

l , (16)

e2 (k) = η (k) −(
m

∑
l=1
(βl ⊗ Ie))

−1 m

∑
l=1
(βl ⊗ Ie)x

′

l . (17)

Theorem 1: When the unbounded attack sequence Θ(k)
which depends on state estimation difference satisfying
assumption 1 has been launched in the communication network
of microgrid as shown in Eqn. 5, the resilient distributed
secondary control strategy based on the layered network as
shown in Eqs. 13–15 is designed to resist the impact Θ(k)
can cause. If e1(k) in Eqn. 16 is stable, it can be said that the
control layer Σs shown in Eqn. 13 can resist the unbounded
attack sequence Θ(k) and maintain voltage and frequency stable.

Proof: Define Θ̃(k)=Θ(k)−Θ̂(k)=[Θ̃T
1 (k), Θ̃

T
2 (k),…, Θ̃

T
N(k)]

T,
and make the difference between Eqs. 13, 14 to obtain Eqn. 18:

v (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))v (k) +TΘ̃ (k) . (18)

Eqn. 19 can be obtained from Eqn. 15:

Θ̃ (k+ 1) − Θ̃ (k)
T

=
Θ (k+ 1) −Θ (k)

T
−
Θ̂ (k+ 1) − Θ̂ (k)

T

= −
m

∑
l=1
(βl ⊗ Ie)v (k) + Θ̂ (k+ 1) − Θ̂ (k)

Θ̃ (k+ 1) − Θ̃ (k) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))v (k)

+T(Θ̂ (k+ 1) − Θ̂ (k))

. (19)

Rewriting Eqs. 18, 19 in the following compact form yields

[
v (k+ 1)
Θ̃ (k+ 1)

] =
[[[[

[

IN×n −T
m

∑
l=1
(βl ⊗ Ie) IN×n

IN×n −T
m

∑
l=1
(βl ⊗ Ie) 0N×n

]]]]

]

[
v (k)
Θ̃ (k)
]

+ [
0(N×n)×1

T (Θ (k+ 1) −Θ (k))
] . (20)

Define m(k) = [Θ̃T(k) vT(k)]T, m(k+ 1) =
[Θ̃T(k+ 1) vT(k+ 1)]T, and m(k+ 1) = A2m(k), where A2 =

[[[

[

IN×n −T
m

∑
l=1
(βl ⊗ Ie) IN×n

IN×n −T
m
∑
l=1
(βl ⊗ Ie) 0N×n

]]]

]

. Choose a Lyapunov function

candidate as

Vd (k) = [T (Θ (k+ 1) −Θ (k))]T [T (Θ (k+ 1) −Θ (k))] . (21)

Given assumption 1, lim
k→∞

Θ(k) =∞ is a monotonous and
limited-growth unbounded attack sequence, and Θ(0) = 0.
Therefore, Vd(k) = T

2‖(Θ(k+ 1) −Θ(k))‖2 is positive-definite at
arbitrary time k. Next, choose a Lyapunov function candidate to
prove the stability of Eqn. 20:
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V (k) =mT (k)Psm (k) +Vd (k) . (22)

where Ps > 0 is an arbitrary symmetric and positive-definite
matrix, and Vd(k) > 0 is known from Eqn. 21. Therefore, V(k)
is positive-definite at arbitrary time k. The difference form of
Eqn. 22 is can be obtained as

V (k+ 1) −V (k)

=mT (k+ 1)Psm (k+ 1) −mT (k)Psm (k)

+Vd (k+ 1) −Vd (k)

= (A2m (k))
TPs (A2m (k)) −mT (k)Psm (k)

+T2 ‖Θ (k+ 2) −Θ (k+ 1)‖ −T2 ‖Θ (k+ 1) −Θ (k)‖

=mT (k)(AT
2PsA2 − Ps)m (k)

+T2 ‖Θ (k+ 2) −Θ (k+ 1)‖ −T2 ‖Θ (k+ 1) −Θ (k)‖

= −mT (k)Qm (k) +T2 (‖Θ (k+ 2) −Θ (k+ 1)‖2

− ‖Θ (k+ 1) −Θ (k)‖2)

.

(23)

There exists a symmetric and positive-definite matrix
Ps such that AT

2PsA2 − Ps < 0 for an arbitrary symmetric
and positive-definite matrix Q. Given assumption 1,
‖Θ(k+ 2) −Θ(k+ 1)‖2 ≤ ‖Θ(k+ 1) −Θ(k)‖2 can be obtained, that
is, ‖Θ(k+ 2) −Θ(k+ 1)‖2 − ‖Θ(k+ 1) −Θ(k)‖2 ≤ 0. Through the
aforementioned analysis, V(k+ 1) −V(k) < 0 can be obtained
at arbitrary time k. Therefore, v(k) and Θ̃(k) are stable. From
Eqs. 16, 17, e1(k) = v(k) + e2(k) can be obtained. In order to
prove the stability of e1(k), the stability of e2(k) also should be
proved. Combine with Eqn. 14, the difference form of Eqn. 17
can be obtained as

e2 (k+ 1) − e2 (k)
T

=
η (k+ 1) − η (k)

T
− 0

= −
m

∑
l=1
(βl ⊗ Ie)η (k) +

m

∑
l=1
(βl ⊗ Ie)x

′

l

= (
m

∑
l=1
(βl ⊗ Ie))

(−η (k) +(
m

∑
l=1
(βl ⊗ Ie))

−1 m

∑
l=1
(βl ⊗ Ie)x

′

l)

= −
m

∑
l=1
(βl ⊗ Ie)e2 (k)

e2 (k+ 1) = (IN×n −T
m

∑
l=1
(βl ⊗ Ie))e2 (k)

. (24)

Choose a Lyapunov function candidate as V
′
(k) =

eT2 (k)Phe2(k), its difference form can be shown as

V
′
(k+ 1) −V

′
(k)

= eT2 (k+ 1)Phe2 (k+ 1) − e
T
2 (k)Phe2 (k)

= eT2 (k)(IN×n −T
m

∑
l=1
(βl ⊗ Ie))

T

Ph(IN×n −T
m

∑
l=1
(βl ⊗ Ie))e2 (k) − e

T
2 (k)Phe2 (k)

= eT2 (k)((IN×n −T
m

∑
l=1
(βl ⊗ Ie))

T

Ph(IN×n −T
m

∑
l=1
(βl ⊗ Ie))− Ph)e2 (k)

= −eT2 (k)Q
′
e2 (k)

. (25)

There exists a symmetric and positive-definite matrix Q′ such

that (IN×n −T
m

∑
l=1
(βl ⊗ Ie))

T

Ph(IN×n −T
m

∑
l=1
(βl ⊗ Ie)) − Ph = −Q

′
<

0, that is, V′(k+ 1) −V′(k) < 0. Therefore, e2(k) is stable. Since
e1(k) = v(k) + e2(k), the stability of e1(k) can be proved.The proof
ofTheorem 1 has completed here, which indicates the distributed
secondary strategy proposed in this study can defend attacks to
maintain the voltage and frequency stable.

3.4 Design of the unbounded attack
sequence

This section will introduce the generation process of the
unbounded attack sequence Θ(k), and how it destroys the
state estimation of microgrid. The specific design principle of
parameters required in algorithm is shown in Hu et al. (2018),
The generation algorithm of unbounded attack sequence is
shown in Table 2. where the length of IsN×n is N× n, and
all its elements equal to 0 except the sth element equal to
1. How to select s can only be determined after the matrix
parameters of microgrid are selected, which will be given
in the next section. The unbounded attack sequence Θ(k) =
1
T
[(IN×n −T

m

∑
l=1
(βl ⊗ Ie))Δx̂(k) +φ(k)MIsN×n] depends on the state

estimation differenceΔx̂(k) at time k, andφ(k)MIsN×n is a constant

TABLE 2 Algorithm for generating an unbounded attack sequence.

Algorithm for generating an unbounded attack sequence

Initialization parameter
Define Δx̂(0) = x̂a(0) − x̂(0)
Choose a arbitrary φ ∈ (0,1), and the detection thresholdM = 2
while k ≥ 0 do
 Set Δx̂(0) = 0, φ(0) = 0

 Calculate Θ(k) = 1
T
[(IN×n −T

m
∑
l=1
(βl ⊗ Ie))Δx̂(k) +φ(k)MIsN×n]

 Calculate Δx̂(k+ 1) = [(IN×n −KC)(IN×n −T
m
∑
l=1
(βl ⊗ Ie))Δx̂(k)

+KC(xa(k+ 1) − x(k+ 1))]
 k = k+ 1
 φ(k) = φ
end while
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column vector. Since the existence of φ(k)MIsN×n, Θ(k) will
make ‖Δx̂(k+ 1)‖ be continuously increasing after time k = 1,
and Δx̂(k+ 1) will make ‖Θ(k)‖ be continuously increasing in
turn. Finally, when lim

k→∞
‖Θ(k)‖ =∞, lim

k→∞
‖Δx̂(k+ 1)‖ =∞. The

resilient distributed secondary control strategy proposed in this
study, mitigating attacks rather than eliminating them, can
restore xa(k+ 1) to x(k+ 1), so that xa(k+ 1) − x(k+ 1) is close
to 0. In this way, compared with the distributed secondary
control strategy, the resilient strategy proposed in this study
can suppress Δx̂(k+ 1) in Eqn. 11 and Δz(k+ 1) in Eqn. 12.
Since the unbounded attack sequence Θ(k) depends on Δx̂(k)
which is greatly suppressed before detection and isolation
mearsures completed, the divergence trend of Θ(k) is also greatly
suppressed. The impact of Θ(k) can be equaled to that caused
by a bounded attack sequence, which greatly alleviates the threat
to the microgrid. The resilient distributed secondary strategy
proposed in this study only plays a role in the suppression process
of Θ(k) and Δx̂(k), but cannot eliminate them completely. To
eliminate the impact of this kind of unbounded attack sequence
on microgrid, one should find a way to detect and isolate attacks
is essential. How to protect key communication channels to
detect stealthy unbounded attacks is an interesting topic, and
authorswill think about how to realize the idea in future research.

4 Case study

In this section, a test microgrid consisting of six inverter-
based DGs is used to verify the effectiveness of the method
proposed in this study against unbounded attack sequence
Θ(k) (Bidram et al., 2013; Xu et al., 2019; Ge et al., 2021). The
effectiveness of a resilient distributed secondary control strategy
against unbounded attacks is that the voltage and frequency
of each DG can still operate within the allowable fluctuation
range near the rated value when the neighbor information
has tampered. The influence of unbounded attack sequence on
microgrids is analyzed by simulation when the elastic distributed
secondary control strategy proposed in this study is adopted.

The power layer structure consisting of six inverter-based
DGs illustrated in this study is shown in Figure 4. And the
microgrid parameters are as follows:

T = 0.001s, aij = 10, gli = 0.001, N = 6, n = 2,m = 2,
C = IN×n = I12,

Q = diag (0.01, 0.01, 0.01, 0.001, 0.001, 0.001, 0.01, 0.01, 0.01,
0.001, 0.001, 0.001),

R = diag(0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1),
In the unbounded attack generation algorithm, φ = 0.1,

IsN×n = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]
T. Define the reference

information vector x1 = x2 = [
380V
50Hz
], which represents all the

DGs need to follow the reference voltage 380V and frequency
50Hz.

First, the distributed secondary control strategy as shown
in Eqn. 4 is used to maintain voltage and frequency stability.
Next, the unbounded attack sequence is launched into the
communication channels. As shown in Eqn. 9, Θ(k) destroys
the iterative process in the form of TΘ(k). As shown in
Figure 5A, the unbounded attack sequence given by algorithm
1 can destroy the iterative process of V2(k), V3(k), V5(k), and
V6(k), that is, the voltage consensus performance of DG2,
DG3, DG5, and DG6 is destroyed. Information exchange
under attacks will make all the DGs’ voltage tend to ∞
with the iteration of the sampling time T. Figure 5B shows
that the frequency of DGs has not been destroyed. Combine
with Figure 5A and Figure 5B, the distributed secondary
control strategy is still effective in the absence of Θ(k),
but the voltage consensus performance will be destroyed
under Θ(k).

Figure 6A shows the generation process of Θ(k) launched
in Figure 5A. Figure 6B shows the voltage estimation difference
of DGs under Θ(k). Since frequency has not been tampered,
Θi2(k) = Δ ̂f (k) = 0.

TΘex1(k) denotes TΘ1(k) and TΘ4(k), and ΔV̂ex1(k) denotes
ΔV̂1(k) and ΔV̂4(k). Figure 6 indicates the generation process
of Θi1(k) depends on ΔV̂(k) indeed. Also, then Θi1(k) will
increase ΔV̂(k) in turn. However, this phenomenon is profitless
for voltage stability. During the period between the initialization
of Θ(k) and completion of detection and isolation measures,
the Θ(k) which diverges rapidly will cause irreversible effects
on the microgrid. When the voltage exceeds the rated range
allowed by the microgrid, the power circuit breakers inside
the microgrid will act to disconnect the main circuit and stop
operation.The renewable energy equipment inside themicrogrid
is expensive, which cannot stand the permanent damage such
sudden breakdown causes. Obviously, it is not a wise choice to
let such attacks diverge rapidly and put all hope in detection
and isolation measures. The resilient distributed secondary
control strategy proposed in this study can greatly suppress
the divergence of Θ(k), and prevent the microgrid from being
attacked to the point of crash before the completion of the whole
process of detection and isolation measures.

It can be seen that Θ(k) is approximated into an attack
sequence with minimal growth rate. Before completion of
detection and isolation algorithms, relative to the original
divergence, the impact of the suppressed Θ(k) can cause equal
to a bounded attack sequence.

Figure 7 shows the performance of the resilient distributed
secondary control strategy proposed in this study against the
unbounded attack sequence Θ(k). It can be seen from Figure 7A
that the voltage of DGs can still converge to the allowable
range of the reference value 380 V under the impact of the
unbounded attack sequence Θ(k). Moreover, Figure 7B shows
the frequency of DGs can maintain stability, which indicates
the resilient distributed secondary control strategy proposed
in this study can also achieve the desired control objectives
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FIGURE 4
Physical structure and communication network topology of the microgrid illustrated in this study.

FIGURE 5
Performance of the distributed secondary control strategy
against unbounded attack sequence Θ(k): (A) voltage; (B)
frequency.

when there exist no attacks. It is worth mentioning that this
strategy can make voltage under attacks Va(k) close to that
without attacks V(k), that is, Va(k) −V(k) is close to 0. Given
Algorithm 1, if Δx̂(k) can be suppressed, and then Θ(k) also will

FIGURE 6
(A) Generation process of Θ(k) in Figure 5; (B) voltage estimation
difference of DGs.

be extremely suppressed. Figure 8 shows the voltage estimation
difference ΔV̂(k) ofDGs using the resilient distributed secondary
control strategy proposed in this study. Combine with Figure 6
and Figure 8, it is obvious that ΔV̂(k) can be suppressed by
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FIGURE 7
Performance of the resilient-distributed secondary control
strategy proposed in this study against the unbounded attack
sequence Θ(k): (A) voltage; (B) frequency.

FIGURE 8
Voltage estimation difference using the resilient-distributed
secondary control strategy proposed in this study.

the distributed secondary control strategy proposed in this
study.

Figure 9 shows performance of the generation process
of Θ(k) which depends on ΔV̂(k) after the voltage
estimation difference ΔV̂(k) has been suppressed. As
shown in Figure 9, the unbounded attack sequence
Θ(k) is approximated into an bounded attack sequence
with minimal growth rate under the resilient distributed
secondary control strategy. From Eqn. 12, ‖Δzi1(k+ 1)‖ =

FIGURE 9
Unbounded attack sequence Θ(k) suppressed by the
resilient-distributed secondary control strategy proposed in this
study.

FIGURE 10
Voltage estimation residual difference Δzi1(k) of DGs using the
resilient-distributed secondary control strategy proposed in this
study.

‖−C(IN×n −T
m

∑
l=1
(βl ⊗ Ie))Δx̂(k) +C(x

a(k+ 1) − x(k+ 1))‖ can be

obtained. The resilient distributed secondary control strategy
suppresses Δx̂(k) and xa(k+ 1) − x(k+ 1), which leads to
‖Δzi1(k+ 1)‖ <M as shown in Figure 10. However, it does
not violate the original intention of the resilient distributed
secondary control strategy, which is designed to mitigate attacks
rather than detect them. It is acceptable to gain greater resilience
against unbounded attack sequence at the cost of reducing
‖Δzi1(k+ 1)‖. The detection and isolation measures, such
PMUs, will replace the traditional detectors by protecting key
communication channels in the Σs to detect Θ(k). Face to well-
designed unbounded attack sequence, how to deploy protection
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devices in theminimumnumber of key communication channels
has become an important topic in future research. One of
authors’ future work is how to integrate mitigation and detection
processes to solve the problem of such unbounded attack
sequence Θ(k) completely.

5 Conclusion

This study has studied the impact of a class of unbounded
attack sequence Θ(k) launched in the polymorphic cooperative
control system. A discrete-time resilient distributed secondary
control strategy based on the layered network has been used to
restore the voltage and frequency under attacks and suppress
the divergence of state estimation difference. At the same time,
Θ(k) depending on state estimation difference has also been
suppressed, and its destructiveness has been limited to the level
of a bounded attack sequence. The strategy proposed in this
study is suitable for the process between the initialization of
generating attacks and completion of detection and isolation
measures to alleviate the irreversible impact on the microgrid.
The effectiveness of a resilient distributed secondary control
strategy against unbounded attacks has been validated by a test
microgrid consisting of six inverter-based DGs. The authors will
focus on how to integrate mitigation, detection, and isolation
processes into a more complete and effective strategy against
unbounded attacks.
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Maintaining the frequency of a power system close to its nominal value (50 Hz

or 60 Hz) is critical, which comes mainly from generators and flexible loads in

traditional power systems. Direct load control (DLC) is a method to control

controllable loads for power systemoptimization. In general, it is used to reduce

or shave peak demand. Nonetheless, DLC also can be used to provide

frequency control services. Domestic electric water heater (DEWH) is an

important kind of controllable load, which takes a high percentage of

domestic electric power consumption and has a large thermal energy

storage capacity. Hence, DEWH can be a prime candidate for DLC. This

study proposes a framework to provide frequency control service with

DEWHs. A virtual battery pack system (VBPS) is introduced to be equivalent

to the capacity of DEWHs, and a series ofmeasurable indicators are proposed to

show the capacity of the VBPS when providing frequency control services. An

adaptive criterion is applied to classify controllable DEWHs, which helps to

maintain end-user comfort. The performances of the proposed frequency

control method during normal and contingency conditions are verified

through case studies in CYME.
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1 Introduction

With the development of technology, more and more electrical devices are being

applied to improve our daily life. However, the total electric power demand and demand

variations are increasing, and the pressure on power systems is increasing too. At the same

time, renewable energy plants are increasing, e.g., the U.S. will generate 20% of the

nation’s electricity from wind energy by 2030 (Lindenberg et al., 2008). The large-scale

utilization of renewable energy benefits power systems and the environment. However,

the fluctuation of renewable energy occurs frequently, which will increase the pressure on

power systems. Hence, more ancillary services are required in power systems, which are
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necessary to support the transmission of capacity and energy

from resources to loads while maintaining reliable operation.

There are many kinds of ancillary services, such as the

regulation reserve, load following, spinning reserve, and

nonspinning reserve, (Hao et al., 2013; Liu et al., 2000; Meyn

et al., 2015; Zhang et al., 2022). These ancillary services can be

divided into two groups: the first group contains ancillary

services for normal conditions, such as the regulation reserve

and load following, and the second group contains ancillary

services for contingency conditions, such as the spinning reserve,

nonspinning reserve, and replacement reserve.

Power system frequency reflects the balance between the

generation and demand, it will keep the nominal value (50 Hz or

60 Hz) when the balance is maintained. The frequency will drop

when the generation becomes lower than the load demand, and

vice versa. In normal conditions, the balance between generation

and demand is maintained, and the frequency is close to its

nominal value. The frequency should be recovered to its nominal

value after contingency events with frequency control.

In traditional power systems, the frequency control services

are provided by generators and flexible loads, and it requires

additional costs for these services. In practice, generators are not

working under full-power output, the residue capacity is used to

provide these reserves. With a fixed number of generators, the

total rated output power is fixed; when power demand is

increasing, the generation should be increasing accordingly.

Hence, the residue capacity is decreasing; in other words, the

capacity of frequency control service is decreasing. However,

when power demand is increasing, the required reserve capacity

is increasing too. As a result, more generators are required, which

will increase the construction, operation, and maintenance costs.

Moreover, due to the demand variations, we cannot take full

advantage of all generators, which will cause a lot of waste.

Furthermore, generators provide frequency control services, and

more capacity is required than the generation requirement. For

example, when power systems make a generation schedule, the

total capacity of online generators should meet the peak demand

when the maximum generator is lost. This is a constraint that

limits the capacity of online generators. As a result, there are

some drawbacks to conventional generator frequency control

services.

When frequency control services are provided by flexible

loads, the loads in power systems can be divided into three levels:

The first level is the most important load; outages will cause

serious accidents and losses. The second level is less important,

but outages will cause some economic losses. The third level, such

as residential loads, is the first to be reduced when power system

generation cannot meet the load demand, but it will have an

impact on the comfort of the end-user. Overall, traditional

frequency control resources have extra economic costs or

affect the comfort of the end-user, and then, new resources

are required.

Direct load control (DLC) regulates power demand by

remotely activating or shutting down controllable loads/

devices (Ericson, 2009; Gomes et al., 2007; Zhang et al.,

2017; Zhang et al., 2018). It can be used not only to reduce

or alter peak demand but also to provide ancillary services

(Wang et al., 2017; Solanki et al., 2017; Al-jabery et al., 2017).

Controllable loads should have energy storage capacity so that

end-user comfort can be maintained when these loads are

interrupted. These controllable loads are frequently used,

and they occupy a large part of the demand for supply

systems. Domestic electric water heater (DEWH) is a kind of

important component of controllable loads. It has a large

energy storage capacity, and it also takes up a large part of

overall power consumption: 18% in the U.S. (Government of

Canada, 2018), 19% in Canada (Nehrir et al., 1999), and

approximately 30% domestically (Kondoh et al., 2011). The

mechanism of DEWH is as follows: when the temperature of the

DEWHmeets its lower limit, the local thermostat turns on, and

the DEWH turns on; when the temperature of the DEWH

meets its upper limit, the local thermostat turns off, and the

DEWH turns off; for other situations, the local thermostat

maintains its previous state. A remotely controllable relay is

used to control a DEWH. It can be turned off to turn off the

DEWH when it is on, and the DEWH will be turned on again

when the remote relay turns back; the relay cannot turn on the

DEWH when its thermostat is off. Hence, the control method is

called off-control. It is easy to realize in practice; we had applied

it in our lab and projects.

There has some literature about controllable loads to provide

ancillary services. As Lu (2012) described the potential for

regulation service by water heaters, the characteristics of water

heaters are not considered. In Hao et al. (2013) and Kirby et al.

(2008), ancillary services are provided by heating ventilation air

conditioning systems. A hotel load response for the spinning

reserve is introduced in (Mathieu et al., 2015). The benefits

potential of residential loads to provide ancillary services in

California is shown in Vrettos (2016). Fridges and freezers

were employed to collectively provide second-by-second

electricity balancing (Webborn, 2019). In Biegel et al. (2013),

these on-off loads were controlled when the frequency thresholds

were exceeded and then the primary frequency control services

were provided. Literature (Kasis et al., 2020) proved that

secondary frequency control services could be provided too.

Overall, DLC provides additional ancillary services, which

may be an attractive option for power systems. However,

obtaining end-user permission will require maintaining their

comfort during DLC, which is not described in those studies. The

main objective of this research is to propose a framework to

provide frequency control services with DEWHs and maintain

end-user comfort without temperature information.

The contributions of this study can be summarized as

follows:
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1) A virtual battery pack system (VBPS) is introduced as a

centralized controller for DEWHs, and several indicators

are employed to show the frequency control ability of the

VBPS. DEWHs in the VBPS can be divided into four groups.

Different groups are selected for control in different cases

based on the estimated controllable abilities of DEWHs.

2) An adaptive parameter, AELadapt, is proposed to make the

average temperature of DEWHs close to the lower limit: a).

For ramp-up, the AELadapt is increased from the tolerance

value to 0, which helps to make the DEWHs whose

temperatures are lower than their lower limits can be

heated as much as possible, following the increasing

order of their estimated available energy levels. b). For

ramp-down, the AELadapt is decreased from 0 to the

tolerance value, which helps to keep more DEWHs on

heating, following the decreasing order of their estimated

available energy levels.

3) The end-user comfort is maintained in the proposed control

method; whenever the estimated AEL is lower than the

tolerance value, the DEWH is turned on and cannot be

turned off until the AEL reaches 0.

The article is made up of five sections. Detailed analysis of the

frequency control is provided in Section II. Section III presents

the VBPS and objective functions for frequency control. Some

case studies are provided in Section IV. Some conclusions, finally,

are shown in Section V.

2 Frequency control

When all loads in a power system can be supplied by

existing generators without violating any operation

constraints, the power system is operated in a normal state.

When the system remains in a normal state after critical

unforeseen events, the power system is secure and operates

in a normal safe state. Otherwise, when the balance between

generation and demand is maintained, all operating inequality

constraints are satisfied. However, the response to some

considered contingencies is vulnerable, the power system is

operating in a normal insecure state. Preventive control is

required to prevent the power system from going into an

emergency state. If there has a violation of any operating

constraints in the power system, the power system is

operating in an emergency state, and contingency services

are required to correct and bring the power system into a

normal state immediately. As the result of corrective control

measures on the power system to avoid system collapse, the

operating limit violations may be eliminated, and the system

may recover stability with reconfigured topology and restore

the balance between generation and demand, the power system

is operating in a recovery state. The state diagram in Figure 1

illustrates the transitions between different states and necessary

services.

Frequency control services are required to maintain the

frequency throughout the power systems to its nominal value in

all the states. The frequency is affected by active power. There

are three kinds of frequency control services in the power

system: primary, secondary, and tertiary control (Hui et al.,

2017). Considering the communication delays, only the

secondary frequency control is provided in this study. The

secondary frequency control is a centralized controller that

restores the frequency to its nominal value and maintains the

desired exchanges between neighboring control areas. It is

activated from 30 s to 15 min (Hui et al., 2017; Stephen,

2012). In this study, the frequency controls services are

provided in 1 min.

The ancillary services for frequency control can be divided

into two groups: for normal conditions, such as the regulation

service and load following; for contingency conditions, such as

spinning, nonspinning reserve, and replacement reserve (Meyn

et al., 2015; Hui et al., 2017).

2.1 Frequency control during normal
conditions

When the balance between generation and demand is

maintained, and the inequality constraints are afforded, the

power system is in its normal state. Regulation reserve is

automatically provided by online resources (generators or

flexible loads), and its goal is to correct the minute-to-

minute deviations between the generation and demand,

under normal conditions. The minimum bid size in

Pennsylvania, Jersey, and Maryland Power Market is 100 kW

(Hui et al., 2017; PJM Manual, 2019) and is typically in the

range of 1–10 MW (Webborn, 2019; Nousios and Aebi, 2022).

The control signal is typically the output of a proportional-

integral controller with the area control error as an input.

Load following is similar to the regulation service, but it has a

slower ramp rate and fewer sign changes per unit time. It is used

FIGURE 1
Power systems operation states and required services.

Frontiers in Energy Research frontiersin.org03

Xiang et al. 10.3389/fenrg.2022.962361

111

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.962361


to bridge the gap between the hourly energy markets and

frequency regulation. It is still under normal conditions, and

it can be manually activated. When a power system with load

follows, the frequency regulation signal is usually unrelated and

crosses zero frequently (NERC, 2011).

2.2 Frequency control during contingency
conditions

When there are some disturbances in power systems, such as

transmission faults, and generator losses, the stability of power

systems will be affected. Contingency services are required to

keep power systems stable under those situations.

Spinning reserve is provided by online generators that are not

fully loaded or online loads in response to the disturbances

immediately. In other words, it changes the generation or

loads to response disturbances. As per the North America

Reliability Corporation (NERC) disturbance standard,

Spinning reserve is available within 10 min and can be

maintained for 10–120 min (Pijnenburg et al., 2016). It is

typically activated automatically using an automatic

generation control (AGC) signal.

The nonspinning reserve is similar to the spinning reserve.

The main difference is that the nonspinning reserve does not

need to respond immediately. The resources can be offline but

still must be capable of reaching full output within the required

10 min (Paull et al., 2010). Nonspinning reserve is typically

dispatched using an AGC signal.

Some regions specify a third contingency reserve called replacement

reserve. Online generators, offline generators, and responsive loads can

provide this kind of reserve,which canbe capable of sustaining response

for 2–4 h. It is a type of tertiary control reserve.

Of course, load shedding is the last choice for power systems

when the frequency decline cannot be arrested through the above

actions. Loads are tripped off to maintain power system stability.

No matter what kind of contingency services resources, the

required response speed is from seconds to no more than 10 min.

All in all, contingency services restore the generation/load

balance after a short time when the sudden unexpected loss

by change generation or loads.

3 Virtual battery pack system for
frequency control

It is obvious that decreasing the loads is equivalent to

increasing generation, and vice versa. This is the basic theory

for DLC to provide ancillary services. A DEWH is similar to a

battery. When the DEWH gets energy from power systems, it is

equivalent to the charging process of the battery. When the

DEWH is controlled to reduce its electricity consumption, it is

equivalent to the discharging process of the battery. The

difference between a DEWH and a battery is the thermal

energy stored in the DEWH can be consumed through hot

water consumption. In this study, we use a VBPS to represent

a DEWHs system. Figure 2 shows the framework of the VBPS to

provide frequency control services for the power system.

DEWHs’ states can be identified from smart meters.

When the power ramp-up/down value is equal to the

rated power of the DEWH, the state of the DEWH turns

on/off respectively (Xiang et al., 2020; DeOreo and Mayer,

2000). All the control actions are applied through additional

relays; it is called off-control. Considering the available

control actions require communication times, it is not

realistic to provide the primary frequency control. Hence,

we discuss the VBPS providing the secondary frequency

control in this study. The capacity of the VBPS is sent to

the system operator (SO). Then, an objective will send to the

controller to select control actions.

Based on the continuous-time state space model of air

conditioners (Lu, 2012), the DEWH can be written as follows:

_T(t) � AT(t) + BU(t) + CU1(t) (1)
A � − As

cρVtankR

B � [
Tin

Vtank

As

cρVtankR
m(t)P]

C � − 1
Vtank

U(t) �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V(t)
Tam(t)
m(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

U1(t) � V(t)

(2)

FIGURE 2
Framework of the virtual battery pack system (VBPS) that
provides frequency control in the power system.
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where T(t) is the temperature of DEWH, AS is the surface area of

DEWH, R is the thermal resistance of the insulation material, c is

the specific heat capacity of water, ρ is the density of water, Vtank

is the tank volume, Tin is the temperature of inlet cold water, p is

the rated power of DEWH, V(t) is the volume of consumed hot

water, Tam is the ambient temperature around DEWH, and m(t)

is the state of DEWH, m(t) ∈ [0, 1].
The state of DEWH is decided by its internal thermostat state

(Thm (t)) and relay state (R (t)).

m(t) � R(t) · Thm(t) (3)

The relay state is controlled by control actions. The internal

thermostat state follows a mechanical mechanism: if the

temperature reaches its upper limit (TH), the thermostat state

turns “off”; if the temperature reaches its lower limit (TL), the

thermostat turns “on”; otherwise, the previous state is

maintained. The thermostat state can be written as follows:

Thm(t) �
⎧⎪⎨
⎪⎩

1, T(t)<TL
0, T(t)>TH
Thm(t − 1), otherwise

(4)

The input for the DEWH is its relay state R(t), then rewrite 1)

as follows:

_T(t) � A′(t) · T(t) + B′ · U′(t) + C′(t) ·D′(t) (5)

where the state is T(t), the input is U(t), and D(t) is the

disturbance as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A′(t) � − AS

cρVtankR
− 1
Vtank

V(t)

B′(t) � Thm(t)P
U′(t) � R(t)

C′(t) � [
Tin

Vtank

AS

cρVtankR
]

D′(t) � ⎡⎣
V(t)
Tam(t)

⎤⎦

(6)

With a first-order Euler discretization, the discrete time

model maintains the structure of the continuous-time

matrices and can be written as follows:

Tk+1 � (I + ΔtA′(t))Tk + ΔtB′U′(t) + ΔtC′(t)D′(t) (7)

where Δt is the time interval.

Furthermore, the output of the state space model is the total

consumed electric power as follows:

Y(k) � Pm(k) (8)

To maintain end-user comfort, these available control

actions are shown in Table 1. It is obvious that when DEWHs

in condition 2 get “off” signals, the demand is reduced; it is

equivalent to the discharging process of the VBPS. Nevertheless,

these DEWHs in condition 5 should be turned back and increase

demand. The available discharging rate of the VBPS is decided by

the number of DEWHs in conditions 2 and 5. The discharging

rate should be as follows:

0≤Pdis(t)≤maxPdis(t)
maxPdis(t) � ∑k2(t)

j�1 Pj,rated −∑k5(t)
i�1 Pi,rated

(9)

where k2(t) and k5(t) are the total number of DEWHs in

conditions 2 and 5 at time t, respectively.

The available charging rate of the VBPS is decided by the

number of DEWHs, the thermostats of which are “on.” The

charging rate can be as follows:

0≤Pcha(t)≤maxPcha(t)
maxPcha(t) � ∑N

i�1Pi,rated(t)Thmi(t) − Pbase(t) (10)

where N is the total number of DEWHs in the VBPS and Pbase is

the demand of the baseline.

In practice, it is hard to measure the DEWH’s temperature.

In our previous control algorithm (Xiang et al., 2020), we can

control DEWHs without temperature measurements and

maintain end-user comfort. In Eqs. 6 and 7, it is clear that the

disturbances that affect the DEWH’s temperature are the

ambient temperature and draw-out hot water. With the

analysis of hot water consumption activities and their

probabilities, the disturbances in the worst cases can be easily

presented as that in Xiang et al. (2020). Then, the estimated

temperature of the DEWH in the worst case will be calculated.

The available energy level, AEL, was employed to show the

control ability of the DEWH, which can be expressed as follows:

AEL � T − TL

TH − TL
(11)

where T is the temperature of the DEWH (estimated by Eq. 7)

and TH and TL are the upper and lower limits. AEL> 0
indicates the DEWH’s temperature is higher than the lower

limit and vice versa. The tolerance value of the available

energy level can be obtained by letting the tolerance

temperature into Eq. 11.

It is obvious that the maximum discharging rate and the

maximum charging rate vary with the number of DEWHs in

each condition, which is decided by the tolerance temperature;

TABLE 1 Available control signals.

Condition Signal Thermostat Relay T ≥Ttole

1 On Off On Y

2 On/Off On On Y

3 On On On N

4 On/Off On Off Y

5 On On Off N

Ymeans true, Nmeans false, and Ttole is the tolerance temperature to maintain end-user

comfort.
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FIGURE 3
Schematic representation of the VBPS that provides ancillary services.

FIGURE 4
Pseudocode of proposed algorithm.
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hence, with the changing of the tolerance temperature, the two

parameters can be changed.

Similar to the description above, the primary frequency

control will let the frequency be in an acceptable range; then,

the secondary frequency control through VBPS will let the

frequency be maintained at its nominal value. The flow chart

of the proposed method is shown in Figures 3 and 4, which is the

pseudocode. The details are as follows:

Step 1. Get ΔP(t) from the SO;

Step 2. Generate ΔPVBPS(t)
ΔPadjust(t) � −ΔP(t) −∑

k3(t)
j�1 Pj,rate (12)

where k3(t) is the total number of DEWHs in condition 3.

Then, adjust it with the constraint of the VBPS:

ΔPadjust(t) �
⎧⎪⎨
⎪⎩

−maxPdis(t), whenΔPadjust(t)< −maxPdis(t)
maxPcha(t), whenΔPadjust(t)>maxPcha(t)
ΔPadjust(t)

(13)

Step 3. If ΔPadjust ≥ 0, the VBPS power should be increased, and

the VBPS should match the unbalance by charging. Then,

proceed to Step 3.1; otherwise, if the VBPS should be

discharged, proceed to Step 3.2.

Step 3.1. Set the initial value of the adaptive AELadapt as the

tolerance value AELtole.

a) Calculate the increased power, Pup, which is the total

demand of DEWHs with relays that are off

and AELtole ≤AEL≤AELadapt.

Pup � sum(P.p((AEL≥AELtole)&(AEL≤AELadapt)&(RS�� 0)))
(14)

where P � [Prate,1, Prate,2, . . . , Prate,N]T is the set of the rated

powers of each DEWH and N is the number of DEWHs in the

VBPS; RS � [RS1, RS2, . . . , RSN]T is the set of the relay state of

each DEWH; AEL � [AEL1, AEL2, . . . , AELN]T shows the AEL

of each DEWH.

b) If Pup <ΔPadjust(t) and AELadapt < 0, update AELadapt to

increase Pup.

AELadapt � AELadapt + δ (15)

where δ is a default value.

If Pup ≥ΔPadjust(t) or AELadapt � 0, go to c).

c) Select the DEWHs of which relays are off and their

AELs between AELtole and AELadapt. These DEWHs are

candidates for on signals. Two kinds of controllable

DEWHs are classified: 1). DEWHs in which relays are off

and AELs are higher than AELadapt, and 2). DEWHs of which

relays are on and AELs between 0 and 1 (Group 1). An

objective for the two kinds of DEWHs is calculated using Eq.

16 and then go to Step 4

Pobj(t) � ΔPadjust(t) − Pup (16)

Step 3.2. Decrease the VBPS power to respond to a negative

ΔPadjust(t). At first, the initial value of the adaptive AELadapt is
set as 0.

a) Calculate the decreased power Pdown, which consists of two

parts and can be written as follows:

Pdown � −P1 + Pup (17)

where P1 is the power of these DEWHs with relays that are on

and AELs that are not negative (Group 1). It can be expressed as

follows:

P1 � sum(P.p((AEL≥ 0)&(AEL< 1)&(RS �� 1))) (18)

b) If Pdown >ΔPadjust(t) and AELadapt >AELtole, decrease

the AELadapt to reduce the increased power P1 with the

following:

AELadapt � AELadapt − δ (19)

If Pdown ≤ΔPadjust(t) or AELadapt � AELtole, proceed

to 3.1. c).

Step 4. Generate control signals for the controllable DEWHs. If

Pobj(t)≥ 0, the power of these DEWHs should be increased;

proceed to Step 4.1; otherwise, if the power should be decreased,

proceed to Step 4.2.

Step 4.1. If Pobj(t)≥ 0, more DEWHs should be sent on

signals to increase the VBPS power. These DEWHs with

relays that are off and AELs are higher than AELadapt are

sorted in descending order by their AELs. The objective

function is as follows:

min
∣∣∣∣∣∣Pobj(t) −∑w1(t)

i�1 Prate,iCSi
∣∣∣∣∣∣

s.t.{ ifCSi−1 � 1, CSi � 1
ifCSi−1 � 0, CSi � 0 or 1

(20)

where w1 is the number of DEWHs in the descending order and i

means the ith DEWHs and CS are the control signals for the

DEWHs in the VBPS.

Step 4.2. If Pobj < 0, more DEWHs should receive off-

signals to decrease the VBPS power. These DEWHs with

relays that are on and AEL> 0 are selected for control

(DEWHs in condition 1) are sorted in ascending order by

their AELs.
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min
∣∣∣∣∣∣Pobj(t) +∑k1(t)

j�1 Prate,i(1 − CSi)
∣∣∣∣∣∣

s.t.{ ifCSi−1 � 0, CSi � 0
ifCSi−1 � 1, CSi � 0 or 1

(21)

where k1 is the number of DEWHs in the ascending order.

Step 5. Execute control signals on the VBPS.

In this control algorithm, the AEL of each DEWH is

generated by the estimated temperature. The temperature is

estimated based on the disturbances under the worst cases,

which ensures that the estimated temperature is lower than

the actual temperature. The DEWH with AEL lower than the

tolerance value is kept heating to avoid its AEL dropping

too low, which ensures that the temperature is not too low

to affect the end-user comfort. Furthermore, the AELadapt
allows more DEWHs with AELs that are negative to be

turned on and DEWHs with AELs that are positive and

large to be turned off. Therefore, the temperature of

DEWHs should be closer to the lower limit to maintain

end-user comfort.

3.1 Virtual battery pack system provides
frequency control services during normal
condition

When the VBPS provides regulation service, its demand can

be as follows:

ΔP(t) � Pbase(t) + wtPreg(t) (22)

where wt ∈ [−1, 1] is the normalized regulation control signal

and Preg is the regulation capacity of the VBPS.

The regulation capacity Preg cannot be a boundless,

arbitrary value. It is based on the baseline, and it is expected

that the regulation capacity is at its maximum value to obtain

the highest income. In general, the up/down capacity should be

equal, and the regulatory capacity of an hour can be written as

follows:

Preg(t) � min(maxPdis(t), maxPcha(t)) (23)

As the hourly regulation reserve bid for the power market is

preprovided, the maximum charging and maximum

discharging rate should be forecasted. In the discrete time

model (5), the disturbance parameters include hot water

consumption V(t) and ambient temperature Tam(t). The

ambient temperature can select the temperature of the same

time on the similar weather of the same season. The hot water

consumption can use the average value of the hot water

consumption patterns, which can be obtained by using

statistical data (Mayer and DeOreo et al., 1999; Zhao et al.,

2022). Then, taking the baseline as an objective with our

previous control algorithm, the maximum charging, and

discharging rate can be generated, with (13), selecting the

hourly regulation reserve to bid in the power market.

Nowadays, the increasing use of renewable energy as an

alternative to fossil fuels is a general trend that has a benefit

for the environment. However, due to the randomness of

weather, cloud, wind, etc., the generation from renewable

resources is varied, which will increase the pressure on

power systems to maintain the balance between generation

and demand. In general, it can be defended by storage devices

or regulation reserves (Chau et al., 2018; Mahdavi et al., 2017).

Through charging and discharging, the VBPS can match the

fluctuation and maintain the balance between generation and

demand.

3.2 Virtual battery pack system provides
contingency reserve

When a disturbance is occurring, generation or demand

will be changed, and the VBPS will provide the capacity to

match the variation. When generators are lost due to the

disturbance, the VBPS will be discharged to match the

generation decrease; when loads are lost due to the

disturbance, the VBPS will be charged to match the load

decrease. The contingency reserve can be provided before

the VBPS capacity is used up; with our previous control

method, the sustainable time is long enough to meet the

requirement of the contingency reserve.

FIGURE 5
Diagram of IEEE 34-bus system.
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When the capacities are used up, the VBPS loses the

ability for frequency control services. However, with the

varying tolerance temperature, the available capacity will

increase. With the increasing number of DEWHs in the

systems, the capacity can be increased. Moreover, because

of the installation of DEWHs diffusely in North America, the

expandable capacity is substantial enough. Hence, there is

enough available capacity of the VBPS to provide frequency

control services.

4 Case studies

A VBPS consists of 20,000 DEWHs, the hot water

consumptions are generated from CREST_Demand_Model

v2.2 (Richardson et al., 2008). Some case studies are

implemented to prove the ability of the VBPS to provide

frequency control services with CYME. The test model

structure is an IEEE 34-node test feeder (Schneider et al.,

2017). It is shown in Figure 5, and load data are 30-min

uncertain data downloaded from PJM. The electricity

consumption of the VBPS takes 6.4% of the total

electricity consumption of the whole test system and

approximately the maximum demand of 20% (morning

peak). The transient stability analysis tool of CYME power

engineering software is used to show the frequency

variations, the simulation time step is 0.0167 s. The CYME

power engineering software is a suite of applications

composed of a network editor, analysis modules, and user-

customizable model libraries from which you can choose to

get the most powerful solution.

FIGURE 6
(A) Frequency without the VBPS in CYME, (B) Power generation without the VBPS in CYME.

FIGURE 7
(A) Frequency with the VBPS in CYME, (B) Power generation with the VBPS in CYME.

FIGURE 8
Actual and forecast renewable generation.
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4.1 Normal condition services

4.1.1 Renewable generation variations
When building a generating schedule for generators, the

loads and renewable generations will be forecasted. However,

there are differences between forecasting values and actual

values. Some reserve capacity should be used to match these

differences. Figure 6A shows the frequency drop of 0.03 Hz

because of a lack of 1 MW renewable generation when there

is no secondary frequency control. The generators in the test

model will increase generation to recover the lack of renewable

generation, which is shown in Figure 6B. In this case, a 1-MW

reserve of online generators is used to match the lack of

renewable generation, and the power system is still stable.

However, the frequency is not at its nominal value.

With the VBPS providing the secondary frequency control

services 1-min after the unbalance, the frequency and

generation are shown in Figure 7. It is clear that the system

frequency is recovered to its nominal value as shown in

Figure 7A, B, and the spinning reserve of online generators

is recovered too.

Hence, with the VBPS providing the secondary frequency

control, the frequency can be maintained at its nominal value,

and the capacity of generators can be restored, which will

increase the stability for another unbalance.

The VBPS provides the secondary frequency control to

match the differences between actual and forecasted

renewable generation from 7:00 a.m. to 0:00 a.m. The

renewable generation is shown in Figure 8, the actual and

forecast generation is not matched, which is normal in

practice. With the VBPS to provide secondary frequency

control, when the actual generation is less than the forecast

value, the VBPS will be discharged, and vice versa. The Ref line

in Figure 9 is the objective of the VBPS charge/discharge to

defend the frequency variations, and the solid line is the actual

charge/discharge rate of the VBPS. The two lines are

approximately coinciding.

A metric is selected to present the tracking performance, the

root-mean-square (RMS) power tracking error as a percentage of

the total steady-state power consumption (Mathieu et al., 2013).

RMS �
�������������������
1
L∑

L
i�1(Pactual,i − PRef,i)

2
√

Pavg
(24)

where L is the length of the following duration, Pactual,i is the

actual power demand, PRef ,i is the reference power demand, and

Pavg is the average actual power demand of this duration. The

FIGURE 9
Charge/discharge rate of the VBPS.

FIGURE 10
Regulation services.

FIGURE 11
Minimum temperature.

FIGURE 12
Contingency frequency control.
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RMS is 0.069% in this case; in other words, the error is very small,

and the performance is good.

The average price ($/MWh) of regulation services is

$15.5/MWh (Hummon et al., 2013); in this case, the VBPS

provides approximately 4.2 MWh, and the benefit is

approximately 65 $.

4.1.2 Regulation
In general, regulation services are required to correct the minute-

to-minute deviations between the generation and demand. For this

model, the required regulation service capacities of the test model are

800 kW (4–8 a.m. and 4 p.m. to 0 a.m.) and 525 kW (besides time), as

the up and down lines in Figure 10. The case study of the VBPS

provides regulation services is carried out, and the regulation test

signals are downloaded from PJM.

From Figure 10, for 24 h, besides these durations (D1 and D2 in

the figure) when the ramp-up capacity (charging) is used up, the

VBPS provides regulation services with a good performance, and the

RMS value is 2.1%. The durations D1 and D2 when the ramp-up

capacity is used up are because the number of DEWHs in conditions

4 and 5 is 0, and all the relays are on; hence, the available ramp-up

capacity is used up. The durations are, fortunately, short, and the

available capacity can be extended through increase the capacity of the

VBPS. In Figure 10, there still has a lot of available capacity during the

evening peak.

The minimum temperatures of the VBPS under the original

case and with the proposed method are shown in Figure 11. The

adaptive criterion helps to increase the minimum temperature,

which benefits the end-user comfort.

The available capacity calculator in Figure 2 is used to send

the available capacity to the SO, the SO cannot send the

requirement that exceeds the available capacity.

4.2 Contingency response services

As DEWHs can be turned off immediately, the VBPS can be

used to respond to contingency events quickly; then, the balance

can be maintained.

In general, the start time of generators is approximately

30 min; hence, contingency response resources should provide

services for at least 30 min.

The generator on Bus 846 is lost, and the generation loss

is 3 MW at 7:30 a.m., with the discharging of the VBPS to

maintain the contingency event in 30 min; the VBPS will

keep discharging and maintain the system frequency at its

nominal value. Figure 12 shows the total demand of the

VBPS; during the 30 min, the VBPS discharge in 3 MW

matches the lost generation, and the RMS value is 0.01%.

The residual available charge/discharge capacity is also

shown in Figure 12. It is clear that the VBPS still has

enough capacity.

Figure 13A shows the frequency drop of 0.074 Hz when the

generation is lost; then, with the VBPS discharge in 3 MW, the

balance is recovered, and the frequency backs to its nominal

value. Figure 13B shows that the total generation besides the lost

generation increases to defend the contingency event with the

primary frequency control, and a 3 MW spinning reserve is used.

With the VBPS providing secondary frequency control 1 min

later, the generation backs to its previous value and the spinning

reserve is recovered.

With all the case studies above, the ability of the VBPS to

provide frequency control service is excellent, and the benefit is

attractive. With the expansion of the VBPS, the available capacity

will be more and more. It could be an important frequency

control service resource in the future.

FIGURE 13
(A) Frequency in CYME with a generator loss with the VBPS, (B) Power generation in CYME with a generator loss with the VBPS.
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5 Conclusion

As an important component of controllable load, DEWHs can

be used for peak shaving. It also has a great capacity for ancillary

services. In this study, a VBPS is proposed to represent the state and

available capacity of DEHWs systems, which will be a virtual unit in

power systems. When the system frequency is shifted from its

nominal value, a charge or discharge requirement will be sent to

the VBPS, then some relays will be turned on or off to respond to the

requirement. An IEEE 34 nodes test model is selected to test the

performances of the VBPS that provides secondary frequency

control services in CYME. Case studies show that with the VBPS

providing secondary frequency control services, the system

frequency can be maintained at its nominal value. It is obvious

that with the VBPS, the reserve capacity of online generators is not

consumed, which will increase the stability of power systems or

reduce the requirement of these reserves to save money.

The advantages of taking the VBPS as a frequency control services

resource include the following: a). The available capacity is large, which

is because the thermal storage in aDEWH is large, and it can be turned

off without affecting end-user comfort for a long duration; the time

duration is related to hotwater consumption. b). The system expansion

is very easy, which is due to the widespread implementation of

DEWHs in North America; the more DEWHs in the VBPS, the

more the available capacity. c). The energy stored in the VBPS will be

directly used by hot water consumption, which is different from other

energy storage devices, such as a battery or flywheel; it does not need to

convert the stored energy back into power systems, and the energy loss

is less than other storage devices. d). The state of the VBPS can be

directly controlled by control signals, and the response speed is quick.

Hence, the DEWH system providing frequency control services is a

feasible method, and the ability of DEWHs is further excavated.
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Research on the output
coordinated strategy of a DPFC
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A distributed power flow controller (DPFC) can control the line power flow in a

flexible and fast way to meet the requirements of a new power system.

However, the output of DPFC sub-units is generally distributed by the even

distributionmethod or proportional distributionmethod at present. The internal

health status and output capacity of the device are not taken into account,

which affects the efficiency and service life of the device. In this article, a

reliability description method of DPFC based on fault probability is proposed.

The coordination strategy of output voltage capability and the number of input

sub-units is proposed, and the process of the proposed coordinated strategy for

device output is presented. The simulation results show that the proposed

coordinated output strategy can address the issue of rapid reliability decline

caused by the long-term work of some sub-units and improve the overall

reliability of the DPFC.

KEYWORDS

power systems, distributed power flow controller, fault probability, output voltage
capability, number of switching sub-units

Introduction

Under the background of ‘dual carbon,’ China proposes the goal of building a new

power system based on renewable energy. A large scale of renewable energy, such as wind

and solar energy, will be connected to the transmission network or distribution network in

a centralized or distributed manner. The volatility and intermittency nature of renewable

energy output and the insufficient transmission capacity of lines may lead to overload and

bidirectional power flow problems of transmission lines (Kang and Yao, 2017; Huang

et al., 2019a; Zhang et al., 2022). At the same time, uncontrolled power flow will cause

problems such as insufficient power supply in some regions, large transmission loss of

lines, and even reduced stability and reliability of the system (Rashed et al., 2020; Liu et al.,

2021).

Distributed power flow controller changes transmission line parameters by

generating or absorbing reactive power so as to achieve flexible and

fast line power flow regulation (Brissette et al., 2015; Shen et al., 2021; Song

et al., 2022).
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In 2019, in order to solve the problem of system congestion

caused by the high penetration of renewable energy, IPTO of

Greek transmission company installed a full control mode power

flow regulator (hereafter referred to as DPFC in this article)

(Gaigowal and Renge, 2016) developed by Smart Wires company

in Peloponnesian, Greece. Inductance–capacitance smooth

transition full control distributed power flow controller was

successfully put into operation in Huzhou and Hangzhou in

2020, which is led by Zhejiang Electric Power Company, and

participated by State Grid of China and NR Electric Company

(Zhan et al., 2019).

The abovementioned engineering application results show

that (Gaigowal and Renge, 2016; Zhan et al., 2019) the failure of a

certain phase or a group of units of DSSC does not affect the

operation of other units, and the overall reliability is much higher

than that of the conventional centralized flexible AC

transmission system(FACTS). However, hundreds of DPFC

sub-units are installed along the overhead transmission line in

groups, and in different phases, the operation environment is

poor. The health status of a single sub-unit is easily affected,

which affects the output capacity of the device, changes the

normal dynamic response characteristics of the DPFC sub-unit,

and directly affects the response characteristics and output

capability of other DPFC sub-units through power line

coupling. The health status of a single sub-unit has a great

impact on the achievement of the expected goal of power flow

regulation and restricts the speed of the popularization and

application of DPFC.

Research studies on DPFC of references (Gaigowal and Renge,

2016; Ke et al., 2019; Guan et al., 2021; Xiong et al., 2022; Zhao et al.,

2022) have adopted an even distribution method (all the sub-units in

operation have equivalent output) and proportional distribution

method (the output of each sub-unit is distributed proportionally

by capacity) in the control strategy to distribute the output of each

sub-unit in a centralized manner. In the study by Gaigowal and

Renge (2016), a centralized management and optimal allocation

scheme for DPFC is proposed, which completes the optimal

allocation test of DPFC master unit based on RTDS. In the study

byGuan et al. (2021), the impedance and power equivalentmodels of

the DPFC system are proposed to analyze the relationship between

voltage, impedance, and power of DPFC. In the study by Zhao et al.

(2022), a real-time optimal allocationmethod for the output ofDPFC

sub-units based on centralized control is proposed, which is based on

the idea of ’state classification - prioritized by regulation

performance’. However, the optimization methods proposed in

studies by Gaigowal and Renge (2016); Guan et al. (2021); and

Zhao et al. (2022) are all in need of multiple rounds of debugging, the

regulation speed is slow, and the priority of the sub-unit is only

determined by the adjustable capacity of each unit, the DPFC will

have a large overall operation loss when the regulation target is

relatively small, for the sub-unit with large capacity will stay in

operation for a long time and the sub-unit with small capacity will

have a low utilization rate. The economic benefits and reliability of

the device are low. In the study byXiong et al. (2022), a cluster control

strategy is proposed so that the distributed flexible AC transmission

equipment can work stably with a high compensation efficiency in

the whole operation range, but the difference in device capacity and

device operation loss is not considered. By dispatching and

configuring the available resources in a centralized control

method, a switching control strategy for DPFC sub-unit is

proposed by Ke et al. (2019), which can enrich the application

scenarios of DPFC and enhance the application flexibility of DPFC,

but it is essentially an even distribution method. When the even

distribution method is used, if the capacity of the sub-unit is

inconsistent, the utilization rate of the sub-unit with large capacity

is low, and the economic effect is poor. The regulation range of the

whole system is restricted by the sub-unit with the smallest capacity,

and the sub-unit with a small capacity will be prone to overload and

heat, which will bring damage to the health of DPFC. When the

proportional distribution method is used, the output will be

determined in proportion according to the capacity of each sub-

unit. But if the regulation need is small, all the sub-units will be

charged and put into operation, the overall utilization rate of the

device is low, the device loss is large, and it also affects the health

status of the device indirectly (Mao et al., 2017). In the study by Tang

et al. (2022), the proposed optimal output power coordinated control

strategy of DPFC considers the total loss of DPFC device. But it is

based on the optimal algorithm, which leads to the high complexity

of this method. Moreover, we can learn from the abovementioned

literature that all the sub-units of DPFC are assumed to be healthy in

the current even distribution method and proportional distribution

method, and their output distribution is on the basis of the rated

capacity of the device, which is defaulted to themaximumavailable of

all the sub-units. However, as mentioned in the existing

demonstration projects (Gaigowal and Renge, 2016; Zhan et al.,

2019) and references (Liu et al., 2016;Qian et al., 2018; Elgebaly, 2019;

Saeed et al., 2019), if the device is not in a healthy status, the

maximum capacity of DPFC can be used will no longer be its

rated capacity. It can be concluded that whether the proportional

distribution method is adopted or the even distribution method is

used, the sub-unit cannot operate as expected in the control so DPFC

will fail to achieve the expected power flow control target, which

affects the safe and stable operation of the power system.

In this article, a coordinated output control method

considering the health status of the device is proposed to

improve the utilization efficiency of the device capacity,

reduce the device loss, and give full play to the economic and

efficient power flow function of DPFC.

Basic principle

The primary equipment of DPFC sub-unit is a

H-bridge voltage source converter consists of IGBT

(Peddakapu et al., 2020). Its basic structure is shown is

shown in Figure 1.
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It is of note thatVdc is the DC capacitor voltage of DPFC sub-

unit, Idc is the current flows through the DC capacitor of DPFC

sub-unit, I1 is the current flows between DPFC sub-unit and

power grid, I2 is the current flows through the filter of DPFC sub-

unit, Vout is the voltage output by the voltage source converter,

and Vse is the voltage at the filter of DPFC sub-unit and it is the

voltage injected into the grid-side at the same time.Cdc is the DC-

side capacitor, and Cf and Lf are the parameters of the filter

capacitor and filter inductor, respectively. The filter link in DPFC

sub-unit primary structure can be configured according to

different application scenarios, which is circled in Figure 1.

The control strategy of DPFC with or without filter link will

be slightly different.

When filter link is included in the DPFC sub-unit, the

following equations can be obtained according to the circuit

equation of DPFC sub-unit:

Vout � Vc − Lf
dI2
dt

, (1)

I2 � I1 − Cf
dVse

dt
. (2)

When filter link is not configured in the DPFC sub-unit, Vout

is exactly the voltageVse injected into the grid-side by DPFC sub-

unit.

The whole DPFC system is composed of multiple DPFC sub-

units. These sub-units are all connected to the power system in

series. Each sub-unit can be viewed as a controllable voltage

source. The equivalent model of the whole DPFC system in

power system is shown in Figure 2.

In Figure 2, _V1 and _V2 are voltages at the sending and

receiving end of the line where the DPFC system is installed,

respectively. XL is the equivalent impedance of the line, _IL is the

current flows in this single line system, and PL and QL are the

active power flow and reactive power flow at the receiving end of

the line, respectively. _Vse.i (where i = 1, 2, ...n) is the equivalent

voltage injected into the line by the ith DPFC sub-unit.

According to the equivalent model in Figure 2, the current

and power flow of the line satisfy the following equations:

_IL �
( _V1 − _V2 −∑n

i
_Vse,i)

jXL
, (3)

PL � RE( _V2
_I
p

L), (4)
QL � IM( _V2

_I
p

L). (5)

It is of note that the injection voltage is the voltage injected

into the line by DPFC sub-unit, the output voltage is voltage at

the AC-side of the converter. In order to further analyze the

impact of the injection voltage of the DPFC sub-unit on active

power flow of the line, the active power flow is expressed in detail

and rewritten as follows:

PL � V1V2

XL

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 ±

∑n
i�1Vse,i





















V2
1 + V2

2 − 2V1V2 cos θ12
√

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6)

It can be obtained from Eq. 6 that if the active power flow

reference value of DPFC system is determined, the line

impedance parameters need to be compensated by DPFC

system can be derived as follows:

Xse.sum � V1V2 sin δ12
PL.ref

−XL, (7)

where δ12 is the phase difference between _V1 and _V2, and PL.ref is

the reference value of PL. The effective value of line current IL is

obtained as follows:

|IL| �




























(V1 − V2 cos δ12)2 + (V2 sin δ12)2

√

XL +Xse.sum
. (8)

The total voltage injected by all the DPFC sub-units in

operation can be written as shown in Eq. 9:

Vse.sum � |IL|Xse.sum. (9)

Control for a single DPFC sub-unit is essentially the control

of the output voltage of DPFC sub-unit. The DPFC sub-unit is

acting on the line through the injection voltage Vse. The output

voltage is transformed into dq coordinate system by park

transformation in this paper, to realize the decoupling control

of the dq axis component of output voltage.

FIGURE 1
Basic structure of DPFC primary sub-unit equipment.

FIGURE 2
Equivalent controllable voltage source model of DPFC
System.
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Considering that if the LC link is not included in the primary

equipment of the DPFC sub-unit, the injection voltage will be the

output voltage to be controlled. The control strategy can be

simplified, as shown in Figure 3.

In the control strategy mentioned in Figure 3, Vp
dc, the

reference value of the DC capacitor in DPFC sub-unit is

subtracted with its corresponding feedback first. Then, the

result of this subtraction operation will be the driving signal

of the PI controller to output the d-axis component of the

modulation signal. The q-axis component of the modulated

signal is given by the upper system-level controller.

The system-level controller of DPFC consists of the

calculation module, the mode control module (DPFC can

work in several different modes (Lou et al., 2021)), and the

output voltage distribution module. It is described in detail in

Figure 4.

It can be seen from Figure 4 that for DPFC working in all the

modes, the output distribution of DPFC sub-units concentrates

on the q-axis component of the output voltage, and that is the

output of the output voltage distribution module. So, in the

following, the distribution method for the q-axis component of

the output voltage will be mainly analyzed to realize the optimal

output distribution of multiple DPFC sub-units.

Output distribution method of DPFC

When the even distribution method is adopted for the output

of DPFC, if the output voltage need is small, the actual output of

each sub-unit is very small, and the utilization rate of the DC

voltage is low (which means a low modulation ratio). When the

converter used in DPFC is a voltage source converter, if the

modulation ratio is very low, there will be a large proportion of

harmonics in the output voltage, the waveform distortion of the

output voltage will be serious, and the device efficiency will not be

high. Therefore, in order to improve the working efficiency of

each DPFC sub-unit, it is better to ensure that the output voltage

of each DPFC sub-unit is higher than 80% of the rated voltage.

At the same time, before selecting the DPFC sub-unit to

operate, if the sub-unit with high reliability are selected as the

power flow controller to track the reference, the reliability of the

whole system will be greatly improved (Huang et al., 2019b; Chen

et al., 2019; Huang and Gao, 2019; Zhu et al., 2020). In order to

express the reliability index of DPFC sub-unit, a control strategy

is proposed in this study as follows:

The DPFC sub-unit is a kind of power electronic device

consisting of IGBT, if the average fault-free operation time of the

sub-unit is 1/λ, then the service life of the sub-unit matches the

exponential distribution with parameter λ, and its failure

probability is written as follows:

F(t) � P{X≤ t} � 1 − e−λt, t≥ 0. (10)

So, the reliability of DPFC sub-unit can be expressed as a

function related to the total operation time of the converter.

ρ(t) � 1 − F(t) � e−λt. (11)

With the constraint of this function, the fault probability

will increase as the operation time past, which means that the

DPFC sub-unit with a long term of operation will be exposed

to a greater failure risk. If the output distribution of DPFC is

divided into multiple steps, when the distribution for the next

step is needed, the DPFC sub-unit with a larger cumulative

working time is more difficult to assign into operation, which

can make DPFC sub-unit with less operation time is much

easier to work. It not only ensures the relative average

utilization rate of all DPFC sub-units installed on the line

but also reduces the fault probability of a single DPFC sub-

unit. In order to realize the abovementioned function, an

output coordinated control strategy which can work

autonomously and alternately for DPFC is proposed in this

paper. It mainly consists of two steps to determine the output

of DPFC sub-unit:

1) The output distribution module receives the voltage injection

instructions Vse.sum from DPFC mode control module,

assuming that the rated output voltage of each DPFC sub-

unit is Vse.nom, to ensure the voltage inverted by every sub-

unit is higher than 80% of the rated voltage, the number of

DPFC sub-units in need to be invested is

n � [
Vse.sum

0.8 × Vse.nom
], (12)

where the following relation should be satisfied:

Vse.sum − n × Vse.nom ≤ 0. (13)

The abovementioned equation indicates that the total output

voltage of DPFC, Vse.sum, should be less than the sum of the rated

output voltage of invested DPFC sub-units. The output voltage of

FIGURE 3
Simplified control strategy of DPFC sub-unit.
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each DPFC sub-unit (which is expressed as modulation depth

here) can be obtained subsequently as follows:

Vseqi � (
Vse.sum − 0.8 × n × Vse.nom

n
+ 0.8 × Vse.nom)/Vse.nom.

(14)
If the result of Eq. 14 satisfies that Vseqi > 1. It will be out of

the modulation range of DPFC sub-unit. In this case, extra DPFC

sub-unit (which is not included in the number of n) should be

added to achieve the compensation target. The output of these

extra sub-units is as follows:

Vseqi � (Vseqi − 1)*n. (15)

The modified output of each DPFC sub-unit can be obtained

by Eq. 15,

Vseqi � (Vse.sum − Vseqi)/n. (16)

2) After the number of sub-units required for operation, n, and

the output of each sub-unit, Vseqi, are obtained. The DPFC

sub-unit with operation time less than a working cycle T (24 h

are noted as a working cycle in this article) in the previous

step is selected, the quantity of these sub-units is noted as m.

And the number these sub-units are formed into a set M.

Considering that if the total running time trun of each DPFC

sub-unit is small, the result calculated by Eq. 12 will be very

small. It is difficult to accurately express this result even using

double-precision data types. Therefore, the total operation

time of DPFC sub-units trun is directly used as an indicator to

judge the reliability of DPFC in this study.

① It is of note that the quantity of the DPFC sub-unit put

into operation in the previous step as n 0. When n≥ n 0, first,

the DPFC sub-units not included in the set M are ranked

according to their total running time. n real (n real � n −m)

DPFC sub-units with smaller total running time are

selected as the supplementary sub-units, and then,

the output instructions Vseqi are given to these n DPFC

sub-units.

② When n< n 0, if m≥ n, only n DPFC sub-units with

smaller total running time are selected from the set M to

operate in the next step. If m< n, the DPFC sub-units not

included in the set M should be ranked according to their total

running time, and n real (n real � n −m)DPFC sub-units

with smaller total running time are selected as the

supplementary sub-units. Finally, the output instructions

Vseqi are given to these n DPFC sub-units. The flow chart

of the specific output distribution strategy is shown in

Figure 5.

Simulation analysis of the DPFC
output control strategy

In order to verify the correctness and effectiveness of the

proposed DPFC output control strategy, the verification

environment of the output allocation strategy is

constructed based on the m code of Matlab, i.e., to make

the rated output voltage of each DPFC sub-unit Vo � 1kV, the

total number of the sub-units is 10, and the total running time

of each DPFC unit (within 744 h) and the working time of the

FIGURE 4
System-level controller diagram of DPFC.
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previous step (within 24 h) are randomly generated. The

simulation time is 1 month (i.e., 744 h), and the simulation

step length is 1 h Vse.sum was set to 2.2, 3.0, 3.8, 4.6, and 5.4 kV

at 1, 181, 361, 541, and 721 h, respectively. The simulation

results are shown in Figure 6.

As shown in Figure 6A, the total operation time of all

DPFC sub-units is different from the initial value of operation

time in the last step. However, as the simulation time passes,

the total running time of each DPFC sub-unit is gradually

consistent, and the working time of each DPFC sub-unit in

the previous step is limited to within 24 h. This is because the

sub-unit with a smaller total running time will operate for a

longer time to ensure that each DPFC sub-unit is fully utilized

and that the total running time of each DPFC unit is most

balanced. As shown in Figure 6B, the output of DPFC sub-

unit is generally maintained at full rated output between

1h–360 h, and the number of working sub-units changes

from 2 to 3. However, in 1–180 h, due to the obtained

DPFC unit output instructions Vseqi > 1, additional DPFC

sub-units are required to work, and the output of these

DPFC sub-units is 0.2 times the rated capacity. During

360–744 h, the output of each DPFC sub-unit is

FIGURE 5
Flow chart of output distribution strategy.
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maintained above 0.8 times the rated capacity, and the

number of working units is gradually changed from 4 to

5 without supplementary units.

Conclusion

The disadvantages of the existing output control strategy

are analyzed in this article. In addition, a coordination

strategy of output voltage capability and the number of

input sub-units is proposed. The simulation results are as

follows:

1) The output distribution strategy proposed in this article can

ensure that all DPFC sub-units in operation are maintained

at a high output state (excluding supplementary units) all

along the operation time, and the capacity of DPFC units in

operation is fully utilized.

2) The shift mechanism of the proposed output distribution

strategy can ensure that all DPFC sub-units are involved in

FIGURE 6
Simulation results of DPFC output distribution: (A) simulation result 1 and (B) simulation result 2.
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the power flow control task, which is a good solution to the

rapid decline of reliability caused by the long-term work of

some DPFC units, so as to improve the overall reliability of

DPFC device and its service life.
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Both torque ripple and current harmonics are enlarged due to single-

phase open-circuit fault of five-phase permanent magnet synchronous motor

(FPMSM). Based on chaotic-particle swarm, an adaptive optimization fault

tolerant control algorithm is proposed for the FPMSM current. First, Park

and Clarke matrices are modified in coordinate transformation process. A

reduced-order decoupling matrix is obtained under the open-circuit fault of

FPMSM stator winding. Second, the fault-tolerant current is generated with

the principle of constant magnetomotive force. Third, the current is adaptively

optimized using chaotic-particle swarm algorithm. Hence, motor torque and

motor current keep uniform steady state and dynamic performance with them

in regular operation. Finally, numerical simulations are carried out to verify the

effectiveness of the developed method.

KEYWORDS

five-phase permanent magnet synchronous motors, chaos-particle swarm optimization

algorithm, open-circuit fault, fault-tolerant control strategy, minimal torque ripple

Introduction

The five-phase permanent magnet synchronous motor has the advantages of low
torque ripple, multiple control degrees of freedom, and high efficiency (Liu et al. (2022);
Zhang et al. (2021); Zhao et al. (2022)). It can achieve fault-tolerant operation without
additional hardware support. Hence, it is widely used in industrial applications
requiring high efficiency and reliability, such as systems in aerospace, energy conversion
(Okedu Kenneth and Barghash, 2021), electric vehicle drive, etc. (Tao et al. (2019)).
Among main body faults of a motor, the winding fault happens mostly. The faults
include the winding open-circuit fault and the interturn short circuit fault. In
particular, the winding open-circuit fault is the most common (Salehifar et al. (2014)).
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The open-circuit fault of the motor winding will generate a large
torque ripple. The heat generated by a large current usually
causes irreversible demagnetization of permanent magnet
(Huang et al. (2021)). These phenomena lead to a fast drop of
control performance. Besides, the function of whole system is
seriously affected. Therefore, it is necessary and critical to adopt
an appropriate fault-tolerant control (FTC) strategy under fault
conditions.

Field-oriented control (FOC) and direct torque control
(DTC) are widely used in motor control strategies. At present,
many advanced control strategies have been employed for fault-
tolerant control of motors, including fuzzy control, adaptive
control, model predictive control, etc. The principle of constant
instantaneous torque was employed in (Zhao et al. (2011)).
Lagrangian multiplication was used to obtain the expression of
the fault-tolerant reference current. The ripple component was
eliminated in output torque.However, the process is complicated.
In addition, the method cannot work in the online case. A new
coordinate transformationwas developed in (Zhou et al. (2019)).
The d-q axis current keeps unchanged before and after the
phase failure. The torque remains intact at the moment of phase
failure. However, it cannot guarantee the effect of suppressing
the subsequent torque ripple. In (Gaeta et al. (2013)), three new
coordinate transformations were proposed. A mathematical
model was deduced for embedded PMSM after phase failure.
Nevertheless, the influence of the third harmonic current is
ignored. The effectiveness of the algorithm should be improved.
Reference (Wu et al. (2019)) introduced a method of virtual
voltage vector based on DTC. By optimizing its duty cycle
and distributing the vector action time, it effectively suppressed
the low-order harmonic current. Besides, it improved the
utilization rate of the DC bus voltage, and widened the speed
regulation range of the motor. Reference (Liu (2020)) designed
a new direct torque control strategy based on matrix converter
and DTC theory of PMSM. The developed method effectively
suppressed torque fluctuations andmade the systemmore robust.
However, the above methods (Wu et al. (2019); Liu (2020)) lead
to large ripple, due to the interaction of the fundamental
current and the third harmonic back EMF in the FT-DTC
method. Reference (Chen et al. (2021)) proposed a fault-tolerant
control method combining quasi-proportional resonance and
sliding mode observer. The method is suitable for the non-
fault state of a motor. It can also accurately estimate the rotor
position and motor speed in the event of a motor fault. In
(Chen et al. (2019)), a model predictive torque control strategy
was proposed, based on the voltage vector pre-screening. This
method determined the sector position of the stator flux linkage
and combined the transformation of torque and flux linkage
amplitude. The corresponding voltage vector set was selected
as the candidate vector of a prediction model by the look-
up table method. The method effectively reduced the traversal
times based on satisfying the control performance. However,

the selection of the weight coefficient reduced the adaptability
of the algorithm. In (Fnaiech et al. (2010)), the fuzzy reasoning
and sliding mode control theory was employed for the fault-
tolerant control of winding phase-missing faults of six-phase
induction motors. The system had robust stability. Besides, the
tracking accuracy was improved. Unfortunately, the selection
of fuzzy control parameters relied on expert experience and
was highly subjective. Meanwhile, there was also the defect of
high-frequency switching of sliding mode. Based on this, this
paper proposes an adaptive fault-tolerant control of five-phase
permanent magnet synchronous motor current using chaotic-
particle swarm optimization.

The rest of the paper is arranged as follows: FOC and
coordinate transformation Section corrects the Park and Clarke
transformation matrices of FPMSM in the process of coordinate
transformation. Optimizing the reference current with the
adjustment factor Section solves the problem of phase loss of
the motor in the FOC control framework, and at the same
time, adaptively optimizes the solved fault-tolerant current
using the adjustment factor. Simulation and verification Section
builds a simulation in MATLAB/Simulink, and verifies the
algorithm’s feasibility through the simulation results and data.
The conclusion of the thesis is given in Conclusion Section.

FOC and coordinate transformation

Both the air gap magnetic field and the stator magnetic field
have a coupling phenomenon in the flux linkage relationship,
which leads to the vector control structure more complicated.
Figure 1 shows the schematic diagram of the system based on
field-oriented control, where the motor is working normally,
FOC is also known as vector control.The rotor field orientation is
modeled on the controlmethod of aDCmotor. It uses coordinate
transformation to decompose the stator current of an AC motor
into amagnetic field component current and a torque component
current, which are separately controlled. The magnetic flux
current component and the torque current component are
completely decoupled, to obtain the dynamic performance
similar to the DC speed control system. The permanent magnet
synchronous motor, established by coordinate transformation,
can analyze the steady-state operation of themotor when the sine
wave is input.Themotor’s instantaneous performance can also be
analyzed.

Mathematical model of five-phase
permanent magnet synchronous motor

The basic idea of coordinate transformation is to convert
relevant variables into the five-phase static coordinate system to
the d-q rotating coordinate system for mathematical operations.
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FIGURE 1
Block diagram of motor control system based on FOC.

The d-q axis is a rotating coordinate system with synchronous
rotational speed established by the synchronous rotation of the
stator and rotor magnetic fields of the motor during coordinate
transformation. The controller changes the voltage of the d-
q axis to control the current of the d-q axis. However, in the
end, the five-phase voltage of the motor can only be the voltage
in the static coordinate system. Therefore, the corresponding
inverse transformation must be performed again in the control
algorithm, to convert the voltage of the d-q axis into a five-phase
voltage for the drive bridge.

For the five-phase PMSM, the design, processing, and
installation of permanent magnets will make the air-gap
magnetic field become non-ideal sinusoidal, with a certain
amount of 3rd harmonic components. In addition, some
research works artificially inject the 3rd harmonic magnetic
potential to improve the power and torque ripple of the motor
(Gao et al. (2013); Chen Q. et al. (2022)).Therefore, there will be
a non-zero third harmonic current. It is beneficial to consider
both the fundamental current and the third harmonic current in
the modeling process for the subsequent work.

Idq = TIs = TParkTClarkeIs (1)

where T = TParkTClarke, Idq = [id1 iq1 id3 iq3 in]
T, Is =

[ia ib ic id ie]
T.

The five-phase motor is a coordinate transformation
from the natural coordinate system (abcde) to the rotational
phase (d1q1d3q3n). This transformation extends the abc→ dqn
transformation and is used for three-phase to the five-phase
case. Usually, the coordinate transformation is divided into
two parts: Clarke (abcde to α1β1α3β3z) and Park (α1β1α3β3z to
d1q1d3q3n) transformation. Under normal working conditions,
the five-phase PMSM extended Clarke transformation matrix is:

TClarke =

[[[[[[[

[

1 cosθ cos2θ cos2θ cosθ
0 sinθ sin2θ −sin2θ −sinθ
1 cos2θ cosθ cosθ cos2θ
0 −sin2θ sinθ −sinθ sin2θ
1 1 1 1 1

]]]]]]]

]

(2)

In the normal working state of the motor, the Park
transformation matrix is:

TPark =

[[[[[[[

[

cosθ sinθ 0 0 0
−sinθ cosθ 0 0 0
0 0 cos3θ sin3θ 0
0 0 −sin3θ cos3θ 0
0 0 0 0 1

]]]]]]]

]

(3)

The stator voltage equation of the five-phase PMSM in
natural coordinates is (Tian et al. (2018)):

U s = RsIs +
d(LsIs +Λm)

dt
(4)

where U s and Is are the stator voltage and current vectors,
respectively. Rs and Ls are the stator resistance and stator
inductance matrices, respectively. Λm is the permanent magnet
flux linkage vector represented by its first and third space
harmonics, as shown in the following Formula 5.

Λabcde
m = Λ1

[[[[[[[

[

cosθ
cos (θ− δ)
cos (θ− 2δ)
cos (θ+ 2δ)
cos (θ+ δ)

]]]]]]]

]

+Λ3

[[[[[[[

[

cos3θ
cos3 (θ− δ)
cos3 (θ− 2δ)
cos3 (θ+ 2δ)
cos3 (θ+ δ)

]]]]]]]

]

(5)

The electromagnetic torque expression for the five-phase
PMSM can be found in (Ge et al. (2018)). Due to the space-
time decoupling characteristics of the fundamental wave and 3rd
harmonic, the fundamental symmetrical current cannot cause
torque ripple. Therefore, the electromagnetic motor torque is
given by Equation 6 (Tian et al. (2018)) under the normal state
of the motor.

Tem =
5Pp

2
(Λ1iq1 + 3Λ3iq3) (6)

where Pp is the number of pole pairs. The contribution of
the third harmonic Λ3iq3 to the total torque is about 1%
(Tian et al. (2018)). In summary, we can control the torque by
adjusting iq1.
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Corrected motor model under fault
conditions

If a normalmotormodel is used in the dq axis under a single-
phase fault, the remaining four-phase currents are unbalanced
and distorted. The back EMF will cause fluctuations in speed
and torque. The A-phase open-circuit fault can be taken as an
example for analysis. Once the A-phase is opened, the five-phase
motor is reduced from a five-dimensional symmetrical system to
a four-dimensional asymmetrical system. Equation 7 shows the
decoupling transformation modified Clarke matrix (Dwari and
Parsa (2011)). The derivation of (7) is based on following steps.
First, removing the first column element corresponding to A.
Second, removing the elements corresponding to the third row of
id3. Third, modifying the elements to make each row orthogonal
to each other.

T
′

Clarke =
[[[[

[

cosθ− 1 cos2θ− 1 cos2θ− 1 cosθ− 1
sinθ sin2θ −sin2θ −sinθ
−sin2θ sinθ −sinθ sin2θ

1 1 1 1

]]]]

]

(7)

Here, the motor current expression is:

Iα1β1β3n = T
′

ClarkeI
bcde (8)

For the faulty motor, the third row is deleted in order to
correct the Clarke transformation matrix, resulting in the lack
of iα3 component. Therefore, it is not applicable to apply the
previous Park transformation only to the iβ3 current component.
Combining with the modified Clarke transformation, the Park
transformation is modified as:

T
′

Park =
[[[[

[

cosθ sinθ 0 0
−sinθ cosθ 0 0
0 0 1 0
0 0 0 1

]]]]

]

(9)

The expression formof the stator voltage remains unchanged.
Once an open-circuit motor fault occurs in a certain phase
of winding, the system dimension decreases. Moreover, the
fundamental wave and the third harmonic are no longer
decoupled. At this time, the fundamental wave current will
interact with the third harmonic magnetic potential to generate
torque ripple. The permanent magnet flux linkage can be
expressed as:

Λ
′bcde
m = Λ1

[[[[

[

cos (θ− δ)
cos (θ− 2δ)
cos (θ+ 2δ)
cos (θ+ δ)

]]]]

]

+Λ3

[[[[

[

cos3 (θ− δ)
cos3 (θ− 2δ)
cos3 (θ+ 2δ)
cos3 (θ+ δ)

]]]]

]

(10)

The electromagnetic torque equation under fault conditions
can also be obtained (Tian et al. (2018)):

Tem =
5Pp

2
Λ1iq[1+

3Λ3

2Λ1
(−cos (2θ) + cos (4θ))] (11)

When an open-circuit fault occurs in the winding, the
winding structure of the stator is no longer symmetrical.Now, the
circular rotatingmagnetic field can be reconstructed by adjusting
the amplitude and phase of the residual phase current. Hence,
the motor torque is smooth before and after the fault.The system
reliability is also improved.

It can be seen that the basic torque component in
Equation 11 is the same as the basic torque component in
Equation 6 for normal operation of the motor. According
to Equation 11, the existence of the 3rd harmonic magnetic
potential after the fault will cause the 2nd and 4th torque
ripples. In many cases, due to the small (Λ3

Λ1
) ratio, these

ripples are acceptable. Let the 2nd and 4th torque ripple caused
by the 3rd harmonic magnetic potential be 0, iq = C, and
substitute it into the Formula 1 to obtain the residual phase
current.The new reference current enables the system to achieve
bumpless operation with minimal torque ripple under fault
conditions.

Optimizing the reference current
with the adjustment factor

Simulation results indicate that the system can realize the
minimum torque fluctuation and even undisturbed operation
under single-phase conditions with open-circuit fault. First,
the coordinate transformation matrix is modified. Then, the
reset reference current is obtained under the constraint of
instantaneous power balance. FTC is theoretically realized,
but the amplitude of the fault-tolerant current obtained in
this way is seriously unbalanced. Simulation results also show
that the residual phase current fluctuates greatly and even
doubles the motor’s rated current. In practical applications,
such a reference current will generate high heat for a long
time. It is a big hidden danger to permanent magnets and
other working parts. It may cause more secondary severe
damage to the motor drive system than an open-circuit
fault.

For the above problem of large fluctuation range of
residual phase current. Using the idea of vector synthesis,
the objective function is to minimize the current fluctuation.
The torque fluctuation fluctuates within a small allowable
range. The phase current balance is used as the constraint
condition. Finally, the adjustment factor α is optimized. Figure 2
shows the control block diagram of the control system. In
Figure 2, the reference current of the motor without faults
and the fault-tolerant reference current under the optimal
torque is vector synthesized under the α adjustment factor.
Besides, the fault-tolerant reference current is considered.
This approach considers the torque ripple under fault and
considers the optimal current for motor operation under
fault.
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FIGURE 2
Block diagram of system control applying fault-tolerant control strategy.

Chaotic particle swarm optimization
algorithm

The chaotic particle swarm optimization (CPSO) algorithm
(Wang et al. (2021)) has the following characteristics. The
adaptive inertia weight is used to accelerate the convergence
speed, which is improved based on the particle swarm
optimization (PSO) algorithm. The system is avoided falling
into local optimum by performing chaotic searches in
the neighborhood. CPSO can be used to solve parameter
optimization problems. The traditional PSO algorithm is
prone to premature phenomenon in the solution process.
To avoid this shortcoming, CPSO was based on a logistic
equation. When the particle falls into the local optimum,
a chaotic disturbance is used to jump out of the local
optimum.

Fault-tolerant reference current of fusion
chaotic particle swarm optimization
algorithm

The above CPSO is applied to optimize the reference current.
The optimization idea of CPSO is followed. Once a fault is
detected, the system can smoothly switch from the normal
working mode to the fault-tolerant running mode without
changing the hardware form. The A-phase open-circuit fault
is an example. The reference current is optimized by adding
adjustment factors in CPSO. The reference current is divided
into the current reference iabcde of the system’s normal operation
before the fault and the fault-tolerant reference current i

′

bcde
obtained under the electro-magnetic power balance method. An
adjustment factor is set asα, and optimized reference current i∗bcde

can be expressed as:

i∗bcde = αi
′

bcde + (1− α) ibcde (12)

The chaotic particle swarm is used to adaptively optimize α,
taking the minimum torque fluctuation as the optimization goal,
and the optimal torque state corresponds to an optimal α. The
particle swarm variables are:

1) Decision variables α;
2) Theminimum torque ripple change is defined as ΔTem, then

the objective function is:

ΔTem =min∫
T

0
|
dTem

dt
|dt (13)

The torque fluctuation after fault tolerance is optimized by
using the reference current under the fault and the reference
current under the normal operation of the motor under the
adjustment factor α.

3) Constraints:

s.t.
{{
{{
{

Gj (I∗) = ∑
5
j=2

I∗ = 0

Tem ≥ TL
iabcde < i

′

bcde

(14)

In (14), the first equation denotes that the obtained reference
current must meet and be zero (Chen Z. et al. (2022)). The
second inequality is the electromagnetic torque of the motor
is greater than the load torque (Li et al. (2014)). The third
inequality denotes that the current fluctuation range is smaller
than that without fault tolerance after the fault.

The adjustment factor α is optimized under the above
constraints to minimize the torque ripple. This approach
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FIGURE 3
Flow chart of chaotic particle swarm optimization α.

TABLE 1 Parameters of five-phase permanent magnet synchronous
motor.

Parameters Symbol Value

Pole pairs Pp 4
Fundamental PM flux linkage Ψm1 0.505 Wb
Third harmonic flux linkage Ψm3 0.024 Wb
Stator resistance Rs 0.12 Ω
Stator inductance Ls 1.35 mH
Given speed n 1,500 r/min

considers both the torque fluctuation and the current fluctuation
range, which is a dual consideration for the safe operation of the
motor. Figure 3 presents the flow chart of alpha optimization.

Simulation and verification

In order to verify the feasibility of the FT-FOC strategy
proposed in this paper, it is used for the normal and single
phase open-circuit fault conditions of the motor respectively.
Comparisons are carried out with the fault-tolerant reference
current based on different adjustment factors α. The five-phase
PMSM parameters are shown in Table 1.

FIGURE 4
Motor current under normal and open-circuit fault conditions.

FIGURE 5
Torque of the motor under normal and open-circuit fault
conditions.

FIGURE 6
Motor current in fault and fault tolerant state.

The current, electromagnetic torque and rotational speed
curves of themotor under normal andA-phase open-circuit fault
states are shown in Figure 4 and Figure 5 respectively.

When the coordinate transformation is used, the current
electromagnetic torque waveforms of the motor in the fault and
fault-tolerant operation state are shown inFigure 6 andFigure 7,
where α = 0.
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FIGURE 7
Torque in fault and fault tolerant state.

FIGURE 8
Current under the condition of motor fault and FT when α = 0.5.

In the normal operation state of the motor, the torque
fluctuation range of the motor is 1N ⋅m. After the open-
circuit fault of phase A occurs, the torque fluctuation
range is 4N ⋅m, which is 4 times that of normal operation.
When the fault-tolerant current is used as the reference
current, the torque fluctuation range is 0.5N ⋅m, where
the optimization effect is remarkable. However, because of
the imbalance of the effective value of each phase current,
the current fluctuates greatly. The chaotic particle swarm
optimization algorithm is used to optimize the current
adaptively under the adjustment factor α equal to 0.5 and
0.7, respectively. The simulation results of the current and
electromagnetic torque of the motor operation are shown in
Figures 8–11.

In order to further illustrate the current fluctuation of the
motor under different adjustment factors, the relationship is
obtained between the adjustment factor and the current range
from the simulation experiment. The relationship is shown in
Table 2.

It can be seen from the table that in different applications,
the safe operation range of the open-circuit fault and the

FIGURE 9
Torque under the condition of motor fault and FT when α = 0.5.

FIGURE 10
Current under the condition of motor fault and FT when α = 0.7.

FIGURE 11
Torque under the condition of motor fault and FT when α = 0.7.

corresponding torque fluctuation can be selected to meet the
safe operation of the motor. Meanwhile, the motor runs reliably
and smoothly under acceptable conditions for fluctuations after
a fault occurs.
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TABLE 2 Relationship between different adjustment factors and
current range and torque ripple.

α Current range(A) Torque range (N⋅m)

0.1 ±23 4.0∼6.5
0.2 ±20 4.4∼6.1
0.3 ±20 4.5∼5.9
0.4 ±18 4.9∼5.5
0.5 ±18 4.8∼5.4
0.6 ±18 4.8∼5.5
0.7 ±18 4.8∼5.4
0.8 ±19 4.9∼5.4
0.9 ±25 4.9∼5.4
0 ±223 4.5∼5.5
1.0 ±25 3.5∼7.5

Conclusion

Compared with the previous related research, the main
contributions of this paper are as follows. First, the fault-
tolerant current is adaptively optimized by the chaotic particle
swarm optimization algorithm. The current fluctuation is also
considered on the premise of considering the torque fluctuation.
The adaptive optimization of the current by the CPSO achieves
the effect of filtering and reducing the amplitude of the fault-
tolerant current after a fault. From the current point of view,
the dimension of the safe operation of the motor is increased.
Second, the proposed FT-FOC control strategy has the advantage
of maintaining the exact same control structure before and after
failure. This ensures a very smooth transition of the system
to fault-tolerant mode. Finally, simulation verified that the
proposed FTC strategy could reduce the torque pulsation when
a fault occurs and ensure that the dynamic performance reaches
the normal state level. It can also ensure that the fault-tolerant
current range is basically the same as the current range before
the fault, which enhances the robustness of the system against
external interference.

To sum up, the field-oriented FTC strategy adopted in this
paper considers the two motor operating parameters of torque
and current simultaneously, which broadens the dimension of
reliable operation of the system.
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Research on oscillation
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The MMC-HVDC transmission system of wind farms has a very broad

application prospect, but there is gradually growing major concern that the

system is prone to broadband oscillation. And themechanism of oscillation also

remains to be clarified. In this article, based on the basic principle of eigenvalue

analysis, the theoretical calculation equation of the quantitative evaluation

index of the participation factor is deduced. The small-signal model of the

MMC-HVDC transmission system for a wind farm is established. Combining

with the case of 200 wind turbines connected to the grid, the eigenvalue

analysis method is used to obtain the dominant oscillation mode of the system.

The participation factors of 11 oscillation modes of the system are calculated to

further analyze the relationship between the oscillation modes and the state

variables in the MMC-HVDC transmission system of the wind farms. And the

correlation between the participation factors of each oscillation mode, wind

farm, and the MMC system is investigated, which laid a foundation for the

formulation of broadband oscillation suppression strategies.

KEYWORDS

wind farm sending system, oscillation characteristics, participation factor, oscillation
mod, correlations

1 Introduction

The MMC-HVDC transmission system of wind farms has a very broad application

prospect, but with the continuous construction of related engineering projects, the

broadband oscillation problem of the system has gradually become prominent.

According to relevant reports, there have been numerous wind farms connected to

the actual project of MMC-HVDC in China and abroad, and the phenomenon of

broadband oscillation instability appears in the system debugging or production

operation stage. For instance, the grid-connected project of the VSC-HVDC system of

the doubly fed wind farm in Nan’ao, Guangdong Province, China, experienced oscillation

during the system commissioning, which eventually led to the outage of the system (Lu
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et al., 2015). In addition, the Shanghai Nanhui demonstration

project also encountered similar problems in the initial

commissioning stage (Wang et al., 2017).

The oscillation problem of traditional power systems is

mainly caused by the single oscillation mode of the

synchronous generator, which only oscillates in the local

regional power grid. The broadband oscillation problem of

wind farms through the MMC-HVDC transmission system is

caused by the interaction and coupling of power electronic

equipment, various control links, and transmission network

electrical equipment. The manifestation is the continuous

oscillation of divergence in a wide frequency range, which has

multimodal characteristics and shows indigenous time-varying

characteristics. If the broadband oscillation problem of the

MMC-HVDC transmission system of wind farms is not

effectively solved, it will cause damage to the power supply

side power generation equipment, which will result in the

tripping of new energy stations and active power shortage of

the power grid. Moreover, the generated oscillation components

will be transmitted to the user side through the transmission

network, which will eventually cause a large area of power

outages and pose a great threat to the safe and stable

operation of the power grid (Cai et al., 2021). However, the

mechanism and characteristics of the oscillation are not clear

(Sun et al., 2021). Therefore, analyzing the broadband oscillation

mode, dynamic characteristics, and correlation with the

participation factor of the MMC-HVDC transmission system

of wind farms in-depth will lay the foundation for the

formulation of broadband oscillation suppression strategy,

which has very important theoretical and engineering

significance for the safe and stable operation of the grid

connecting system.

At present, there are many analysis methods of broadband

oscillation mechanisms in China and abroad, which include the

impedance analysis method (Rygg et al., 2016; Shah and Parsa,

2017; Wen et al., 2017), frequency scanning method (Yang et al.,

2020), complex torque coefficient method, time domain

simulation method, and eigenvalue analysis method.

In Liu et al. (2016), the RLC impedance circuit model is used

to retain the dynamic characteristics of each part of the DFIG,

and circuit parameters are used to qualitatively and quantitatively

analyze the stability of the DFIG series compensated

transmission system. In regard to the stability problem caused

by the interaction between the DFIG and flexible transmission

system, the impedance analysis method has been adopted by Sun

et al. (2018), and it has been found that under certain operating

conditions, the DFIG and flexible system constitute an equivalent

negative resistance resonant circuit, which leads to

subsynchronous oscillations of the system. However, the

disadvantage of the impedance analysis method is that it

cannot give the coupling relationship of various physical

quantities in the system nor can it reflect the internal

dynamic characteristics of the system.

Research of Tang et al. (2022) and Suriyaarachchi et al.

(2013) have been based on the frequency scanning method.

The stability characteristics of the doubly fed wind farm

connected to the grid through series compensation have been

analyzed by Tang et al. (2022), and the system oscillation

characteristics and influencing factors have also been

investigated. The results have shown that the increase of series

compensation degree and decrease of wind speed would lead to

system oscillation. In Suriyaarachchi et al. (2013), the existence of

unstable points in the doubly fed wind power grid-connected

system was first studied by the frequency scanning method, and

the oscillation mechanism of the system was then further

analyzed by other methods. It was found that the

subsynchronous oscillation was caused by the state variables

of the wind turbine and the grid side, and the participation of the

control system was not high. However, the frequency scanning

method could not reveal the mechanism of system oscillation,

and the accuracy of the analysis results was greatly related to the

scanning step length.

In order to make the complex torque coefficient method

suitable for analyzing the interaction mechanism between the

controllers of the wind power grid-connected system, there are

two main development directions currently (Tang et al., 2019).

One is to ignore the mechanical part of the system and only

consider the electrical part of the system. The complex torque

coefficient of the electrical system is used to assess whether the

system has the risk of oscillation. Research by Tang et al. (2021) is

an example in this direction, in which the equivalent model of the

DFIG converter is constructed by ignoring the mechanical part of

the system. And then based on the compound torque coefficient

method, the influence of system structure parameters and control

parameters on electrical damping is studied. The other is to

divide the system into parts to be studied and the rest, and then

represent them by two electrical subsystems respectively, so as to

identify the part to be studied. This method has been adopted by

Hu et al. (2017), through which the phase-locked loop control

part of a doubly fed induction generator is formed into a

subsystem, and the influence of the phase-locked loop control

parameters on the small signal stability of the wind farm is

analyzed. However, this method is only suitable for analyzing the

stability of the single-input single-output system and is difficult

to be applied in large-scale wind power grid-connected systems.

The time-domain simulation method can not only directly

observe whether there is an oscillation phenomenon in the

system but also exhibit the ability to simulate the stability

change of the system under disturbance or fault conditions.

However, it is difficult to analyze the generation mechanism

and influencing factors of oscillation (Xie et al., 2017; Chen et al.,

2022).

In Wang et al. (2015) and Huang et al. (2019), the eigenvalue

analysis method is used to study the stability of wind power grid-

connected systems. And the influence of wind speed, number of

wind turbines, and control system parameters on system stability
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and oscillation frequency are analyzed. In Kunjumuhammed

et al. (2017), Chen et al. (2018), Shao et al. (2019), and Guo

et al. (2020), the small-signal model of the wind farm sending out

through a flexible transmission system is established, the

dominant participation factors of each oscillation mode of the

system are investigated, and the corresponding oscillation

suppression strategy is proposed. The eigenvalue analysis

based on the small-signal model can not only obtain the

system oscillation mode and its participation factor but also

be combined with the classical or modern control theory to guide

the design of the oscillation suppression controller, which is an

important method for system stability analysis.

In this article, based on the basic principle of eigenvalue

analysis, the theoretical calculation method of the quantitative

evaluation index of participation factors is investigated. Based on

the small-signal model of the wind farm sending out through the

MMC-HVDC transmission system, the eigenvalue analysis

method is used to obtain the dominant oscillation mode of

the system. And the correlation in-between the participation

factors of each oscillation mode and the wind farm and theMMC

system is analyzed, which provides the basis for the oscillation

suppression method.

2 Mathematical model of system of
wind farm sending out through direct
current transmission

2.1 Equivalent circuit of system of wind
farm sending out through direct current
transmission

The system of wind farm sending out through DC

transmission consists of the wind farm, boost transformer, AC

cable, and the MMC-HVDC system, in which the MMC-HVDC

system includes matching transformer, sending-end converter

(SEC), DC submarine cable, and receiving-end converter (REC).

Assuming that the AC power grid on the coast is a robust

power grid, that is, when the MMC-HVDC system runs steadily,

the receiving-end converter can almost completely track the

reference value of the DC voltage. The influence of the REC

side on the SEC side is so small that it can be ignored. Therefore,

in order to simplify the analysis, the DC side of the SEC can be

replaced by a constant DC voltage source to simulate the DC

voltage control effect of the REC. In addition, in order to improve

the simulation efficiency, the stand-alone equivalent method is

adopted in this article to model the wind farm equivalently (An

et al., 2018). And the equivalent circuit of the DC transmission

system of the wind farm is presented in Figure 1.

In Figure 1, the wind farm is simplified as a single typhoon. us
and is are the port voltage and current of the permanent magnet

synchronous generator, respectively. ug and ig are the output

voltage and current of the grid-side converter in the wind farm,

respectively. (Rg, Lg), (Rn, Ln), and (Rm, Lm) are the resistance
and inductance of simplified lines. Xt1 is the equivalent boost

transformer,Xt2 is the matching transformer, and Lt1 and Lt2 are

the leakage inductance of Xt1 and Xt2, respectively. C1 is the

capacitance of the collector line, andC2 is the filter capacitance of

the SEC in the MMC-HVDC system.

2.2 Small-signal model of system of wind
farm sending out through direct current
transmission

Combined with the dynamic model of the wind turbine (Gao,

2021) and MMC system (Bergna-Diaz et al., 2018), and based on

the interface model of the wind farm andMMC system (Liu et al.,

et al.), a complete system dynamic model of the wind farm

sending out through MMC-HVDC can be obtained. After

linearization of the overall dynamic model at the steady-state

equilibrium point, the small-signal model of the system of the

wind farm sending out through MMC-HVDC can be described

as follows:

dΔx
dt

� AΔx + BΔu. (1)

where matrix A is the state matrix of the small-signal model of

the system, and the small signal stability of the system is related to

the eigenvalue of A; matrix B is the input matrix of the system. Δx

FIGURE 1
Structure diagram of a simplified system.
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is the state variable of the linearized system of the wind farm

sending out throughMMC-HVDC, x � [xw , xm]T, in which xw is

the state variable of the wind turbine after stand-alone

equivalence and xm is the state variable of the MMC system.

Δu is the input variable of the linearized system of the wind farm

sending out through MMC-HVDC, u � [uw , um]T, in which uw
represents the input variable of the wind turbine after stand-

alone equivalent and um represents the input variable of the

MMC system.

The state variables of the wind turbines can be written as

xw � [ωs, isd, isq, udc, igd, igq, utd, utq, ild, ilq, xpll, θg, xw1, xw2, xw3,

xw4, and the input variable of the wind turbines can be written as

uw � [ωsref, isdref, udcref, igqref]T. The state variables of theMMC

system is xm � [upd, upq, iΔd , iΔq , iΣd, iΣq , iΣ0 , uΔCd, uΔCq, uΔC0d , uΔC0q , uΣCd,
uΣCq, u

Σ
C0, and the input variables of the MMC system is um �

[updref, upqref, iΣdref, iΣqref]T.
In order to distinguish the meaning of each state variable, the

state variables are clarified according to each module of the wind

turbine in this article, and the classification results are shown in

Table 1. At the same time, the state variables are classified

according to each module of the MMC system, and the

classification results are shown in Table 2.

3 Participation factor of broadband
oscillation quantitative evaluation
index

The eigenvalue analysis method can find out the main

oscillation mode of the system, and it can also obtain the

participation factor of the oscillation mode and the eigenvalue

sensitivity of the system parameters. The calculation method of

the quantitative evaluation index of the participation factor is

investigated below.

For any eigenvalue λi of state matrix A, if the non-zero vector
Ui ∈ Rn×1, the following relationship should be satisfied:

AUi � λiUi i � 1, 2,/, n . (2)

TABLE 1 Classification and meaning of wind turbine state variables.

Module State variables

Actuating system Mechanical speed of wind turbine ωs

PMSG d-axis and q-axis component of stator current isd , isq

Back-to-back converter Capacitor voltage of DC-side udc

Machine-side converter control system xw1, xw2, xw3

Grid-side converter control system xw4, xw5, xw6

AC-side transmission line d-axis and q-axis component of grid-side converter output current igd , igq

d-axis and q-axis component of grid-side converter output voltage utd , utq

d-axis and q-axis current of collector line ild , ilq

PLL Intermediate variables, xpll , and phase angles, θg

TABLE 2 Classification and meaning of state variables of the MMC system.

Module State variables

Main circuit d-axis and q-axis voltage upd , upq

d-axis and q-axis current at AC-side iΔd , i
Δ
q

Internal circulation of MMC iΣd , i
Σ
q , i

Σ
0

Differential mode equivalent capacitance voltage uΔCd , u
Δ
Cq , u

Δ
C0d

, uΔC0q

Common-mode equivalent capacitor voltage uΣCd , u
Σ
Cq , u

Σ
C0

Control system Intermediate variable of voltage control system xm1, xm2, xm3, xm4

Intermediate variables of circulation suppression controller xm5, xm6
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Then the vector Ui is called the right eigenvector

corresponding to the eigenvalues λi. In the same way, if the

non-zero vector Vi ∈ Rn×1, the following relationship would be

satisfied:

VT
i A � λiV

T
i i � 1, 2,/, n . (3)

The vector Vi is called the left eigenvector corresponding to

the eigenvalues λi. With the aim of quantitatively analyzing the

impact of each state variable in different oscillation modes, the

following participation matrix p is defined:

P �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p11 p12 / p1n

p21 p22 / p2n

..

. ..
.

1 ..
.

pn1 pn2 / pnn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)

where the participation factor pki can quantitatively reflect the

correlation between the oscillation mode and the system state

variables, which means the influence of the system state variables

xk on the oscillation mode λi. The calculation expression is as

follows:

TABLE 3 Parameters of PMSG wind power system.

Module Parameters and corresponding
symbols

Reference value

Wind turbine Wind turbine radius R 63 m

Air density ρ 1.225 kg/m3

Self-damping coefficient Bm 0.002

PMSG Number of pole-pairs Np 48

Stator equivalent resistance Rs 0.006 Ω

Stator equivalent inductance (Ld � Lq) 3.95 mH

Rotor permanent magnet flux linkage ψf 1.48 W b

DC-side DC-side capacitor Cdc 50 mF

Machine-side control system Speed reference value ωsref 1 p.u.

Reference value of stator d-axis current isdref 0 p.u.

Speed outer loop controller coefficient (kwp1、kwi1) 0.25, 5

Controller coefficient of q-axis current inner loop (kwp2、kwi2) 1, 50

Controller coefficient of d-axis current inner loop (kwp3, kwi3) 1, 50

Grid-side control system Reference value of DC-side capacitor voltage udcref 1 kV

Reference value of q-axis component of grid-side converter output current igqref 0 p.u.

Coefficient of capacitor voltage outer loop controller (kwp4, kwi4) 4, 50

Controller coefficient of d-axis current inner loop (kwp5, kwi5) 3, 100

Controller coefficient of q-axis current inner loop (kwp6, kwi6) 3、100

PLL Coefficient of PLL controller (kp pll , ki pll) 50, 100

AC-side transmission line Filter resistance Rg 0.0005 Ω

Filter inductance Lg 0.2 mH

Collector line resistance Rl 0.05 Ω/km

Collector line inductance Ll 0.38 mH/km

Collector line capacitanceC1 0.187 μF/km

Transformer ratio of Xt1 0.69/220 kV

Leakage inductance of transformerXt1 Lt1 0.1 p.u.
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pki � VkiUki

VT
i Ui

. (5)
Vki and Uki mentioned above are the elements of column i and

row k in the eigenvector matrices V and U, respectively.

The greater the value of the participation factor pki,

indicating that the higher the correlation between the

oscillation mode λi and the state variables xk, the greater the

impact of xk.

TABLE 4 MMC system parameters.

Module Parameters and corresponding
symbols

Reference value

AC-side transmission line Filter capacitance C2 5 μF

Resistance of AC-side line Rf 0.5 Ω

Inductance of AC-side line Lf 46.12 mH

Transformer ratio of Xt2 220/270 kV

Leakage inductance of transformerXt2 Lt2 0.1 p.u.

Sending-end converter Number of sub-modules 400

Bridge arm resistance Rarm 1 Ω

Bridge arm inductance Larm 50 mH

Equivalent capacitance of bridge arm Carm 36.84 μF

Voltage control system Reference value of d-axis voltage of PCC updref 1 p.u.

Reference value of q-axis voltage of PCC upqref 0 p.u.

Controller coefficient of d-axis voltage outer loop (kmp1, kmi1) 1, 10

Controller coefficient of q-axis voltage outer loop (kmp3, kmi3) 1, 10

Controller coefficient of d-axis current inner loop (kmp2, kmi2) 10, 200

Controller coefficient of 1-axis current inner loop (kmp4, kmi4) 10, 200

Circulation suppression controller Reference value of internal circulation d-axis component iΣdref 0 p.u.

Reference value of internal circulation q-axis component iΣqref 0 p.u.

Controller coefficient of d-axis circulation (kmp5, kmi5) 40, 400

Controller coefficient of q-axis circulation (kmp6, kmi6) 40, 400

TABLE 5 Main oscillation modes of the system of the wind farm sending out via MMC-HVDC.

Oscillation modes Number of grid-connected
wind farm, n =
100

Number of grid-connected wind farm, n = 200

Eigenvalue Eigenvalue Oscillation frequency/Hz Damping ratio

λ1,2 −36.32±j8613.73 −44.25±j7752.84 1233.90 0.00571

λ3,4 −41.04±j8120.56 −50.64±j7290.74 1160.36 0.00695

λ5,6 −50.53±j3961.32 −42.84±j4396.20 699.68 0.00974

λ7,8 −51.31±j3517.22 −41.60±j3920.24 623.93 0.01061

λ9,10 −14.47±j668.28 10.23±j648.47 103.21 −0.01578

λ11,12 −97.42±j794.77 −98.29±j786.40 125.16 0.12403

λ13,14 −58.05±j970.91 −57.66±j971.23 154.58 0.05925

λ15,16 −666.78±j157.34 −666.65±j154.86 24.65 0.97406

λ17,18 −356.01±j118.35 −303.76±j163.67 26.05 0.88034

λ19,20 −1.31±j52.31 0.20±j51.84 8.25 −0.00377

λ21,22 −51.19±j327.59 −66.745±j342.42 54.50 0.19133
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FIGURE 2
Participation factors of 11 oscillation modes of the system. The part label (A–K) is used for the distinction between results of 11 oscillation
modes, there is no additional description needed.
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4 Analysis of oscillation
characteristics

4.1 System oscillation mode

The research results of Xie et al. (2016) show that with the

increase in the number of grid-connected direct-drive fans, the

damping level of the system shows a downward trend, which

increases the risk of oscillation of the system. In this article, the

number of grid-connected direct-drive fans is set to 100, and then

the number is increased to 200. The specific parameters of direct-

drive fans are shown in Table 3, and the parameters of the MMC

system are shown in Table 4.

Based on the small-signal model of the system of the wind

farm sending out through MMC-HVDC established above, the

initial values of each state variable in the small-signal model are

obtained by power flow calculation, and then the main oscillation

modes of the system are calculated by the eigenvalue analysis

method. The final results are shown in Table 5.

It can be concluded from Table 1 that there are 11 main

oscillation modes in the system of the wind farm sending out via

MMC-HVDC, which includes 4 sub/super synchronous

oscillation modes, λ15,16, λ17,18, λ19,20, and λ21,22; 5 intermediate

frequency oscillation modes, namely, λ5,6, λ7,8, λ9,10, λ11,12, and

λ13,14; and 2 high-frequency oscillation modes λ1,2 and λ3,4. In

addition, it can be seen from the table above that when the number

of direct drive fans connected to the grid is 200, the damping ratio

of oscillation modes λ1,2 and λ3,4 in the system is negative, and the

damping ratio of other oscillation modes is still positive. In

addition, it can be seen from Table 1 that when the number of

direct drive fans connected to the grid is 200. According to the

former analysis, these two oscillation modes with a negative

damping state will lead to the oscillation operation of the

system of wind farm sending out via MMC-HVDC, which has

the greatest impact on the stability of the system. The damping

ratio of other oscillation modes in the system is positive, and the

damping ratio of these oscillation modes is large, which is not easy

to cause a negative damping state.

4.2 Analysis of the correlation between
participation factors and state variables
under different oscillation modes

In order to further analyze the relationship between the

oscillation modes and the state variables in the system of the

wind farm sending out via MMC-HVDC, the participation

factors of 11 oscillation modes of the system are calculated

and normalized. The results are shown in Figure 2.

It can be seen from Figure 2 that the participation variables of

the oscillationmodes λ1,2, λ3,4, λ5,6, and λ7,8 are the same, and they

are all dominated by state variables utd, utq, ild, ilq, upd, upq, iΔd , and

iΔq . It is related to the state variables of AC cable connecting the

wind farm system, but the dominant participation factors of each

oscillation mode are not the same. Oscillation modes λ1,2 and λ3,4
are dominated by state variables upd and upq of the MMC system,

while oscillation modes λ5,6 and λ7,8 are dominated by state

variables utd and utq of the wind farm system.

State variables related to oscillation modes λ9,10 are mainly

variables iΣ0 and uΣC0 of the MMC system, and their participation

factors are 0.4627 and 0.2312, respectively. It can be seen that this

oscillation mode is generated within the MMC system and is not

much related to the wind farm. In addition, because the damping

ratio of the oscillation mode is negative, the stability of the system

is greatly affected.

The oscillation mode λ11,12 is mainly related to iΣd , i
Σ
q , u

Σ
Cd, and

uΣCq. They are state variables of the MMC system. The dominant

participation factors are iΣd and iΣq . The oscillation mode λ13,14 is

mainly related to iΣd , i
Σ
q , u

Δ
C0d

, uΔC0q , u
Σ
Cd, and uΣCq. They are state

variables of the MMC system. The dominant participation

factors are uΣCd and uΣCq.

The participation variables of the oscillation modes λ15,16
and λ17,18 are all the same. They are all related to the state

variables of the MMC system, which includes iΣ0 , u
Δ
Cd, u

Δ
Cq, and

uΣC0. The participation factors of oscillation mode λ15,16 can be

ranked in the descending order as follows: uΔCd, u
Δ
Cq, i

Σ
0 , and

uΣC0. The participation factors of the oscillation mode λ17,18 can

be ranked in the descending order as follows: uΣC0, i
Σ
0 , u

Δ
Cq, and

uΔCd, which is the opposite to that of the oscillation modes

λ15,16.

The state variables related to the oscillation mode λ19,20
mainly include udc, igd, xw4, and xw5 of the wind farm system

and upd, iΔd , xm1, and xm2 of the MMC system. It can be seen that

the oscillation mode λ19,20 is not only related to the constant DC

voltage control link of the grid-side converter control system of

the wind farm but also related to the constant d-axis AC voltage

control link of the SEC. In addition, since the damping ratio of

the oscillation mode is also negative, it has a great impact on the

stability of the system.

The main participation variables of the oscillation mode

λ21,22 are iΣd , i
Σ
q , xm5, and xm6. And their participation factors

are 0.05585, 0.05584, 0.43757, and 0.43651, respectively.

Therefore, the oscillation modes can be classified according

to the correlation between the participation factors of each

oscillation mode and the wind farm and MMC system, as is

shown in Table 6.

It can be seen from Table 6 that the oscillation modes λ1,2,

λ3,4, λ5,6, λ7,8, and λ19,20 are related to the wind farm and MMC

system. While the oscillation modes λ9,10, λ11,12, λ13,14, λ15,16,

λ17,18, and λ21,22 are generated within the MMC system, and there

is no obvious correlation with the wind farm. In addition, the

oscillation modes λ9,10 and λ19,20 are in a negative damping state,

in which the oscillation mode λ9,10 is mainly related to the state

variables iΣ0 and uΣC0, and the oscillation mode λ19,20 is generated

by the coupling between the wind farm control system and the

SEC voltage control system.
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5 Conclusion

In this article, the theoretical calculation equations of the

quantitative evaluation index of the participation factor are

derived, and the small-signal model of the system of the wind

farm sending out through MMC-HVDC is constructed. Taking

the equivalent circuit of the simplified DC transmission system of

the wind farm with 200 direct-drive wind turbines connected to

the grid as an example, the oscillation mode of the system was

analyzed by using the eigenvalue analysis method based on the

quantification of the participation factor. The contribution is

summarized below:

1) When the number of wind turbines connected to the grid

increases, the oscillation modes λ9,10 and λ19,20 with a negative

damping state appear in the system. It is verified that with the

increase in the number of grid-connected direct-drive fans,

the damping level of the system will decrease and the risk of

oscillation of the system will increase.

2) The oscillation modes λ9,10 and λ19,20 will lead to the

oscillation operation of the system of the wind farm

sending out via MMC-HVDC, which has the greatest

impact on the stability of the system. The damping ratio of

the other oscillation modes in the system is positive, and the

damping ratio of these oscillation modes is large, which has a

small effect on the stability of the system.

3) By calculating the participation factors of the two

oscillation instability modes, it was found that the

oscillation mode λ9,10 is caused by the zero-sequence

current iΣ0 inside the MMC system, which is not much

related to the wind farm. While the oscillation mode λ19,20
is caused by the interaction and coupling between the wind

farm and the MMC system.
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TABLE 6 The main participation factors and subsystems of each oscillation mode.

Oscillation mode Main participation factors Participation subsystems

λ1,2 upd , upq , ild , ilq , iΔd , i
Δ
q , utd , utq Wind farm + MMC system

λ3,4 upd , upq , ild , ilq , iΔd , i
Δ
q , utd , utq Wind farm + MMC system

λ5,6 utd , utq , ild , ilq , iΔd , i
Δ
q , upd , upq Wind farm + MMC system

λ7,8 utd , utq , ild , ilq , iΔd , i
Δ
q , upd , upq Wind farm + MMC system

λ9,10 iΣ0 , u
Σ
C0, u

Δ
Cd , u

Δ
Cq , u

Σ
Cd , u

Σ
Cq , i

Δ
d MMC system

λ11,12 iΣd , i
Σ
q , u

Σ
Cd , u

Σ
Cq MMC system

λ13,14 uΣCd , u
Σ
Cq , i

Σ
d , i

Σ
q MMC system

λ15,16 uΔCd , u
Δ
Cq , i

Σ
0 , u

Σ
C0 MMC system

λ17,18 uΣC0, i
Σ
0 , u

Δ
Cq , u

Δ
Cd MMC system

λ19,20 udc , xw4, igd , iΔd , xw5, upd , xm1, xm2 Wind farm + MMC system

λ21,22 xm5, xm6, iΣd , i
Σ
q MMC system
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A capacitor-based DC circuit
breaker for HVDC power grid

Zhuang Xu1, Jun Liang1,2, Yanxun Guo1* and Yaoqiang Wang1

1School of Electrical Engineering, Zhengzhou University, Zhengzhou, China, 2School of Engineering,
Cardiff University, Cardiff, United Kingdom

DC circuit breakers (DCCBs) are the critical equipment to isolate faults in high-

voltage DC grids. The improvement of interruption performances of capacitor-

based DCCBs (C-DCCBs) has been widely researched. However, in previous

papers, the adaptive reclosing of C-DCCBs is less considered and requires

further research. In this paper, a novel C-DCCB with adaptive reclosing ability is

proposed. The interruption and adaptive reclosing processes of the proposed

C-DCCB are presented. The fault current is interrupted by charging the internal

capacitor to a voltage higher than the system voltage. The fault property

identification is key to adaptive reclosing and is achieved using the capacitor

discharge characteristic. The parameter designs are analyzed to guarantee

successful interruptions, and the identification criteria are proposed to serve

the adaptive reclosing. On the one hand, the proposed C-DCCB has good

interruption performances; on the other hand, an adaptive reclosing strategy is

designed for the proposed C-DCCB to restore the power transmission whereas

avoiding a second fault shock, which is the main contribution of this paper.

Finally, the interruption and adaptive reclosing performances of the proposed

C-DCCB are validated using PSCAD/EMTDC simulations.

KEYWORDS

adaptive reclosing, dc circuit breaker, fault property identification, HVDC grid,
thevenin equivalent circuits

1 Introduction

High-voltage DC (HVDC) grids have great application potential in renewable energy

integration, island power supply and AC grid interconnection (Hertem and Ghandhari,

2010)- (An et al., 2017). However, after a DC fault occurs, the DC fault current quickly

increases and the DC voltage rapidly drops, which seriously affects the safe and stable

operation of HVDC grids. DC circuit breakers (DCCBs) can soon isolate the fault area and

maintain the normal operation of the nonfault area. Traditionally, DCCBs are divided

into mechanical, solid-state and hybrid DCCBs (Bucher and Franck, 2016)- (Chen et al.,

2021). Several mechanical DCCBs use semiconductors such as thyristors to improve the

interruption performance, obscuring the boundary between mechanical and hybrid

DCCBs (Wen et al., 2018)- (Wu et al., 2020a). In this paper, DCCBs that interrupt

the fault current by semiconductors with turn-off ability are called semiconductor-based

DCCBs (S-DCCBs); DCCBs that interrupt the fault current by charging the internal

capacitor to a voltage higher than the system voltage are called capacitor-based DCCBs

(C-DCCBs).
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In S-DCCBs, the main breaker (MB), which is composed

of insulated-gate bipolar transistors (IGBTs) or integrated

gate commutated thyristors (IGCTs), can interrupt the fault

current. In (Hafner and Jacobson, 2011; Hassanpoor et al.,

2015; Wen et al., 2016; Jovcic et al., 2019), S-DCCBs conduct

the system current with small conduction losses during a

normal state. During interruptions, the system current is

commutated into the MB and then interrupted by the MB.

S-DCCBs have attracted considerable attention because of

good interruption performances. In China, S-DCCBs with

different topologies have been applied to the Zhoushan DC

project and Zhangbei DC grid project, respectively (Jovcic

et al., 2019). However, the interruption capacity of S-DCCBs is

limited by the turn-off capacity of IGBT and IGCT, and IGBT

and IGCT bring high construction costs.

For C-DCCBs, the system current is commutated into the

internal capacitor during the interruption. It gradually

decreases to 0 after the capacitor is charged to a voltage

higher than the system voltage. C-DCCBs usually use

semiconductors without turn-off ability to save the

construction cost, such as thyristors and diodes. C-DCCBs

with different topologies in China have been applied to the

Zhangbei DC grid project and the Nan’ao DC grid project,

respectively (Liu, 2019)- (Chen et al., 2018). Many topologies

have been proposed to improve the C-DCCB performances

regarding bidirectional interruption, interruption speed, pre-

activation ability, etc. The C-DCCB in (Wu et al., 2020b)

achieves bidirectional current commutation using bridge-type

branches. In (Jamshidifar and Jovcic, 2018), the C-DCCB uses

fast thyristors to quickly interrupt large fault currents. In

(Sima et al., 2019), the capacitor is inserted into a bridge

composed of spark gap switches, and this topology guarantees

that the C-DCCB can consecutively interrupt the fault

current. The pre-activation of DCCB achieves that the

DCCB operation time overlaps with the protection time,

which effectively reduces the fault interruption time

(Hafner and Jacobson, 2011). However, the C-DCCBs in

(Chen et al., 2018; Jamshidifar and Jovcic, 2018; Liu, 2019;

Sima et al., 2019; Wu et al., 2020b) do not have the pre-

activation ability. For C-DCCBs in (Wu et al., 2019) and (Guo

et al., 2020), the thyristors in the MB can temporarily conduct

the load current, thus achieving the pre-activation ability. In

(Augustin et al., 2021), a C-DCCB family consisting of one

unidirectional and six bidirectional concepts is presented, and

all concepts have the pre-activation ability. Nevertheless, the

reclosing of C-DCCBs is not considered in (Liu, 2019)-

(Augustin et al., 2021).

Considering that most overhead line faults are transient,

the DCCB should reclose in time to restore the power

transmission after isolating (Wang et al., 2203). However,

in case of a permanent fault, the direct reclosing will bring a

second fault shock, which is harmful to the HVDC grid. To

solve this problem, the permanent and transient faults should

be discriminated, and the DCCB only reconnects the HVDC

grid to the isolated line when the fault is transient, which is

called adaptive reclosing.

The fault property identification is key to the adaptive

reclosing strategy. Because the permanent and transient faults

result in different boundary conditions, the fault property can

be identified according to the traveling wave characteristics

(Wang et al., 2203)- (Mei et al., 2021). In (Wang et al., 2203),

the voltage pulse is produced by the hybrid MMC on the

healthy pole. However, considering the construction and

conduction cost, the half-bridge MMC is more attractive

than the hybrid MMC for HVDC grids. In (Song et al.,

2019)- (Zhang et al., 2020), the voltage pulse is injected

into the fault line by controlling the MB of S-DCCBs. The

MMC and S-DCCB are simultaneously controlled to produce

the voltage pulse in (Yang et al., 1123). In (Mei et al., 2021),

the voltage pulse comes from the energy absorption module of

S-DCCB. In (Li et al., 2020), the HVDC grid charges the fault

line through the arrester of S-DCCB, and the fault property is

identified using the fault line voltage. In (Pei et al., 2019), the

fault property can be identified using the fault current, and the

fault current is limited because the MB modules are

sequentially turned on. However, the methods in (Wang

et al., 2203)- (Pei et al., 2019) do not consider the C-DCCBs.

For C-DCCBs, most previous papers consider the direct

reclosing and the consecutive interruption ability rather than

the fault property identification is focused on. For example

(Sima et al., 2019),- (Augustin et al., 2021) use different

methods to quickly restore the interruption ability of

C-DCCBs before the direct reclosing. Nevertheless, the

fault property identification and adaptive reclosing of

C-DCCBs are worth studying to improve the reclosing

performance. In (Wen et al., 2021), for HVDC grids

adopting C-DCCBs, the fault property is identified by

comparing the residual voltages at two ends of the isolated

fault line. However, this method only applies to symmetrical

monopole DC systems and requires long-distance

communication. In (Torwelle et al., 2021), a grounded

branch is added to the C-DCCB, which enables the internal

capacitor charges the fault line, and the fault property is

identified using the line voltage. However, the capacitor

may need to charge the fault line multiple times, which

obviously increases the reclosing time.

Although several C-DCCBs with good interruption

performances have been proposed, the C-DCCB with

adaptive reclosing ability needs further research. In this paper, a

novel C-DCCB is proposed to serve HVDC grids. On the one

hand, the proposed C-DCCB achieves good interruption

performances; on the other hand, it has the ability of adaptive

reclosing, which is the main contribution of this paper. The

adaptive reclosing ability avoids the second fault shock in case

of permanent faults and the voltage oscillations in case of transient

faults. The paper is structured as follows. Section 2 describes the
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topology and operation of the proposed C-DCCB. Section 3

analyzes the parameter design and fault property identification.

Section 4 shows the simulation results, which validate the

performance of the proposed C-DCCB. Finally, Section 5

concludes this paper.

2 Proposed DC circuit breaker

2.1 Topology of the proposed C-DCCB

As shown in Figure 1, the proposed C-DCCB contains the

main conductor (MC), MB, energy absorber (EA) and precharge

branch. The MC is composed of a fast disconnector (FD) and a

load commutation switch (LCS), and the LCS only endures the

commutation voltage. The MB is composed of an inductor L,

capacitor C, diodes D1–D2, and thyristors T1–T4. The EA is

composed of an arrester and diode D3. The precharge branch is

composed of a resistor R1 and thyristor T5. Both sides of the

C-DCCB are equipped with residual current breakers (RCBs).

The RCB can interrupt residual DC currents of up to 10 A, and

the interruption time is 30 ms. After a current zero occurs, the FD

can restore its dielectric strength within a few milliseconds to

withstand the peak transient interruption voltage (TIV). In

practical engineering, the FD can be composed of several

vacuum circuit breakers to achieve operation performance

(Shi et al., 2015).

To clarify the operation processes, the current curves in

C-DCCB during interrupting fault currents and reclosing with

transient faults are shown in Figure 2, where is, imb, ifd, ic and iar
are the currents of the DC system, MB, FD, capacitor C and

arrester, respectively. The reference directions of currents and

capacitor voltage uc are marked in Figure 1. During operations,

the main switching events and time labels are given in Figure 2.

2.2 Operation processes of the C-DCCB

2.2.1 Capacitor precharge
Initially, the HVDC grid precharges the capacitor C by

turning on T1, T2 and T5, and the current path is shown in

Figure 3A. After the capacitor voltage uc is charged to the

system voltage, T1, T2 and T5 naturally turn off. Because of the

FIGURE 1
Topology of the capacitor-based DC circuit breaker.

FIGURE 2
Current curves during interrupting fault currents and reclosing with a transient fault.
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leakage discharge, uc slowly decreases during the normal state.

Once uc decreases to a preset value, T1, T2 and T5 are turned on

to precharge the capacitor. Thus, uc is always no less than the

preset value during the normal state.

2.2.2 Current commutation
During the normal state, theMC conducts the load current with

small conduction losses. Considering the pre-activation strategy,

once the protection detects a potential fault at t = t1, the C-DCCB

commutates the current into the MB by turning on T1 and turning

off the LCS. At t = t2, ifd decreases to 0, and the FD begins to open.

After that, the current path in the C-DCCB is shown in Figure 3B. If

the protection decides not to interrupt the current at t = tp, the

C-DCCB successively closes the FD and LCS; thus, the current

naturally commutates into the MC, and the thyristor T1 turns off

naturally after the current of T1 is smaller than the holding current;

Otherwise, the C-DCCB performs the following interruption

operations.

During t1–tp, the voltage drop in the C-DCCB is equal to

the on-state voltages of T1 and D2; thus, the disturbance

caused by the pre-activation is insignificant. By pre-

commutating the system current from the MC into the MB,

the C-DCCB operation time overlaps with the protection time.

Thus, the pre-activation effectively reduces the fault

clearing time.

2.2.3 Capacitor discharge
As shown in Figure 3C, during t3 and t4 the system

provides the fault current to the fault point through S1,

T1, D2 and S2. At the same time, the capacitor discharges

through the following loop: C—T1—T3—L. As shown in

Figure 3D, after ic exceeds the fault current at t = t4, T1 is

reversely blocked, and the discharging loop is changed as:

C—D1—T3—L. After ic decreases to the fault current at t = t5,

D1 is reversely blocked, and T1 begins to endure the forward

voltage stress, as shown in Figure 3E. To reliably turn off T1,

the time interval between t4 and t5, which is the reverse-bias

time of T1 and marked as tR, should be greater than the turn-

off time tq. The turn-off time tq, which can be found in the

datasheet, is the minimum reverse-bias time to ensure the

turn-off of the thyristor (Technical Information, 2012).

During t2 and t5, the voltage drop in the C-DCCB is

rather small compared with the system voltage. After t = t5,

the voltage drop in the C-DCCB is approximately equal to

the capacitor voltage and quickly charged to the system

voltage. We mark the FD operation time as tFD. The value

FIGURE 3
Operation procedures of the C-DCCB.
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of t3 should meet the following two constraints: 1) t3 should

not be earlier than tp, and 2) the FD recovers its dielectric

strength at t = t2+ tFD, which time instant should be earlier

than t5 to avoid the interruption failure. Considering that the

interval between t3 and t5 is greater than tq, these two

constraints can be satisfied when t3 is selected as:

t3 � max(tp, t2 + tFD − tq) (1)

2.2.4 Energy absorption
After the capacitor is charged to the arrester reference

voltage, the fault current commutates into the EA and

gradually decreases, as shown in Figure 3F. The arrester

releases the residual energies stored in the system, and the

peak TIV usually is limited to 1.5 times the system voltage.

After the fault current decreases to 10 A, S1, and S2 are

opened to isolate the fault totally. After the isolation, the

capacitor voltage uc is opposite to its initial state.

2.2.5 Adaptive reclosing
To guarantee that the DC line recovers its insulation

characteristic, the reclosing is usually hundreds of

milliseconds later than the isolation (Yang et al., 1123).

After receiving the adaptive reclosing command, the

C-DCCB closes S2 and turns on T2 and T5. If the fault is

permanent, the capacitor C significantly discharges through

the following loop: C—L—T5—R1—fault point—S2—T2, as

shown in Figure 3G. If the fault is transient, the capacitor

slightly discharges through the equivalent grounded

capacitance of the DC line.

After identifying the permanent fault, S2 is opened to

isolate the fault when the discharging current is smaller than

10 A. After identifying the transient fault, the C-DCCB turns

on T1 and T5; thus, the capacitor C and the DC line are

charged to the system voltage, as shown in Figure 3H; after

that, the C-DCCB successively closes S1, FD and LCS, and the

reclosing is completed.

After reclosing the C-DCCB located on one side of the DC

line, if the fault is transient, the line voltage is close to the system

voltage; otherwise, the line voltage is much less than the system

voltage. Thus, the C-DCCB located on the other side of the DC

line directly identifies the fault property using the line voltage.

3 Parameter design and fault property
identification of the C-DCCB

3.1 Turning T1 off

During t3 and t4, the capacitor discharging loop is

equivalent to the circuit shown in Figure 4A, where uTi is

the voltage drop in Ti, i = 1, 2, 3, 4. Assume that thyristors have

the same voltage drops of uT, then we can obtain:

⎡⎣ • uc
• ic

⎤⎦ � [ 0 −1/C
−1/L 0

][ uc

ic
] (2)

where the initial values of ic and uc are 0 and uc0, respectively, and

uc0 is negative under the reference direction in Figure 1.

After a metallic fault occurs at the load side of the C-DCCB,

the system side of the C-DCCB is equivalent to a voltage source

connected in series with an inductor Ldc. The equivalent

capacitor discharge circuit during t4 and t5 is shown in

Figure 4B, where isys is the system current, id is the current

flowing through D1, udi is the voltage drop in Di, i = 1, 2. Assume

that the diodes have the same voltage drop of ud, then we can

obtain:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −L
Ldc 0 0 L
1 1 0 −1
0 0 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

• isys
• id
• uc
• ic

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uc + uT + ud

Us − uc − uT − ud

0
ic/C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

In Eq. 3, the initial values of uc and ic can be obtained from

those final values in Eq. 2; isys and ic have the same initial

value, and id has an initial value of 0.

FIGURE 4
(A) Equivalent circuit of the capacitor discharging during t3
and t4. (B) equivalent discharge circuit of the capacitor during t4
and t5; (C) relations of tR, L, and C (D) relations of IR. Io. and uc0.
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In this analysis, Us = 200 kV, Ldc = 0.04 H, uc0 = −200 kV,

and the fault current at t3 has a value of I0 = 10 kA.

Substituting these parameters into (2) and (3), the

relations of the reverse-bias time tR, L and C can be

obtained. As shown in Figure 4C, tR increases with C,

because the larger capacitor stores more energy to

maintain the reverse-bias of T1. When L is small, tR
increases with L. However, when L exceeds a critical value

LC, tR decreases with L. When C is too small and L is too large,

tR is 0. When C = 9 μF and L = 1.2 mH, the relations of tR, I0
and uc0 are shown in Figure 4D. The value of tR decreases

with I0 and increases with the absolute value of uc0.

According to the relations of tR and system parameters,

the parameter design principles of the C-DCCB are as

follows: 1) the values of L and C should guarantee that tR
is greater than the turn-off time tq under the worst

interruption condition, i.e., the C-DCCB interrupts the

maximum fault current when the initial capacitor voltage

uc0 has a minimum absolute value; 2) the value of L should be

close to the critical value Lc to improve the utilization

efficiency of L and C.

3.2 Fault property identification

3.2.1 Analysis model:
This section takes the reclosing after a positive pole fault as an

example. As shown in Figure 5A, the systems on both sides of the

negative pole are represented by the Thevenin equivalent circuits;

Ueq1 and Ueq2 are Thevenin voltages; Zeq1 and Zeq2 are Thevenin

impedances; ur is the capacitor voltage at the beginning of

reclosing. Taking the fault point as a boundary, the DC line is

divided into two parts. If the fault is permanent, the switch k1 is

closed; otherwise, k1 is opened. The turn-on commands of

thyristors TL and TR represent the reclosing commands of

C-DCCBs on the left and right sides, respectively.

We assume that the C-DCCB on the left side closes S2, T2 and

T5, which is equivalent to that TL is turned on in Figure 5A.

According to the superposition theorem, during the reclosing,

the system response change is caused by the excitation of the

voltage source ur. Considering only the excitation of ur, the

equivalent system circuit is shown in Figure 5B.

Using the DC line’s frequency-dependent parameter, the

nodal admittance matrix of the DC line can be obtained, and

FIGURE 5
(A)Schematic of the system circuit after isolating the fault
pole; (B)equivalent system circuit during the reclosing.

FIGURE 6
(A) Simulation and calculation values of Δu during reclosing
without fault; (B) relation between ucm and Zeq (C) relation
between ucm and L (D) relation between ucm and R1 (E) relations
of ucm, C and line length.
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then the bus admittance matrix of the circuit in Figure 5B can be

established. The self-impedance of the node connecting the

voltage source ur and the capacitor C is marked as Zself, then

the current injected into the DC line, marked as Ir, is:

Ir � ur/(sZself) (4)

where s is the Laplace operator.

During reclosing, the capacitor voltage uc is:

uc � ur + Ir/(sC) (5)

The value of uc in the frequency domain can be calculated by

combining (4) and (5). The value of uc in the time domain can be

obtained using the numerical inversion of the Laplace transform

(Gómez and Uribe, 2009). The detailed calculation process can

refer to the method in (Guo et al., 2021) and is not repeated in

this paper.

3.2.2 Transient fault:
At the beginning of reclosing, the voltage source ur generates

a current traveling wave on the DC line. When the fault is

transient, because the DC line end is an open circuit, the current

traveling wave is totally reflected at the DC line end, and the

reflection wave is in the opposite direction of the original

traveling wave. When the reflection current wave transmits to

the DC line head, Ir decreases to 0, and the thyristor TL is

reversely biased, causing the capacitor voltage uc keeps

unchanged.

According to the system parameters in Section 4, we take ur =

1 pu, C = 9 μF, L = 1.2 mH, R1 = 150Ω, Zeq1 = Zeq2 = 100 Ω. As
shown in Figure 6A, the capacitor discharges through the DC line

during reclosing without fault, and uc gradually decreases.

Because of the current reflection wave, the thyristor TL is

turned off and uc keeps unchanged after 1.36 ms. The

deviation between the calculation and simulation values of uc
is relatively small, which validates the accuracy of the analysis

model.

During reclosing, the minimum value of uc is marked as ucm.

The relations of ucm and the system parameters are discussed

using the above analysis model. The values of Zeq1 and Zeq2 are

related to the non-fault area of the DC grid. When Zeq1 = Zeq2 =

Zeq, the relation between ucm and Zeq is shown in Figure 6B.

When Zeq increases from 0 to 2 kΩ, ucm only increases by 1.0%,

indicating that the non-fault area of the DC grid has little

influence on ucm.

As shown in Figure 6C, when L increases from 0.2 to

120.2 mH, ucm only decreases by 1.6%, indicating that the

influence of L on ucm is not significant. As shown in

Figure 6D, ucm increases with increasing R1, because R1

limits the amplitude of the current traveling wave, thus

limiting the discharge of capacitor C. As shown in

Figure 6E, ucm increases with the increasing C. With the DC

line length increase, the arrival time of the current reflection

wave increases, causing the increase in capacitor discharge time

and the decrease of ucm.

3.2.3 Permanent fault:
After reclosing the C-DCCB with a permanent fault, the

current traveling wave will be reflected at the fault point. If the fault

resistance is less than the line wave impedance, the current reflection

wave has the same polarity as the original current traveling wave;

otherwise, compared to the original current travelingwave, the current

reflection wave has an opposite polarity and smaller amplitude.

Therefore, the traveling wave effect will not cause the capacitor

current to cross zero during reclosing with a permanent fault.

As shown in Figure 3G, the capacitor significantly discharges

through R1, L and the fault line during reclosing with a

permanent fault. The equivalent parallel admittance of the DC

line has little effect on the discharge. Using the lumped parameter

model of the DC line, the equivalent capacitor discharge circuit is

shown in Figure 7A, where Req and Leq are the equivalent

resistance and inductance of the DC line, respectively. For this

second-order circuit, when (R1 + Req)> 2
����������
(L + Leq)/C

√
, the

discharge process is overdamped, and uc gradually decreases

to 0. When (R1 + Req)< 2
����������
(L + Leq)/C

√
, the discharge process is

underdamped, and uc decreases to a negative value when the

discharge current crosses zero. After the discharge current

crosses zero, the thyristor TL is turned off, and uc maintains

the negative value.

As shown in Figure 7B, for a permanent fault located at the

DC line end, when the fault resistance is 0 and 100Ω, the

discharge is underdamped, and the minimum value of uc is

less than 0. When the fault resistance is 300 and 500Ω, the

discharge process is overdamped, and uc decreases to 0. These

results are consistent with the above analysis.

FIGURE 7
(A) Equivalent discharge circuit during reclosing with a
permanent fault; (B) waveforms of uc, when the permanent fault
has different fault resistances.
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3.2.4 Criteria for identifying the fault property:
According to the above analysis, during reclosing with

transient faults, uc decreases to a positive value ucm, which

can be calculated using Eq. 4 and Eq. 5. During reclosing with

permanent faults, uc decreases to be no more than 0. A

permanent fault is identified using the following criterion:

uc(t)≤ uth � ucm − umar1 (6)

where uth is the voltage threshold, and umar1 is a positive safety

margin.

A transient fault is identified using the following criterion:

uc(t)> uth & |uc(t − Δt) − uc(t)|< uerror (7)

A slighter fault causes a slower capacitor discharge rate

during reclosing with a permanent fault. The values of uerror
and Δt should satisfy the following conditions: 1) the criterion

in Eq. 7 is not true in the case of the slightest permanent fault,

which occurs at the end of DC line and has the largest fault

resistance; and 2) uerror is greater than the maximum

measurement error.

In addition, to correctly identify the transient fault that lasts

longer than hundreds of milliseconds, the following method is

adopted: after identifying a permanent fault, the C-DCCB will

perform another reclosing attempt to identify the fault property

again unless the number of reclosing attempts reaches the

maximum value allowed by the system.

4 Simulation results

4.1 Simulation parameters

As shown in Figure 8A, a four-terminal bipolar DC grid is

established in PSCAD/EMTDC, and the rated voltage is ±200 kV. In

the DC grid, each station contains 2MMCs, and its neutral point is

directly earthed. For the equivalent model, all sub-modules in each

MMC arm are equivalent to a Thevenin equivalent circuit; thus,

the simulation efficiency is greatly improved. The DC grid is

bipolar and has a rated voltage of ±200 kV, and the detailed

equivalent model of MMC in (Cigré, 2014) is used. Both ends of

the DC line are equipped with C-DCCBs and current-limiting

inductors of 0.04 H. The C-DCCB located on the Bus1 side of

Line 4 is marked as B1 and taken as an example. For simplicity,

only simulation results of the positive pole are shown in this

paper. The parameters of the C-DCCB and simulation model

FIGURE 8
(A) Topology of the DC grid; (B) configuration of transmission
line.

TABLE 1 Parameters of the C-DCCB.

Parameter Value

Interruption capacity 12 kA

Peak TIV 300 kV

FD operation time tFD 2 ms

Capacitance C 9 μF

Inductance L 1.2 mH

Resistances R1, R2 100 Ω, 800 Ω
Preset recharge value of uc −180 kV

Turn-off time of T1 and T2 60 μs (5STF28H2060)

Voltage threshold uth 140.7 kV

TABLE 2 Main parameters of the HVDC Grid.

Parameters
Values

Rated power of station (MW) Station 1: −600 Station 2: 600
Station 3: −600 Station 4: 600

Length of the Overhead Lines (km) line l1: 100 line l2: 150
line l3: 200 line l4: 200
line l5: 200

Arm inductance Larm (mH) Station 1: 19 Station 2: 58
Station 3: 29 Station 4: 19

Capacitance of sub-module C0 (µF) Station 1: 450 Station 2: 150
Station 3: 300 Station 4: 450

Arm resistance r0 (Ω) Station 1: 0.18 Station 2: 0.55
Station 3: 0.27 Station 4: 0.18

Ldc (mH) 40

Number of arm sub-modules n0 200
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are shown in Table 1 and Table 2, and the design of reclosing

parameters is presented as follows.

During the interruption, the internal capacitor voltage

uc is charged to the peak TIV of 300 kV. After the

interruption, the capacitor C slowly discharges through

the arrester and D3. After a time delay of 300 ms, the

capacitor voltage is discharged to ur = 192 kV at the

beginning of reclosing. The transmission line is based on

the frequency-dependent model, and the line configuration

is shown in Figure 8B. Substituting the C-DCCB and line

parameters into (4) and (5), we can obtain that ucm =

0.785 ur. In this paper, the safety margin umar1 is taken

as 10 kV. Then, the voltage threshold uth in (6) and (7) has a

value of 0.785 × 192–10 = 140.7 kV.

ForDC grid protections, themaximumvalue of fault resistance is

usually hundreds of ohm. In simulations, even if the permanent fault

located on the B2 side of Line 4 has a fault resistance of up to 1 kΩ, uc
decreases to uth within 3 ms during the reclosing process. Thus, as

long as Δt is greater than 3ms and uerror is less than (ur−uth), the

permanent fault will not cause malfunctions of criterion in Eq. 7. We

assume that the capacitor voltmeter has a voltage range of 350 kV

and an accuracy ratio of 0.1%; thus, the maximum measurement

error of the voltmeter is 0.35 kV. Considering these above conditions,

we select uerror and Δt as 0.5 kV and 5 ms, respectively.

4.2 Interruption of fault current

As shown in Figure 8A, considering the most serious fault

condition, a metallic fault occurs at the line side of B1 at t = 0 ms,

and the initial capacitor voltage is −180 kV. After the fault is

detected at t = 1 ms, the interruption results are shown in

Figure 9, where idc, iT1, ic and iar are the currents flowing

through Line 4, T1, C and arrester, respectively.

We assume that the protection detects the fault at t = 1ms. As

shown in Figure 9, after t = 1ms, T1 is turned on and then the LCS is

turned off. At t = 1.16 ms, idc is commutated into theMB, and the FD

is opened without arc. Substituting system parameters into (1), T3 is

turned on at t = 3.1 ms. After that, ic rapidly exceeds the fault current;

thus, T1 is reversely biased. The reverse-bias of T1 continues until idc

exceeds ic. The reverse-bias time is 120 μs and two times tq, which is

sufficient to turn offT1.With the charging of the capacitor, idc reaches

the maximum value of 11.7 kA at t = 3.29 ms and then gradually

decreases. At t = 3.42 ms, idc is commutated into the arrester. At t =

10.3 ms, idc falls to below 10 A.

For the typical hybrid DCCB in (Hafner and Jacobson, 2011), the

fault current decreases almost immediately after the FD recovers the

dielectric strength. For the C-DCCB, the fault current begins to fall at

t = 3.29 ms, which is only 0.13 ms later than the instant that the FD

recovers the dielectric strength at t = 3.16 ms. The time interval from

the fault inception to the moment that the fault current begins to

decrease is defined as the fault neutralization time. The fault

neutralization time of C-DCCB is only a few hundred

microseconds longer than that of typical hybrid DCCB, indicating

a quick interruption speed.

4.3 Reclosing with a permanent fault

4.3.1 Permanent metallic fault
We set a permanent fault at the midpoint of Line 4 at t = 0ms,

and the fault resistance is 0.01Ω. At t = 300 ms, B1 begins to reclose,

i.e., T2 and T5 are turned on. As shown in Figure 10A, uc gradually

decreases during reclosing and is smaller than uth = 140.7 kV after t =

301.08 ms. Thus, B1 identifies the permanent fault. During reclosing,

the capacitor discharges through R1, L and the fault line, and this

second-order discharge circuit is underdamped because the fault

resistance is small. As shown in Figure 10A, when ic crosses 0 at t =

305.08 ms, uc decreases to a negative value, and T2 and T5 are turned

off. After that, S2 is opened to isolate the permanent fault.

At the initial stage of reclosing, ic undergoes multiple abrupt

changes because of the traveling wave effect. The traveling impact

FIGURE 9
Current waveforms during the interruption.

FIGURE 10
Simulation results during reclosing: (A) permanent metallic
fault: (B) permanent high resistance fault.
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decreases over time and is not significant after 302.5 ms. At t =

305.08 ms, the zero crossing of ic is caused by the underdamped

discharge process rather than the traveling effect, which is

consistent with the analysis in Section 3.2.

4.3.2 Permanent high-resistance fault
We set a permanent fault at the B2 side of Line 4, and the fault

resistance is 500Ω. After the interruption, B1 begins to reclose at t =
300ms. As shown in Figure 10B, uc decreases to uth = 140.7 kV at t =

301.76 ms; thus, the permanent fault is identified. Because the fault

resistance is large, the capacitor discharge process is overdamped. At

t= 320ms, uc decreases to 6.7 kV and ic is smaller than 10A. Then, S2
begins to be opened, and the fault is totally isolated at t = 340ms.

4.4 Reclosing with a transient fault

After isolating a transient fault on Line 4, B1 begins to reclose at

t = 300ms; thus, a current traveling wave is injected into Line 4. The

current traveling wave transmits along Line 4 and is totally reflected

at the end of Line 4. As shown in Figure 11A, at t = 301.40 ms, the

current reflection wave arrives at the head of Line 4 and causes ic to

cross 0, because the reflected wave is in the opposite polarity of the

original traveling wave. After that, uc maintains at 151 kV. At t =

306.36 ms, the criterion in Eq. 7 is activated, indicating that the fault

on Line 4 has disappeared. After that, B1 turns onT1 andT5; thus, the

DC grid charges the capacitor C and Line 4 through the resistor R2.

Finally, the capacitor C is charged to the system voltage.

As shown in Figure 11B, the voltage of Line 4 on B1 side, marked

as uB1, increases to 190 kV at t = 339.20 ms, and B1 begins to close S1.

At t = 339.24 ms, the voltage of Line 4 on B2 side, marked as uB2,

increases to 190 kV; thus, B2 directly identifies that the line fault has

disappeared, and S1, S2, FD and LCS in B2 are successively closed.

After that, uB1 and uB2 gradually recover to close to 200 kV.

During the reclosing process, the discharging of the capacitor and

charging of Line 4 cause negative and positive abrupt changes in idc,

respectively, as shown in Figure 11C. After t= 360ms,MCs of B1 and

B2 have been closed; thus, idc begins to restore to the normal value.

Line 4 begins to restore the power transmission. This restoration

process takes hundreds ofmilliseconds. A special control strategy can

be used to improve the restoration speed, which will be considered in

future work.

4.5 Comparisons

In this section, the C-DCCBs in (Liu, 2019), (Wu et al., 2019)

and (Guo et al., 2020) are compared with the proposed C-DCCB.

4.5.1 Interruption performance
In these C-DCCBs, only the C-DCCB in (Liu, 2019) opens

the FD with arcing, which increases the FD operation time. Thus,

when the same FD is used, the C-DCCB in (Liu, 2019) has a

longer interruption time than the other three C-DCCBs. For the

other three C-DCCBs, the fault current decreases within a few

hundred microseconds after the FD recovers the dielectric

strength, indicating a quick interruption speed.

Except for the MC, the C-DCCB in (Liu, 2019) cannot provide

another current path to conduct the load current, whereas the other

three C-DCCBs can conduct the load current using the thyristors in

theMB. Therefore, the C-DCCB in (Liu, 2019) does not have the pre-

activation ability, whereas the other three C-DCCBs have the pre-

activation ability. Combining the protection and pre-activation, these

three C-DCCBs can further reduce the interruption time.

During the interruption of backward direction currents, the

C-DCCB in (Liu, 2019) cannot decrease the FD current to 0 until

the capacitor discharge current is reversed, causing a larger

interruption time. In (Wu et al., 2019), the C-DCCB interrupts

only the forward direction currents and cannot interrupt the

backward direction fault currents. Because of the symmetry of

topology, the proposed C-DCCB can interrupt bidirectional

currents with the same performance, and the C-DCCB in (Guo

et al., 2020) also has this interruption characteristic.

4.5.2 Semiconductor cost
The peak TIV of these C-DCCBs, marked as Up, is selected as

300 kV to compare the semiconductor cost. For the proposed

C-DCCB, T1 and T2 are turned off during the interruption of the

FIGURE 11
Simulation results during reclosing with a transient fault: (A)
the value of uc and ic; (B) line voltages uB1 and uB2; (C) line
current idc.

Frontiers in Energy Research frontiersin.org10

Xu et al. 10.3389/fenrg.2022.1013696

159

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1013696


forward direction and backward direction currents, respectively.

They should be composed of fast thyristor modules to maintain a

short interruption time. The thyristors T3 andT4 are naturally turned

off after the interruption, and the thyristor T5 is naturally turned off

after the precharge process; thus, thyristors T3, T4 and T5 can be

composed of phase-control thyristor modules. Then, the proposed

C-DCCB contains phase-control thyristor modules with a voltage

rating of 3Up, fast thyristor modules with a voltage rating of 2Up, and

diode modules of 3Up.

For the C-DCCB in (Liu, 2019), a triggered spark gap or reverse-

conducting thyristor can be used to trigger the capacitor discharge

during the interruption. The reverse-conducting thyristor comprises

phase-control thyristormodules with a voltage rating ofUp and diode

modules with a voltage rating of Up. In (Wu et al., 2019), three

thyristors need to be turned off during the interruption process. They

should be composed of fast thyristormodules with a voltage rating of

3Up; one thyristor is naturally turned off after the interruption and

can be composed of phase-control thyristor modules with a voltage

rating of Up. In (Guo et al., 2020), one thyristor is turned off during

the interruption process and composed of fast thyristormodules with

a voltage rating of Up. In addition, phase-control thyristor modules

with a voltage rating of 5Up and diode modules with a voltage rating

of 5Up are also needed in (Guo et al., 2020).

We assume that the thyristor module N2825TE400 (4 kV, ¥

3,723 (findic and digikey, 2021)), fast thyristor module 5STF

28H2060 (2 kV, ¥ 2,755 (findic and digikey, 2021)) and diode

module W3082MC450 (4.5 kV, ¥ 1,610 (findic and digikey,

2021)) are used, and a safety voltage margin of 2 is maintained.

Then, the device costs of these C-DCCBs are given in Table 3, and the

unit of device costs is RMB. The C-DCCBs in (Liu, 2019) and (Guo

et al., 2020) have the smallest and largest semiconductor costs,

respectively, and the proposed C-DCCB has a higher

semiconductor cost than the C-DCCB in (Wu et al., 2019).

According to the evaluation method in (Evans et al., 2019), the

capacitor C of 9 μF in the proposed C-DCCB has a cost of ¥

2,231,323, which is more than half of the total semiconductor

cost of ¥ 3,975,570. Thus, the capacitor cost is vital for evaluating

the construction cost of C-DCCBs. ForC-DCCBs, the capacitor value

is related to the interruption conditions, such as voltage rating and

interruption capacity. Comparing capacitor costs of C-DCCBs

should be based on the same interruption conditions. Considering

that the capacitor values in (Liu, 2019), (Wu et al., 2019), (Guo et al.,

2020) and this paper are selected based on different interruption

conditions, the capacitor costs are not compared to avoid injustice.

4.5.3 Reclosing performance
For the C-DCCB in (Liu, 2019), the polarities of the capacitor

voltage are in the opposite directions before and after the interruption.

The C-DCCB in (Liu, 2019) requires additional circuits to restore the

normal state of the capacitor before reclosing, which increases the

construction cost and is not conducive to fast reclosing. The C-DCCB

in (Wu et al., 2019) has the same polarity of capacitor voltage before

and after the interruption, and the C-DCCB in (Guo et al., 2020) can

quickly restore the initial capacitor voltage using the grounded

branch. Thus, these two C-DCCBs have a fast reclosing ability.

However, direct reclosing rather than adaptive reclosing is

considered in previous papers. The direct reclosing strategy

TABLE 3 Semiconductor costs of C-DCCBs.

C-DCCB N2825 TE400 5STF 28H2060 (¥) W3082MC450(¥) Total cost (¥)

In (Liu, 2019) 558,450 (¥) 0 (¥) 215,740 (¥) 774,190 (¥)

In (Wu et al., 2019) 558,450 (¥) 2,479,500 (¥) 0 (¥) 3,037,950 (¥)

In (Guo et al., 2020) 2,792,250 (¥) 826,500 (¥) 1,078,700 (¥) 4,697,450 (¥)

Our 1,675,350 (¥) 1,653,000 (¥) 647,220 (¥) 3,975,570 (¥)

FIGURE 12
Waveforms of idc when the C-DCCB recloses with a
permanent fault using different reclosing strategies.

FIGURE 13
Waveforms of ubus1 when the C-DCCB recloses with a
transient fault using different reclosing strategies.
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directly recloses the C-DCCB to reconnect the HVDC grid to the

isolated line, and the C-DCCB interrupts the fault current in case

of permanent faults. Considering that these C-DCCBs have

similar performances during the direct reclosing, the proposed

C-DCCB is used to perform the direct reclosing to validate the

advantage of the proposed adaptive reclosing strategy.

For the first direct reclosing method, which is marked as DR1,

the proposed C-DCCB successively closes S1, S2 and FD. For the

second direct reclosing method, which uses the pre-activation ability

and is marked as DR2, the proposed C-DCCB successively closes

S1—S2 and turns on T1—T2, and then the system current is

commutated into the MC by closing FD and turning on LCS.

Compared with the DR1, the DR2 effectively reduces the

interruption time during the permanent fault because the process

of commutating the fault current from MC into MB is avoided. The

proposed adaptive reclosing strategy is marked as AR.

We set a permanent metallic fault at the head of Line 4. For

DR1 and DR2, we assume that the fault detection time is only

0.2 ms. As shown in Figure 12, compared with DR1, DR2 reduces

themaximum value of idc from 9.73 to 2.11 kA because DR2 has a

much shorter interruption time. For the proposed adaptive

reclosing strategy, the maximum absolute value of idc is only

1.22 kA. Therefore, compared with direct reclosing strategies, the

proposed adaptive reclosing strategy effectively limits the fault

current during the permanent fault.

We set a transient fault at Line 4, and B1 recloses using different

reclosing strategies. The simulation results are shown in Figure 13.

For DR1 and DR2, the HVDC grid directly charges the positive pole

of Line 4, causing oscillations in the Bus1 voltage ubus1, and DR1 and

DR2 almost have the same waveforms of ubus1. For the adaptive

reclosing strategy, the HVDC grid charges the positive pole of Line

4 and the internal capacitor of C-DCCB through the resistor R2 at

301.6 ms; thus, ubus1 drops to 168 kV and then quickly returns to the

normal value without significant oscillations. Compared with direct

reclosing strategies, the adaptive reclosing strategy effectively reduces

the voltage oscillations in HVDC grids.

5 Conclusion

This paper proposes a novel C-DCCB with adaptive reclosing

ability. The parameter design is analyzed to ensure the reliable turn-

off of the thyristor, which is key to the successful interruption. The

transient process during adaptive reclosing is analyzed to identify the

fault property. The semiconductor cost, interruption and reclosing

performances of the proposed C-DCCB are compared with those of

previous C-DCCBs. The main conclusions are summarized as

follows.

1) The proposed C-DCCB achieves good interruption

performances, such as quick interruption speed and pre-

activation ability. During interruptions, the fault current

decreases within a few hundred microseconds after the FD

restores the dielectric strength. Using the pre-activation, the

fault current is commutated into the MB during the

protection time, thus effectively reducing the

interruption time.

2) During the adaptive reclosing, the internal capacitor has a large

initial voltage and discharges through the grounded branch. The

capacitor voltage decreases to a positive value when the fault is

transient, and the capacitor voltage is no more than 0 when the

fault is permanent; thus, the fault property is identified using the

capacitor voltage.

3) The adaptive reclosing of C-DCCBs is less considered in

previous papers. An adaptive reclosing strategy is

designed for the proposed C-DCCB, which is the main

contribution of this paper. Using the adaptive reclosing

strategy, the proposed C-DCCB avoids the second fault

shock in case of permanent faults, and the power

transmission is restored without significant voltage

oscillations in transient faults.
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With the increasing uncertainty and complexity of modern power grids, the

real-time active power corrective control problem becomes intractable,

bringing significant challenges to the stable operation of future power

systems. To promote effective and efficient active power corrective control,

a prior knowledge-embedded reinforcement learning method is proposed in

this paper, to improve the performance of the deep reinforcement learning

agent whilemaintaining the real-time control manner. The system-level feature

is first established based on prior knowledge and cooperating with the

equipment-level features, to provide a thorough description of the power

network states. A global-local network structure is then constructed to

integrate the two-level information accordingly by introducing the graph

pooling method. Based on the multi-level representation of power system

states, the Deep Q-learning from Demonstrations method is adopted to guide

the deep reinforcement learning agent to learn from the expert policy along

with the interactive improving process. Considering the infrequent corrective

control actions in practice, the double-prioritized training mechanism

combined with the λ-return is further developed to help the agent lay

emphasis on learning from critical control experience. Simulation results

demonstrate that the proposed method prevails over the conventional deep

reinforcement learning methods in training efficiency and control effects, and

has the potential to solve the complex active power corrective control problem

in the future.

KEYWORDS

active power corrective control, deepQ-learning fromdemonstrations, graph pooling,
power system, prior knowledge

OPEN ACCESS

EDITED BY

Chaolong Zhang,
Anqing Normal University, China

REVIEWED BY

Weihang Yan,
National Renewable Energy Laboratory
(DOE), United States
Jun Hao,
University of Denver, United States
Juan Wei,
Hunan University, China

*CORRESPONDENCE

Jun Zhang,
jun.zhang.ee@whu.edu.cn

SPECIALTY SECTION

This article was submitted to Smart
Grids,
a section of the journal
Frontiers in Energy Research

RECEIVED 02 August 2022
ACCEPTED 22 August 2022
PUBLISHED 29 September 2022

CITATION

Xu P, Zhang J, Lu J, Zhang H, Gao T and
Chen S (2022), A prior knowledge-
embedded reinforcement learning
method for real-time active power
corrective control in complex
power systems.
Front. Energy Res. 10:1009545.
doi: 10.3389/fenrg.2022.1009545

COPYRIGHT

© 2022 Xu, Zhang, Lu, Zhang, Gao and
Chen. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does
not comply with these terms.

Frontiers in Energy Research frontiersin.org01

TYPE Original Research
PUBLISHED 29 September 2022
DOI 10.3389/fenrg.2022.1009545

163

https://www.frontiersin.org/articles/10.3389/fenrg.2022.1009545/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1009545/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1009545/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1009545/full
https://www.frontiersin.org/articles/10.3389/fenrg.2022.1009545/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2022.1009545&domain=pdf&date_stamp=2022-09-29
mailto:jun.zhang.ee@whu.edu.cn
https://doi.org/10.3389/fenrg.2022.1009545
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2022.1009545


1 Introduction

Security control is a critical method to ensure the safe and

reliable operation of power systems. The blackouts in recent years

show that successive outages of transmission lines are the main

cause of cascading failures and even system crashes. Therefore, it

is of great significance to perform real-time and effective active

power corrective control in the complex power system, to

efficiently eliminate line overloads, prevent cascading failures

and ensure the stable operation of the power grid.

Scholars have conducted extensive research on this topic. In

the early days, generation rescheduling and load shedding are

carried out to mitigate the transmission line congestion based on

the sensitivity matrices (Talukdar et al., 2005). Fuzzy logic

control is also utilized to alleviate the line overloads (Lenoir

et al., 2009). As the power system becomes increasingly complex,

the security-constrained optimal power flow (SCOPF)

approaches considering N-1 contingencies are widely adopted.

Based on linear network compression, a preventive SCOPF

problem is solved to avoid all possible overloads by pre-

schedule (Karbalaei et al., 2018). Considering the large cost to

satisfy all N-1 constraints in the preventive control method,

corrective control is introduced in the SCOPF approach to

mitigate overloads in contingencies. A corrective SCOPF

approach is proposed in (Cao et al., 2015) with the help of

multi-terminal VSC-HVDC. By introducing the unified power

flow controller as the fast corrective control measure, a three-

stage corrective SCOPF approach is proposed in (Yan et al.,

2020a) based on Benders decomposition and sequential cone

programming. A real-time distributed OPF approach is also

proposed to perform robust corrective control (Ding et al.,

2020). Efforts are also made to make full use of the preventive

method and the corrective method. In (Waseem and Manshadi,

2021), contingencies are filtered and divided for preventive

actions and corrective actions, and the SCOPF problem is

solved based on a decomposed convex relaxation algorithm.

The combination of preventive SCOPF and corrective SCOPF

is proposed in (Xu et al., 2013) to promote system security, while

the evolutionary algorithm and the interior-point method are

adopted for optimal solutions. Besides, considering the open-

loop feature of the OPF-based methods, the model-predictive

control method is also developed to alleviate overloads based on

the model-based linear power flow model (Martin and Hiskens,

2016).

The existing methods provide enlightening solutions to

realize the effective corrective control of power systems.

However, with the high penetration of renewable energy and

the wide interconnection of power grids, the power system’s

operation mode and stability characteristics become more

complex (Yan et al., 2019; Yan et al., 2020b; Yan et al., 2021).

The strong complexity and uncertainty of the new-type power

system aggravate the modeling difficulty of the active power

corrective control problem. Correspondingly, the model-based

methods will face great challenges in promoting the effectiveness

and efficiency of the corrective control strategy. Meanwhile, the

swiftly developed deep reinforcement learning (DRL) method

can deal with complicated problems in a model-free manner with

high computational efficiency. These features make the DRL

method suitable for the real-time active power corrective control

problem. In our previous work, by introducing the simulation

assistance, graph neural networks, and the multi-agent

framework, we have proposed basic methods for the

application of deep reinforcement learning in modern power

system corrective control and verified the efficiency, feasibility,

and adaptability of the DRL method (Xu et al., 2020; Chen et al.,

2021; Xu et al., 2021).

However, the active power corrective control in new-type

power systems demands the efficient and accurate alleviation of

line overloads under the highly dynamic and strongly uncertain

network operation states, which is of great complexity. The

interactive learning of the conventional DRL method usually

requires a lot of time, and the performance of the final strategy

explored in the complex power system with massive constraints

can be difficult to guarantee. At the same time, as

aforementioned, there are plenty of model-based methods, as

well as human experience, in the field of active power corrective

control. If we can make full use of the prior knowledge, it will be

of great help to apply the DRL method to active power corrective

control more efficiently and effectively. In recent years,

researchers begin to study the fusion of prior knowledge in

DRL methods. A deep Q-learning from demonstrations

(DQfD) method is proposed in (Hester et al., 2018), where

human experience is collected as demonstration data to pre-

train the DRL agent and further join its interactive learning

process. Based on this idea, some researchers focus on improving

the performance of the DQfD method by introducing soft expert

guidance or behavioral cloning (Gao et al., 2018; Li et al., 2022a).

Most recently, attempts of applying the prior knowledge guided

DRL in power systems have been made, where the emergency

voltage control is conducted (Li et al., 2022b).

Enlightened by the above work, a prior knowledge-embedded

reinforcement learning (PKE-RL) method for active power

corrective control is proposed in this paper, to improve the

exploration efficiency and control performance of DRL

methods in complex corrective control problems. The

contributions of this paper are as follows:

1) According to the multi-level characteristics of the power

system, the differential integration method of the real-time

power grid state based on graph convolution and graph

pooling is proposed, to fully represent and fuse the system

operation indexes and fine-grained equipment features at

global and local levels.

2) Based on the idea of Deep Q-learning from Demonstrations,

the prior experience is introduced to the initial strategy

optimization and whole-process guidance of the agent
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training. Considering the sparsity of the corrective control

action, a double-prioritized DQfD(λ) training mechanism is

further developed to focus the training process on critical

control trajectories.

3) The simulation results in the modified 36-bus system

demonstrate that the proposed method can effectively

utilize the prior knowledge to further improve the DRL

training performance and optimize the operation stability

of power grids.

The remainder of this paper is organized as follows: Section 2

describes the active power corrective problem and formulates it

as a Markov decision process (MDP). Section 3 illustrates the

proposed prior knowledge-embedded reinforcement learning

method. In Section 4, case studies are given to verify the

proposed method. Section 5 summarizes our work and

provides future directions for our research.

2 Problem formulation

2.1 Objective and constraints

The goal of the conventional active power corrective control

is generally described as:

{minf(|ΔPG|,ΔPL,ΔΝ)
s.t.

∣∣∣∣Pij

∣∣∣∣≤ �Pij
(1)

where f(·) denotes the function related to the control cost, ΔPG

and ΔPL represent the amount of generator redispatch and load

shedding, respectively. ΔΝ represents the adjustment of the

topology, such as line switching or bus-bar splitting. Notably,

topological changes are assumed to be cost-free in this paper. Pij

and �Pij denote the current power and capacity of the

transmission line lij.

Along with the traditional constraints, to guide the corrective

control actions to the feasible region and minimize their

disturbance to the power grid, the number of topological

control actions and redispatch amounts of generators are also

restricted.

Xline +Xbus ≤Nlimit (2)

{ |ΔPG|≤min(PGmax − PG, Rup)
|ΔPG|≤min(PG − PGmin,Rdown) (3)

where Xline, Xbus, Nlimit represent the number of line switching

actions, bus-bar switching actions, and the limited topological

actions, respectively. PGmax , PGmin ,Rup ,Rdown denote the upper

and lower bounds of the generator outputs, as well as the

bidirectional ramping rates of the generators.

As the active power corrective control aims to avoid

cascading failures by mitigating overloads, same as (Xu et al.,

2021), the problem is extended to a time-series control problem

as illustrated in Eq. 4. The goal can transform into securing the

system operation while minimizing the overall cost during the

control period, where corrective actions are carried out to

alleviate overloads, preventive actions can also be considered

to promote the system stability in advance:

min∑T

t�0[f(|ΔPG(t)|,ΔPL(t), t) + fnet(t) + Eloss(t) · p(t)] (4)

where T denotes the control duration, fnet(t) represents the

network loss cost, which can reflect the economic influence of

corrective actions. Eloss(t) symbolizes the energy loss at time t

when a blackout strikes and p(t) represents the marginal price of

the generators’ outputs.

Furthermore, considering the practical constraints, the

reaction time and the recovery time of power equipment are

adopted, to reflect the available time for mitigating the overloads

and the time requirements for reactivating the power equipment.

2.2 Problem formulated as MDP

According to the objective function presented in Eq. 4, the

active power corrective control can be modeled as MDP in the

form of a 5-element tuple � {S,A,P,R, γ} . Where γ symbolizes

the discounting factor and P represents the state transition

probability matrix. The details of other elements are

elaborated as follows:

State space S: The state st ∈ S represents the observation

collected by the dispatch center from the power grid. As

topological adjustments and node injections are addressed to

mitigate line overloads, the features of generators, loads, and

transmission lines are considered. Thus, the state is consisted of

the active power status of power equipment and the load ratio of

each line, i.e.,

st � (P, ρ) (5)

where P denote the active power status of the power equipment,

including outputs of generators, consumption of loads, and

power flow at both ends of the lines. ρ represents the load

ratio of each transmission line, i.e., the current flow divided

by the thermal limit of each line.

Action space A: To avoid damaging the interest of

consumers, the action space comprises generator redispatch,

line switching, bus-bar switching, and do-nothing actions.

Notably, the line switching and bus-bar switching actions

change the topology of the power grid in different ways. The

bus-bar switching intervenes in the bus selection of the connected

power equipment in one substation, while the line switching

action alters the operating status of lines.

Reward function R: As the control agent aims to secure the

long-term operation of the power grid under strong

uncertainties, the available transmission capacity (ATC) must

be maintained to promote the flexibility of the power system with
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considering the risks brought by the heavy-loaded lines and

overload lines. Thus, the modified available transmission

capacity is introduced to represent the flexibility of the grid

(Nacional de Colombia, Universidad, 2020):

ot � ∑NL

i�1[max(0, (1 − ρ2i )) − α · max(0, ρi − 1) − β

· max(0, ρi − 0.9)) (6)

where NL denotes the number of lines, α and β

represent the penalty factors of overload and heavy load,

respectively.

Based on MDP, the current system flexibility reflects the

immediate effect of the action at the last time step, then the

reward rt can be defined as:

rt � sign(ot+1)log(1 + |ot+1|) (7)
where sign(·) produces a plus or minus sign according to the

positive elements or the negative elements. Equation 7 can

maintain the reward over a reasonable scale for the DRL

agent to learn (Hester et al., 2018).

3 The prior knowledge-embedded
reinforcement learning method

Although the deep reinforcement learning method can

handle various problems with high computation efficiency,

the effectiveness of the learned policy depends on its

interaction with the environment. For the active power

corrective control in new-type power systems, the existence

of massive constraints, the strong uncertainty of power grid

disturbances, and the selection of the proper measure from

huge candidate strategies should be considered

simultaneously. Thus, it can be challenging for the self-

evolving reinforcement learning method to learn a high-

quality corrective control strategy in such complex power

networks.

To promote the effectiveness of the reinforcement

learning method in active power corrective control

problems, a prior knowledge-embedded reinforcement

learning method is developed in this paper. The

architecture is illustrated in Figure 1. The system-level

power network feature is constructed to merge domain

knowledge into the observation of the DRL agent. Based on

the graph pooling method, a global-local network structure is

established to assist the agent deal with the system-level

information and equipment-level features accordingly.

Then, with the perception ability enhanced, the deep

Q-learning from demonstrations method is introduced to

improve the DRL agent’s capability with the guidance of

expert knowledge. Besides, a double-prioritized DQN(λ)
algorithm is utilized to facilitate the training process by

focusing on the evaluation of key corrective control

trajectories. The dueling deep Q-network is utilized as the

basic DRL framework.

FIGURE 1
The overall architecture of the proposed PKE-RL method.
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3.1 The multi-level differential integration
of environment features

As the power grid is a high-dimensional dynamic system

with strong complexity, a multi-level differential integration

approach for environment features is proposed to aid the

agent to realize a better perception of the status.

In the bulk power system, there are plenty of features

provided for the agent at the moment of decision, and the key

information can be difficult to extract since the features are from

various equipment in a wide area. Hence, the global-level feature

is established on the current modified ATC of the grid to provide

an additional holistic perspective as in Eq. 8:

st,global � ot (8)

According to Eq. 7 and Eq. 8, it can be easily found that the

global-level feature represents rt−1 in another form.

To coordinate with the multi-level features, in our network

architecture, a differential integration strategy for global and

local features is proposed. For the local features, graph attention

networks (GATs) are introduced to perform representation

learning due to the network-structure data format. The power

equipment can be regarded as nodes of a graph. Thus, the

adjacency matrix can be constructed based on the connections

between the power equipment, i.e., the origin and extremity of

lines, generators, and loads. The feature matrix is formed by

combining the common and the unique features of the above

equipment. The details of graph formulation for local features are

shown in (Xu et al., 2021). Thus, the adjacency matrix and feature

matrix in this problem can be elaborated as:

Aij � { 1, if equipment i and j on same bus or same line
0, otherwise

(9)

Xequipment−type

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Origin
Extremity
Load

Generator

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

POR

PEX

PL

PG

ρ
ρ
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

where POR and PEX denote the active power flow at the origin

and the extremity of the transmission line, respectively. PL

represents the active consumption value of the load, and PG

stands for the active power output of the generator. ρ denotes the

load ratio of the transmission line.

Then, GATs can be utilized to conduct graph convolution.

The graph attention layer with multi-head attention for

transformed features of the ith node hi can be defined in Eq.

11 as (Veličković et al., 2017):

h′i � σ⎛⎝
1
K
∑

K

k�1 ∑j∈N i
αkijW

khj⎞⎠ (11)

Where σ symbolizes the non-linear activation function, N i

denotes the neighboring node set of the ith node, K represents

the number of independent attention mechanisms, αkij

symbolizes the normalized attention coefficients computed by

the kth attentionmechanism (Vaswani et al., 2017), andWk is the

kth weight matrix. Notably, the initial transformed features of

nodes H0 equals the feature matrix X.

After the graph convolution, the transformed node-level

vectors of the local features are obtained to serve as the

concrete representation of the current status. To get a

comprehensive environment perception, a self-learning graph-

level representation is acquired by introducing graph pooling on

the transformed node-level vectors. Specifically, a self-attention

graph pooling method is adopted to efficiently extract important

information from node-level vectors, while nodal features and

graph topology are both considered. In (Lee et al., 2019), the

attention score of each node is obtained by adopting graph

convolution:

V � δ(GAT(H,A)) (12)

where δ represents the activation function and GAT(·) denotes
the graph attention layer with multi-head attention as shown in

Eq. 11.

Then, the most important nodes based on the attention score

will be preserved as in Eq. 13.

id � top − rank(V, |ζN|) (13)

FIGURE 2
The proposed network architecture.
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where id denotes the indexes of the preserved nodes, top − rank

represents the function of obtaining those indexes, ζ controls the

ratio of preserved nodes, and N denotes the number of nodes.

The graph pooling can then be realized according to Eq. 14:

{Hout � Hid ⊙ Vid
Aout � Aid,id

(14)

Thus, the important nodes are preserved to assist the agent

address on fewer nodes with critical information maintained,

which can prevent the distraction from the redundant signals in

the bulk power system. Based on features of the important nodes,

a readout layer is further adopted to aggregate the critical

information and make graph-level representation as shown in

Eq. 15 (Cangea et al., 2018):

G � ∑NC
i�1g i
NC

‖ max
i�1
Nc

gi (15)

where gi represents the features of the ith important node, NC

represents the number of the important nodes, and ‖ is the

concatenation function.

Finally, the self-learning graph-level representation and the

prior-designed global-level feature are concatenated as the global

representation. The global representation is then combined with

the concrete representation via trainable weights and the multi-

level differential integration of environment features is realized.

The overall architecture of the adopted neural network is

illustrated in Figure 2.

3.2 Deep Q-learning from demonstrations
focusing on key corrective control
trajectories

In many decision-making problems, the typical

reinforcement learning method usually converges into a good

policy from scratch after massive interactions with the

environment. However, the diverse scenarios, few feasible

solutions, and the complex electrical relation between power

flow and node injection or topology in the active power corrective

control problem make it challenging for DRL agents to learn an

effective strategy by pure interaction, even with the help of

simulation software. Additional work should be done to

further promote the agent’s performance.

In power system corrective control, there always exists expert

data like dispatcher operation records or model-based control

strategies. This kind of data contains prior knowledge and usually

performs well in alleviating overloads. Thus, in this paper, the

deep Q-learning from demonstrations method is introduced to

make full use of the expert knowledge. The domain knowledge is

first utilized to pre-train the agent and then guide the agent

during the rest of the training process, to improve the

effectiveness of the learned corrective control policy.

In general, the DQfD method realizes merging prior

knowledge into standard deep Q-learning by constructing a

comprehensive loss function with four losses considered

(Hester et al., 2018):

L(θ) � LDQ(θ) + α1Ln(θ) + α2LE(θ) + α3LL2(θ) (16)

where θ denote the Q-network parameters.

LDQ(θ), Ln(θ), LE(θ), LL2(θ) denote the 1-step deep

Q-learning loss, the n-step deep Q-learning loss, the expert

loss, and the L2 regularization loss, respectively. α parameters

represent the weights between different losses.

Among the losses, the deep Q-learning losses ensure the

agent improves itself from temporal-difference (TD) learning,

the expert loss is designed to guide the agent to follow the action

strategy of the demonstrator, while the L2 regularization loss

promotes the generalization ability of the agent by restricting the

network parameters.

Specifically, considering the credit assignment problem, the

n-step deep Q-learning loss is introduced to help better evaluate

the actions’ long-term benefits and promote the entire training

process. The n-step loss is computed based on the n-step return:

Ln(θ) � E(s,a,Rn)~U(D)[(Rn − Q(s, a; θ))2] (17)
Rn
t � rt + γrt+1 +/ + γn max

a′∈A
Q(st+n, a′) (18)

where a is the agent action, D symbolizes the replay buffer, and

Rn denotes the n-step return.

As the most important part of all four losses, the expert loss is

established under the assumption that the expert’s action prevails

over other available actions in each scenario selected from

demonstration data, as shown in Eq. 19. In the corresponding

scenario, a large margin supervised loss is introduced to measure

the equality between the greedy action and expert’s action (Piot

et al., 2014). The supervised loss is 0 while the greedy action is the

same as the expert’s action, and the supervised loss is a positive

constant otherwise. Under this setting, the Q-values of other

actions are at least a margin lower than the Q-value of the

expert’s action, allowing the agent to imitate the expert while

satisfying the Bellman equation and evaluating the unseen

actions reasonably.

LE(θ) � max
a∈A

[Q(s, a) + l(aE, a)] − Q(s, aE) (19)

where l(aE, a) represents the large margin supervised loss, aE
denotes the expert’s action.

Based on the comprehensive loss function, the DQfD

method merges the domain knowledge in the pre-training

stage and formal training stage. During the pre-training phase,

the DRL agent performs batch training by sampling from the

collected demonstration data. Then, the pre-trained agent

starts interacting with the environment and storing the

self-generated data into the replay buffer D. The self-

generated data is updated continuously, while the
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demonstration data keeps unchanged to provide persistent

guidance. And the proportion of demonstration data in

experience replay is controlled to maintain the self-

improving ability of the agent. Notably, when the sampled

transition comes from the self-generated data, the expert loss

doesn’t work and equals 0.

In the DRL-based active power corrective control

architecture, the conducted action, e.g., switching the bus-bar

or modifying the generator’s output, can alleviate the current

heavy loads or overloads, as well as change the future operation

point of the power grid. Thus, the long-term effect of the action

must be precisely evaluated. The n-step return can help reduce

the estimation bias to some extent, but in our problem, the

proper selection of “n” can be challenging since the power system

is highly complex. Meanwhile, despite the strong uncertainties of

system disturbances, the power system can maintain stable

operation at most times without additional actions. Thus, the

proportion of preventive or corrective actions can be relatively

low in the replay buffer, which may lead to the lack of sampling

and training of these important control actions, even with tricks

like the prioritized replay. The above two issues can hamper the

training performance of the agent.

To further enable the DRL-based method in active power

corrective control problems, based on our previous work (Xu

et al., 2022), a double-prioritized DQfD(λ) training mechanism is

introduced and developed in this paper. The critical corrective

control trajectories are particularly analyzed with the ratio of the

demonstration data and self-generated data carefully controlled.

Along with the experience replay, the λ-return is first

introduced to estimate the long-term benefit of agent actions

instead of the n-step return. The λ-return is defined as the

exponential average of every n-step return (Watkins, 1989) as

in Eq. 20, so the accurate evaluation of the actions can be realized

without the selection of “n”.

Rλ
t � (1 − λ)∑T−t−1

n�1 λn−1Rn
t + λT−t−1RT−t

t (20)

where λ ∈ [0, 1] controls the decay rate of future returns.

In this way, the deep Q-learning losses can be replaced by

the λ-discounted deep Q-learning loss as the

λ-return considers every n-step return, n � 1, 2,/, T − t.

The comprehensive loss function can be expressed as in

Eq. 21.

{
L(θ) � Lλ(θ) + α2LE(θ) + α3LL2(θ)
Lλ(θ) � E(s,a,Rλ)~U(D)[(R

λ − Q(s, a; θ))2] (21)

Practically, the λ-return can be computed recursively based on

the trajectory of transitions as in (Daley and Amato, 2019), as

illustrated in Eq. 22. The λ-returns of transitions from trajectories are

stored into the replay bufferD and serve as the target network. The

batch training based on experience replay can then be realized

according to the new comprehensive loss function.

Rλ
t � R1

t + γλ[Rλ
t+1 −max

a′∈A
Q(st+1, a′)] (22)

As the calculation of the λ-return can be resource-

consuming, when integrating the λ-return with the experience

replay, a dynamic small cacheH is constructed by sampling short

trajectories of transitions from the repay buffer D, to refresh and

store the corresponding λ-returns. Specifically, during the entire
training process, periodically, C/B blocks, i.e., short trajectories

containing neighboring transitions, are sampled to form the

small cache H. Different from the random sampling policy in

(Daley and Amato, 2019), a demonstration-ratio-constraint

attention-prioritized cache construction method is developed

to improve the number of effective control transitions in the

cache, with the ratio of the expert experience and the interaction

experience restricted.

In the DQfD method, the repay buffer D is composed of two

parts: the demonstration buffer Ddemo and the interaction buffer

Dself . To restrict the ratio of the expert experience within a

certain range from the cache construction stage, the number of

sampled blocks from the demonstration buffer Ddemo is

defined as:

Ndemo � C

B
εd (23)

where εd denotes the expected demonstration ratio in the batch

training.

Therefore, Ndemo and Nself � (C/B) · (1 − εd) blocks are

sampled from the demonstration buffer Ddemo and the

interaction buffer Dself, respectively. For the demonstration

buffer Ddemo with size Udemo, the number of candidate blocks

is Udemo − B + 1. We define the attention degree of each block as

the diversity of the effective control actions within it, as

illustrated in Eq. 24.

φi �
‖set(ai)‖ − 1

B
(24)

where ai represents the agent’s action trajectory in the ith block,

where the “do nothing” action is included. set(·) denotes the

function that selects non-repeatable elements to form a set. ‖ · ‖
calculates the number of elements. Thus, the blocks containing

more kinds of effective control actions will have higher attention

degrees.

Then, theNdemo blocks are sampled from the demonstration

buffer Ddemo according to their attention degrees, the sampling

probability of the ith block is illustrated as:

P(i) � φi

∑Udemo−B+1
k�1 φk

(25)

The methodology of sampling blocks from the interaction

buffer Dself is the same as the demonstration method. Based on

the proposed attention-prioritized blocks sampling strategy, we

can promote a better evaluation of the action set as the
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established cache always contains various effective control

experience, while the expert-imitation ability and the self-

learning ability is controlled from the source.

Based on the cache, the computation of the λ-return is

performed in each block. A directly prioritized replay policy is

adopted to improve the transition sampling and batch training

process. The transitions are sampled from the cache with the TD

error-based probabilities:

p(ej) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1 + μ)
C

, if
∣∣∣∣δj

∣∣∣∣> δmedian

1
C
, if

∣∣∣∣δj
∣∣∣∣ � δmedian

(1 − μ)
C

, if
∣∣∣∣δj

∣∣∣∣< δmedian

(26)

where ej and δj denote the jth transition and its TD error,

respectively. μ ∈ [0, 1] controls the prioritized degree of

sampling. δmedian represents the median TD error value of the

cache.

Based on the double-prioritized DQfD(λ) training

mechanism, the important corrective control experience can

be emphasized during the entire training process.

Meanwhile, considering the massive restrictions presented in

the dynamic operation, during the training and deployment

process, a masked action regulation method is developed to

prevent the DRL agent from taking actions violating the

constraints. The greedy action can be selected as in Eq. 27:

agreedy � argmaxamaskQ(st,∀a) (27)

where amask is a 0–1 action mask vector with the size of action

space, while the ith action violates the constraints according to

the simple prior knowledge based on the observation, the action

is masked with amask set to 0, otherwise set to 1.

4 Case study

4.1 Experiment setup

Same as our previous work (Xu et al., 2021), a modified 36-

bus system originated from the IEEE 118-bus system is selected

to verify the proposed method. The power grid consists of

59 transmission lines, 22 generators, and 37 loads, all the

elements are connected to the bus-bars of the 36 substations,

as illustrated in Figure 3. Among the generators, there are four

wind farms and eight photovoltaic power plants, which will cause

power fluctuations due to the uncertainties of their outputs.

Besides, there can be at most two random “N-1” events occurring

in the system within 1 day to reflect the strong system

disturbance in future power networks.

The corresponding strategies are deployed on the open-

source platform Grid2Op (RTE-France, 2021) to perform

active power corrective control every 5 min a day. The

topological actions are considered in our action set with the

number of simultaneous actions restricted to 1, avoiding too

many changes to the network topology. Considering the reality of

power grids, the cooldown time of each topological action is set to

15 min 245 effective topological control actions and 1 “do

nothing” action compose the action set by pre-selection with

the help of simulation (L2RPN, 2020).

In the following experiments, all the DRL-based agents are

trained on a Linux server with 4 11 GB GPUs.

FIGURE 3
The modified 36-bus system.
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4.2 Performance of the proposed method

In this section, the performance of the proposed prior

knowledge-embedded reinforcement learning method is

evaluated by various operation scenarios. A dueling DQN

structure as shown in Figure 2 is utilized to represent our

agent, i.e., the PKE-RL agent. The details of the agent are

illustrated in Table 1. 12,288-timestep active power corrective

control trajectories are selected from the expert policy’s

demonstrations (L2RPN, 2020) to serve as prior knowledge.

The lambda value λ, replay buffer size U, cache size C, block

size B, expected demonstration ratio εd, and refresh frequency are

set to 0.5, 32,768, 8,192, 128, 0.2, and 2048, respectively.

The PKE-RL agent is pre-trained with expert knowledge for

500 steps and then trained in the modified 36-bus system for

1,500 episodes. The averaged cumulative rewards curve and the

averaged operation steps curve are shown in Figure 4.

As shown in Figure 4, despite the complexity of the scenarios,

our agent keeps swiftly improving itself during the first

500 episodes and maintains a slow uptrend till the end of the

training process, indicating the good learning ability of the

proposed method.

To further evaluate the effectiveness of the proposed PKE-RL

method, 100 random unseen scenarios containing renewable

energy fluctuation and system disturbance are generated to

serve as the test set. The aforementioned expert policy is

adopted as the baseline method, where a simulation-based

action enumeration strategy and a predefined empirical action

selection strategy are combined to provide a thorough corrective

control strategy. The trained PKE-RL model is deployed in a

simulation-assisted manner: the top-3 actions with the largest

Q-values are verified by the simulation software, and the action

with the best estimated overload alleviating effect is chosen to

execute. The related metrics of the two methods deployed on the

test set are illustrated in Table 2.

According to Table 2, we can observe that the expert policy

prevails over the proposed PKE-RL method in the operation-

related metrics. As the expert policy is the combination of an

empirical strategy and a simulation-based strategy, the

projection from the power state to the control action can

be complex for the proposed method to handle in a relatively

short time. Besides, with only 12 trajectories sampled from the

expert policy, the proposed method can achieve around 70%

of the performance of the complicated demonstration policy,

with only 18.5% of the time consumption to make corrective

control decisions. More representative demonstration data

may help the proposed method perform better. Specifically,

the expert policy often demands over 200 DC power flow

based-simulations to generate the decision, which will be

more time-consuming when adopting accurate AC power

flow or more actions are taken into consideration. The

results indicate that the proposed method has the potential

to effectively perform real-time active power corrective

control in highly dynamic power systems with strong

complexity.

Two evaluation scenarios are selected to investigate the

corrective control process of two methods in detail, namely

Scenario I and Scenario II. The “N-1” contingencies, the max

line load ratio in the grid, and the agents’ control actions in

Scenario I are illustrated in Figure 5.

In Scenario I, both two methods maintain the daylong

operation with 2 “N-1” events strike. One overload and three

overloads occur during the control of the expert policy and the

PKE-RL method, respectively. Particularly, it can be seen from

Figure 5 that an overload occurs after the second “N-1” event

strike at time step 66, both two methods perform the

corresponding corrective control action immediately, and the

overload is eliminated in both scenarios. Notably, the expert

policy yields the decision based on 209 simulations, while the

PKE-RL method only needs a nearly computation-free deep

network inference and three simulations. The above results

indicate that the PKE-RL method can learn an efficient

corrective control strategy with fair performance in

maintaining the power girds stable operation.

The system operation status in Scenario II is illustrated in

Figure 6.

TABLE 1 The details of the pke-rl agent.

Parameters Value

1st GAT layer dimension 8

2nd GAT layer dimension 8

Number of attention heads 4

Dense layers dimension [128, 128, 512, 246, 1]

Graph pooling ratio 0.5

Readout layer output dimension 32

FIGURE 4
The training performance of the PKE-RL agent.
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In Figure 6, it is clear that the proposed method realizes a

successful daylong control with 2 “N-1” events attacks, while the

expert policy fails to survive the first “N-1” event. It can be seen

from Figure 6 that a severe overload occurs after the first “N-1”

event strikes at time step 154, the expert policy cannot produce

an effective strategy based on the initial preventive action, while

the PKE-RL method performs the corresponding corrective

control actions, alleviating the load ratio effectively to prevent

the system collapse. Although two normal overloads occur in the

following time steps due to power fluctuation, both overloads are

eliminated swiftly under the proposed method. The conclusion

may be drawn that the PKE-RL method has the capability of

converging into a corrective control strategy exceeding the expert

policy by combining the imitation ability and the self-learning

ability.

4.3 Efficacy of the proposed double-
prioritized DQfD (λ) training mechanism

As merging the demonstration data into deep Q-learning

plays a critical role in prior knowledge enhancement, the DQN-

based model, the standard DQfD-based model, and the double-

prioritized DQfD(λ)-based model are evaluated to demonstrate

the proposed method. The three models share the same

parameters apart from training hyperparameters, i.e., the

TABLE 2 performance comparison between the pke-rl method and expert policy.

Method Average operating steps Completed episodes Overloads elimination rate
(%)

Average control action
time(s)

PKE-RL method 209.11 53 60.14 0.079

Expert policy 242.48 73 86.90 0.426

FIGURE 5
System operation status comparison between two methods
in Scenario I. (A) Expert policy; (B) PKE-RL method.

FIGURE 6
System operation status comparison between two methods
in Scenario II. (A) Expert policy; (B) PKE-RL method.
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weights between different losses. The DQfD(λ)-based model

originates from Section 4.2, the standard DQfD-based model

is pre-trained with the same demonstration data for 500 steps

and is also trained for 1,500 episodes with the DQN-basedmodel.

The averaged cumulative rewards curves of the above three

models are shown in Figure 7.

As illustrated in Figure 7, the performance of demonstration data

enhanced models prevails over the DQN-based model at the initial

learning phase at both speed and range. Besides, the demonstration

data enhanced models show better operation promoting ability most

time during the training. The results indicate that the introduction of

expert knowledge can accelerate the learning process and improve

the capability of the DRL agent in complex corrective control

problems. Furthermore, the performance of the standard DQfD-

based model suffers fluctuations after the middle of training, while

the DQfD(λ)-based model keeps improving persistently. The

conclusion can be drawn that the proposed double-prioritized

DQfD(λ) training mechanism can better guide the agent to learn

from the demonstration and interaction.

To further evaluate the effectiveness of the proposed training

mechanism, The 100 random unseen scenarios mentioned in

Section 4.2 are also utilized to demonstrate the feasibility of the

proposed training mechanism. All the models are deployed in the

same simulation-assisted manner as in Section 4.2. The models of

the early training process, i.e., after 250 episodes of training, are also

evaluated with the well-trained models. The related metrics of the

three methods deployed on the test set are summarized in Table 3.

According to Table 3, one can observe that the DQfD

class models exhibit fair performance after the short-term

training, indicating the merging of expert data can assist the

DRL agent in efficiently gaining adequate corrective control

knowledge without too much exploration within complex

power systems. Meanwhile, the DQfD class models can still

make progress and prevail over the DQN-based model at the

end of the training, showing the ability of the DQfD class

method to guide the agent to optimize its policy persistently.

Specifically, the DQfD(λ)-based model performs satisfying

from the start to the end, the related agent can alleviate the

overloads with fewer control actions and maintain the long-

term operation of the grids. Thus, we can infer that the

proposed double-prioritized DQfD(λ) training mechanism

can improve the DRL agent’s training efficiency and

effectiveness in active power corrective control.

Similar to Section 4.2, two scenarios are selected to inspect the

effectiveness of three well-trained DRL models in detail. Firstly,

scenario II is selected again to evaluate the performance of theDQN-

based model and the DQfD-based model in handling the severe

post-contingency overload, the results are illustrated in Figure 8.

According to Figure 8, although the two models manage to

alleviate the load ratio to some extent, specifically the DQfD-

based model conducts more powerful corrective actions and

realizes a larger reduction in the load ratio, they all fail to

survive the first “N-1” event. The results demonstrate the

feasibility of the proposed training mechanism.

A new scenario, namely scenario III, is chosen to evaluate the

performance of the three models in handling the simpler situation.

The system operation status in Scenario III is illustrated in Figure 9.

In Scenario III, all three models maintain the daylong

operation with 1 “N-1” event strikes. However, there are six

overloads, six overloads, and three overloads that occur

during the control of the DQN-based model, the DQfD-

based model, and the DQfD(λ)-based model, respectively.

Besides, we can easily find that multiple severe overloads

happen between time step 100 to time step 200 under the two

basic DRL models’ control, while the overload situation is

FIGURE 7
The training performance of the DRL agents.

TABLE 3 performance comparison between the DRL models.

Model Average operating
steps

Completed episodes Overloads elimination
rate (%)

Average overload
time steps

Average control
actions

DQN early 185.06 39 46.10 4.06 4.43

DQfD early 200.33 47 52.59 3.98 4.37

DQfD(λ) early 200.14 47 54.86 3.96 4.29

DQN final 205.39 50 58.09 4.5 4.96

DQfD final 209.48 50 55.7 3.89 4.2

DQfD(λ) final 209.11 53 60.14 3.5 3.91
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much better under the control of the enhanced DRL model.

Meanwhile, to alleviate the overloads, 17 and 14 corrective

control actions are conducted by the DQN-based model and

the DQfD-based model, respectively. The DQfD(λ)-based
model only conducts five actions to deal with overloads. The

results further demonstrate the effectiveness of the proposed

double-prioritized DQfD(λ) training mechanism, where the

trained model can promote the long-term stable operation of

power grids by learning a simple but powerful corrective

control strategy.

4.4 Performance comparison of different
expected demonstration ratios

The expected demonstration ratio controls the agent’s

imitation preference to the expert policy by altering the

number of demonstration data in the cache. Thus, to

evaluate the impact of this hyperparameter, three models

with the expected demonstration ratios set to 0.1, 0.2, and

0.3 are trained by the proposed PKE-RL method with other

parameters same as those in IV.2. The averaged cumulative

rewards curves of the above three models are shown in

Figure 10.

As illustrated in Figure 10, in this problem, the agent with the

highest expected demonstration ratio (simplified as “demo-

ratio”) improves itself faster than other agents but maintains a

stable but relatively poor performance for the rest of the training

process, indicating that strong expert policy intervention can

FIGURE 8
System operation status comparison between two basic DRL
models in Scenario II. (A) DQN-based model; (B) DQfD-based
model.

FIGURE 9
System operation status comparison between three DRL
models in Scenario III. (A) DQN-based model; (B) DQfD-based
model; (C) DQfD(λ)-based model.
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limit the further improvement of the agent. In contrast, the agent

with the lowest demo-ratio learns a better policy first but suffers

from frequent large fluctuations like the DQN agent in Figure 7,

showing the unstableness brought by the weighted self-

exploration process. Finally, the agent with the middle demo-

ratio performs best during the entire training process. Based on

the above results, the assumption can be made that a best demo-

ratio point may exist to balance the imitation process and the

self-exploration process.

5 Conclusion

In this paper, a prior knowledge-embedded reinforcement

learning method is proposed to provide a solution to solve the

complex active power corrective control problem with

effectiveness and efficiency. Specifically, the differential

integration method of the real-time power grid state based on

graph convolution and graph pooling, as well as the double-

prioritized DQfD(λ) training mechanism, are proposed to

enhance the perception and the training efficiency of the DRL

agent in complex power grids. Results show that the proposed

method can learn from the complicated expert policy with fair

performance without excessive demonstration data and deployed

in a real-time manner. Besides, embedding the prior knowledge

can promote a good initial control ability of the agent and

alleviate the overall overloads with fewer actions than

conventional DRL methods.

As we mainly verify the basic feasibility of the proposed

method, the effectiveness of our method should be further

improved. In our future works, the accurate selection of

representative demonstration data, the delicate fusion of

various expert policies, and the efficient utilization of the

imperfect demonstration data are going to be studied to make

our method applicable for the real-world active power corrective

control problem.
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Nomenclature

ΔPG, ΔPL Amount of generator redispatch and load shedding

ΔΝ Adjustment of the topology

Pij, �Pij Current power and capacity of the transmission line lij.

Xline, Xbus, Nlimit Number of line switching actions, bus-bar

switching actions, and the limited topological actions,

respectively

PGmax , PGmin Upper and lower bounds of the generator outputs

Rup , Rdown Bidirectional ramping rates of the generators

T Control duration

fnet(t) Network loss cost

Eloss(t) Energy loss at time t when a blackout strikes

p(t) Marginal price of the generators’ outputs

P Active power status of the power equipment

ρ Load ratio of each transmission line

NL Number of lines

α , β Penalty factors of overload and heavy load

POR , PEX Active power flow at the origin and the extremity of the

transmission line, respectively.

PL Active consumption value of the load

PG Active power output of the generator

K Number of independent attention mechanisms

N i Neighboring node set of the ith node

αkij Normalized attention coefficients computed by the kth

attention mechanism

Wk kth weight matrix

gi Features of the ith important node

NC Number of the important nodes

LDQ(θ), Ln(θ), LE(θ), LL2(θ) 1-step deep Q-learning loss,

n-step deep Q-learning loss, expert loss, and

L2 regularization loss

Rn n-step return

εd Expected demonstration ratio in the batch training.
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Innovative technology for
large-scale photovoltaic
consumption using reversible
solid oxide cells

Hongtao Mao1, Dong Nie1, Xi Chen1, Yanan Cai1, Jie Zhao1,
Xuzheng Zhang2, Haoyu Yu2, Wanli Ma2, Zepeng Lv2 and
Jun Zhou2*
1Baoding Power Supply Company, State Grid Corporation of China, China, 2State Key Laboratory of
Electrical Insulation and Power Equipment, Xi’an Jiaotong University, Xi’an, China

It is inevitable that renewable energy consumption will increase as installed

capacity continues to increase, primarily wind and photovoltaic power

generation. Power to Gas (P2G) technology can store electrical energy in

the form of chemical energy on a large scale. Reversible solid oxide cell

(RSOC) has a very high conversion efficiency in both electrolytic gas

production and fuel cell power generation compared with traditional

electricity-to-gas devices. For the future integrated energy system,

Reversible solid oxide cells are expected to play a significant role in

integrating power generation and energy storage. This work proposes a

new integrated energy system based on Reversible solid oxide cell for

photovoltaic (PV) consumption. The Integrated Electricity-Gas System

(IEGS) considers the two modes of electrolysis and power generation of

Reversible solid oxide cell in the model. The model takes the minimum

running cost as the objective function to linearize part of the model to

generate a mixed integer linearization problem and solve it in GAMS. The

case study shows that wind power is maximized, and the gas mixture can be

transported in natural gas pipelines, improving the economics and stability

of Integrated Electricity-Gas System. This work not only can reduce the

operating cost of the system but also increase the high penetration of

photovoltaic power generation. A quantitative assessment of the impact

of hydrogen injection ratio and renewable energy penetration was also

carried out.
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electric-to-gas, reversible solid oxide cells, photovoltaic consumption, renewable
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1 Introduction

The rapid and disorderly development of renewable energy

has raised some related issues (Zhang et al., 2022; Zhao S, et al.,

2022). First of all, renewable energy power generation is mainly

wind power generation and photovoltaic power generation,

which naturally have the characteristics of intermittent

fluctuation. The integration of renewable energy into the grid

is a huge challenge for the power network that requires stability

and security (Denholm and Hand, 2011; Brouwer et al., 2014;

Ahmed and Khalid, 2019). Secondly, most of the areas rich in

renewable energy are located at the terminal stations of the power

grid. Although the installed capacity is large, it cannot be fully

absorbed on site. Due to the rapid and unbalanced development

of renewable energy and regional environmental impacts, the

surrounding facilities of some large-scale new energy power

plants that have been built are not perfect, which may easily

lead to waste of renewable resources. A promising solution to

these problems is to convert it into other energy for consumption

(Fang et al., 2018; Wang et al., 2019; Martínez Ceseña et al.,

2020). Power to gas (P2G) technology produces hydrogen by

hydrolysis of water using renewable energy power, which can

supply power during peak power demand of the grid, and store

surplus energy when renewable energy power generation is more

than power demand. Paul C. Okonkwo has studied Proton

exchange membrane fuel cells (PEMFCs), which converted

power to gas through hydrolysis of water (Okonkwo et al.,

2021a; Okonkwo et al., 2021b; Okonkwo and Otor, 2021;

Okonkwo et al., 2022). Reversible Solid Oxide Cells (RSOC)

can achieve an energy conversion efficiency of more than 85% for

electrolysis mode, which is far above other methods in forms of

energy storage, and have the advantages of bidirectional

conversion, low preparation cost, and easy realization of

cogeneration (Zhang et al., 2010; Laguna-Bercero, 2012).

RSOC stands out among many P2G processes (Mogensen

et al., 2019a). The RSOC can consist of the integrated

operation of both positive and negative modes of co-

electrolysis and co-generation (Luo et al., 2017). In addition

to producing hydrogen, RSOC can also convert hydrogen into

part of synthetic natural gas (SNG) through co-electrolysis. The

produced hydrogen is mixed with natural gas and injected into

the natural gas pipeline to formHydrogen-Enriched Compressed

Natural Gas (HCNG). Current experimental and simulation

studies have demonstrated that it is feasible to inject

hydrogen in the range of 10%–20% without changing the

natural gas pipeline and natural gas equipment used by users

(Abeysekera et al., 2016; Lapo et al., 2021; Zhao et al., 2021). Such

a high proportion of hydrogen injection enables the natural gas

network to store large amounts of renewable energy. Through

P2G technology, the natural gas network and the power network

are coupled, which greatly improves the flexibility of the power

system and promotes the ability of the entire system to absorb

renewable energy, such as photovoltaic power generation.

The operation mode of the electric P2G part of the integrated

energy includes the injection and utilization of hydrogen

(Schiebahn et al., 2015; Manuel et al., 2016). Aiming at the

difficult problem of transmission of a large number of wind

power equipment installed in different regions to the demand

center, the literature (Qadrdan et al., 2015) studied an operation

optimization model of the combined natural gas and power

network in the United Kingdom. Reference (Stephen and

Pierluigi, 2015a) considers the amount of hydrogen that can

be mixed with natural gas under different natural gas network

conditions and develops a two-stage optimization method for

integrated power and natural gas networks. The impact of P2G

technology on natural gas prices and seasonal gas storage

utilization was assessed. Reference (Gao et al., 2018) linearized

the non-linear electric-gas hybrid integrated energy system

model to construct an integrated energy system model with

linear power flow distribution characteristics. Under the

condition of satisfying the demand for electric load and heat

load, the economical and reliable indicators of the system are

analyzed, and the economic benefits of P2G technology

absorbing wind power are evaluated.

RSOC has become more and more popular due to its high

energy conversion efficiency in both hydrogen production and

cogeneration (Singhal, 2012; Barelli et al., 2017). RSOC stacks can

not only be used as distributed power generation devices but also

can be grouped and integrated into large-scale stationary power

generation/P2G power plants. In the integrated energy system, it

is possible to switch freely between working modes, making the

use and storage of hydrogen more flexible. In recent research

work, solid oxide cells (SOFCs) have been thermodynamically

modeled. Several studies have provided insight into the dynamic

performance of the co-electrolysis/generation process (Becker

et al., 2012; Foit et al., 2017; Yu et al., 2017). In addition, the

electrochemical performance and durability of RSOC were

studied, and the internal electrolytic reduction process was

analyzed in detail (Azra et al., 2005; Mogensen et al., 2019b).

RSOC-based energy systems have also been extensively studied.

Previous work modeled fuel cells in microgrid-scale analysis but

did not consider the co-electrolysis process. In the modeling of

energy systems with power-to-gas relationships, the research

mainly focuses on the planning and operation of networks.

Fuel cells are generally used as devices with fixed energy

conversion efficiency, and P2G technology is generally directly

modeled as input/output components (Stephen and Pierluigi,

2015b; Haifei and Yibo, 2018; Luo et al., 2018).

In this work, a new type of RSOC electricity-gas integrated

energy system hub station is constructed, which is able to inject

hydrogen produced by electrolysis into the existing natural gas

network for storage of renewable energy and utilization of mixed

gas. The modes of co-electrolysis and power generation are

considered in the RSOC modeling. The time start-up cost of

RSOC is also considered. Combining the DC power flow model

with the gas power flow model realizes the network optimization

Frontiers in Energy Research frontiersin.org02

Mao et al. 10.3389/fenrg.2022.1033066

179

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1033066


of the electrical integrated energy system. A mixed integer linear

programming problem can be obtained by linearizing the

Weymouth gas flow function incrementally. In terms of case

studies, the above model is tested using an improved RTS-24

busbar grid combined with a 20-node natural gas network. The

benefits and impacts of H2 injection, storage and utilization and

natural gas blending throughout the natural gas pipeline are

quantitatively analyzed. The effects of different renewable energy

levels and H2 injection limitations on integrated energy systems

with P2Gwere investigated. The research results show that RSOC

combined with P2G and H2/SNG injection can increase the

consumption of new energy through the energy system, and

improve economic and environmental benefits.

2 Conception

The RSOC of integrated electricity-gas energy system studied

in this work aims to provide multiple energy carriers such as

electricity, natural gas, and hydrogen and their mixtures on the

basis of the transmission network, and has a considerable

renewable penetration rate. The advantage of this system is

that it reduces the capacity of the hydrogen storage facility

and saves the transportation losses of compressed hydrogen.

As shown in Figure 1, RSOC stacks are considered multi-

stackable and can be grouped into large stationary power

plants. RSOC system consists of SOEC part and methanation

part, which are combined in one reactor with different

temperature gradient zones (Zhou et al., 2020). When the

photovoltaic power generation is insufficient, the RSOC will

operate in fuel cell mode and provide power together with a

conventional heat set and a gas turbine (GT). During sufficient

PV availability, the RSOC will operate in electrolyser mode,

generating H2 with SNG that can be injected, stored and

utilized, and passed through the storage unit and NG

network. The injected H2 can be mixed in the NG pipeline

and sent to the downstream natural gas terminal. The mixed gas

can be utilized by traditional gas-consuming units such as gas

turbines and household stoves, as long as the mixed hydrogen

does not exceed a safe mixing percentage. The mathematical

model of the energy system includes a power network model and

a gas pipeline network model that injects a certain proportion of

hydrogen mixed with natural gas.

3 Mathematical formulation of IEGS

3.1 Objective function

The goal of IEGS is to minimize the overall operating cost

while meeting the user’s electricity and gas needs. Its objective

function is shown in Eq. 1. The first item represents the power

FIGURE 1
The IEGS including RSOC and H2 injection.
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generation cost of the generator set; the second item is the natural

gas cost provided by the natural gas source; the third item is the

photovoltaic curtailment cost. The fourth item is the cost of

power abandonment.

C � ∑
g∈ΩT,t

bgPg,t +∑
n,t

cnSgn,t +∑
i,t

VOLV × Pvc
i,t

+∑
i,t

VOLL × LSi,t, (1)

where Pg,t is the power generation of the generator set g at time t,

Sgn,t is the gas production at the gas source n at time t, LSi,t is the

load shedding amount at the bus i, and Pvc
i,t is the power of the

abandoned photovoltaic. The constants are: bg the power

generation price of the thermal unit g, Cn the natural gas

price at the gas source point n, VOLL the price required to

reduce the load of the system, and VOLV the price of the

abandoned light.

3.2 Modeling of RSOC

The RSOC station model proposed in this work adopts the

method of lumped functions and considers several properties of

RSOC in the hour time frame. Part-load performance of power

generation and co-electrolysis, operating schedule for RSOC, and

time-varying start-up costs are calculated as mixed integer linear

programming (MILP). Fitted curves for the part-load

performance of power generation and co-electrolysis at

steady-state RSOC are given in Figure 2. Since the C=O bond

is not easily broken, the co-electrolysis efficiency decreases with

the increase of the volume fraction of the prepared SNG.

Figure 2B depicts the operating curves for 15% (mol) H2 and

100% (mol) H2. Part-load performance can be expressed as a

non-linear function in Eqs 2, 3. It is assumed that the effect of the

production fraction of SNG on the co-electrolysis efficiency is

linear, that is, a coefficient χ is added in front of the electrolysed

natural gas in Eq. 3. Equation 4 expresses the constraint of

natural gas production. β is the maximum gas production

fraction. Carbon dioxide converted or captured during RSOC

operation can be inferred from the natural gas produced.

Pr,t � f Ein
r,t( ), (2)

EH2
r,t + χESNG

r,t � F PP2G
r,t( ), (3)

ESNG
r,t

HNG
≤ β · ESNG

r,t

HNG
+ EH2

r,t

HH2

( ), (4)

ECO2
r,t � ηCO2ESNG

r,t . (5)

In the above formula, the subscript r represents each RSOC.

Ein
i,t is the input energy of the gas; E

H2
r,t and E

SNG
r,t is the electrolysis

of hydrogen and natural gas. PP2G
r,t is the input power supply for

the common electrolysis process.HNG andHH2 is calorific value

of natural gas and hydrogen. The non-linear function f(x) can
be linearized piece by piece by incremental linearization

techniques, as expressed by Eqs 6–8 (Li and Yu, 1999).

f x( ) � f x1( ) + ∑
N−1

s�1
f xs+1( ) − f xs( )[ ] · ξs, (6)

x � x1 +∑
N

s�1
xs+1 − xs( ) · ξs, (7)

ξs+1 ≤ SCs, SCs ≤ ξs, 0≤ ξs ≤ 1. (8)

ξS represents the position of the number s segment; f(xs) is
the starting position of the number SCS segment; is a binary

variable.

RSOC is limited by physical conditions and cannot be started

and stopped frequently. The device needs to consider the start

and stop time constraints, as represented by Eqs 9, 10.

FIGURE 2
Linearization of the characteristic curve of RSOC during
steady-state operation. (A) power generation mode, (B)
electrolysis mode.
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Y t, j( ) +∑
s

Z t + s, j( )≤ 1, (9)

Z t, j( ) +∑
s

Y t + s, j( )≤ 1, (10)

where Y(t, j) andZ(t, j) represent the start and stop states of the
number j fuel cell during t, respectively. They are both binary

variables. 0 means the battery is off, 1 means the battery is on.

The logical relationship between the switch states of the

electrolysis and power generation modes of the fuel cell is

shown in Eqs 11–14.

Ugen
r,t − Ugen

r,t−1 � Ygen
r,t − Zgen

r,t , (11)
Uele

r,t − Uele
r,t−1 � Yele

r,t − Zele
r,t , (12)

Ygen
r,t + Zgen

r,t ≤ 1, (13)
Yele

r,t + Zele
r,t ≤ 1. (14)

The response of the SOFC is relatively slow when it switches

from one thermal equilibrium state to another, so it is necessary

to consider its ramping power when the solid oxide fuel cell

works. The relationship between the minimum operating power

and the rise/fall power is determined by Eqs 15, 16.

Prd,gen
r ≤Pgen

r,t − Pgen
r,t−1≤P

ru,gen
r , (15)

Prd,ele
r ≤PP2G

r,t − PP2G
r,t−1 ≤P

ru,ele
r . (16)

Pgen
r,t represents the generated power of the RSOC at time t;

PP2G
r,t represents the electrolysis power of the RSOC at time t;

Pru,gen
r , Prd,gen

r represent the uphill and downhill power in the fuel

cell power generation mode; and Pru,ele
r , Prd,ele

r represent the

uphill and downhill power in the electrolysis mode.

As the operating hub of the entire integrated energy system,

the RSOC’s start-up and shutdown costs cannot be ignored. As a

thermal unit, the start-up cost of an RSOC is considerable. A

1 kWh SOC stack requires approximately 1.3 kWh of energy to

cold start (Peksen, 2018). In an energy system, the RSOC can be

taken offline for a short period of time and then connected to the

grid before it is fully cooled, so that the start-up cost of the RSOC

is much lower than when it is fully cooled. The start-up cost of the

RSOC is measured by the input gas energy and depends on how

long the RSOC is offline before start-up. A typical time-

dependent start-up cost function can be found in (Carrion

and Arroyo, 2006). The start-up cost is discretized, as shown

in Figure 3 and Eqs 17, 18.

Esl
r,t−1 ≥Kl

r Uele
r,t + Ugen

r,t( ) −∑
l

n�1
Kl

r −Kn−1
r( ) · Uele

r,t−n + Ugen
r,t−n( ),

(17)
Kl

r � Vsl
r 1 − e− 1/τ( )( ) + Fsl

r , (18)

Among them, l is the length of the RSOC offline, Kl
r is the

start-up cost of fuel cell after the offline time length, Vsl
r is the

maximum start-up cost variable, Fsl
r is the fixed start-up cost, and

τ is the cooling time constant. So the start-up cost when the

RSOC is fully cooled is Vsl
r + Fsl

r .

3.3 Electricity network

The integrated energy system adopts the transmission

network and adopts the DC power flow transmission model.

Equations 19–23 represent the constraints of the transmission

network.

∑
g∈Ωi

G

Pg,t − PP2G
g,t( ) + LSi,t + Pv

i,t − Li,t � ∑
j∈Ωi

l

Pij,t, (19)

Pij,t � δi,t − δj,t
xij

, (20)

−Pmax
ij ≤Pij,t ≤Pmax

ij , (21)
Ppv
t � pv

i + pvc
t , (22)

0≤LSi,t ≤Li,t. (23)

In the formula, Li,t is the power load, δi,t is the included angle

of the busbar i, xij is the reactance of the transmission line

between the busbar i and j, Ppv
t is the predicted photovoltaic

power generation, Pv
i is the photovoltaic power generation

included in the power grid, and Pvc
t is the amount of

abandoned light.

3.4 Gas network

Gas network constraints include pressure boundary

constraints and gas flow equilibrium constraints. For a

pipeline node, the gas coming in from the node mainly comes

from the terminal gas supply, storage facilities, gas supply from

pipelines (transmitted from other nodes), and hydrogen

produced by P2G, and the gas going out mainly goes to

FIGURE 3
The relationship between startup cost and offline time.
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another pipeline or is consumed by utilization. For network

optimization, the volume of injected H2 is converted to the

volume of natural gas. Equations 24–26 further constrain the

gas source output and gas flow.

∑
m

Qn,m,t + GLn,t + ∑
g∈Ωn

G

Ein
g,t + Esl

r,t + ECO2
r,t

HNG

� ∑
m

Qm,n,t + ∑
r∈Ωn

R

EH2
r,t + ESNG

r,t

HNG
+ Sgn,t,

(24)

Sgmin
n ≤ Sgn,t ≤ Sgmax

n , (25)
Qmin

n,m ≤Qn,m,t ≤Qmax
n,m , (26)

Among them, Qn,m,t is the gas volume flow rate from node n

to nodem, andGLn,t is the gas load at node n. The nodal pressure

constraints follow the Weymouth formula:

Qm,n,t Qm,n,t

∣∣∣∣
∣∣∣∣ � C2

mn · p2
m,t − p2

n,t( ), (27)

pmin
n ≤pn,t ≤pmax

n . (28)

Linearize the Weymouth formula in order to make the entire

optimization system a mixed integer linear programming model.

In theWeymouth formula, it can be linearized by the incremental

linearization technique mentioned in the previous section.

Qm,n,t Qm,n,t

∣∣∣∣
∣∣∣∣ � Q1 Q1| | + ∑

N−1

κ�1
Qk+1 Qk+1| | − Qk Qk| |( ) · ξk, (29)

Qm,n,t � Q1 + ∑
N−1

κ�1
Qk+1 − Qk( ) · ξk, (30)

ξk+1 ≤ SGk ≤ ξk (31)
0≤ ξk ≤ 1. (32)

In order to ensure a safe mixing ratio of the hydrogen

mixture, the limit of the mixture of hydrogen and natural gas

must be limited. The risks and hazards of mixing high

proportions of hydrogen with natural gas have been evaluated

in many projects (Azra et al., 2005). In this paper, the mixing

constraint of H2 can be expressed as:

QH2
n,t

QH2
n,t + QSNG

n,t + Sgn,t

≤MI. (33)

The MI is the maximum mix limit percentage. QH2
n,t and

QSNG
n,t are the quantities of hydrogen and natural gas injected at

node n, and Sgn,t is the quantities of natural gas supplied by

the node.

4 Case studies

4.1 Tested system

As shown in Figure 4, the tested electric-gas integrated

energy system network consists of a 20-node gas system and a

modified IEEE RTS-24-bus power system. In the following

FIGURE 4
The IEGS network test system.
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example, we demonstrate the behavior of the proposed model

during hourly optimization of the day. There are three

photovoltaic power plants on Lines 1, 19 and 21 with

capacities of 750, 1,000, and 1,250 MW respectively. When the

sunlight is sufficient during the day, the excess photovoltaic

power generation of the power system can be used by the

reversible solid oxide fuel cell to participate in the P2G

process. RSOC1, RSOC2, RSOC3, and RSOC4 are installed on

bus bars 1, 2, 16 and 22 with capacities of 152, 152, 155, and

300 MW respectively. The technical data of RSOC refer to

literature (Peksen, 2018; Mogensen et al., 2019b), which are

uniformly adjusted to all RSOC units. The performance of

power generation and co-electrolysis is shown in Figure 2.

The power generation efficiency of each fixed RSOC is 52%,

and the electrolysis efficiency of pure H2 is 76%. The maximum

gas production is 85%, and the total electrolysis efficiency is 69%.

Start-up fees vary over time, as shown in Figure 3. The electricity

demand data, natural gas demand data, and photovoltaic power

generation forecast data are shown in Figure 5. User natural gas

FIGURE 5
Scheduling results for hydrogen injection with a maximum
concentration of 20%. (A) 50% light intensity, (B) 80% light
intensity, (C) 100% light intensity.

FIGURE 6
The situation of each RSOC electrolysis and power
generation. (A) 50% light intensity, (B) 80% light intensity, (C) 100%
light intensity.
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demand is measured by the volume of natural gas, which adds up

to 36.4 × 106 SCM per day. The rest of the system data can be

obtained from literature [38].

Because photovoltaic power plants fluctuate greatly on a daily

basis, they have been chosen as the renewable energy source of

this integrated energy system. This indicates a system’s ability to

absorb renewable energy more clearly in a fluctuating renewable

energy environment. In order to evaluate the impact of different

levels of renewable energy and different hydrogen injection

limitations on the established integrated energy system, three

different light levels were used: 1) low light (50%) light intensity,

2) medium light (80%) light intensity, 3) strong light (100%) light

intensity, three hydrogen injection limits: 1) 5% maximum

hydrogen injection concentration; 2) 20% maximum hydrogen

injection concentration; 3) 0% hydrogen injection concentration.

In order to operate the system at different light intensities, the

system will increase/decrease the input predicted photovoltaic

power generation power for each time period, while the light

intensity changes hourly way does not change. In order to reflect

the changes in the system when the hydrogen injection limit

values are different, the injection percentage parameter MI in Eq.

33 for the maximum hydrogen injection concentration is

adjusted to adjust the maximum hydrogen injection

concentration that can be safely injected into the natural gas

pipeline.

4.2 20% H2 injection limit

Figure 5 shows the scheduling results for a maximum H2

injection concentration of 20%. We can observe that as light

intensity increases, fossil fuel power generation decreases, and

electrolysis power increases. When the light intensity increases to

80%, the power generation of fossil fuels is lower at the time of

t9–t14. This is because the light intensity at noon is large, the

power supplied to the grid is sufficient, and a part can be used for

electricity to gas conversion.When the light intensity is 100%, the

power generation of fossil fuels and the power of electricity to gas

does not change greatly, which is caused by the power limitation

of fuel cell electricity to gas and the limitation of the maximum

hydrogen concentration. The electricity-to-gas process can still

generate fossil fuel power at night, even when there is no light.

This is because the lines are congested, and in order to balance

supply and demand, part of the electricity is converted into

natural gas or hydrogen.

The operating state of the RSOC is shown in Figure 6 and

Table 1. As light intensity increases, the P2G process’s operating

power increases. At 50% light intensity, RSOC1 and

RSOC4 operate in electrolysis mode at noon, and the rest of

the time is to provide power to the power system. The start-up

costs for RSOC1, RSOC2 and RSOC4 are 183, 206, and

408 MWh, respectively, because PV generation is not

sufficient to maintain the minimum P2G operating power of

these units. At 80% light intensity, all RSOCs can operate in

electrolysis and power generation modes, except for all-day

RSOC2 in power generation mode. At 100% light intensity, all

RSOC will participate in the electrolysis and power generation

process. Under 50% light intensity, although the efficiency of

converting electricity to natural gas is relatively low, the gas

production is still considerable. SNG production balances

hydrogen and natural gas mixing ratios. The production of

electricity to natural gas and hydrogen increased continuously

with the increase of light intensity, but the increase was not

obvious at more than 80% light intensity. To integrate more

unconsumed photovoltaic power generation, more natural gas

needs to be mixed with hydrogen injection pipelines. In addition,

due to the limitation of the transmission capacity of the circuit

line, when the light intensity is relatively high, a part of the

renewable energy cannot be converted into hydrogen and natural

gas in time through the RSOC for storage.

TABLE 1 Operating results of the system under different hydrogen doping concentrations and light intensities.

H2 injection
concentration (%)

Light
intensity (%)

System
cost (103$)

PV
cuts (MWh)

H2 produc-tion
(106M3)

SNG produc-tion
(106M3)

0% 50% 289 26 0 0

0% 80% 3055 3756 0 0

0% 100% 3216 7141 0 0

5% 50% 2841 15 0.944 0

5% 80% 2979 3299 0.944 0

5% 100% 3135 6608 0.944 0

20% 50% 2835 23 0.988 0.194

20% 80% 2931 2518 0.984 0.216

20% 100% 3091 5902 0.981 0.187
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4.3 System operation results under
different maximum hydrogen injection
concentrations

Under the framework of energy dispatch, the benefit of

mixing different concentrations of hydrogen 0%, 5% and 20%

maximum hydrogen injection concentration scenarios is

discussed. Among them, the total optimal cost includes source

gas cost, photovoltaic reduction penalty, and load reduction.

It can be concluded from Table 2 that when the highest

hydrogen doping concentration is 20%, the system cost and

photovoltaic reduction are relatively reduced, while the

production of hydrogen and natural gas increases

correspondingly. In spite of this, the cost of the system did

not decrease significantly after the light intensity gradually

increased. This is because when calculating the cost of the

system, its light penalty is taken into account. The cost of the

system will increase significantly when the light intensity is high,

and the load demand is low. It is found that when the highest

hydrogen doping concentration is 5%, the natural gas production

is 0 when the highest hydrogen doping concentration is 20%.

When the highest hydrogen doping concentration is 20%, the

system will generate natural gas, which reduces the supplement

of external natural gas and reduces the cost. The intake of

hydrogen gas is higher.

5 Conclusion

In this work, we presented a power-to-gas integrated energy

system based on RSOC in order to promote the development of

multi-energy complementary systems. By dividing the

electricity-to-gas process in the RSOC into electricity-to-

hydrogen and electricity-to-natural gas, we investigated the

system characteristics and the time-varying law of start-up

costs under different RSOC operating modes (electrolysis

and power generation). Based on the DC power flow power

systemmodel and the linearized gas pipeline model, the optimal

scheduling problem of the integrated energy system is

established. In addition, we also evaluated the amount of

energy generated from renewable sources, such as

photovoltaics, and the effect of the maximum concentration

of hydrogen injection on the energy system. This work also

quantified the economic benefits of power-to-gas in renewable

energy integration. With the continuous improvement and

progress of electricity-to-gas technology, reversible solid

oxide fuel cells may ultimately contribute significantly to

carbon neutrality.
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Nomenclature

Abbrevations

HCNG Hydrogen-Enriched Compressed Natural Gas

IEGS Integrated Electricity-Gas System

P2G Power to Gas

PV Photovoltaic

RSOC Reversible solid oxide cell

SNG Synthetic natural gas

SOFCs Solid oxide cells

English letter

GLn,t the gas load at node n

LSi,t load shedding amount at the bus i

SCS binary variable

Sgn,t gas production at the gas source n at time t

bg the power generation price of the thermal unit

cn the natural gas price at the gas source point n

deltai,t the included angle of the busbar i

EH2
r,t the electrolysis of hydrogen

Ein
r,t the input energy of the gas

ESNG
r,t the electrolysis of natural gas

Fslr fixed start-up cost

HH2 calorific value of hydrogen

HNG calorific value of natural gas

Kl
r start-up cost of fuel cell after the offline time length

l length of the ROSC offline

Li,t power load

Pg,t power generation of the generator set g at time t

Pvc
i,t power of the abandoned photovoltaic

Pgen
r,t generated power of the RSOC at time t

PP2G
r,t input power supply for the common electrolysis process

Pv
i the photovoltaic power generation included in the

power grid

Prd,ele
r downhill power in the electrolysis mode

Prd,gen
r downhill power in the fuel cell power generation mode

Pru,ele
r uphill power in the electrolysis mode

Pru,gen
r uphill power in the fuel cell power generationmode

Ppv
t the predicted photovoltaic power generation

Pvct the amount of abandoned light

Qn,m,t the gas volume flow rate from node n to node m

QH2
n,t the quantities of hydrogen injected at node n

QSNG
n,t the quantities of natural gas injected at node n

tau cooling time constant

Vsl
r the maximum start-up cost variable

VOLL the price required to reduce the load of the system

VOLV the price of the abandoned light

xij the reactance of the transmission line between the busbar i

and j

Y(t, j) binary variable indicating start state

Z(t, j) binary variable indicating stop state
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