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integrated computing materials
engineering

Yu-Hong Zhao1,2*
1Beijing Advanced Innovation Center for Materials Genome Engineering, University of Science and
Technology Beijing, Beijing, China, 2Collaborative Innovation Center of Ministry of Education and Shanxi
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Editorial on the Research Topic
Phase field method and integrated computing materials engineering

Nano- and meso-scale phase-field methods (PFM) have increasingly been used in a wide
range of metallic materials, in addition to both inorganic and organic non-metallic materials. In
the context of integrated computing materials and engineering (ICME), phase-field methods,
together with other physical modeling or machine learning (ML) technologies, have become
powerful tools for designing corresponding experiments and understanding material processes
when dealing with the design and manufacturing of metals, alloys, or non-metallic materials.
Solidification, precipitation, and deformation correspond to the casting, aging, forging, or
additive manufacturing processes, etc., and controlling the microstructures in these processes is
key for preparing high-performance materials or manufacturing components. The coupling of
microscopic and mesoscale modeling during the design and manufacturing processes of
materials or casting within the ICME framework is shown in Figure 1.

In this Research Topic of “PFM-ICME,” the research work is unexpectedly included in this
framework, showing the potential of PFM-ICME in the application of a variety ofmaterials processes.

• H atom diffusion and void defects. Using the phase-field model, the grain structures and
irradiated void defects of hydrogen (H) atoms in porous polycrystalline tungsten (W) are
generated (Li et al., DOI: 10.3389/fmats.2022.935129). The effects of grain morphology
and porosity on the effective diffusion coefficient of H in W alloy are investigated,
providing a good way to understand the influence of complex microstructures on H
diffusion and assisting in the design of W-based materials for the fusion reactor.

• Solid-state phase transformation (precipitation PFM). Amacroscopic constituent redistribution
phase-fieldmodel is developed by introducing the effect of irradiation on atommobility and the
effect of temperature on interface mobility (Wen et al.), and an expression of phase boundary
width is proposed that applies to both microscopic and macroscopic scenarios. The interfacial
parameters and Zr concentration distribution near the fuel surface in U-10wt% Zrmetallic fuels
are discussed. PFM combined with COSMAP software is used to investigate the precipitation of
carbide M23C6 by surface quenching on GCr15 (Fe-Cr-C) alloy-bearing rings (Liu et al.).

• Additive manufacturing (solidification and precipitation PFM). A two-relaxation-time lattice
Boltzmann model is proposed to simulate melt flows and free surface dynamics of Ti-6Al-4V
alloy in an electron beam selective melting additive manufacturing process (Chen et al.). The
model describes the dynamics of solid-liquid phase change and heat transfer and is employed
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to simulate the influence of process parameters on single and
multiple tracks of electron beam selective melting on a single
layer of the powder bed. Another example (Chen et al.) is
simulating the micro-structure evolution of Inconel 718 alloy
homogenization during laser powder bed fusion (L-PBF).

• Precipitation of zirconium hydride blisters (corrosion PFM). The
natural growth of hydride blisters and structural evolution after
applying radial stress are investigated using a phase-field model
coupled with anisotropic elastic, and the corrosion kinetics, stress
distribution, and displacement changes are discussed (Wu et al.).

• Columnar to equiaxed transition (CET) (directional solidification
PFM) (Zeng et al.) The transformation of columnar dendrites
to equiaxed crystals during directional solidification of Al alloy in
the convective environment of the actual roll casting process is
investigated with the Kim-Kim-Suzuki (KKS) PFM, considering
the microflow field and the roll casting experiment.

• Grain boundary dislocations in plastic deformation (phase field
crystal, PFC). The dislocation arrangement and decomposition at
grain-boundaries (GB) during constant-volume plastic deformation
of the FCC bi-crystal system are studied by using the two-mode
phase-field crystal (2PFC) method (Li et al.). The effects of different
GB misorientations (GBMs) and tensile deformation directions are
analyzed in terms of dislocation arrangement and decomposition.
The atomic density profile changed periodically at equilibrium in
three different symmetrical tilt GBs, but the initial GB dislocation
arrangement remains almost the same when tensile deformation is
applied in the x- or y-direction and is symmetrically arranged in a
“bowknot” structure. Stress at GB is more concentrated with the
increase in strain, and dislocation decomposition can reduce stress
concentration.

• Coating growth (PFM in Materials Genome Engineering). Within
the framework of Materials Genome Engineering (MGE), high-
throughput 3D phase-field simulations for TiN coating growth
during physical vapor deposition (PVD) combined with the multi-
objective optimization strategy and the corresponding experiments
are performed to screen the optimal coating properties (Dai et al.).

This Research Topic also includes a molecular dynamics simulation of
the nano-crack closure mechanism and interface behaviors of
polycrystalline austenitic steel (Chen et al.), demonstrating the modeling
variety of ICME. Phase field methods, first principles, molecular dynamic
simulations, machine learning technologies, macroscopic multi-physical

field simulations, numerical algorithms, and corresponding experiments
are often coupled together to solve many materials processes. As a result,
the “Integrated phase-fieldmethods (IPFM)”, rather than a single PFM,will
have greater application potential in the future design of high-performance
metallic or non-metallicmaterials, and in themanufacturing of castings and
other components. IPFM is becoming one of the most important and
promising core parts within the scope of ICME.
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FIGURE 1
The design schematic of metallic materials processes in the PFM-ICME framework.
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A Two-Relaxation-Time Lattice
Boltzmann Model for Electron
Beam Selective Melting Additive
Manufacturing
Daoliang Chen1, Wei Chen2, Yanfei Liu3 and Dongke Sun1*

1School of Mechanical Engineering, Southeast University, Nanjing, China, 2Power Beam Processing Laboratory, AVIC
Manufacturing Technology Institute, Beijing, China, 3R and D Department, China Academy of Launch Vehicle Technology,
Beijing, China

Electron beam selective melting is a rapidly developing additive manufacturing technology
for industry and engineering. A two-relaxation-time lattice Boltzmann model is proposed
to simulate melt flows and free surface dynamics in an EBSM additive manufacturing
process. The model also describes the dynamics of solid-liquid phase change and heat
transfer, and it is validated by several simulations of classical benchmarks. The model was
applied to further simulate single and multiple tracks of electron beam selective melting
on a single layer of powder bed and to analyze the influence of process parameters. The
results demonstrate significant potentials of the present model for the study of additive
manufacturing processes.

Keywords: lattice Boltzmann method, phase change, heat transfer, melt flows, electron beam selective melting

1 INTRODUCTION

The electron beam selective melting (EBSM) additive manufacturing with higher energy density
electron beam as the heat source can improve the quality and efficiency of metal parts additive
manufacturing and reduce the molding cost. The metal powders are melted and solidified layer
by layer to form the desired metal components by selective heating. EBSM has attached great
attention in recent years as it is widely used in aerospace (Blakey-Milner et al., 2021), biomedical
(Tamayo et al., 2021) and other crucial fields (Vafadar et al., 2021) to fabricate complex structural
products. However, EBSM is a non-equilibrium physical process accompanied by various complex
phenomena such as melt convection, heat transfer, solute transport, and phase change. In-depth
investigation of melt’s complex behavior during the melt pool evolution process is significant
in improving the process manufacturing level and enhancing the product quality. As the rapid
evolution of the melt pool during EBSM is difficult to observe, the general experimental approach
can only obtain information on its formation through continuous trial and error, making it difficult
to reveal its complex formation mechanism. Numerical simulation has become an essential part
of scientific research about additive manufacturing, effectively reducing the time as well as the
economic cost of traditional experimental means (Hashemi et al., 2021).

At present, the numerical studies on EBSM have attracted great attention. Cheng et al. (2014)
developed a three-dimensional (3D) thermal model based on the finite element method (FEM)
to predict the temperature distribution of the EBSM process and stated that the powder porosity
is critical to the thermal characteristics of the melt, with the size of the melt pool increasing as
the powder porosity increases. Riedlbauer et al. (2017) researched the experimental measurement
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and macroscopic thermal simulation of melt pool in EBSM
of Ti-6Al-4V based on FEM, obtained that a good agreement
was between experimental and simulation results, and the
existence time of the melt pool was proportional to the line
energy. In contrast, the dimensions and line energy showed
a nonlinear relationship. Jamshidinia et al. (2013) applied
numerical simulation to compare the difference between the
pure thermal model and the convective heat transfer model
and concluded that the convection heat transfer model has a
larger weld pool width and a longer length, but the penetration
distance is shallower. Further, there are an increasing number
of further studies on the evolution of the melt pool at the
powder scale. A powder-scale model based on the finite volume
method (FVM)was designed to effectively simulate the formation
of defects such as the balling effect and analyze the surface
morphology formation mechanism in EBSM (Yan et al., 2017).
Wu et al. (2021) intensively developed an FVM-based 3D
multiple-layer mesoscale model to investigate the side roughness
of Ti-6Al-4V parts fabricated by EBSM and revealed the
leading cause of track shape fluctuation. Zhao et al. (2020, 2021)
investigated the effect of the thermal properties of the powder bed
(i.e., emissivity, thermal conductivity) and the environmental
conditions on the energy absorption and heat transfer of the
EBSM process based on CtFD simulations. The results indicated
the necessity to improve the process parameters according to the
fineness of the powder to ensure the molded quality.

Combined with the above research status, it is known that
the numerical simulation methods to predict and control the
flow field of the molten pool have a high guiding significance for
the actual EBSM process. However, most of the methods have
certain limitations on the calculation of complex interfaces with
relatively low computational efficiency. The lattice Boltzmann
method (LBM) has been widely used in simulating heat transfer,
and fluid flows for its simplicity in the algorithm, ease of
implementation, and effectiveness in solving partial differential
equations. Körner developed a two-dimensional model for
EBSM, firstly employing LBM and successfully modeled
surface tension and wetting phenomena (Körner et al., 2013;
Ammer et al., 2014). Zheng et al. (2019) proposed a height
function-LBM coupling model to study the melt pool dynamics
of selective laser melting. Zakirov et al. (2020) implemented a
high-performance tool called FaSTLaB for simulation of the
powder bed fusion additive manufacturing process, which
fits the framework of the single-relaxation-time scheme LBM.
However, the single-relaxation-time scheme is less stable in
some specific conditions.TheLBMwithmultiple-relaxation-time
lattice Boltzmann equations suffers from algorithmic complexity
and computational consumption.

Thepresent work aims at developing a three-dimensional (3D)
two-relaxation-time (TRT) LBM-based mass and heat transfer
model to study the melt pool evolution process during EBSM.
The fluid dynamics and heat transfer in the model are validated
by simulating thermal convection and phase change processes
in a square cavity as well as the simulation of bead-on-plate.
The powder bed fusion EBSM process under different process
parameters is investigated. The analysis of the melt pool flow
pattern provides an understanding of melt pool formation.

2 MATHEMATICAL MODEL

2.1 Modeling of Melt Flows During Phase
Change
Melt flows during phase change in EBSM is described by the
two-relaxation-time lattice Boltzmann equation (Ginzburg et al.,
2008) as

fi (x + ciδt, t + δt) − fi (x, t) = −
1
τ+f
[f +i (x, t) − f

eq+
i (x, t)]

− 1
τ−f
[f −i (x, t) − f

eq−
i (x, t)] + F

∗
i δt (1)

with

f +i =
fi + fi
2
, f −i =

fi − fi
2
, f eq+i =

f eqi + f
eq
i

2
, f eq−i =

f eqi − f
eq
i

2
, (2)

where fi(x, t) is the density distribution function at (x, t), f eqi (x, t)
is the equilibrium density distribution function, τ+f and τ−f
indicate the symmetric dimensionless relaxation time and the
anti-symmetric relaxation time, and F∗i is the force term. Here,
ci is the discrete velocity in direction i, i represents the opposite
direction of i, and δt is the time interval. The f +i and f −i are
referred to the symmetric and antisymmetric density distribution
functions.

The f eqi (x, t) is given as

f eqi = ωiρ[1+
ci ⋅ u
c2s
+
(ci ⋅ u)

2

2c4s
−
|u|2

2c2s
] (3)

where ωi is the weight coefficient, ρ is the density, u represents
fluid velocity and cs is the sound speed in relation to the lattice
velocity, c = δx/δt and c = √3cs.

The F∗i is introduced by the body force Fi described by Guo
(Guo et al., 2002; Mao et al., 2022):

F∗i = (1−
1
2τ+f
)
Fi + Fi
2
+(1− 1

2τ−f
)
Fi − Fi
2

and

Fi = ωi(
ci − u
c2s
+
ci ⋅ u
c4s

ci) ⋅ F, (4)

where F is the force exerted on themelts. In EBSM, F includes the
thermal buoyancy, the surface tension, the Marangoni force and
the recoil pressure. Based on the boussinseuq approximation, the
thermal buoyancy Fb is

Fb = ρgβT (T −Tm) , (5)

where g is the gravitational acceleration, βT is the thermal
expansion coefficient, T is the temperature and Tm is the melting
temperature. The surface tension can be described as

Fs = σκn|∇ϕl|
2ρ

ρl + ρg
, (6)

where σ is the surface tension coefficient, κ is the local curvature,
n is the unit normal vector dueto the forces acting on the
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surface of the liquid, ϕl is the liquid phase fraction at the
gas-liquid interface, ρl and ρg are the densities of liquid and
gas phase (Brackbill et al., 1992). The Marangoni effect occurs
because of the gradient of surface tension caused by non-
uniform temperature distributions, and the Marangoni force can
be calculated by

FM = βM [∇T − (n ⋅∇T)n] |∇ϕl|
2ρ

ρl + ρg
, (7)

where βM is the temperature coefficient of surface tension. The
recoil pressure is an important driving force that acts on the
surface of the melt, which is generated by vapor flux and defined
as (Zhao et al., 2020)

Fr = 0.54P0 exp[
LvM (T −Tv)

RTTv
]n|∇ϕl|

2ρ
ρl + ρg
, (8)

whereP0 is the ambient pressure,Lv is the enthalpy ofmetal vapor,
M represents the molar mass, Tv is the vapor temperature of the
metal and R is the universal gas constant.

The D3Q19 model is selected to model the present 3D-EBSM
process in the present work. Therefore, the weight coefficient is
given as

ωi =
{
{
{

1/3 i = 0
1/18 i = 1,…,6
1/36 i = 7,…,18

, (9)

and the discrete velocity in direction i is

[c] = [

[

0 c −c 0 0 0 0 c −c c −c c −c c −c 0 0 0 0
0 0 0 c −c 0 0 c −c −c c 0 0 0 0 c −c c −c
0 0 0 0 0 c −c 0 0 0 0 c −c −c c c −c −c c

]

]
.

(10)

In Eq. 1, the two dimensionless relaxation times τ+f and τ
−
f can

be calculated by using the magic number Λf, which is defined as

Λf = (τ
+
f −

1
2
)(τ−f −

1
2
). (11)

Here, the symmetric dimensionless relaxation time are described
as

τ+f = τf =
ν

c2s δt
+ 1
2
, (12)

where ν is the kinetic viscosity. The macroscopic density ρ and
velocity u are calculated as

ρ =
18

∑
i=0

fi, ρu =
18

∑
i=0

cifi +
δt
2
ρF. (13)

The immersed moving boundary scheme (Noble and
Torczynski, 1998) is introduced to account for the effects of
partially solidified areas.The evolution of the density distribution
function fi includes the solid collision operator Ωs

i and the fluid
collision operator Ωl

i, given by

fi (x + ciδt, t + δt) − fi (x, t) = (1− β)Ω
l
i + βΩ

s
i (14)

with

Ωl
i = −

1
τf
[fi (x, t) − f

eq
i (x, t)] and

Ωs
i = −(fi (x, t) − f

eq
i (ρ,us)) + (fi (x, t) − f

eq
i
(ρ,u)) , (15)

where β is weight function. It is described as

β =
(1−ϕl)(τf − 0.5)

ϕl + (τf − 0.5)
, (16)

where ϕl is the liquid phase fraction at the liquid-solid interface.
us is the solid velocity, us = 0 in the subsequent simulations.

2.2 Modeling of the Liquid-Solid Phase
Change
The evolution of enthalpy in the phase change system is governed
by

hi (x + ciδt, t +Δt) = hi (x, t) −
1
τh
[hi (x, t) − h

eq
i (x, t)] +ωi

̇Qδt,

(17)

where hi is distribution function for enthalpy of the phase change
system, τh is the dimensionless relaxation time and heqi (x, t) is the
equilibrium enthalpy distribution function. The heqi is given as

heqi = ωicpT [1+
ci ⋅ u
c2s
+
(ci ⋅ u)

2

2c4s
−
|u|2

2c2s
]+ (H − cpT)δi0, (18)

where δij is the Kronecker function. The source term ̇Q includes
the electron beam heat source, the evaporation heat loss and
the radiation heat loss. The electron beam heat flux is generally
independent of material state, whose generic form is typically

̇QS = ηPBIxyIz , (19)

where η is the energy absorption rate, PB is the electron
beam’s power, which is depends on the process parameters, the
accelerating voltage, UB and the beam current, IB. Ixy is the
Gaussian distribution of energy in planes, where the maximum
power intensity is at the centre with the power intensity
decreasing as the width increase, as follow

Ixy =
1

2πσ2
b

exp{−
[(x − x0)

2 + (y − y0)
2]

2σ2
b

}, (20)

where σb is the standard deviation of beam width, (x0,y0) locates
the center of the electron beam, which constantly changes as the
heat source moves. Iz is the energy’s vertical distribution, whose
commonly used form is given as (Zäh and Lutzmann, 2010)

Iz =
1
zs
(1− z

zs
)(1+ 3z

zs
), (21)

where zs is the penetration distance, for which a fairly common
relationship is as follows (Knapp et al., 2019)

zs = 2.1× 10−11
U2

B

ρ
for 10kV < UB < 100kV. (22)
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The most electrons beam penetrate into the material and are
absorbed, so reflections are not considered in the model.

The main sources of heat loss in the EBSM process are the
thermal loss radiated to the atmosphere and the heat removed
from themelt pool due to high temperature evaporation.The total
heat flux due to radiation can be expressed as

̇qr = −σbε (T4 −T4
ref) , (23)

where σb is the Stefan-Boltzmann constant, ε is the emissivity and
Tref is the ambient temperature. The model ignores the mass loss
due to evaporation phenomena and only considers the heat loss
which is sufficiently significant. The heat flux due to evaporation
can be expressed as

̇qv = −
0.82LvM
√2πMRT

P0 exp[
LvM (T −Tv)

RTTv
]. (24)

After the powder spreading process, there is a pre-treatment
process to avoid powder smoke effect (Leung et al., 2019), where
the metal powder is sintered at a high pre-heating temperature.
Therefore the powder particles are considered fixed in the EBSM
process.

In the D3Q19 model, the relationship between τh and the
thermal diffusivity α is described as

τh =
α

c2s δt
+ 1
2
. (25)

The temperature T can be determined by

T =

{{{{{
{{{{{
{

H
cp

H ≤Hs

Ts +
H −Hs
Hl −Hs
(Tl −Ts) Hs <H <Hs,

Tl +
H −Hl
cp

H ≥Hl

and H =
18

∑
i=0

hi.

(26)

where Hl and Hs are the total enthalpy corresponding to
the solidus temperatures Ts and liquidus temperatures Tl,
respectively. The liquid phase fraction ϕl can be updated
according to H = cpT+ϕlLm, where Lm represents the latent heat.

2.3 Tracking Evolution of Liquid/Gas
Interface
The evolution of the liquid/gas (L/G) interface is described by
using a mass-exchange method with the mediation of fi and
ϕl across L/G interface. The movement of the L/G interface is
implemented by relabelling of cell types including gas cells, L/G
interface cells and liquid cells based on the mass exchange. The
liquid mass in a cell is related to the liquid phase fraction and the
local density, defined as

m (x, t) = ρ (x, t)ϕl (x, t) . (27)

The cell’s mass is updated according to

m (x, t + δt) =m (x, t) +
18

∑
i=0

Δmi (28)

with the direction-dependent exchange mass

Δmi =
{{
{{
{

fi (x + ciδt) − fi (x) (x + ciδt) ∈ L
ϕl (x + ciδt) +ϕl (x)

2 [fi (x + ciδt) − fi (x)] (x + ciδt) ∈ L/G
0.0 (x + ciδt) ∈ G

.

(29)

The L/G interface cell converts to the liquid cell when
m(x, t) ≥ ρ(x, t) and the gas cell when m(x, t) ≤ 0. The accuracy
of the simplified advection scheme based on the mass exchange
principle has been validated in the literature (Bogner et al., 2016).
This model does not take into account the gas dynamics,
so the distribution functions streamed from the gas phase is
unknown. The particle distribution functions are reconstructed
as (Körner et al., 2005)

fi (x, t + δt) = f
eq
i
(ρ0,u0) + f

eq
i (ρ0,u0) − fi (x, t) , (30)

where ρ0 is the reference density in the simulation and u0
represents the fluid velocity at the L/G interface. And the
curvature estimation in the interface is performed using
the height function method, which can guarantee second-
order accuracy in curvature calculations (Ferdowsi and
Bussmann, 2008; Afkhami and Bussmann, 2009).

3 RESULTS AND DISCUSSION

3.1 Validation
3.1.1 Convective Phase Change Problem
Numerical simulations are carried out to test the present model.
Firstly, a square-cavity convective phase change problem is
selected to make the validation. In this simulation, a two-
dimensional cavity of length L is filled with homogeneous solid
substance at the melting temperature T0. The left wall is set at
a constant temperature, Th, above the melting temperature, and
the right wall is set at T0. Other walls are adiabatic. Two cases
with different Rayleigh numbers Ra of 2.5× 104 and 2.5× 105
are simulated. The Stefan number defined as St = cp(Th −T0)/L
is set to be 0.01 and the Prandtl number defined as Pr = ν/α,
equals to 0.02 in the simulation. The average Nusselt number
along the left wall, defined as Nu = ∫L

0 qldy/[λ(Th −T0)], and the
liquid phase fraction of the square cavity, ϕcavity

l , are selected to
characterize the problem quantitatively. Figure 1A; Figure 1B
shows the Nusselt number and liquid phase fraction at different
times for Ra = 2.5× 104 and Ra = 2.5× 105 respectively. Here, the
Fourier number is introduced, which is defined as Fo = αt/L2.
When Ra = 2.5× 104, Nu keeps oscillating at high frequencies
as time progresses. The position of the solid-liquid interface at
different moments is inscribed for the two cases, as shown in
the Figure 1C; Figure 1D respectively. The results of the present
simulations are both in high agreement with Mencinger’s results
inscribed by the dots (Mencinger, 2004).

3.1.2 Surface Tension and Wetting Effect
Surface tension and wetting have a significant effect on the melt
pool formation.The shape of the droplets on the plate is simulated
to compare with their theoretical shape to validate the surface
tension and wetting effects in the model.
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FIGURE 1 | The comparison of results for the average Nusselt number along the left wall Nu and the liquid phase fraction of the cavity ϕcavityl versus the Fourier
number Fo (A): Ra = 2.5 × 104, (B): Ra = 2.5 × 105), the position of the solid/liquid interface (C): Ra = 2.5 × 104, (D): Ra = 2.5 × 105).

In Figure 2, a semicircular droplet is placed on a flat wall with
the initial contact angle of 90° and radius ofR, whichwould be the
equilibrium solution for neutral wetting conditions. For different
wettability, assuming that the radius of the droplet at equilibrium
is r, the volume of the droplet at equilibrium is

V eq = 2πr
3

3
(2− cosθ + cos2 θ) . (31)

With constant density, the relationship between the maximum
height hm and the initial radius R is obtained from the
conservation of mass as

hm
R
= (1− cosθ) 3√ 2

2− 3cosθ + cos3 θ
. (32)

FIGURE 2 | Contact angle between the droplet and the plate.

Figure 3 gives the ratio of hm and R at different wettability,
which is in good agreement with the theoretical result. Curvature
calculation based on the height function method is valid, and the
present model can now effectively portray the phenomenon of
melt wetting under surface tension.

3.1.3 Simulation of the Bead-on-Plate
The absorption of electron beam energy and melt-pool
formation are the key factors for EBSM. The simulation of the

FIGURE 3 | Equilibrium profile and the ratio of hm and R for five different
contact angles.
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FIGURE 4 | The track cross-sections of the bead-on-plate for case A and case B.

bead-on-plate for the Ti-6Al-4V alloy was carried out to
observe the evolution of the liquid phase. In this simulation,
the accelerating voltage of 60 kV, the current of 5 mA, the beam
spot size of 500 μ m, and the initial preheat temperature of 296 K
are set. The scanning speed is 1,000 mm/s and 3,000 mm/s for
cases A and B, as shown in Figure 4. The physical parameters
used in the simulations (Lin et al., 2020; Wu et al., 2021) are
given in Table 1. For the Ti-6Al-4V alloy, zs is approximately
18.9 μm at UB = 60 kV. Comparison of the melt-pool shapes
in Figure 4 demonstrates favorable agreement between the
simulations and the experiments (Zakirov et al., 2020) in both
the width and depth. It shows that the present model can
well characterize the melt pool’s interface evolution during
EBSM.

3.2 Single Track on Powder-Bed
The powder bed with alloy powders of Ti-6Al-4V ranging from
45 to 105 μm is introduced in the simulation of the powder
bed fusion EBSM. The layer thickness is about 100 μm. In this
simulation, the initial preheat temperature is set to be 973 K.The

TABLE 1 | Thermophysical properties of Ti-6Al-4V used in the simulation.

Parameters Value Parameters Value

ρ 4,000 kg/m3 μ 0.005 Pa ⋅ s
σ 1.68 N/m βM 2.6 × 10–4 N/(m ⋅K)
M 0.446 kg/mol R 8.314 J/(K ⋅mol)
cp 700 J/(K kg) β 8.0 × 10–6 1/K
P0 1.013 × 105 Pa Tv 3,315 K
Tl 1928 K Ts 1,878 K
Lv 9.64 × 106 J/kg Lm 2.86 × 105 J/kg
λl 30 W/(m ⋅K) λs 21 W/(m ⋅K)
σb 2.56 × 10–8 W/(m2 ⋅K4) ε 0.2

beam spot size is 400 μm, the scanning speed is set to 0.5 m/s, and
the accelerating voltage maintains at 60 kV.

Figure 5 demonstrates the evolution process of the melt
pool and its accompanying temperature field during single
track melting with the electron beam current of 4 mA. The
alloy powders are heated locally by the electron beam heat
source, and their temperature continuously increases. When
above their solidus line temperature, the powder particles melt
to form a nearly circular melt pool, as shown in Figure 5A;
Figure 5B. At this stage, the melt in the pool is mainly subject
to thermal buoyancy, gravity, and surface tension. According
to Eq. 6, the magnitude of the surface tension depends on the
surface tension coefficient and the local curvature. Considering
that the size of the melt pool was tiny, for alloy powders of
Ti-6Al-4V with diameters in the range 45–105 μm, the complete
melting was subject to the surface tension of approximately
8× 1010N/m3, which is much greater than the other forces acting.
Therefore, the surface tension is the primary motivation for the
continuous convergence of the molten powder to form the melt
pool. Figure 5C displays the changing morphology of the melt
pool as the electron beam heat source traveled, elongating in the
direction of the electron beam heat source. At the same time,
the temperature distribution on the surface of the melt pool
displays a more significant temperature gradient at the leading
edge of the melt pool than at the tail end of the melt pool. During
the rapid movement of the heat source, the tail end of the melt
pool is out of the area heated by the electron beam. As the heat
continuously transfers, the melt gradually cools and eventually
solidifies.The continuous action of the electron beam heat source
causes the temperature in the spot to rise by degrees, reaching
the boiling point of the material at the current pressure, which
leads to evaporation. The evaporation took away a large amount
of heat and kept the maximum temperature in the melt pool
at a relatively constant level. In addition, it provokes a recoil
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FIGURE 5 | The morphological characteristics and temperature distribution of the melt pool during electron beam scanning (A): 0.1 ms, (B): 0.2 ms, (C): 1.2 ms,
(D): 2.4 ms.

FIGURE 6 | The morphological characteristics and temperature distribution
of the melt pool with an increase of the electron beam current in the longitude
cross section view (A): IB = 1.0 mA, (B): IB = 1.5 mA, (C): IB = 2.5 mA, (D):
IB = 4.0 mA). The dash squares mark the morphological features (A): the
balling effect, (B): the fluctuation of the solidified track, (C): the partially
melted particles).

pressure at the interface, resulting in a distinct depression on
the melt pool surface, as illustrated in Figure 5D. At the same
time, it is evident that the melt flows from the center to the
periphery owing to the Marangoni effect within the melt pool,
which is due to the presence of tangential forces on the surface
caused by temperature-dependent surface tension. Accordingly,
this accelerates the convective cooling process and helps reduce
the pool’s temperature, which to some extent suggests thatmodels
without flow might overestimate the temperature values inside
the pool.

Figure 6 shows the morphological characteristics and
temperature distribution of the melt pool with an increase of the
electron beam current from 1.0 to 4.0 mA at t = 2.4 ms.When the
current is 1.0 mA, the melting track is discontinuous and appears
to spherize, as illustrated in Figure 6A. When the heat input is
relatively low, the melted powder tends to cluster under surface
tension as the powder layer melts, and the substrate does not
melt. As the power is increased to 90 W, the substrate gradually
melts, and the melted powder spreads over the melted substrate
to minimize the surface energy in Figure 6B. At this stage, the
temperature in the melt pool is below the boiling point, and there
is no significant depression, indicating that the pool is barely
subject to recoil pressure. Due to inadequate substrate melting,
the powders preferentially merge with each other after melting
rather than entering the melt pool immediately. Due to the high
solidification rate, the melt pool is not replenished by the melt
in time for solidification to occur. The molten powder then fuses
with the melt pool, and there is significantly more melt in the
melt pool than before. This results in significant fluctuations in
the surface of the solidified track. Some partially melted powder
adheres to the melting track in Figure 6C. These particles are
partially heated to full melting as they are away from the electron
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beamheat source.This phenomenon contributes to the roughness
of the melt track and is usually unavoidable. In practice, it may
also increase the porosity, as discussed later. Figure 6D shows the
melt flows towards the tail of the melt pool, creating a backward
flow. In addition, a recirculation flow from the rear of the melt
pool is generated. At this time, the electron beam power reaches
240W, the substrate is fully heated and melted, and the melted
powder at the front of the melt pool can be replenished in time to
provide sufficient melt for the reverse flow. This ensures that
a flat surface is formed at the rear of the melt pool when it
solidifies.

Figure 7A depicts the temperature along the surface of the
melting track versus the distance from the electron beam at
t = 2.4 ms. The position scale 0 indicates the position of
the electron beam at the moment. As the electron beam
power increases, the maximum temperature in the melt pool
rises continuously. Furthermore, the position of the maximum
temperature is not at the center of the electron beam but slightly
off it. The electron beam has an apparent effect within a specific
range. When the energy supplied by the electron beam to the
metal powder or melt is higher than the heat lost by its heat
transfer, the temperature keeps rising. The plateaus are noted

A B

FIGURE 7 | (A) Temperature profile along the surface of the melt pool in the x-direction (B) The width and height of the solidified track.

FIGURE 8 | (A) The scanning strategy (B−D) The temperature distribution of the melt pool with different hatching distance in the top view (B): 0.28 mm, (C):
0.32 mm, (D): 0.36 mm.
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FIGURE 9 | The bottom morphology of the melt tracks with different hatching distance (A): 0.28 mm, (B): 0.32 mm, (C): 0.36 mm.

corresponding to the latent heat for the phase change. At the
position away from the electron beam, the melt solidifies and
releases some heat, resulting in a slower temperature reduction.
The temperature gradient around the pool is significantly lower
than inside the pool but still reaches 1× 105 K/m. The higher
the electron beam power, the longer the plateau zone is in
the figure, which indicates that the higher the electron beam
energy density, the lower the solidification rate. Figure 7B shows
the geometric characteristics of the single track, including the
average width and height of the tracks in relation to the electron
beam current. The average value is based on measurements
from three cross-sections. Obviously, as the electron beam power
increases, the width and height increase. At a power of 60 W,
the average height is 49.73 m, which is nearly half the thickness
of the powder layer. In this case, the substrate is not sufficiently
melted, although the melt track is continuous. Simulation results
indicate that the morphology of the melt pool is considerably
dependent on the energy input parameters, and improper
selection of process parameters may significantly reduce the part
performance.

3.3 Multiple Tracks on Powder-Bed
The multiple tracks EBSM process is simulated to study the
interaction between sequential tracks. In the simulation, the
electron beam scanning speed is increased to 1 m/s, and the
current is set to 4.5 mA. Other parameters are the same as before.
The scanning strategy is an S-shaped path with no delays on the
turns, as shown inFigure 8A.Thehatching space lh represents the
distance between the first and second track.The hatching space is
chosen as 0.28, 0.32, and 0.36 mm, respectively, where 0.36 mm is
slightly more significant than the average width of the melt track.

Figures 8B–D show the morphological characteristics and
temperature distribution of the melt pool for the multiple tracks.
In Figure 8B; Figure 8C, the first solidified track appears to
re-melt to some extent as the electron beam scans along the
second track. The shorter the hatching distance, the larger the
re-melted area. Before the first molten track has fully solidified,
the powder on the second track melts and enters the previous
molten pool, causing the rear of the melt pool to deviate from
the scanning direction of the second electron beam. When the
hatching space is 0.36 mm, some uneven protrusions are evident
between the first and second track as illustrated in Figure 8D.
In this case, the morphology of the melt pool differs from

the previous two cases. Figure 9 gives The bottom morphology
of the melt tracks in these three cases. In Figure 9C, there
are some apparent gaps between the first and second tracks,
and the two tracks are almost independent of each other. This
indicates that the hatching distance is selected according to the
width of the single melt track. A reasonable distance ensures a
good fusion joint between multiple tracks and reduces product
defects.

4 CONCLUSION

A three-dimensional two-relaxation-times lattice Boltzmann
model is developed to simulate the EBSMadditivemanufacturing
process, including the dynamics of melt flows, heat transfer,
phase changes, and effects of internal and external forces.
The model is validated by simulations of convective
phase change in a square-cavity and then applied to a
bead-on-plate EBSM process. The results show that the
present model can be used to accurately characterize the
solid-liquid phase change and describe the formation of
the melting pool in an EBSM additive manufacturing
process.

For single track powder bed fusion, surface tension drives
the convergence of the molten powder into a continuous melt.
The Marangoni effect and recoil pressure induce backward flow
within the melt pool, moving the melt away from the high-
temperature region and thus creating a recirculation flow within
the melt pool. At a constant electron beam voltage of 60 kV, the
height andwidth of themelt track and themaximum temperature
within the melt pool decrease continuously as the electron beam
current decreases from 4 to 1.5 mA. When the energy input
is relatively high, the powder and the substrate are sufficiently
melted to form a continuous flat cladding layer. At a current of
15 mA, the melt pool is virtually immune to recoil pressure as
the temperature is well below the boiling point, and the melt
track surface is fluctuating due to inadequate substrate melting.
When the current is further reduced to 10 mA, balling occurs
in the track, resulting in the appearance of a significant area
of voids. Excessive hatching distance for multiple tracks leads
to many porosities, and partial remelting of the fusion track
can reduce the porosity. Boosting energy input and reducing
distance can effectively lower porosity to improve product
quality.
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Phase-Field Model of Hydride Blister
Growth Kinetics on Zirconium Surface
Shuai Wu1,2,3, Jie Sheng3, Chao Yang1,2, Xiaoming Shi1,2, Houbing Huang1,2*, Yu Liu3* and
Haifeng Song3

1School of Materials Science and Engineering, Beijing Institute of Technology, Beijing, China, 2Advanced Research Institute of
Multidisciplinary Science, Beijing Institute of Technology, Beijing, China, 3Laboratory of Computational Physics, Institute of
Applied Physics and Computational Mathematics, Beijing, China

The precipitation of zirconium hydride blisters on the surface of zirconium alloy cladding
destroys the integrity of the material and leads to material failure, which has serious
potential safety hazards. To study the corrosion kinetics of zirconium hydride blisters, we
established a phase-field model coupled with anisotropic elastic, which can reflect the
microstructure evolution process of zirconium hydride blisters. The model studies the
natural growth of hydride blister and the structural evolution process after applying radial
stress and discusses the corrosion characteristics, stress distribution, and displacement
changes. Zirconium hydride blisters tend to be semi-ellipsoidal in natural growth. Applying
radial outward stress will promote the growth of blisters and aggravate the harm of
corrosion. The stress state changes with applying stress, which affects the elastic driving
force, resulting in the change of blister morphology. This work is helpful to understand the
corrosion kinetic mechanism of hydride blisters.

Keywords: phase-field model, hydride blister, anisotropic elastic, microstructure evolution, applied stress

INTRODUCTION

Zirconium alloy has a low neutron absorption rate and good high-temperature corrosion
resistance and is widely used in structural materials in fuel cladding of water-cooled reactors
(Krishnan and Asundi, 1981; Bair et al., 2015; Motta et al., 2015). However, severe waterside
corrosion reactions occur during use and storage, and its performance will also be limited (Hong
et al., 2002; Han et al., 2019). During the corrosion process on the waterside, the outer layer of the
zirconium alloy cladding is oxidized, releasing hydrogen atoms, and the hydrogen atoms migrate
into the zirconium matrix. It moves along the hydrostatic stress gradient and moves against the
thermal gradient (Kammenzind and Berquist, 2000; Reheman and Ståhle, 2018). In other words,
hydrogen is attracted to high-stress areas and cold areas, or areas where the two interact together.
When the hydrogen concentration exceeds the solid solution limit in the zirconium matrix,
zirconium and solid solute hydrogen transform into the zirconium hydride phase (Ghosal et al.,
2002; Bair et al., 2015; Reheman and Ståhle, 2018; Han et al., 2019). The formation of brittle
hydride will not only cause the material to expand and increase its volume greatly, but also it is easy
to initiate crack growth and penetrate the matrix (Kim et al., 2007; Puls, 2009; McRae et al., 2010).
The hydride formed on the metal surface appears as a small bump, usually called a blister (Cheong
et al., 2001; Singh et al., 2002). The growth of zirconium hydride blister is an important form of
pitting corrosion. It is the main initiation point of fuel cladding failure in nuclear power plants,
which will pose a serious threat to nuclear power safety. Therefore, the basic understanding of
hydride blister growth behavior is of great significance for predicting material performance
degradation and failure.
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The size of the hydride blister is much larger than that of the single
hydride, reaching the micrometer level (Cheong et al., 2001; Singh
et al., 2002; Long et al., 2017; Kim et al., 2018). The formation of the
hydride blister requires the existence of a cold spot in the surrounding
environment, and the effect of cold spot aggregation on the growth of
hydride blisters is also different (Singh et al., 2002). In the experiment
of (Domizzi et al., 1996), the growth of blisters on the surface of theZr-
2.5% Nb alloy tube was studied. It divides the observed phenomenon
into three areas (I) the main part of the zirconium hydride blister,
whose growth is similar to that of a single hydride, and the anisotropic
growth is ellipsoidal, (II) the radial hydride accumulation area, and
(III) circumferential hydride accumulation area. The phase-field
method has been widely used to study the microstructure changes
such as hydride precipitation inZr claddingmaterials (Bair et al., 2015;
Bair et al., 2016; Bair and Zaeem, 2017; Bair et al., 2017; Han et al.,
2019; Toghraee et al., 2021). Based on region (I) (Reheman and Ståhle,
2018), studies the growth and cracking of hydride blisters under
elastic-plastic action by using the phase-field method, but its model is
established based on isotropy, which can not represent the anisotropic
growth of zirconium hydride blisters. In this work, we study the
morphological evolution of zirconium hydride blisters by using the
phase-field method coupled with anisotropic elastic strain energy. In
addition, some studies (Cheong et al., 2001; Motta and Chen, 2012)
show that during reactor operation, the fission gas and the helium
filling gas in the cladding tube create a combined pressure that exposes
the nuclear fuel cladding to constant stress. Even the swelling of
nuclear fuel also produces a certain pressure on the zirconium alloy
cladding tube (Rozhnov et al., 2011). Therefore, it is important to
understand the evolution mechanism of zirconium hydride blisters
under specific pressure. The evolution of hydride blisters under radial
stress is considered in this work.

PHASE-FIELD MODEL

Combining the zirconium hydrogen phase diagram (Yu et al.,
2020) and experimental research (Santisteban and Domizzi, 2009;
Vicente Alvarez et al., 2011; Lin et al., 2016; Motta et al., 2019), it
can be found that the hydrides in the zirconium hydride blister

are all δ-hydrides, and the ratio varies approximately in the range
of 60–85%, and the rest is the Zr matrix and impurities. Since the
chemical energy parameters of the zirconium hydride blister are
not clear yet, we simulate the zirconium hydride blister by using
the chemical energy (Bair et al., 2016; Bair and Zaeem, 2017; Bair
et al., 2017; Toghraee et al., 2021) and elastic parameters (Bair
et al., 2017; Han et al., 2019) of the δ-hydride. The size of the
cladding tube in the model is similar to some studies (Hong et al.,
2002; Hellouin de Menibus et al., 2014), and 11.25-degree section
is simulated. Since the longitudinal plane of the blister is usually
observed in the experiment, we convert the data in the z-y
direction of the coordinate axis to x-y. The whole calculation
process is carried out in two dimensions. Figure 1 shows the
setting of the hydride blister growth model and boundary
conditions. For the displacement field u, the top boundary is
set as free boundary conditions, the left and right are periodic
boundary conditions, and the bottom is fixed boundary
conditions. The boundary settings of phase-field η and
concentration field c are the same. All boundaries are set as
zero flux boundary conditions, and hydride and the matrix phase
are distinguished by the diffuse interface.

Governing Equations and Bulk Free Energy
Interfacial reaction, hydrogen transport driven by diffusion
potential, and internal stress caused by precipitation and
growth of zirconium hydride blister. Multi-physical field
coupling based on dynamic equations can simulate these
effects and reflect the dynamic characteristics (Shi et al., 2021;
Liu et al., 2022; Shi et al., 2022). The phase field, hydrogen
concentration field, and elastic strain energy field were coupled
to establish the zirconium hydride blister growth model in this
study. These fields are necessary to track the movement of the
diffusion interface, calculate the diffusion/redistribution of
hydrogen (Yang et al., 2021), and reveal the effect of radial
stress on hydride growth. The advantage of the phase-field
model in this study is that the shape of the grown precipitates
can be calculated (Gao et al., 2021; Gao et al., 2022; Xu et al.,
2022). The phase transition from metal to hydride is given by a

FIGURE 1 | Schematic diagram of zirconium-zirconium hydride blister model and boundary condition settings.
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phase variable η that continuously covers a range of values, where
the ends of the range represent pure metal or pure hydride,
respectively. The analysis is based on totally free energy, including
strain energy, chemical potential energy, and gradient energy
describing the diffusion interface. In the phase-field model, both
the diffusion of hydrogen atoms and the precipitation of hydrides
are considered. The time evolution of the concentration c is
determined by the Cahn-Hilliard diffusion equation (Kim et al.,
2008), and the evolution of the microstructural parameter η is
governed by the time-dependent Allen-Cahn equation (Allen and
Cahn, 1979). In order to solve the evolution equation, the finite
element method is adopted, and the mesh adaptive method is
used to speed up the calculation.

zη

zt
� −L δFtotal

δη
(1)

zc
zt

� ∇ ·M∇
δFtotal

δc
(2)

The driving force of the zirconium-hydride blister phase-field
model comes from the minimization of the total free energy
(Ftotal) of the system, which includes the uniform bulk chemical
free energy (Fbulk) the interface gradient energy (Fint) and the
elastic energy (Fel). For simplicity, it is assumed that the diffusion
coefficients of hydrogen in the matrix and precipitate are the
same.

Ftotal � Fbulk + Fint + Fel (3)
Here, all the parameters used in this simulation are listed in

Table. 1 The bulk chemical free energy Fbulk is a function of the
concentration c and the order parameter η at T = 600 k, while Fint

is the gradient energy due to the inhomogeneity of the interface

and Fel is the elastic strain energy during the Zr matrix phase to
the hydride phase transition.

Fbulk � ∫
V

f bulkdV (4)

The Kim-Kim-Suzuki (KKS) binary alloy model (Kim et al.,
1999) is used to determine the expression form of bulk chemical
free energy density. The KKS model assumes that each material
point is considered to be a mixture of two or more phases with
different concentrations, and the diffusion potentials of the same

TABLE 1 | Model parameters and conditions used in the simulations.

Parameters Symbol Value Unit

Temperature T 600 K
Mesh size dx 1e-6 m
The outer diameter of cladding tube Hong et al. (2002); Hellouin de Menibus et al.
(2014)

R1 1e-2 m

The thickness of cladding tube H 3e-3 m
Selected angle of cladding tube θ 11.25 degree
Hydrogen concentration in matrix cα 0.05 —

Hydrogen concentration at stoichiometric ratio in blister cδ 0.6 —

Interface thickness λ 1.4e-5 m
Gradient coefficient κη 0.03675 J/m
Interface mobility Yang et al. (2021) M 1.2158e-9 m3/(J·s)
Diffusion coefficient Han et al. (2019) D 1.2302e-10 m2/s
Gas constant R 8.3145 J/(mol·K)
Molar volume Han et al. (2019) Vm 14 cm3/mol
A Constant in Gα Aα 14 J/mol
A Constant in Gδ Aδ 24.0388 J/mol
Elastic modulus of α-Zr Bair et al. (2017) Cα

11 , C
α
12 ,C

α
13 ,C

α
22 ,C

α
33 ,C

α
44 , C

α
55 ,C

α
66 , 155, 67, 65,155,155,40,40,44 GPa

Elastic modulus of blister (δ-hydride) Bair et al. (2017) Cδ
11 ,C

δ
12 ,C

δ
13 ,C

δ
22 ,C

δ
33 ,C

δ
44 ,C

δ
55 ,C

δ
66 , 63, 28, 44, 63, 65,93,93,101 GPa

Eigenstrain Singh et al. (2007); Tummala et al. (2018) ε00ij ⎡⎢⎢⎢⎢⎢⎣ 0.0528 0 0
0 0.0528 0
0 0 0.0781

⎤⎥⎥⎥⎥⎥⎦ —

FIGURE2 | Two-phase chemical free energy density curves of zirconium
matrix and zirconium hydride blister.
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concentration between different phases are equal. The
assumption can be expressed as follows:

c � h(η)cα + [1 − h(η)]cδ (5)
zf α(cα)
zcα

� zf δ(cδ)
zcδ

(6)
f bulk(c, η) � h(η)f α(cα) + [1 − h(η)]f δ(cδ) + wg(η) (7)

where h(η) � 3η2 − 2η3 is the interpolation function, the double
potential well function g(η) � 1

2 (η2 × (1 − η)2) , and w is the
potential barrier. The free energy density in this study is
constructed according to the quadratic fitting method adopted
by (Bair et al., 2016; Bair and Zaeem, 2017; Bair et al., 2017;
Toghraee et al., 2021). Taking advantage of the equal slope at the
two-phase equilibrium point, the two-phase free energy curve can
be constructed by using the artificial parameters Aα and cα.

Two-phase molar free energy Gα and Gδ at T = 600 K can be
expressed as:

Gα � Aα(cα − c′δ)2 (8)
Gδ � ΔG0

δ(Aδ(cδ − (c′δ − 0.05))2 − 1) (9)

ΔG0
δ � 46.37 − 0.0414T[ KJ

mol
] (10)

c′α � 3.27 × 104 exp(−25024
RT

) (11)

Here, cα and cδ are the molar fractions of atomic H in the matrix
and blister. c′α is the concentration of maximum hydrogen
solubility in the matrix before precipitation occurs (Une et al.,
2009); c′δ is the hydrogen concentration in the hydride blister;
ΔG0

δ is the molar Gibbs free energy of hydride blister formation.
The constant Aα and Aδ are the contribution of the free energy of
the two phases to the interface, which are determined by
constructing a common tangent between the molar Gibbs free
energy curves of the two phases (Yang et al., 2020; Yang et al.,
2021; Sheng et al., 2022), from which an approximate expression
of the free energy can be obtained. fα and fδ are the free energy
densities of the zirconium matrix and hydride blister,
respectively, as shown in Figure 2 The blue dashed line is the
common tangent when the two phases are in equilibrium.

f α �
Gα

Vm
� 14c2α − 2.80cα + 0.14 (12)

f δ �
Gδ

Vm
� 36.9683c2δ − 46.5801cδ + 13.1349 (13)

Fint � ∫
V

f intdr (14)

The interfacial energy density can generally be written as a
function of the gradient of the phase-field variable,

f int �
1
2
κη(∇η)2 (15)

where κη is the gradient energy coefficient related to the phase-
field variable η.

Elastic Strain Energy and Applied Stress
When hydride blister precipitate and grow in the matrix, their
elastic strain energy comes from the structural difference between
hydride blister and matrix. The elastic strain energy Fel is
expressed as follows:

Fel � ∫
V

f eldr �
1
2
∫
V

σ ijε
el
ij dr (16)

where fel is the mismatch elastic strain energy density, σ ij and ϵelij
are the stress and elastic strain, respectively. Considering that the
cladding tube will be subjected to the radial outward stress from
the swelling of nuclear fuel and so on, we add a new cylindrical
coordinate system and add the radial outward stress σapp to the
model to study the evolution difference of the blister under
different stresses. The radial stress σapp is added through the
stress coordinate conversion in elasticity.

σ ij � σapp + Cijkl(η)εelij (17)

σapp �

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

σx � σr + σφ

2
+ σr − σφ

2
cos 2φ − τrφ sin 2φ

σy � σr + σφ

2
− σr − σφ

2
cos 2φ + τrφ sin 2φ

τxy � σr − σφ

2
sin2φ + τrφ sin 2φ

(18)

σr and σφ are the radial stress and circumferential stress applied
in the cylindrical coordinate system respectively. φ is the angle
value in the cylindrical coordinate system. σx, σy, τxy are the
stress value in the rectangular coordinate system.

εelij � εij(r) − ε00ij (r) (19)

εij(r) � 1
2
(zui(r)

zrj
+ zuj(r)

zri
) (20)

ε00ij (r) � h(η)ε00ij (r)δij � ⎡⎢⎢⎢⎢⎢⎣ h(η)ε
00
11 0 0

0 h(η)ε0022 0
0 0 h(η)ε0033

⎤⎥⎥⎥⎥⎥⎦ (21)

The elastic strain εelij can be obtained from Equation 19, where
εij(r) is the total strain represented by the components ui and uj
of the displacement field variable u obtained by solving the
mechanical equilibrium Equation 23 and ε00ij (r) is related to
the lattice inherent strain ε00ij . Tummala (Tummala et al., 2018)
and Singh (Singh et al., 2007) give the eigenstrain of hydride at
different temperatures. The eigenstrain of the hydride blister at
T = 600 k can be obtained.

ε00ij � { ε0011 � ε0022 � 0.03888 + 2.315 × 10−5T
ε0033 � 0.06646 + 1.9348 × 10−5T

(22)
zσel

ij

zrj
� 0 (23)

Cijkl(η) � h(η)Cδ
ijkl + [1 − h(η)]Cα

ijkl � Cδ
ijkl + h(η)ΔCijkl (24)

where Cijkl(η) is the elastic constant, a function of the order
parameter η, Cα

ijkl and Cδ
ijkl are the elastic constants of the matrix

and precipitate, respectively, and ΔCijkl is the difference between
the elastic constants of Cα

ijkl and Cδ
ijkl.
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RESULTS AND DISCUSSION

The effect of anisotropic elastic energy on the growth morphology of
hydride blisters is explored, as shown in Figures 3A,C, which are the
evolution results of hydride blisters after initial state t = 0 s and final
state t = 1500 s, respectively. Due to the effect of elastic energy, the
corrosion width of hydride blister is greater than the corrosion depth,
the growth characteristics of anisotropy appear, and the morphology
is semi ellipsoid. In addition, there is a slight bulge at the top of the
blister. The growth of the hydride blister is closely related to the
intrinsic strain, and tominimize the elastic properties, different growth
rates will appear in different directions. Figures 3B,D show that the
concentration in the hydride blister is relatively high, and there is a
diffusion area at the interface between the matrix and the hydride
blister. Figures 3E,F are the stress distribution results in the radial and
circumferential directions of the coupled anisotropic elastic energy,
respectively. The hydride blisters in both directions are in a
compressed state, and there are stress concentration area near the
phase interface and the tips on both sides. The stress concentration
will redirect the δ-hydrides around the hydride blisters, form more
harmful radial hydride clusters, and even cause the initiation and
propagation of microcracks.

Zirconium alloy cladding tube will be subjected to a certain radial
outward stress during operation, whichwill have a great impact on the
formation and growth of hydride.We applied stress of 1, 2, and 3 GPa
along the radial direction in this model. Because this model is
established under the ideal condition of no defects, the applied
stress is much greater than that of the actual cladding tube. We
can qualitatively study the effect of radial stress on the growth
morphology of hydride blisters. The evolution results after t =
1,500 s are shown in Figure 4. Figures 4A–C shows that the
width and depth of hydride blister increase with the increase of

stress under the application of different radial stress. Figure 4D shows
the contour comparison diagram of hydride blister under t = 1,500 s
applied stress and no applied stress. The results in Figure 4 confirm
that applying radial stress will change the morphology and dynamic
evolution of blisters, promote the growth of blisters and enhance the
process of pitting corrosion.

Figure 5A shows the change of corrosion depth of the hydride
blister with time. It can be seen intuitively that the growth of
hydrogenated blister is affected by different radial stresses, and
the corrosion depth of hydride blister will increase with the
increase of time and radial outward stress. Figure 5B shows
the changes of the area of hydride blister and the average
corrosion rate along the pitting depth under different radial
stresses. It can be found that the greater the applied radial
stress is, the more the corrosion area will be increased, which
also shows that the radial stress will increase the influence of
pitting corrosion. The corrosion rate changed from fast to slow,
which may be due to the continuous consumption of hydrogen in
the surrounding environment during the evolution process. The
reduction of hydrogen content has become one of the key factors
restricting its growth. After the stress is applied, the initial growth
speed becomes larger, and the larger the value is, the more
obvious the speed increase is, and then it will tend to be
consistent. The matrix has a compressive effect on the
expansion and growth of hydride blisters. The expansion state
of the hydride blister in the simulation area is realized by the
bending of the grid (Sheng et al., 2022). After the external stress is
applied, the external stress will affect the overall stress state of the
blister, and then affect its growth morphology. The growth of
hydride bubbles is controlled by these three effects. Figure 5C,D
show the distribution of displacement ux, uy and η along the red
arrow line after applying different radial stresses at t = 1,500 s. On

FIGURE 3 | The evolution results of the coupled anisotropic elastic energy zirconium hydride blister, where (A) and (C) are the morphology evolution results (order
parameter field) of the hydride blister growth at t = 0 s and t = 1,500 s, (B), and (D) is the distribution of hydrogen concentration field after t = 0 s and t = 1,500 s, (E) and
(F) are the stress distribution of σrd (Radial stress) and σφ (Circumferential stress).
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both sides of the hydride blister, ux has the same size and changes
in the opposite direction. The application of stress will change the
initial distribution of displacement, but will not affect its change
trend. Combined with the change of order parameters, it can be

found that the displacement changes rapidly at the matrix-blister
interface and reaches the maximum at the tip of the blister. The
application of stress will promote the movement of the interface,
thus changing the change of displacement at the same grid point,

FIGURE 4 | At t = 1,500 s, (A–C) are the growth morphologies of hydride blisters under 1, 2, 3 GPa radial stress, respectively (The direction of stress application is
indicated by blue arrows). (D) is the contours of hydride blisters.

FIGURE 5 | (A) The corrosion pit depth, (B) the average corrosion rate and the area of hydride blister as a function of time under different radial stresses. Variation of
(C) displacement component ux (solid line) and order parameter η (dotted line), (D) displacement component uy (solid line) and order parameter η (dotted line) along the
red arrow in the diagram under different radial stresses at t = 1,500 s (The displacement of the green dotted line and the order parameter of the light blue dotted line are
zero).
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showing a larger expansion trend on both sides. In the depth
direction of the hydride blister, when no stress is applied, as
shown in the black line in the figure, the displacement uy first
starts from zero (Due to the displacement of the lower surface uy
is constrained) and then the value starts to increase near the phase
interface, which means that this part of the matrix point moves
along the z-axis and reaches a maximum at the upper free surface.
The protrusion of hydride blister can also be realized by this part.
This part can realize the bulge of hydride blister, which is the
reason for the bulge in Figure 3. When the radial stress is applied,
the stress distribution of the hydride blister and the matrix
changes, and the displacement will change from the fixed
bottom along the direction of the red arrow. The positive
displacement changes after the stress are applied. A general
trend is a form of “check”, and the inflection points appear at
the interface.

As mentioned above, applying different of radial outward
stress to the whole simulation area will have a great impact on
the growth of the hydride blister. Figure 6A and Figure 6B are
t = 1,500 s respectively, under the application of 2 GPa radial
stress σrd and σφ stress distribution. Figure 6C and Figure 6D
are t = 1,500 s respectively under different stress conditions
σrd, σφ and η with the change of the black arrow in the diagram.
Combined with the evolution process of order parameters, it
can be found that when hydride blisters grow normally, the
matrix bears compressive stress. The stress value changes
rapidly at the interface and reaches the maximum, and
there is a stress concentration area around the blister. The
radial stress σrd reverses at the interface, and part of the matrix
bears tensile stress. The tensile effect caused by tensile stress is
very weak, which can not prevent the expansion and
compression of hydride. The circumferential stress σφ has a
large stress concentration at the tip of the blister, which may

lead to the cracking of the blister. It can be found from the
change of the displacement uy in Figure 5D. When we apply
stress and change the initial stress distribution, the overall
stress of blister and matrix will change from compression to
tension. No matter how the applied force changes, there will be
stress concentration areas at the tip and interface of the
hydride blister. The side of the upper surface of the blister
close to the oxide layer will bear outward and upward stresses,
accelerating the cracking of the upper surface. The growth
process of zirconium hydride blisters is the result of the
combined effect of chemical energy driving force and elastic
energy driving force (Simon et al., 2021). The applied stress
affects the growth of hydride blisters by affecting the elastic
driving force, and the radial stress reduces the effect of the
elastic driving force hindering the growth of hydrides. This
leads to the difference in the morphology of hydride blisters
under different stress states.

CONCLUSION

In this work, the anisotropic elastic properties are introduced into
Zr-Hydride blister system, and the growth and evolution
dynamics of zirconium hydride blister are studied by using
phase-field model. The simulation results show that the
natural growth morphology of hydride blister tends to be
semi-ellipsoidal and in a compressed state, while the matrix
near the interface is in a tensile state. There is a stress
concentration area on the outer contour of the blister, and the
maximum value appears at the end points on both sides of the
hydride. The external stress affects the growth morphology of
zirconium hydride blister by affecting the elastic stress

FIGURE 6 | The distribution of (A) σrd (Radial stress) and (B) σφ (Circumferential stress) under 2 GPa radial stress at t = 1,500 s. Variation of (C) σrd and η, (D) σφ and
η along the black arrow in the figure under different radial stresses at t = 1,500 s.
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distribution. Applying radial outward stress will promote the
growth of blister, and its corrosion width and depth will increase.
The greater the applied stress, the more obvious the promotion
effect and the faster the growth rate. This model also has certain
application value in other fields of pitting corrosion.
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High-Throughput Screening of
Optimal Process Parameters for PVD
TiN Coatings With Best Properties
Through a Combination of 3-D
Quantitative Phase-Field Simulation
and Hierarchical Multi-Objective
Optimization Strategy
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Physical vapor deposition (PVD) is one of the most important techniques for coating
fabrication. With the traditional trial-and-error approach, it is labor-intensive and
challenging to determine the optimal process parameters for PVD coatings with best
properties. A combination of three-dimensional (3-D) quantitative phase–field simulation
and a hierarchical multi-objective optimization strategy was, therefore, developed to
perform high-throughput screening of the optimal process parameters for PVD
coatings and successfully applied to technically important TiN coatings. Large amounts
of 3-D phase-field simulations of TiN coating growth during the PVD process were first
carried out to acquire the parametric relation among the model parameters,
microstructures, and various coating properties. Experimental data were then used to
validate the numerical simulation results and reveal the correlation between model
parameters and process parameters. After that, a hierarchical multi-objective method
was proposed for the design of multiple coating properties based on the quantitative
phase–field simulations and key experimental data. Marginal utility was subsequently
examined based on the identification of the Pareto fronts in terms of various combinations
of objectives. The windows for the best TiN coating properties were, therefore, filtered with
respect to the model/process parameters in a hierarchical manner. Finally, the consistent
optimal design result was found against the experimental results.
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1 INTRODUCTION

Due to its low process temperature and environmental
friendliness, the physical vapor deposition (PVD) technique
has been widely used to fabricate various industrial coatings in
terms of controllable composition and structure, promising
compressive strength, and desired surface performance (Deng
et al., 2020). For the past decades, different PVD techniques have
been developed, such as the cathodic arc evaporation (CAE)
(Zhou et al., 2019) or arc ion plating (AIP) (Zhang et al., 2018),
direct current magnetron sputtering (DCMS) (Barshilia et al.,
2004), and high-power impulse magnetron sputtering (HiPIMS)
(Alami et al., 2014; Kuo et al., 2019) and even their hybrid
techniques (Bobzin et al., 2019). For the PVD coatings, the
concerned properties in the industry include hardness,
corrosion resistance, wear resistance, and adhesion strength.
Until now, substantial experimental investigations have been
conducted to improve the PVD coating properties, majorly
focusing on the modification of process parameters, that is,
target power (Tai et al., 1990; Bhaduri et al., 2010), N2 partial
pressure (Lousa et al., 2007; Mayrhofer et al., 2009), bias voltage
(Hernández et al., 2011; Ma et al., 2017), magnetic field strength
(Mayrhofer et al., 2002; Wu et al., 2017), substrate temperature
(Mayrhofer et al., 2009), etc. However, the process parameters are
not directly related to the properties of PVD coatings, and it is,
thus, very challenging to determine the optimal process
parameters for PVD coatings with best properties through the
traditional time-/labor-consuming trial-and-error approach.

In fact, the microstructure forming during the preparation
process directly determines the properties of PVD coatings.
Hence, the quantitative description of the microstructure
evolution during preparation can help establish the
quantitative relation “process-microstructure” of PVD
coatings. Nowadays, the phase-field method has become a
powerful approach for quantitative simulation of
microstructure evolution in PVD coatings. Starting from the
continuum model by Lichter and Chen (Lichter and Chen
1986), Keblinski et al. (Keblinski et al., 1996) developed a
phase–field model for the growth of interfaces and applied the
model to simulate solid-film growth during PVD with different
incident vapor fluxes. Coupling the interface growth phase–field
model by Keblinski et al. (Keblinski et al., 1996) with the
phase–field model for solidification of polycrystalline materials
by Warren et al. (Warren et al., 2003), Stewart and Spearot
(Stewart and Spearot 2016; Stewart and Spearot 2017) further
developed a phase–field model for the evolution of single-phase
polycrystalline thin films and utilized the model to investigate the
influence of model parameters on grain size and porosity and
grain orientation. Very recently, Yang et al. (Yang et al., 2019)
conducted a parametric study on the PVD process of metal thin
films based on the phase–field model by Keblinski et al. (Keblinski
et al., 1996). Based on more than 200 three-dimensional (3-D)
phase–field simulations, the quantitative relation between the
deposition rate and model parameters was established, and the
effect of the deposition rate on the surface roughness and
microstructure of the PVD metal thin film was investigated.
However, the correlation between processing parameters and

model parameters and deposition rate, which was essential for
establishing a quantitative relation “process-microstructure” of
PVD coatings, was not completely examined by Yang et al. (Yang
et al., 2019).

In addition to the quantitative relation “process-
microstructure” from the quantitative phase–field simulations,
the qualitative or quantitative relation “microstructure-
properties” is also needed to determine the optimal process
parameters for PVD coatings with best properties. That is, the
properties of PVD coatings are dominantly determined by the
microstructures, for example, porosity, surface roughness, and
average grain size. For many industrial applications, the coatings,
that are nonporous and with finer grain and smoother surface, are
usually desirable. Despite the properties, the coating production
efficiency is yet another major concern. A higher deposition rate
may generally increase the production efficiency but probably
result in porosity and a surface of severe roughness.
Consequently, decision-making toward the design of
processing parameters and coating properties is a complex
multi-objective optimization problem, and a hierarchical
multi-objective decision-making strategy is, thus, on demand.

Consequently, the major objectives of the present work are as
follows: 1) to pave the way for a parametric relation between the
process parameters and coating properties by utilizing a large
number of phase–field simulations of PVD coatings together with
limited experimental results available in the literature; 2) to
develop a multi-objective decision-making strategy suitable for
PVD coatings, considering metrics including both the deposition
rate for production efficiency and essential microstructure
properties (i.e., grain size, porosity, and surface roughness) for
coating properties/performance; 3) to design the optimal process
parameters for PVD coatings with best comprehensive properties
by combining the 3D quantitative phase–field simulations and a
hierarchical multi-objective optimization approach and compare
with the experimental results. Here, the PVD TiN coatings of
technical importance were chosen as the target of the present
work because Wang et al. (Wang et al., 2015) performed an
intensive experimental investigation on the effect of bias voltage
on the microstructures and properties of PVD TiN coatings,
which can serve as the experimental validation of the present
phase–field simulation and coating design strategy.

2 METHODOLOGY

2.1 Phase-Field Model for the Physical
Vapor Deposition Process
The phase–field model for the growth of interfaces proposed by
Keblinski et al. (Keblinski et al., 1996) allows for a description of
the dynamics of depositing vapor and nonlinear morphology of a
growing solid film during PVD. This model can capture crucial
physical processes during PVD such as 1) arbitrary surface
morphology formation, 2) surface tension and vapor diffusion,
and 3) non-local shadowing effects. To model PVD processing
within the phase-field framework, two field variables are
introduced: ϕ(r, t) and g (r, t). The field variable ϕ(r, t)
describes the evolution of a growing thin film solid, where ϕ(r,
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t) ≈ 1 defines a solid region, ϕ(r, t) ≈ −1 defines a vacuum region,
and ϕ(r, t) ≈ 0 defines the solid–vapor interface. The field variable
g (r, t) describes the local density of the incident vapor; therefore,
g (r, t) is always larger than or equal to 0 (i.e., g (r, t) ≥ 0), where g
(r, t) ≈ 0 describes a region of no vapor. Considering that the field
variable g (r, t) does not contribute to the free energy of the
system, the free energy functional is constructed based on the
field variable ϕ(r, t) and its gradient,

F � ∫
Ω
{ − 1

2
ϕ(r, t)2 + 1

4
ϕ(r, t)4 + α(∇ϕ(r, t))2}, (1)

The first two terms in Eq. 1 provide a double-well energy
barrier between the bulk solid and vapor phases. The third term
accounts for energy contribution according to the presence of the
solid–vapor interface, where α is the interfacial gradient
coefficient.

Given the vapor dynamics and shadowing effects, the
evolution equations of the solid phase field, that is, ϕ(r, t), and
vapor phase field, that is, g (r, t), can be determined to incorporate
the underlying physics of PVD. The interface growth mechanism
for PVD processing is based on the assumption that the growth of
the solid phase, that is, ϕ(r, t) occurs at the expense of the
incoming vapor phase, that is, g (r, t), as mathematically
expressed in the following equations,

_ϕ � ∇2δF

δϕ
+ B(∇ϕ)2g + C

�������(∇ϕ)2g√
η, (2)

_g � ∇[D∇g − Ag] − B(∇ϕ)2g, (3)
Eq. 2 describes the evolution of the growing thin film solid. In

Eq. 2, the first term is the Cahn–Hilliard dynamics expression,
which allows for arbitrary surface formation and surface diffusion
effects. The second term serves as a source term that couples Eq. 2
with Eq. 3 and captures aspects relevant to the growth of the solid
phase at the expense of the incident vapor phase. The last term
provides surface fluctuations through a Gaussian noise
distribution, η(r, t). Eq. 3 describes the transport of the
incident vapor. In Eq. 3, the first term is the diffusion
equation modified by the presence of an external force, A. The
second term is the coupling term that is the negative of the second
term in Eq. 2 and acts as a sink for the diffusive vapor phase due
to its transition into a solid phase. The parameter B controls the
rate of conversion from the vapor phase to solid phase, C controls
the overall noise strength, D is the diffusion coefficient, and A
provides the strength and direction to the incoming vapor flux.

2.2 Material and Numerical Parameters for
Phase-Field Simulation
The parametric study was conducted to overcome the drawbacks
of using nondimensional parameters in our previous work (Yang
et al., 2019). The interfacial gradient coefficient, α (J m−1), allows
for the contribution of surface energy from the solid–vapor
interface. The parameter B (m2 s−1) controls the conversion of
the g field into the ϕ field in the interfacial region and thus can be
quantified as the generated interface area per unit time, named

the vapor–solid transition velocity. The noise amplitude
coefficient, C (J m−1), provides sufficient noise at the thin film
surface to allow the formation of surface variations and features.
The parameter D (m2 s−1) is the diffusion coefficient controlling
vapor diffusion in the near-surface region. The parameter A is the
incident vapor vector including the incident vapor rate A (m s−1)
and angle (i.e., A = Ar). The direction of the incident vapor in the
present simulation is perpendicular to the substrate (i.e., A =A ẑ).
The parameters that are constant during the entire simulations in
the present work are summarized in Table 1, while the
parameters that are varied to investigate include the
vapor–solid transition velocity B and diffusion coefficient D.

In order to perform the 3D phase-field simulation of the PVD
process, an initially flat substrate is constructed in the present
work along the entire x-y plane in the z direction, with a thickness
less than 1/10 of the grid points of the z axis, where ϕ(r, 0) = 1 and
g (r, 0) = 0. The region above the substrate is placed in vacuum,
where ϕ (r, 0) = -1 and g (r, 0) = g0. The equations of motion
described in Eqs (2), (3) are discretized and solved on a uniform
three-dimensional mesh. For these equations, the periodic
condition is applied in the direction parallel to the substrate
(i.e., x and y axes), while the no-flux and fixed conditions are
applied at the lower and upper boundaries of the direction
perpendicular to the substrate, respectively (i.e., z axis).
During the simulation, the g = g0 condition is maintained at
the upper boundary of the z direction providing a constant
downward flux Ag during PVD.

3 RESULTS AND DISCUSSIONS

3.1 Parametric Relation Between Model
Parameters and Processing Parameters
A series of phase-field simulations are performed to reproduce
the growth of TiN coatings during the PVD process and
investigate the effect of deposition time and rate on the
resulting microstructure. The microstructure evolution of TiN
coatings deposited with different deposition rates corresponding
to different vapor–solid transition velocities and diffusion
coefficients due to 3-D phase-field simulations is shown in
Figure 1. In the early growth stage, the coatings exhibit
featureless topography, which is mainly formed by small
islands tending to display a denser structure with a smoother
surface. As the deposition time increases, the columnar structure
starts to form, and the pores are induced in the growing coatings.
The observed growth mechanism of thin films prepared by the

TABLE 1 | List of numerical/material parameters used in the present phase-field
simulations.

Parameters Symbols Values

Grid spacing Δx 1.0 nm
Interfacial gradient coefficient α 0.3 J nm−1 Yang et al. (2019)
Incident vapor rate A 0.136 nm s−1

Noise amplitude C 2.5 J nm−1 Yang et al. (2019)
Gaussian noise factor η 0.5 Yang et al. (2019)
Supplied incident vapor g0 1.0 Yang et al. (2019)
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PVD method coincides with the reported phenomena in the
literature (Fu and Shen 2008; Rosa et al., 2012; Aqil et al., 2017).
Typical temporal surface morphologies of the corresponding
simulated results are also examined as illustrated in Figure 2
by means of heat maps of the surface height, which are
comparable to the atomic force microscopy (AFM) images.

Beyond the microstructure simulation results, related coating
properties can also be extracted in Figure 3 and Supplementary
Figures S1–S3. Currently, coating properties related to the
coating performance and production efficiency are concerned.
Here, the deposition rate which directly determines the
production efficiency is presented in Figure 3, while the

FIGURE 1 |Microstructure evolution of PVD TiN coatings due to 3D phase-field simulations with different deposition rates (i.e., R) corresponding to various sets of
the vapor–solid transition velocity (i.e., B) and diffusion coefficient (i.e., D): (A) B = 0.60 nm2 s−1, D = 2.2 nm2 s−1, R = 0.167 nm s−1. (B) B = 0.43 nm2 s−1, D =
1.8 nm2 s−1, R = 0.139 nm s−1. (C) B = 0.37 nm2 s−1, D = 1.2 nm2 s−1, R = 0.134 nm s−1. Simulation domain: 100 × 100 × 200 nm3.

Frontiers in Materials | www.frontiersin.org June 2022 | Volume 9 | Article 9242944

Dai et al. Phase-Field Simulation Assisted Coating Design

28

https://www.frontiersin.org/journals/materials
www.frontiersin.org
https://www.frontiersin.org/journals/materials#articles


porosity, surface roughness, and average grain size that are related
to coating performance are shown in Supplementary Figures
S1–S3. As shown in Figure 3B, a quantitative relation between

model parameters and deposition rate can be established, that is,
by means of regression or fitting, based on the large amount of
phase-field simulation results. Such relations between model

FIGURE 2 | Temporal surface morphologies of TiN coatings with various deposition rates (i.e., R) corresponding to different vapor–solid transition velocities (i.e., B)
and diffusion coefficient (i.e., D) during the 3D phase-field simulation for PVD: (A) B = 0.60 nm2 s−1, D = 2.2 nm2 s−1, R = 0.167 nm s−1. (B) B = 0.43 nm2 s−1, D =
1.8 nm2 s−1, R = 0.139 nm s−1. (C) B = 0.37 nm2 s−1, D = 1.2 nm2 s−1, R = 0.134 nm s−1.

FIGURE 3 | Calculated deposition rate of TiN coatings according to the phase-field simulation results as a function of the vapor–solid transition velocity (i.e., B) and
diffusion coefficient (i.e., D): (A) 3D surface graph and (B) section profiles at the vapor–solid transition velocity (i.e., B) of 0.2, 0.6, and 1.0 nm2 s−1 from the subgraph A.
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parameters and coating properties can also be attained as shown
in Supplementary Figures S1–S3 of Supplementary Materials,
therefore, serve as the supporting information for decision-
making problems about PVD coatings, in case that the
parametric relation between the process parameters and model
parameters is established.

To achieve the correspondence between the model parameters
and process parameters, the experimental observations by Wang
et al. (Wang et al., 2015) are carefully correlated with the
simulated results considering the physical essence of model
parameters according to the practical process parameters of
the PVD process, that is, HiPIMS. On the basis of relating the
deposition rate of simulation and experiment, together with the
comprehensive consideration that other coating properties
(i.e., porosity, surface roughness, and average grain size)
should be consistent with the trends or data reported by
Wang et al. (Wang et al., 2015), the unique relation between
the model parameters and process parameters can be established,
as shown in Figure 4.

Comparison of the deposition rate of TiN coatings between
the phase-field simulation results and experimental data is shown
in Figure 4. The simulated deposition rate is dominated by the
vapor–solid transition velocity and diffusion coefficient, while the
experimental deposition rate varies with the substrate bias voltage
(Wang et al., 2015). When the vapor–solid transition velocity and
diffusion coefficient increase, the simulated deposition rate of
TiN coatings increases from 0.134 nm s−1 to 0.167 nm s−1, in
quantitative agreement with the experimental deposition rate,
which increases as the substrate bias voltage decreases. Due to the
high sputtering ionization ratio in HiPIMS, the bias voltage plays
an important role in energetic ion bombardment behavior,
leading to a significant influence on the vapor–solid transition
velocity and diffusion coefficient. With an increase in the
substrate bias voltage, the incident ion energy increases and

consequently, the deposited material can be re-sputtered by
heavy ion bombardment. The vapor–solid transition velocity is
supposed to decrease with increasing bias voltage because of the
re-sputtering effect. The diffusion coefficient (i.e., D) in this case
indicates the ion diffusion in plasma, and is given as (Yiğit 2017).

D � 2kT
m]

, (4)
where k is the Boltzmann constant; T is the plasma temperature;
m is the ionmass; and ] is the ion-particle collision frequency. It is
observed that the diffusion coefficient for incident ions is
governed by the collision frequency of the ion to particle in
the plasma atmosphere. Since the energetic ions at a higher bias
voltage favor heavy collision with other particles in the plasma,
the diffusion coefficient is reduced. When the vapor–solid
transition velocity increases, the deposition rate increases as a
larger number of incident ions are captured to form a solid
coating per unit time. However, the increase of the diffusion
coefficient prefers tangential growth to normal growth for
coatings during deposition, leading to the decrease of the
deposition rate measured by the growth rate in a normal
direction. Generally, the deposition rate change with different
bias voltages can be explained by the fact that the deposition rate
is finally determined by the combined effects of the vapor–solid
transition velocity and diffusion coefficient, which are directly
affected by the bias voltage. Moreover, the good agreement of the
deposition rate between the simulation and experiment first
provides a bridge for quantified study.

Figure 5 shows the temporal porosity of PVD TiN coatings
deposited with different deposition rates according to the phase-
field simulations by applying different vapor–solid transition
velocities and diffusion coefficients. There are no specific
experimental data on the porosity of TiN coatings prepared by
HiPIMS available in the literature, but the cross-sectional
scanning electron microscopy (SEM) images of TiN coatings

FIGURE 4 | Comparison of the deposition rate of TiN coatings between
the phase-field simulation results during PVD growth applying different
vapor–solid transition velocities (i.e., B) and diffusion coefficients (i.e., D) and
the experimental data with various bias voltage (Wang et al., 2015).

FIGURE 5 | Comparison between the temporal porosity of TiN coatings
deposited with different deposition rates (i.e., R) according to the phase-field
simulation for PVD applying different vapor–solid transition velocities (i.e., B)
and diffusion coefficient (i.e., D) and the experimental cross-section
images of TiN coatings for qualitative porosity analysis with various bias
voltages (Wang et al., 2015). (The images of experimental results are
reproduced and presented with premission from Elsevier).
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from the study byWang et al., (2015) enable a qualitative analysis
of porosity or density as a function of the bias voltage. It is
observed in Figure 5 that the simulated porosity of TiN coatings
sharply increases within about 20 min and then slightly increases
as the deposition continues. Pores appear earlier and tend to
increase faster with a higher deposition rate due to a larger
vapor–solid transition velocity and diffusion coefficient. At the
same deposition time as that of the experiment, the simulated
porosity decreases from 8.02 to 1.05%, with the decrease of the
deposition rate intrinsically attributed to the decrease of the
vapor–solid transition velocity and diffusion coefficient.
Experimentally, the TiN coatings exhibit a trend of
densification as the bias voltage increases, that is, as the
deposition rate decreases. Even if there are no quantitative
experimental data for comparison, a consistent evolution of
porosity along the deposition rate between the phase-field
simulations and the experimental data can be observed. Based
on the relationship between bias voltage and the vapor–solid
transition velocity and diffusion coefficient mentioned
previously, the increase of bias voltage leads to the decrease of
the vapor–solid transition velocity and diffusion coefficient. It is
understood that a lower vapor–solid transition velocity
contributes to the decrease of coating porosity, but a lower
diffusion coefficient results in the increase of porosity fraction.
Therefore, the coating porosity variation with different bias
voltage is intrinsically determined by a combination product
of the vapor–solid transition velocity and diffusion coefficient.
Furthermore, a consistent evolution of porosity along the
deposition rate between the phase-field simulations and the
experimental data proves the quantitative phase-field
simulation in the present work.

Figure 6 displays the temporal surface roughness of PVD TiN
coatings deposited with different deposition rates according to
the phase-field simulations, compared with the experimental

data, which was evaluated using a scanning probe microscope
(SPM) by Wang et al. (Wang et al., 2015). It can be seen in the
figure that the simulated surface roughness of TiN coatings
increases rapidly at the early deposition stage and then reaches
a state where the surface roughness fluctuates within a certain
range as the deposition continues. As the deposition rate
increases, the surface roughness increases faster at the early
deposition stage, and the fluctuation range increases. The
simulated surface roughness decreases from 19.41 to 10.98 nm
with a decrease in the deposition rate from 0.167 nm s−1 to
0.134 nm s−1. With the deposition rate serving as an
intermediary, the simulated roughness based on different
vapor–solid transition velocities and diffusion coefficients is
comparable with the experimental roughness as a function of
bias voltage, and a good agreement between the simulation results
and experimental data can be found. Based on the analysis
mentioned previously, the evolution of surface roughness with
bias voltage is related to the variation of the vapor–solid
transition velocity and diffusion coefficient. The increase of
bias voltage results in the decrease of the vapor–solid
transition velocity and diffusion coefficient. However, there is
an opposite effect of the simultaneous decrease of the vapor–solid
transition velocity and diffusion coefficient on the surface
roughness. In detail, the decrease of the vapor–solid transition
velocity leads to the elimination of the shadowing effect and
reduction of surface roughness, while the decrease of the diffusion
coefficient leads to the increase of surface roughness. The surface
roughness is finally attributed to the combined effect of the
vapor–solid transition velocity and diffusion coefficient. Again,
the good agreement between the simulated surface roughness and
the experimental data also substantiates the present quantitative
phase-field simulation. Moreover, the surface roughness is

FIGURE 6 | Comparison between the temporal roughness (i.e., Ra)
according to the phase-field simulation for PVD and the experimental data of
Ra (Wang et al., 2015) for TiN coatings deposited with different deposition
rates (i.e., R).

FIGURE 7 | Comparison of the grain size of TiN coatings between the
phase-field simulation results during PVD growth applying different vapor-
solid transition velocities (i.e., B) and diffusion coefficients (i.e., D) and the
experimental data with various bias voltage (Wang et al., 2015).
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evaluated in an area with 3 μm × 3 μm for experimental results,
while the simulated surface roughness is calculated within
100 nm × 100 nm due to the limitation of computing power,
which might lead to some discrepancies in simulation and
experimental results.

In Figure 7, a comparison between the phase-field-simulated
grain size of PVD TiN coatings and the experimental data (Wang
et al., 2015) is given. The statistical grain size is acquired
according to the phase-field simulations at different
vapor–solid transition velocities and diffusion coefficients. As
the strategy of the moving frame is adopted in the simulation
process, the mean size of the columnar structure is considered by
averaging the radius of the columnar structure at different
thicknesses according to the historical simulation snapshots.
As for the experimental grain size, it is affected by the bias
voltage and is estimated from X-ray diffraction (XRD) analysis
(Wang et al., 2015). When the vapor–solid transition velocity and
diffusion coefficient increase from 0.37 nm2 s−1 to 1.2 nm2 s−1 to
0.60 nm2 s−1 and 2.2 nm2 s−1, the simulated average grain size of
TiN coatings slightly increases from 10.38 to 10.61 nm and then
to 12.13 nm, which is in approximate agreement with the
experimental data, considering the uncertainty induced by the
shape factor of grains. The average grain size due to experimental
mensuration exhibits a significant increase as the bias voltage
decreases. The influence of bias voltage on grain size can be
explained from the phase-field simulations. The increase of bias
voltage is expected to lead to the decrease of both vapor–solid
transition velocity and diffusion coefficient. The decrease of
vapor–solid transition velocity contributes to the increase of
grain size as species in vapors is likely to diffuse along the
surface of the solidified parts, and epitaxial growth
perpendicular to the development direction is to be enhanced.
Similarly, the decrease of the diffusion coefficient has an effect on
the decrease of grain size due to insufficient mass supply. Thus,
the average grain size of PVD TiN coatings is determined by the
combined effect of vapor–solid transition velocity and diffusion
coefficient. The reason for the deviation between simulated grain
size and experimental results is that the longitudinal sections of
coatings are subjected to XRD in the experimental study, while
the calculated grain size is analyzed from each transverse layer
between tips and bottom of the simulated columnar structure.

3.2 Multi-Objective Decision-Making
Strategy
For industrial applications, multiple coating property metrics are
considered during the processing and service periods. Deposition
rate is one of the dominant factors intimately correlating with the
production efficiency and cost. In addition, the deposition rate
also concerns with successive coating property metrics, that is,
grain size, porosity, and surface roughness. For PVDTiN coatings
for cutting tools, a finer gain size results in higher hardness and
mechanical strength, but meanwhile, the porosity and unexpected
surface roughness might be avoided. However, a
higher deposition rate is prone to resulting in coatings with
porosity, and the level of surface roughness might be high
where in-sequence post-processing processes are, therefore,

desired for satisfactory surface quality. Considering the
marginal effect between the processing parameters and
different coating property metrics, the decision-making
problem toward the coatings with optimal process parameters
for best properties turns to be complicated as multiple objectives
are to be resolved.

In terms of the multi-objective decision-making problem, two
important aspects should be addressed. The first concerns with
supporting information for making the decision. Phase-field
simulation has come to such a stage, where microstructures of
related PVD processes can be retrieved according to the model
parameters and assumed environment conditions. Practical
experiments, which are generally expensive with respect to
either time consumption or experiment cost, can serve as
validation evidence for numerical simulations. Beyond
validation, linking between the model parameters and real
process parameters is likely to be formed, where either a
qualitative or quantitative relation can be retained. With
numerical simulation results, snapshots for microstructures
during different processing periods are provided, where
analysis over the corresponding coating property metrics can
be conducted. Experimental data can again substantiate the
validation of the related phase-field simulation results. The
overall correlation between processing parameters and coating
property metrics is subsequently established.

Once the supporting information is acquired, decision-making
can therefore be carried out only if the specific procedures can be
followed. For single-objective problem, either a convex or non-
convex optimization algorithm is feasible for resolving the
optimal decision vector with or without constraints. However,
complex marginal effects are to be encountered even if more than
one objective is being examined. One common strategy is to
reasonably transform the multi-objective problem into a single-
objective one by means of weighting the individual objective with
suitable weights. Typically, weight is expertise-based knowledge
information, which is extremely useful when the problem being
examined is reaching the state of art. In case of an unexplored
terrain, expertise-based information is generally absent, when
decision-making processes toward the optimal design are likely to
be impeded.

As multi-objective problems are one of the most well-studied
problems by mathematics, feasible specification is, therefore,
enabled by learning from related methods, that is, Pareto front
and hierarchical analysis. Pareto front is one of the most
insightful tools for measuring the marginal effects when
multiple objectives are being concerned. Pareto front is the
collection of feasible solutions, of which each is non-
dominated by others when no performance deterioration is
expected. In other words, each solution of the Pareto front is
one of the decision-making suggestions, where the marginal
effects of different objectives are subject to specific faith or
evaluation criterion. Generally, the Pareto front is identified
among the collection of many feasible solutions, which might
be one or tens of times about the number of solutions located in
the frontier. Acceleration is generally indispensable when the
sampling procedures are time-consuming (Gao et al., 2022).
Effective sampling strategies, that is, non-dominated sorting
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genetic algorithm and multi-objective tree-structured Parzen
estimator would also be desired when the evaluation processes
of sampling are of high experimental or numerical
computing cost.

Usually, the multi-objective problem can be reduced to a
single-objective problem when multiple objectives are properly
penalized. However, when expertise experience is absent, bias and
subjective influence seem inevitable. To obtain the
comprehensive overview toward multiple objectives,
hierarchical analyses are generally adopted. The analytic
hierarchy process is usually a problem-dependent method,
where nebulous prior knowledge toward the importance of
objectives in practical applications is required. Therefore,
objectives can be classified, ranked, and selected from the
overall feasible solutions, that is, the Pareto frontier.

The framework for the present hierarchical multi-objective
optimization is displayed in Figure 8. Phase-field simulations are
used for acquiring sufficient supporting information for decision-
making. Metrics toward different coating properties are,
therefore, evaluated based on the numerous simulation results.
Experimental data from the practical PVD processing processes
serve as validation evidence, which enables the linking between
the processing parameters and model parameters. As a result, the
correlation between the processing parameters and different
objective metrics is established. In this work, the hierarchical
multi-objective optimization involves two stages: intuitive
visualization and analytic hierarchy process. Intuitive

understanding toward the correlation between processing
parameters and coating properties can be first acquired by
proper visualization. Dual objectives are then examined where
the Pareto frontier should be identified. Mapping with an
overlapped contour could serve as an alternative approach
when the number of variable factors is limited and therefore
visualization is enabled. As the number of objectives increases,
overlapped mapping might be the most suitable method for the
analytic hierarchy process. Here, we focus on the TiN-based
coatings, especially for cutting tools, and up to four objectives
(i.e., deposition rate, porosity, surface roughness, and grain size)
are concerned.

3.3 Screening of Optimal Model Parameters
for Best Coating Properties
In terms of industrial applications, the fabricated coatings should
possess the best properties with respect to specific practical
requirements. For instance, PVD coatings with appropriate
amount of porosity are desired for filter materials and catalytic
materials, while the latter would also have special requirement on
the roughness of the surface. As for cutting tools, PVD coatings
are responsible for providing extremely high toughness, and thus
the coatings with porosity are anticipated to be avoided as
vibration during cutting processes will likely damage the
coating structure. Roughness of the coatings is related to
subsequential manufacturing processes and is largely

FIGURE 8 | Hierarchical multi-objective decision-making strategy for coatings by PVD processing.
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influential on the friction and wear properties. Furthermore,
grain size plays an important role in mechanical performances
such as the strength and hardness of the coatings for cutting tools.
Another key point in industrial production lies in the
productivity, which is closely tied to the deposition rate of
coatings during PVD processing. Considering both production
efficiency and coating properties, ideal factors such as high
deposition rate, low porosity ratio, flattened surface
morphology, and small grain size are desired in PVD coatings
for cutting tools. Therefore, multiple objectives are to be
considered for the present design of PVD TiN coatings.

Specifically, objective 1, which denotes the deposition rate, is
to be maximized; while objectives 2–4, respectively, denoting the
porosity, surface roughness and grain size, are all to be
minimized. To simplify the process of optimization, the
inverse of the deposition rate is applied. Then, all four
objectives should be minimized, aiming at screening the
optimal process parameters for PVD TiN coatings with best
properties. The set of mathematical optimal solutions generally
indicated as the Pareto frontier of objective space is shown in
Figure 9. Figure 9 illustrates the correlation between pairwise
objectives from concerned properties of the imitated coatings,
and all feasible choices over the objective space are denoted as
green dots. By applying the Pareto search algorithm on the
dataset, the Pareto frontiers are then determined, that is, the
circles highlighted in purple. The Pareto frontier can be used to
identify the ideal combination of pairwise coating performance.
In Figure 9, it is observed that there are two types of relations
based on a comprehensive analysis of various objective spaces.

One is that the two objectives are not in conflict, as shown in
Figures 9A,F, where the two objectives are approximately
positively correlated, that is, when the value of one objective
decreases, the other objective can also take a smaller value. In this
case, a single solution exists that simultaneously minimizes each
objective, while the other type is that the two objectives are
conflicting, as shown in Figures 9B–E. Figures 9B,C exhibit
more obvious negative correlation than Figures 9D,E. Therefore,
the set of Pareto optimal solutions is found to satisfy the different
objectives. For example, when the average grain size is expected to
be 12 nm, the least related roughness is about 9 nm.

In order to further correlate the coating properties and model
parameters, the predicted cases with respect to a combination of
different objectives on the Pareto frontier are further investigated.
Particularly, different objectives, that is, grain size, porosity, and
surface roughness against the deposition rate are examined, as
shown in Figure 10. The heatmap is used to visualize the
deposition rate against the model parameters, while the other
objectives (i.e., grain size, porosity, and surface roughness) are
being imposed in the form of a contour, as shown in Figures
10A–C. For grain size, a similar tendency is observed with respect
to the varying deposition rate. The lowest level of grain size is
reached when the deposition rate is of high level. For porosity, a
consistent tendency is observed considering the varying
deposition rate, where a critical region is found at the region
of the lower deposition rate. Moreover, a critical point can be
further determined to be B = 0.39 nm2 s andD = 2.9 nm2 s. As for
surface roughness, the potential levels of roughness are diverse
and can be controlled according to the model parameters. For the

FIGURE 9 |Mathematical optimal solutions (Pareto frontier) for simultaneous optimization of multiple objectives: (A) deposition rate and grain size, (B) deposition
rate and porosity, (C) deposition rate and surface roughness, (D) grain size and porosity, (E) grain size and surface roughness, and (F) porosity and surface roughness.
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smooth surface, the processes with lower deposition rates are
beneficial, while higher deposition rates lead to coatings with
rough surfaces.

For a multi-objective decision-making problem, consideration of
dual objectives seems to be still incomplete. Therefore, the objectives
including grain size, porosity, and surface roughness are further
synthesized, as shown in Figure 11. In the figure, the grain size
against the model parameters is plotted as the heatmap, and the
contour of the solid lines demonstrates the porosity, while the
contour of the dash lines indicates the level of roughness.
Furthermore, the optimal points for dual objectives are also
recommended by Pareto front calculation. Overlapping regions
are found among the Pareto front related to grain size against
the porosity and surface roughness, where the surface diffusion
coefficient D is of a lower level. Two distinct regions are suggested,
that is, the one with B from 0.3 nm2 s to 0.5 nm2 s, and the other,
from 0.85 nm2 s to 1.0 nm2 s. For the region with B of smaller
magnitude, the grain size is prone to change along with the
vapor–solid transition velocity. As for the region with B of larger
magnitude, the deposition rate is higher than that of the others.

Recalling the experimental results with relatively better coating
properties reported by Wang et al., (2015), it is found that the
corresponding result (marked as star symbol in Figure 11) exactly
lies in one of the previously recommended regions, which clearly
proves the reliability of the present strategy of screening the optimal
model/process parameters for best coating properties. Furthermore,
based on Figure 11, another potential processing window with a
higher deposition rate is also suggested for industrial production,
though the corresponding porosity and surface roughness are of a
less promising level. As shown in Figure 11, the quantitative relation
between the model parameters and coating properties (i.e., porosity,
surface roughness, and grain size) has been established, whichmeans
that once the optimal model parameters are acquired, different
coating properties can be quantitatively predicted, or when the
coating properties are determined according to practical needs,
the optimal combination of model parameters is expected to be
inferred. Then, on the basis of the parametric relation between the
model parameters and process parameters established in the work of
Section 3.1, the process parameters (such as the bias voltage here)
can be reversely traced, as shown in Figure 4. Coordinating the

FIGURE 10 | Screening window of the model parameters for best coating property combination of: (A) deposition rate and grain size, (B) deposition rate and
porosity, and (C) deposition rate and surface roughness.

FIGURE 11 | Screening window of the model parameters for best coating property combinations of grain size, porosity, and surface roughness, compared with the
best experimental result (Wang et al., 2015).
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research results of Section 3.1 and this section, the quantitative
relation of “process-microstructure-properties” can be established.

4 CONCLUSION

• The growth processes of TiN coatings prepared by PVD
(specifically HiPIMS) under different process parameters
were reproduced by phase-field simulations with different
sets of model parameters. The parametric relation among
the process parameters (i.e., bias voltage), model
parameters, and different coating properties was then
successfully established by correlating between the phase-
field simulation results and the limited experimental data.

• A hierarchical multi-objective optimization-based approach
for a comprehensive design of the best coating properties
and the corresponding optimal process windows was
proposed and successfully applied in PVD TiN coatings
based on the quantitative phase-field simulations. The
screened windows for PVD TiN coatings were validated
to be consistent with the optimal experimental results.

• It is anticipated that a combination of 3-D quantitative
phase-field simulation and hierarchical multi-objective
optimization strategy should be feasible for the high-
throughput screening of optimal process parameters for
different PVD coatings with best properties.
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The grain-boundary dislocation arrangement and decomposition during constant-volume
deformation of a nanoscale bi-crystal system in fcc-structured materials were studied by
using the two-mode phase-field crystal (2PFC) method. The effects of different grain
boundary misorientations (GBMs) and tensile deformation directions on the dislocation
arrangement and decomposition are analyzed. In three different symmetrical tilt grain
boundaries evaluated by PFC, the atomic density profile of grain boundaries changed
periodically at equilibrium. The initial grain boundary dislocation arrangement of the three
samples is almost the same when tensile deformation is applied to the samples in the x- or
y- direction, and all are symmetrically arranged in a “bowknot ”structure. The stress at the
grain boundary is concentrated with the increase of strain, and dislocation decomposition
can effectively reduce the stress concentration. The time steps of dislocation
decomposition at grain boundaries decreases with increasing strain rate. This work
facilitates the application of PFC in the analysis of grain-boundary mechanics in an
extended range of materials.

Keywords: phase-field crystal method, grain-boundary dislocation, grain-boundary misorientation, dislocation
arrangement, dislocation decomposition, deformation

INTRODUCTION

Themechanical behavior of materials is affected by defects such as dislocations and grain boundaries,
which are related to atomic structure (Hirouchi et al., 2010). The study of the grain-boundary
structure and dislocation movement mechanism is conducive to understanding the evolution law of
material microstructure and can provide some theoretical support for optimizing processes and
improving material properties to a certain extent (Kumar et al., 2003; Hou et al., 2020; Park et al.,
2021; Roy et al., 2022).

The study of material properties has become more and more thorough with the progress of
experimental technology. The tensile deformation behaviors under different conditions were studied
by experiments. For example, tensile response and fracture behavior (Mahabadi et al., 2014), dislocation
configuration near the tensile fracture (Liu et al., 2012), the change of grain orientation before and after
tensile deformation, and the yield strength of the alloy can be observed by using a scanning electron
microscope (SEM), orientation imaging microscopy (OIM), transmission electron microscope (TEM),
and electron backscattered diffraction (EBSD) (Suh et al., 2017; Xia et al., 2019; Li et al., 2020; Yan et al.,
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2021). The high-resolution transmission electron microscope
(HRTEM) (Bian et al., 2017) was used to observe the
microstructure on a smaller scale (Yang et al., 2020; Volnistem
et al., 2021; Guo et al., 2021). However, experimental inquiry alone is
not enough in scientific research. Because the process of material
microstructure formation and its performance characteristics are
essentially multi-scale coupling. So far, the experimental study of the
microstructure of materials has some limitations. Atomic simulation
can supplement it, especially in the study of scale (Xin et al., 2021;
Kuang et al., 2018; Zhao et al., 2018; Guo et al., 2019).With the rapid
development of computer simulation, such as the phase-field
method (PF) (Peng et al., 2021), molecular dynamics (MD)
(Song et al., 2014), and phase-field crystal method (PFC) (Zhao
et al., 2014). The evolution morphology of multi-scale material
microstructure is vividly given (Zhang et al., 2018; Zhao et al.,
2019). Combined with EBSD (Nielsen et al., 2020; Zhao et al., 2021)
and HRTEM (Zhang et al., 2019; Shuai et al., 2021) technology, the
research efficiency is greatly improved. It is worth mentioning that
the phase-field crystal method is more suitable for studying the
microstructure defects of crystals. Because the PF method generally
studies mesoscopic scale, it is difficult to provide atomic-scale
information, and the time scale (10−14 ~ 10−12s) in MD
simulations is much smaller than the diffusion scale (10−6s) of
the microcosmic defects.

Elder et al. (2002) proposed the PFC method which closely a
coupled model between atom and microscale according to Ginzburg

Landau’s theory. The evolution of crystal patterns simulated (Qi et al.,
2020; Chen and Zhao, 2021), which can quantitatively reproduce
some key characteristics affecting the evolution of microstructure
(Tian et al., 2021), and clearly describe the dislocation structure of
grain boundary (Qi et al., 2019). The model is expressed in terms of
experimentallymeasurable physical quantities such as liquid structure
factors (Hu et al., 2020). Now it has successfully simulated dislocation
movement, grain-boundary pre-melting, growth of crystals. The
model cannot describe the dislocation motion in a two-
dimensional square lattice. Therefore, Wu et al. (2010) and Asadi
and Zaeem (2015) modified the free energy function and proposed
the 2PFCmodel. The study of phase diagrams makes the experiment
and simulation more closely combined (Greenwood et al., 2010; Can
et al., 2013). The 2PFC model studies the deformation and
morphology of small-angle asymmetric grain boundaries (Zhang
et al., 2014), the migration and dislocation reaction of grain
boundaries under deviatoric deformation (Hu et al., 2016a), and
the solidification law (Yang et al., 2014) of square phase grains under
low, medium, and high driving force during phase transformation.
These simulation studies reveal themicrostructure phenomena under
different conditions on a smaller atomic scale.

In this work, we focus on the dislocation decomposition and
dislocation arrangement of low-angle symmetrically tilt grain
boundaries under different tensile deformation directions. In the
following, we will first describe the model and method in Section
2. The tensile response of grain boundary at x and y tensile
deformation directions are presented in Section 3, followed by
strain rate, deformation direction, and misorientation angle that
affect the critical strain value for grainboundary dislocation
decomposition discussed in Section 4. The final conclusion is
presented in Section 5.

MODELS AND METHODS

Two-Mode Phase-Field Crystal Model
The two-mode PFC model (Wu et al., 2010) simulates the crystal
structure and the free energy of a system is as

F � ∫{ϕ
2
[a + λ(∇2 + q20)2][(∇2 + q21)2 + r1]ϕ + g

ϕ4

4
}dx , (1)

where a is the lattice parameter. r1 is related to the relative
amplitude of density wave, q0 and q1 represents the wavelengths
of the first and second density waves. λ and g are
phenomenological parameters to fit the properties of the
material (Blixt et al., 2022).

FIGURE 1 | Two-dimensional phase diagram of two-mode approximate
calculation.

TABLE 1 | Parameters for sample preparation.

Sample Tensile strain
direction

Temperature Initial density Strain rate Grain orientation
angle

Misorientation angle

ϵ ψ0 _ε θ1 θ2 θ

A x 0.2 −0.28 6e-6 3° −3° 6°

B x // // // 3.5° −3.5° 7°

C y // // // // // 7°

//The same parameter value as in the previous line.
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To minimize the number of parameters, we define the
dimensionless parameters

ϵ � − a

λq80
, R1 � r1

q40
, Q1 � q1

q0
, ψ �

			g
λq80

√
ϕ, F � g

λ2q130
F , r � q0x .

(2)
substituting the abovementioned definitions into Eq. 1 yields

the dimensionless form

F � ∫{ψ
2
[ − ϵ + (∇2 + 1)2[(∇2 + Q2

1)2 + R1]ψ + ψ4

4
]}dr , (3)

where ϵ controls the size of the solid-liquid coexistence regions as
a function of density. Q1 is determined by the selection of crystal
structure. R1 controls the relative stability of mode structures. In
this word, Q1 �

	
2

√
, R1 � 0.

The Fourier amplitudes of the first and second reciprocal
lattice vectors (RLV) denote by Ai and Bi. It is assumed that all
density waves in solid-state have the same amplitudes, |Ai| � As,
|Bi| � Bs. The solid-state density field of FCC crystal is as follows

ψs � ψ0 + 2As[cos(qsx) + cos(qsy)] + 4Bs cos(qsx) cos(qsy) ,
(4)

where qs � 1.

The free energy density in the solid-state is

fs � 2(−ϵ + 3ψ2
0)A2

s + 2(−ϵ + 3ψ2
0)B2

s + 24ψ0A
2
sBs

+36A2
sB

2
s + 9A4

s + 9B4
s −

ϵ
2
ψ2
0 + 2ψ2

0 +
1
4
ψ4
0 , (5)

where
As � 1

9M
[ϵ2 + 75ψ4

0 − 2ψ0N+
4ϵψ2

0 + (5ϵ − 31ψ2
0)M2 +M4 − 10ψ3

0 − 2ϵψ0M]12
+ 1
9M

[ 	
3

√ (ϵ2 + 75ψ4
0 − 2ψ0N + 4ϵψ2

0 −M4 + 10ψ3
0M + 2ϵψ0M)i]12 ,

(6)
Bs � − 1

18M
[ϵ + 5ψ2

0 + 8ψ0M +M2 + 	
3

√ (M2 − 5ψ2
0 − ϵ)i] ,

(7)
M � (3ϵψ0 +

																								
−ϵ3 − 6ϵ2ψ2

0 − 225ϵψ4
0 + 500ψ6

0

√
− 25ψ3

0)
1
3
, (8)

N � −ϵ3 − 6ϵ2ψ2
0 − 225ϵψ4

0 + 500ψ6
0 . (9)

The phase diagram is derived by taking the derivative of free
energy for the density field of the square phase and liquid phase
respectively and using the common tangent rule, as shown in
Figure 1.

FIGURE 2 | (A), (B) Bi-crystal structure with grain boundary misorientation angles of 6° and 7° under x-direction tensile strain, and the time steps is 5,000. (C) The
bi-crystal structure with grain boundary misorientation angles of 7° under y-direction tensile strain, and the time steps is 5,000. (A1–C1) The atomic density profile of the
upper grain boundary corresponding to the misorientation angle, respectively. (A2–C2) The atomic density profile of the down grain boundary corresponding to the
misorientation angle. The white arrow indicates the climbing direction of the edge dislocation. The yellow arrow indicates the direction of Burgers vector of the edge
dislocation.
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Application of Applied Stress
First, we apply tensile stress along the x-direction to the system.
We employ the isovolumetric numerical scheme (Hirouchi et al.,
2009; Berry et al., 2015) during the deformation process:

S � Δx0Δy0 � ΔxΔy . (10)
The grid sizes after n time steps are shown as follows:

Δx � Δx0(1 + n _εΔt) . (11)
Δy � Δy0

1 + n _εΔt
. (12)

similarly, when tensile stress along the y-direction to the
system, we have

Δx � Δx0

1 + n _εΔt
, (13)

Δy � Δy0(1 + n _εΔt) , (14)
where Δx0 and Δy0 are initial grid sizes; Δx and Δy are grid sizes
after deformation.

Numerical Calculation Method and
Parameter Setting
Since the atomic density field is a conserved value, the
dimensionless time evolution equation ψ can be expressed by
the following Cahn-Hilliard equation (Wu et al., 2010):

zψ

zt
� ∇2δF

δψ
� ∇2{[ − ϵ + (∇2 + 1)2 + (∇2 + 2)2]ψ + ψ3} . (15)

By transforming the partial differential equation into a
sequence of ordinary differential equations in Fourier space,
we apply a Fourier-spectral approximation to Equation 10, we
have

ψk,t+Δt �
ψk,t − k2Δtψ3

k,t

1 + k2Δt[(4 − r) − 12k2 + 13k4 − 6k6 + k8] , (16)

Where ψk,t and ψk,t+Δt represents the atomic density at a time t
and t + Δt in Fourier space, respectively. k2 � |k2| represents the
wave vector in Fourier space.

The parameters of the simulation system in this work are set as
follows: the simulation region of periodic boundary conditions in
all directions is Lx × Ly � 256Δx × 256Δy . The time step and
space step are Δt � 0.5 and Δx � Δy � π/4, respectively. We set a
sandwich simulation structure, 0<x< Lx/4, Lx/4<x< 3Lx/4,
and 3Lx/4<x< Lx. Grain orientation angle is set respectively
θ1, θ2 , and θ1 The misorientation angle θ � θ1 − θ2 , which is the
angle between two adjacent grains. The selection of other
simulation parameters is shown in Table 1. The reason for
choosing the atomic density parameter is that it is located in
the coexistence region of a liquid phase and square phase, so the
solid and liquid phases can coexist stably without phase transition
(Hu et al., 2016b).

We let the system relax for a period of 104 time steps to
acquire structure equilibrium. The bi-crystal structure with
GBM of 6° and 7° under x-direction tensile strain is applied,
as shown in Figure 2. There are two symmetric tilt GBs and
every GB consists of four edge dislocations arranged
symmetrically. The grain orientation angle θ1 � b/2D1, where

FIGURE 3 | (A–D), (A1-D1) The evolution and arrangement of grain boundary dislocations when the GBM are 7°, respectively. (E–H), (E1–H1) The evolution and
symmetry arrangement of grain boundary dislocations when the GBM are 6°, respectively. The strain ε is 0.015, 0.0426, 0.0438, and 0.045.
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b is the amount of Burgers vector and D1 is the spacing of the
arrangement of the edge dislocation (Gao et al., 2020). Because
the difference in grain orientation angle is very small, the
number of edge dislocations in the equilibrium structure of
the two systems is the same. At the same time, we find that the
atomic density distribution curves of the upper and lower grain
boundaries of the two systems change periodically.

RESULTS AND ANALYSIS

The Arrangement and Movement of Edge
Dislocations Under X-Direction Tensile
Strain
The detailed arrangement and movement process of GBDs under
x-direction tensile strain is illustrated in Figures 3, 4. The free
energy curve of the system during the deformation process is
illustrated in Figure 5.

As shown in Figures 3A–H, all-grain boundary
dislocations are arranged in symmetrical structure from ε �
0.015 and ε � 0.0426. The grain-boundary dislocations are
completely decomposed when the strain reaches the critical
value of dislocation decomposition. This process consumes
energy and the free energy is reduced, (b~c) in Figure 5. With
the increase of deformation, the dislocation movement and the
symmetry are changed due to different misorientation angles
and different resolved shear stresses. When ε � 0.0438 there
are dislocation pairs formed in Figures 3C, G. For example, a4,
and a6 in Figure 3B will form dislocation pair A2. We found
that the dislocation arrangement and reaction forms 6° and 7°

are different after the formation of dislocation pairs. From
Figures 3C,D, dislocation pairs react with dislocation pairs
and the dislocations arrangement structure presents a “double
bowknot”. From Figures 3G,H, dislocation reacts with the
dislocation pair and a single edge dislocation and the
dislocations arrangement structure is “fireworks”.

At ε � 0.0492, it is observed that the system with the GBMs 7°

is all dislocation pairs as shown in Figure 4A. At this time, the
dislocation pairs arrangement is highly symmetrical showing a
“double bowknot” structure. The energy consumed by
dislocation pairs on the slip is less than that increased by
system deformation. Thus, the energy curve rises again
corresponding to the rising part in Figures 5C,D. When the

FIGURE 4 | (A–D) The dislocation evolution of 7° and 6° and the corresponding strains are both 0.0492 and 0.06. (A1, B1), (C1, D1) The arrangement of 7° and 6°

with strains are both 0.0492 and 0.06.

FIGURE 5 | The free energy curve of 6° and 7° grain boundary
dislocation evolution process during the x-direction tensile deformation.
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GBMs of 6°, both dislocation pairs and single edge dislocations
exist and the dislocations arrangement is chaotic, as shown in
Figure 4C1. Four sub-grain boundaries appear in Figure 4B
when the strain increases to 0.06. The existence of dislocation
pairs reduces the lattice distortion energy and makes the sub-
grain boundaries more stable. The dislocations are arranged in a
“double bowknot” structure. Subsequently, annihilation occurs

concurrently between all dislocation pairs such as A7 and B5
(blue dotted circle in Figure 4B), and finally, the lattice
distortion disappears completely into a single crystal.

FIGURE 6 | (A–C), (D–F) The evolution process of grain boundary dislocations under tensile deformation in x-direction and y-direction with 7°, respectively, and the
corresponding tensile strain ε is 0.015, 0.0372, and 0.0444. (A1–F1) The arrangement of grain boundary dislocations corresponding to the dislocation evolution diagram,
respectively.

FIGURE 7 | Free energy curve of misorientation angle of 7° under x-and
y-direction tensile deformation.

FIGURE 8 | (A), (A1)Dislocation decomposition under x-direction tensile
strain and its atomic structure diagram. (B), (B1) Dislocation decomposition
under y-direction tensile strain and its atomic structure diagram.

Frontiers in Materials | www.frontiersin.org June 2022 | Volume 9 | Article 8755196

Li et al. Phase-Field Crystal

43

https://www.frontiersin.org/journals/materials
www.frontiersin.org
https://www.frontiersin.org/journals/materials#articles


However, we find that there are single edge dislocations and the
dislocation arrangement is asymmetric in Figure 4D.

In Figure 5, we found that the energy trend of Figures 5A–C
stage in the evolution of the two systems from bi-crystal to single
crystal is the same, and the peak value with large GBMs is higher.
From Figures 5C,D, the energy curve of the GBMs 7° is relatively
smooth while there is two small-amplitude torsions (black box)
which are caused by dislocation annihilation and dislocation pair
formation. The lattice distortion completely disappears in the
system with the GBMs 7° after point d. If the deformation
continues to increase, the system energy increases again.
Meanwhile, there are still dislocations in the system with the
GBMs 6°, the remaining single edge dislocations annihilate one

after another. Therefore, there are two torsions in Figure 5D,E
stage, the lattice distortion of point e disappears completely, and
the system energy increases with deformation.

Relationship Between the Direction of
Tensile Strain and the Symmetry of
Dislocations Arrangement
Different tensile deformation directions of samples affect the
dislocation movement direction and dislocation arrangement
symmetry in the system. The y-direction tensile strain is
applied to sample B. The evolution and symmetrical
distribution of grain boundary dislocations of the same strain

FIGURE 9 | Critical strain distribution of dislocations decomposition under different strain rates and GBMs conditions. (A), (C), (E) The critical strain distribution of
tensile deformation in the x-direction; (B) (D), (F) the critical strain distribution of tensile deformation in the y-direction.
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are shown in Figure 6, and the corresponding change of free
energy is shown in Figure 7.

In the system of grain-boundary misorientation 7°, the
number of grain-boundary dislocations doesn’t change but
the climbing direction of grain-boundary dislocations is
opposite, as shown in Figures 6A,D. In the meantime, the
grain-boundary dislocations arrangement is a highly
symmetrical “bowknot” structure, as shown in
Figures 6A1,D1. At ε � 0.0372, some dislocations in the
y-direction tensile strain system decomposition first, as
shown in Figure 6E. The GBDs arrangement is still
symmetrical Figure 6E1, but the structure is not completely
the same as that in Figure 6D1. While in the system with the
tensile deformation direction of x, there is no dislocations
decomposition, as shown in Figure 6B. At this time, all edge
dislocations climb and the arrangement of grain boundary
dislocations is still a “bowknot” structure. Different tensile
deformation directions can affect the new dislocations
climbing direction after edge dislocations decomposition,
the detailed schematic diagram is shown in Figure 8. We
know that the free energy of the system with the tensile
deformation direction of the y-direction will reach the
maximum first by observing the energy Figure 7.

With the increase of strain, there is no formation of dislocation
pairs in the y-direction tensile strain system and the dislocation
reactions are between single edge dislocations. In the x-direction
tensile strain system, there are the formations and reactions of
dislocation pairs and the annihilations of dislocations reduce the
system energy, corresponding to the stage (b~c) in Figure 7.
Two-grain boundaries are re-observed in Figure 6F when
ε � 0.0444. The GBDs arrangement is exactly the same as in
Figure 6D1 and the system energy reaches the peak again at point
d in Figure 7. Concurrently, the grain boundary is not obvious, all
of which are single edge dislocations arranged in a “double
bowknot” symmetrical structure Figure 6C1.

DISCUSSION

The effect of different strain rates _ε, grain boundary
misorientations θ, and tensile deformation direction on the
critical strain value of dislocations decomposition analyzed, as
shown in Figure 9. It should be pointed out that the grain
boundary with misorientation angle 9° does not emerge
dislocations decomposition under x-direction tensile
deformation. Therefore, there isno corresponding critical strain
values of dislocations decomposition in Figure 9. But there are
dislocation movement, dislocation reaction, and dislocation
annihilation in the process of grain boundary evolution.

Through Figure 9A,B, we can find that when the grain boundary
misorientations remain unchanged, the critical time steps of
dislocation decomposition decrease with the increase of strain
rate. This is because the critical strain required for dislocation
decomposition in the same system is fixed. It can be seen from
the formula ε � n _εΔt that when _ε increases, n decreases. In addition,
the critical time steps of dislocations decomposition under y-direction
tensile deformation is smaller than x-direction. This requires a larger

strain since all-grain boundary dislocations decomposes
simultaneously under x-direction tensile deformation while grain
boundary dislocations do not decomposes simultaneously when
tensile deformation is applied in the y-direction.

In Figure 9C, we found that the critical strain value of grain
boundary dislocation decomposition increases with the increase
of grain boundary misorientations. This is because grain
boundary dislocations increase with the grain boundary
misorientations increase, thus the required critical strain value
is larger. What we need to pay attention to is that 8° and 12° do
not strictly follow this law. Similarly, we can analyze Figure 9D. It
can be clearly observed that 8°, 9°, and 12° are special when
applying y-direction tensile deformation. In order to better study
the grain boundary misorientations and critical strain, we can
analyze Figures 9E,F. It is obvious that no matter which direction
of tensile strain is applied, 8° , 9°, and 12° are special angles. In
addition, the critical strain value becomes larger with the increase
of GBMs when the strain rate remains the same. This result is
consistent with Figures 9A,B.

In summary, the critical strain ε increases with the increase of
GBMs except for the special angle. Otherwise, decreasing the
critical time steps of dislocations decomposition can be achieved
by increasing the strain rate.

CONCLUSION

In this study, the phase-field crystal model of twomodes is used to
study the symmetry of grain boundary dislocation arrangement
and the critical strain of grain boundary dislocation
decomposition under different grain boundary misorientations
and tensile strain directions. The results show that:

1) The x-direction tensile deformation is applied to the simulated
samples with GBMs 6° and 7°. The grain boundary
dislocations arrangement of the two systems is very similar
from the equilibrium state to the complete decomposition,
which shows a “bowknot” symmetrical structure. The
dislocation arrangement in the two systems differs as the
strain increases. Sub-grain boundaries appear in the larger
GBM system, and the dislocation arrangement always shows
asymmetrical structure of “ bowknot ” or “double bowknot.”
However, no sub-grain boundary is formed in the smaller
GBM system under the same strain and the dislocation
arrangement is no longer symmetrical.

2) The y-direction tensile deformation is applied to the 7°. The
easiest to observe is the climbing direction of edge dislocations
is opposite to x-direction tensile deformation. The initial grain
boundary dislocations arrangement is basically the same and
arranged symmetrically in a “bowknot” under x- and
y-direction tensile deformation. With the increase of strain
and under the same tensile strain, some grain boundary
dislocations in the system with y-direction tensile strain will
decomposition first and the dislocations arrangement is “like
bowknot” symmetrical structure, while the dislocations under
x-direction tensile strain do not decomposition and the
arrangement unchanged.
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3) The critical strains of dislocations decomposition are related
to strain rate and GBM. The critical strain can be reached
preferentially by increasing the strain rate appropriately or
reducing the GBM.
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The Effective Diffusion Coefficient of
Hydrogen in Tungsten: Effects of
Microstructures From Phase-Field
Simulations
Bingchen Li1,2, Bowen Xue1,2, Jiannan Hao1,2, Shuo Jin1,2, Hong-Bo Zhou1,2, Linyun Liang1,2*
and Guang-Hong Lu1,2*

1School of Physics, Beihang University, Beijing, China, 2Beijing Key Laboratory of Advanced Nuclear Materials and Physics,
Beihang University, Beijing, China

In this work, we propose an efficient numerical method to study the effects of
microstructures on the effective diffusion coefficient of the diffusion component in
materials. We take the diffusion of hydrogen (H) atoms in porous polycrystalline
tungsten (W) as an example. The grain structures and irradiated void microstructures
are generated by using the phase-field model. The effective diffusion coefficients of H in
these microstructures are obtained by solving the steady-state diffusion equation, using a
spectral iterative algorithm. We first validate our simulation code for calculating the effective
diffusion coefficient by using three simple examples. We then investigate the effects of the
grain morphology and porosity on the effective diffusion coefficient of H inW. Regardless of
whether the grain boundary is beneficial to the diffusion of H or not, it is found that the
effective diffusion coefficient of H along the elongated grain direction in columnar crystals is
always greater than that in isometric crystals. The increase of the porosity can significantly
decrease the effective diffusion coefficient of H from the simulations of the porous W. A
correlation of converting the two-dimensional (2D) effective diffusion coefficient into three-
dimensional (3D) in the porous and polycrystalline W is fitted by using our simulation data,
respectively. Two fitted correlations can be used to predict the synergistic effect of the
porosity and grain boundary on the effective diffusion coefficient of H in W. Consequently,
our simulation results provide a good reference for understanding the influence of the
complex microstructures on H diffusion, and may help to designW-based materials for the
fusion reactor.

Keywords: phase-field, microstructure evolution, effective diffusion coefficient, hydrogen, tungsten

1 INTRODUCTION

Due to the energy crisis caused by the exploitation of the limited fossil energy, nuclear fusion energy
with many potential advantages such as abundant raw materials, pollution-free products, and high
energy efficiency, has been constantly studied. The Tokamak, a magnetically confined fusion device,
is considered to be the most likely future fusion device (Artsimovich, 1972). In the nuclear fusion
reactor environment, tungsten (W) has been considered as one of the most promising candidate
materials for plasma-facing materials (PFMs), owing to its advantages of high melting point, good
thermal conductivities, as well as low sputtering rate (Bolt et al., 2004; Cottrell, 2004). However,
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PFMs will be irradiated by high energy neutron (14 MeV) in
combination with the high temperature (300 < T < 2000 K) (Li
et al., 2017), which will inevitably induce microstructure changes
such as grain boundary migration (Stepper, 1972; Vaidya and
Ehrlich, 1983; Mannheim et al., 2018), and second-phase
formation (voids/dislocations caused by clustering of point
defects (Hasegawa et al., 2014; Hu et al., 2016), precipitates
formed by the precipitation of the transmutation elements
(Hasegawa et al., 2016)), etc. Besides, hydrogen (H) and its
isotope escaped from the plasma can penetrate through the W
surfaces and diffuse inside the bulk under plasma irradiation (El-
Kharbachi et al., 2014; Hodille et al., 2014; Grisolia et al., 2015).
The interaction between H and the defect microstructures may
result in a set of safety issues ofW such as surface blistering (Zhou
H. et al., 2019), embrittlement (Louthan et al., 1972), and cracking
(Ueda et al., 2005), which can notably degrade the mechanical
and thermal properties of W and thus reduce its service lifetime.
In addition, H and its isotope are very expensive reactants, finding
a way to recycle them can greatly reduce the cost. The diffusion
process of H and its isotope in such complex microstructures is
extremely important. Therefore, understanding the effect of the
microstructure on the diffusion of H is critical to improving the
irradiation properties and reducing the cost of fuels.

Recently, numerous simulations and experimental studies
have been conducted on the H diffusion in the bulk
(Frauenfelder, 1969; Heinola et al., 2010a; Yang and Oyeniyi.,
2017) and on the surface of W (Heinola and Ahlgren, 2010b; Xue
and Hassanein, 2014; Yang and Wirth, 2019), as well as the effect
of irradiated defects such as vacancies (Eleveld and Veen, 1994;
Liu et al., 2009; Johnson and Carter, 2010), dislocations
(Taketomi et al., 2008; Kimizuka and Ogata, 2011; Wang
et al., 2019), and grain boundaries (Oudriss et al., 2012; Yu
et al., 2014; González et al., 2015; Fu et al., 2021) on the H
diffusion. The thermal desorption experimental results show that
the H diffusion is influenced by various factors such as defect type
(Jin et al., 2017), distribution (Fujita et al., 2017), temperature
(Rieth et al., 2019), and annealing time (Sakurada et al., 2017). In
addition, it is found that the desorption temperature of H from
vacancies or voids does not exceed 800 K (Eleveld and Veen,
1994), and from grain boundaries is about 400–500 K (Hodille
et al., 2017). And the molecular dynamics studies indicate that the
H diffusion largely depends on the type of grain boundaries,
i.e., certain types of grain boundaries (e.g., ∑ 5(310)[001]) can
promote the H diffusion (Yu et al., 2014), while others (e.g.,∑ 25(430)[100]) can inhibit it (Zhou X. et al., 2019) compared to
it in the bulk. Vacancies always hinder the H diffusion in W, the
diffusion coefficient of H can be reduced by two orders of
magnitude in the single crystalline W when the mono-vacancy
concentration is only 0.5% at 1800 K and this effect becomes
more obvious with the increase of the vacancy concentration
(Wang et al., 2019). Results also show that the materials with
mono-vacancies have a stronger inhibition effect on H diffusion
than that containing vacancy clusters with the same porosity, due
to mono-vacancies can provide more H capture sites (Wang et al.,
2019). Despite atomistic simulations can give the microscopic
mechanism of H interacting with defects, they are hard to predict
the effective diffusion coefficient at the microstructural scale due

to the limited spatial and time scales. Several analytical models
have been developed to estimate the effective diffusion coefficient
of the diffusion component in microstructures (Maxwell, 1881;
Hart, 1957; Bakker et al., 1995; Chen and Schuh, 2007; Moradi,
2015; Jiang et al., 2021). Maxwell-Garnett et al. (Maxwell, 1881;
Moradi, 2015) developed a model to predict the effect of the
volume fraction of the second phase on the effective diffusion
coefficient in a two-phase system. Hashin-Shtrikman et al.
developed a model (Chen and Schuh, 2007) to calculate the
effective diffusion coefficient in isometric polycrystalline
materials, etc. However, these analytical models have
difficulties in giving the inhomogeneous concentration
distribution of the diffusion component intuitively, and more
importantly, they are far from enough to investigate the effect of
the complex microstructural features (e.g., arrangement and
morphology) on the effective diffusion coefficient of the
diffusion component in materials.

In this work, we demonstrate an efficient numerical method to
study the effect of the microstructure on the H effective diffusion
coefficient in W at relevant high temperatures. Grain structures
and irradiated voids are considered as the main defect
microstructures generated by using phase-field simulations,
although other defect microstructures such as dislocations,
precipitates, and gas bubbles can also be easily incorporated in
the model. A spectral iterative algorithm (Wang et al., 2016; Li
et al., 2022) is used to solve the stationary diffusion equation
based on the phase-field microstructures to obtain the effective
diffusion coefficient. The current method is only applied at high
temperature or there is no interaction between the diffusion
component and microstructure, where H atoms can be
eventually desorbed from grain boundaries and voids
consisting with the thermal desorption experimental
observations (Eleveld and Veen, 1994; Hodille et al., 2014).
Using this method, the effects of grain boundaries, voids, and
their synergistic effect on the effective diffusion coefficient of H
are systematically investigated in W. Two sets of correlations that
can be used to transfer the two-dimensional (2D) into three-
dimensional (3D) effective diffusion coefficient are fitted based on
our simulation results, which can be used to predict the effective
diffusion coefficient of H in the porous polycrystalline W. We
believe that this method provides a good reference for
understanding the influence of the microstructure on the H
diffusion in W, and offers an efficient way to study the effect
of the complex microstructure on the effective diffusion
coefficient in other similar systems.

2 COMPUTATIONAL DETAILS

2.1 Phase-Field Model of Microstructure
Evolutions
Controlling the grain size is a common way to tune the thermal
and mechanical properties of the polycrystalline W. Within the
phase-field model, a set of continuous non-conservative phase
variables ηi (i = 1, . . . , n) are used to represent the different grain
orientations, in which n is the total number of the grain
orientations. Following the free energy of describing the grain
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growth developed by Chen et al. (Fan and Chen, 1997; Krill and
Chen, 2002), the total free energy of the system can be written as,

Fpoly
total � ∫[mf0(η1(r), η2(r), . . . , ηn(r)) + fpoly

grad(η1(r), η2(r), . . . , ηn(r))]dV ,

(1)
where f0 is a local microstructural energy density, and fpoly

grad is
the gradient energy density contributed by the grain boundary.
r � {x, y, z} is the spatial coordinate, m is a positive constant
associated with the grain boundary width and energy, andV is the
volume of the simulated system. Boldface characters (e.g., r)
denote vectors in this work.

The local microstructural free energy density can be
formulated as (Fan and Chen, 1997; Krill and Chen, 2002)

f0(η1, η2, . . . , ηn) � ∑n
i

[ − 1
2
η2i +

1
4
η4i +

1
4
] + γ∑n

i

η2i ∑n
j(j> i)

η2j , (2)

where the first term describes a multi-well potential with a minimal
value zero located at ηi � 1 and ηj � 0, ( j ≠ i). The second term
represents an energy penalty term among adjacent grains, and γ is a
positive constant that equals 1.5 (Moelans et al., 2008).

The gradient energy terms contributed by the grain
boundaries are written as

fpoly
grad �

kη
2

∑
i

∣∣∣∣∇ηi∣∣∣∣2, (3)

where kη is the gradient coefficient.
The evolution of the grain parameters is controlled by the

Allen-Cahn equation (Allen and Cahn, 1972; Allen and Cahn,
1973),

zηi
zt

� −LGB
δFpoly

total

δηi
, i � 1, 2, 3, . . . , n, (4)

where LGB � L0e
− Ea
kBT is a temperature-dependent kinetic

coefficient related to the migration of grain boundaries, L0 is a
constant, Ea is the activation energy of the grain boundary
migration, kB is the Boltzmann’s constant, and T is the
annealing temperature. By solving the above equation, we can
get the polycrystalline structure with designed grain size of W.
We then fix the grain structure to further simulate the void
formation in W by using a phase-field model.

A high density of point defects will be produced in W due to
the high-energy neutron irradiation (Eleveld and Veen, 1994;
Hasegawa et al., 2014; Hasegawa et al., 2016; Hu et al., 2016).
Although the interstitial atoms and vacancies are always
generated in pairs, we only consider the evolution of vacancies
based on the fact that the diffusion coefficient of the interstitial
atom is at least 103 magnitudes larger than that of the vacancy in
W at 300 < T < 2000 K (Hao et al., 2020). Therefore, the diffusion
of vacancies is the rate-controlling process in the formation of
voids and the interstitial atoms can be always considered at the
equilibrium state. This scenario was also used in previous work to
study the effect of the void evolution on effective thermal
conductivities in W (Wang et al., 2018). And it will not affect
our main conclusions since the objective of this work is to

investigate the effects of the porosity and void size on the
effective diffusion coefficient of H in W.

In the phase-field model, a conservative phase variable
Cv(r, t) is used to describe the vacancy concentration and a
non-conservative phase variable φ(r, t) is used to distinguish the
matrix phase and void phase. φ(r, t) equals 1.0 in the void phase
and zero in the matrix phase, and continuously changes from 1.0
to zero across the void-matrix interface. Following the Kim-Kim-
Suzuki (KKS) model (Kim et al., 1999; Kim, 2007), the free energy
density employed for the void evolution is described as

Fvoid
total � ∫[h(φ)fv + (1 − h(φ))fm + wg(φ) + fvoid

grad(φ)]dV ,

(5)
fm � kBT

Ω
(Cv

m lnCv
m/Cv

eq + (1 − Cv
m) ln(1 − Cv

m))), (6)

fv � kBT

Ω (Cv
v − 1.0)2, (7)

where fm and fv is the free energy of the matrix and void phase,
respectively. Ω � 1.5 × 10−29 m3 is the atomic volume of W. Cv

m
and Cv

v is the vacancy concentration in the matrix and void phase,
respectively, and Cv

eq is the thermodynamic equilibrium
concentration of the vacancy in the matrix phase. h(φ) �
φ3(6φ2 − 15φ + 10) is a monotonous interpolation function
satisfying h(0) � 0 and h(1) � 1, w is a constant, and g(φ) �
φ2(1 − φ2) is a double-well potential function.

The gradient energy term contributed by the void-matrix
interface is written as

fvoid
grad �

kφ
2

∣∣∣∣∇2φ
∣∣∣∣, (8)

where kφ is the gradient coefficient.
The temporal and spatial evolution equations of the phase

variable and concentration can be described by the Allen-Cahn
(Allen and Cahn, 1972; Allen and Cahn, 1973) and Cahn-Hilliard
equations (Cahn and Hilliard, 1958; Cahn and Hilliard, 1958) as

zφ

zt
� −Lv

δFvoid
total

δφ
+ ξφ(r, t) + Pv, (9)

zCv

zt
� ∇.Mv∇

δFvoid
total

δCv
+ ξCv

(r, t) + Pv − S(1 − Φ)Cv, (10)

where Mv � DVΩ
kBT

is the mobility of a vacancy, DV is the diffusion
coefficient of a vacancy, and Lv is the kinetic coefficient. ξ(r, t) is a
stochastic function. The last term inEq. 10 represents the annihilation
of vacancies by grain boundaries (Millett et al., 2009), and S is the
interaction intensity set as 1.0 tomeet the experimental observation of
no cavity nucleation on grain boundaries (Klimenkov et al., 2016).
The term Φ � η2i is employed to ensure that the interaction is only
valid at grain boundaries instead of within grains (Chen and Yang
1994). Pv is the source term of vacancies generated by cascade
collisions caused by neutron irradiation, which can be described as
(Millett et al., 2009),

Pv(r, t) � { 0
R2VG

φ≫ 0.8 or R1 >Pcasc

φ< 0.8 and R1 <Pcasc
, (11)
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where Pcasc is the probability of cascade collisions at each grid
point for each time step, which is related to the neutron
irradiation, and VG is the maximum net increase in vacancy
concentration from cascade events. R1 and R2 are random
numbers between zero and 1.0.

According to the assumption of the KKS model that the total
concentration is a mixture of two phases and the chemical
potential is the same at every position in the system (Kim
et al., 1999; Kim, 2007), the concentrations satisfy the
following two equations,

Cv � h(φ)Cv
v + (1 − h(φ))Cv

m, (12)
zfv

zCv
v

� zfm

zCv
m

. (13)

To sum up, the evolution Eqs. 9, 10 can be rewritten as

zφi

zt
� −Lv{h′(φ)[(fv − fm) + zfv

zCv
v

(Cv
m − Cv

v)] − kφ
2φi

+wg′(φ)} + ξφ(r, t), (14)
zCv

zt
� Mv∇

2( zfv

zCv
v

) + ξCv
(r, t) − S(1 −Φ)Cv, (15)

The semi-implicit FFTW numerical method is used to solve
the Eqs. 4, 14, 15 (Chen and Shen, 1998). A Newton’s method is
adopted to solve the nonlinear Eqs. 12, 13 for each time step.

2.2 Effective Diffusion Coefficient of H
Once we have the phase-field simulated grain structures and
voids in W, we can investigate the effects of these microstructure
evolutions on the effective diffusion coefficient of H. To do so, we
solve the steady-state diffusion equation,

z

zri
(Dij(r) zC(r)

zrj
) � 0, (16)

where Dij(r) is the microstructure-dependent diffusion
coefficient tensor, which has different values in the bulk, grain
boundary, and void in W and can be written as follows,

Dij �
⎧⎪⎪⎨⎪⎪⎩

Dm
ij

DGB
ij

Dvoid
ij

(η> 0.9 and φ< 0.5)(η≤ 0.9)(φ≥ 0.5) , (17)

where Dm
ij , D

GB
ij , and Dvoid

ij is the H diffusion coefficient in the
bulk, grain boundary, and void phase, respectively. In this
inhomogeneous system, we can separate the diffusion
coefficient into the homogeneous part D0

ij independent of
the position and the inhomogeneous part ΔDij(r)
dependent on the position. Thus, the H diffusion coefficient
Dij(r) can be written as

Dij(r) � D0
ij + ΔDij(r), (18)

Accordingly, the stationary distribution of the H
concentration can be separated into linear and nonlinear parts,

which corresponds to the homogeneous and inhomogeneous
diffusion coefficient, respectively, i.e.,

C(r) � Clinear(r) + Cnon−linear(r), (19)
where Clinear(r) is the linear part of the concentrate, and
Cnon−linear(r) is the nonlinear part that comes from the
inhomogeneous distribution of the concentrate.

Based on the Fick’s first law, the flux of the H concentration
along the j-direction is expressed as

Ji � −Dij(r)zC/zrj , (20)
where zC/zrj is the gradient of the concentration along the
j-direction.

Finally, the effective diffusion coefficient tensor Deff
ij of the

system caused by the inhomogeneous microstructure can be
determined by solving

Deff
ij � −〈Ji〉/〈zC/zrj〉, (21)

where Ji is the averaged flux along the i-direction, and zC/zrj
represents the averaged concentration gradient along the
j-direction.

To solve the steady-state diffusion equation shown in Eq. 16,
a spectral iterative method is adopted, which has been used to
solve the heat conduction equation in previous work (Wang
et al., 2016; Li et al., 2022). In order to facilitate the reader’s
understanding, we present the details of the solution process
here. Firstly, combining the Eqs 18, 19, the Eq. 16 can be
rewritten as,

z

zri
[(D0

ij + ΔDij(r))(zClinear(r)
zrj

+ zCnon−linear(r)
zrj

)] � 0, (22)

Then rearranging the Eq. 22, we get

D0
ij

z2Cnon−linear(r)
zrizrj

� − z

zri
[ΔDij(r)(zClinear(r)

zrj
+ zCnon−linear(r)

zrj
)].
(23)

After that, by taking the Fourier transform on both sides of Eq.
23, we have,

−D0
ijξiξjC

non−linear(ξ) � −ξi[ΔDij(r)(zC(r)
zrj

)]
ξ
, (24)

where Cnon−linear(ξ) and [ΔDij(r)(zC(r)zrj
)]ξ is the Fourier

transform of Cnon−linear(r) and ΔDij(r)(zC(r)zrj
), respectively.

Thus, we can get

Cnon−linear(ξ) � IG(ξ)ξi[ΔDij(r)(zC(r)
zrj

)]
ξ
, (25)

where G(ξ)−1 = k0ijξiξj , and I is the imaginary unit. At last, by
taking the inverse Fourier transforms on both sides of Eq. 25, the
nonlinear part concentration distribution can be written as,

Cnon−linear(r) � ∫ d3ξ

(2π)3C
non−linear(ξ)eIξ·r , (26)
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To sum up, the total concentration distribution C(r) shown in
Eq. 19 can be calculated as,

C(r) � Cnon−linear(r) + ∫ zClinear(r)
zrj

drj , (27)

Once we have the total concentration C(r), zC/zrj and the
flux can be calculated based on Eq. 20. Thus, the effective
diffusion coefficient Deff

ij can be obtained by using Eq. 21.

2.3 Simulation Details and Parameters
To simulate the grain growth and void microstructure
evolutions, the phase-field Eqs. 4, 14, 15 are numerically
solved with periodic boundary conditions. The time step for
the grain growth is set at 2.4 s, and the grid spacing
is Δx � Δy � Δz � 1.0 nm. A model sizes of 256.0 nm ×
256.0 nm in 2D and 96.0 nm × 96.0 nm × 96.0 nm in 3D are
used. According to Moelans et al. (Moelans et al., 2008), the
gradient coefficient kη and potential heightm can be obtained
by σgb �

�����
2mkη

√
/3 and lgb �

���
8kη

√
/

��
m

√
once the grain boundary

energy σgb and length lgb were given. In this work, σgb �
2.32 Jm−2 is determined by averaging the grain boundary
energies of 408 grain boundaries of W (Ratanaphan et al.,
2017), and lgb is assumed to be 4.0 nm to ensure there are
sufficient grid points across the diffused interface. The grain
boundary migration energy Ea is 0.6 eV based on the annealing
experiment of the grain growth in W (Guo et al., 2018), and L0
is 8.33 × 10−6m3 J−1 s−1 obtained by fitting the annealing
experimental results of the grain growth (Guo et al., 2018;
Li et al., 2022).

The input parameters for simulating the void evolutions
under irradiation are set as follows. The sizes of the simulation
domain are set as 256 Δx × 256 Δy in 2D and 64 Δx × 64Δy ×
64 Δz in 3D. The time scale is set as 10−9 s. According to the
previous work, the gradient coefficient kφ and the potential

height w can be obtained by σvoid �
���
ωkη

√
3
�
2

√ and lwidth � 2.2
��
2kη
ω

√
(Aagesen et al., 2021), where the surface energy σvoid is set as
1.0 J m−2 (Briant and Walter, 1988), and interface width
lwidth � 4.0 nm. Following the Arrhenius formula,

DV � D0 × e
Eva
KBT, in which D0 is the pre-exponential factor

and Ev
a is the activation energy of the vacancy diffusion.

They are equal to 4.0 × 10−6 m2 s−1 and 1.8 eV based on the
experimental measurements (Rasch and Schultz 1980).

The diffusion coefficients of H in the bulk, grain boundary,
and void are required to calculate the effective diffusion
coefficient of H in W. Previous atomistic simulations have
listed the diffusion coefficient of H in the bulk is
5.13 × 10−8 e0.21 eV/kBT m2 s−1 at the temperature range of
200–3000 K (Liu et al., 2014). The effect of the grain boundary
on the H diffusion largely depends on the type of the grain
boundary (Yu et al., 2014; Zhou et al., 2019B). Thus, we
systematically study the effect of the grain boundary on the
effective diffusion coefficient of H by using various diffusion
coefficients. The diffusion coefficient of H in the void is set to be
zero due to the strong inhibition of the vacancy/void on H
diffusion (Wang et al., 2019). It should be noted that we

assume our model is an ideal phase-field model with ignoring
the effect of the faster diffusion of H along the inner surface of the
irradiated voids on the effective diffusion coefficient to simplify
the calculation. To ensure there is a flow of the H concentration
along its diffusion direction, the concentrates on the two
boundaries perpendicular to the H diffusion orientations are
fixed at 0.4 and 0.1. These boundary values do not affect our
main calculation results. The H concentration on other
boundaries is fixed at 0.4.

3 RESULTS AND DISCUSSIONS

We first use three simple structures having analytical solutions of
the effective diffusion coefficient to validate our simulation code.
We then quantitively calculate the effective diffusion coefficient of
H in the polycrystalline and porous W. A correlation of
converting the 2D effective diffusion coefficient into 3D in the
porous polycrystalline W is fitted by using our simulation data,
respectively. The effects of the grain morphology, porosity, and
their synergistic effect on the effective diffusion coefficient of H
are systematically investigated.

3.1 Simulation Code Validation
Three simple structures are used to fully validate our
simulation code for calculating the effective diffusion
coefficient of the diffusion component, including a two-
phase structure consisting of two different arrangements of
slabs (parallel and perpendicular to each other), a spherical
structure embedded in a cubic box, and a 3D isometric
crystalline structure. The calculated effective diffusion
coefficients are compared with the analytical solutions to
verify our simulation code.

3.1.1 Two Slab Structures for Validation
We first use a two-phase system with a simple slab structure to
validate the code since it has an analytical solution. Two
different configurations of the two-phase system are
constructed. One is that these two slabs are parallel to each
other (Figure 1A), while the other one is that they are
perpendicular to each other (Figure 1B). For the first
structure shown in Figure 1A, the effective diffusion
coefficient along the X and Y direction can be described
analytically as (Hart, 1957; Jiang et al., 2021)

Deff
x � Db + 2wslab

Lx
(Dslab −Db), (28)

Deff
y � DbDslab

(1 − 2wslab

Lx
)Dslab + 2wslab

Lx
Db

,
(29)

where Db andDslab is the diffusion coefficient in the matrix and
slab phase, respectively.wslab and Lx is the width of the slab phase
and the side length of the simulation domain.

For the other configuration of the slab structure shown in
Figure 1B, the effective diffusion coefficients along the X and Y
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direction are the same because of the symmetric structure. Two
different solutions derived by Jiang et al. based on Eqs 28, 29 are
respectively expressed as (Jiang et al., 2021)

Deff
1 � (1 − wslab

Lx
)⎛⎝ DbDslab

(1 − wslab

Lx
)Dslab + wslab

Lx
Dslab

⎞⎠ + Dslab

Lx
Db,

(30)
Deff

2 � DslabLx
DbLx −Dbwslab +Dslabwslab

DbLxwslab −Dbw
2
slab +DslabL

2
x −DslabLxwslab +Dslabwslab

2

(31)
It is believed that the true solution of this configuration

should be somewhere in between these two solutions. We then

calculate the effective diffusion coefficient in these two-phase
structures by solving Eq. 16, whereDb is set to 15.0 andDslab is
set to 1.0. The simulation and analytical results as a function of
the width of the slab phase are compared as shown in Figures
1C, D. Cal_Deff

x and Cal_Deff
x are numerical results.

Analy_Deff
x and Analy_Deff

y represent the analytical results
along the X and Y orientations based on Eqs 28, 29. From
Figure 1C, it can be seen that the numerical and analytical
solutions are almost identical for the first slab structure in
Figure 1A. For the second configuration as shown in
Figure 1B, our simulation results shown in Figure 1D are
within those predicted by two different analytical formulas as
expected. Thus, these results can preliminarily validate our
simulation code.

FIGURE 1 | A two-phase systemwith a simple slab structure (A) parallel with each other, and (B) intersect with each other. (C)Comparison between the calculated
and theoretical effective diffusion coefficients as a function of the slab width for structure (A), and (D) for structure (B). The diffusion coefficient in the matrix and slab
phase is set as 15.0 and 1.0 in the same unit, respectively.

FIGURE 2 | (A) A spherical phase is embedded in a cubic box. Comparison of simulated and analytical effective diffusion coefficients as a function of the volume
fraction of the spherical phase for three different diffusion coefficient ratios (B) Dp/Dm >1.0 and (C) Dp/Dm <1.0. The scatter points represent the simulation results, and
the curves represent the results calculated by the Maxwell-Garnett model (Maxwell, 1881; Moradi, 2015).

Frontiers in Materials | www.frontiersin.org June 2022 | Volume 9 | Article 9351296

Li et al. Effective Diffusion Coefficient of Hydrogen

53

https://www.frontiersin.org/journals/materials
www.frontiersin.org
https://www.frontiersin.org/journals/materials#articles


3.1.2 Sphere Embedded in a Cubic Box for Validation
We then construct a spherical structure inside a cubic box as
shown in Figure 2A, in which the purple part refers to the
spherical phase and the blank part is the matrix phase. The
effective diffusion coefficient can be expressed analytically by the
Maxwell-Garnett model (Maxwell, 1881; Moradi, 2015),

Deff � Dm

2Dm +Dp + 2fp(Dp −Dm)
2Dm +Dp − fp(Dp −Dm) , (32)

where Dp and fp is the diffusion coefficient in the spherical
structure and the volume fraction of the spherical structure,
respectively. We assume these two phases have different
diffusion coefficients. We test two different cases to compare
with the analytical solutions, one is the ratioDp/Dm greater than
1.0 and the other one is less than 1.0. In each case, three different
ratios of the diffusion coefficient are selected. The calculated
results as well as the analytical solutions of the effective diffusion
coefficient as a function of the volume fraction of the sphere are
shown in Figures 2B,C, in which the scatter points represent the
simulation results and the curves represent the analytical results
derived by the Maxwell-Garnett model (Maxwell, 1881; Moradi,
2015). It can be seen that our simulation results agree well with
the analytical solutions, which further validate our
simulation code.

3.1.3 Isotropic Polycrystalline Structure for
Validation
To further verify our code of solving the stationary diffusion
equation with inhomogeneous diffusion coefficient distribution,
we compare our results with the Hashin-Shtrikman (HS) model
of a 3D isometric crystalline structure (Chen and Schuh, 2007). In
the previous work, Hashin-Shtrikman derived an analytical
solution that can be used to estimate the effective diffusion
coefficient of H in isometric crystals as a function of the grain
boundary density (Chen and Schuh, 2007),

Deff � DGB + fm

(Dm −DGB)−1 + 1/3fGBD
−1
GB

, (33)

whereDeff,DGB, andDm is the effective diffusion coefficient, the
diffusion coefficient in the grain boundary, and the diffusion
coefficient in the matrix phase, respectively. fm and fGB is the
volume fraction of the matrix phase and grain boundary,
respectively.

We first generate a 3D isometric crystalline microstructure by
using the phase-field simulation as shown in Figure 3A, where
the yellow parts represent the bulk phase and the blue lines stand
for grain boundaries. After that, we consider two different
diffusion coefficient ratios between grain boundary and matrix
phase for comparison, i.e., promoting the diffusion (5:1) and
inhibiting diffusion (0.1:1). As shown in Figure 3B, the effective
diffusion coefficients in three directions are all in good agreement
with those predicted by the HS model, which further proves that
our code is suitable for the calculation of the effective diffusion
coefficients of the polycrystalline materials.

Based on the above three testing examples, we validate our
simulation code for calculating the effective diffusion coefficients
in different structures.

3.2 Effective Diffusion Coefficient of H in
Polycrystalline W
Based on our validated simulation code, we first study the
effective diffusion coefficient of H in the polycrystalline W.
The polycrystalline structures are generated using the phase-
field model by solving Eqs 1–4. Three different polycrystalline
structures including an isotropic grain structure and two
columnar grain structures with different grain sizes are
constructed as shown in Figures 4A–C. Then the effective
diffusion coefficients of H in these three different
polycrystalline structures can be obtained by solving Eq. 16.

The diffusion coefficientDij of H in the grain boundaries and
grains can be defined as

FIGURE 3 | (A) The simulated isometric polycrystalline microstructure. Blue lines are grain boundaries and the yellow parts are grains. (B)Comparison between the
simulated and analytical effective diffusion coefficients as a function of the grain boundary density alone three different directions with diffusion coefficient ratios of H in the
grain boundary to that in matrix phase are 0.1:1.0 and 5.0:1.0.
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Dij � {DGB

Dm

(η≤ 0.9)(η> 0.9) . (34)

According to previous atomic simulation results, the H
diffusivity in the grain boundary can be either larger or
smaller than that in the bulk, depending on the grain
boundary type (Yu et al., 2014; Zhou et al., 2019B). To
systematically investigate the effect of the grain boundary
on the H diffusion in the polycrystalline W, six different
ratios DGB/Dm of the H diffusion coefficient in grain
boundaries with respect to that in grains are considered in
this work, i.e., three with DGB/Dm > 1.0 and three with
DGB/Dm <1.0 are selected for isometric and columnar grain
structures.

Figure 4 shows the comparison of the numerically
simulated and analytically calculated effective diffusion
coefficients as a function of the grain boundary density in
three polycrystalline structures. Figures 4D–F are for the case
of DGB/Dm >1.0, while Figures 4G–I for the case of DGB/Dm

<1.0. It can be seen that the effective diffusion coefficient
increases with the increase of the grain boundary density when
DGB/Dm is greater than 1.0, while it decreases with the increase

of the grain boundary density when the ratio DGB/Dm is less
than 1.0 as expected. Interestingly, the effective diffusion
coefficient of H is greater in columnar crystals than that in
isometric crystals along the Z direction, regardless of whether
the H diffusivity in the grain boundary is larger or smaller than
that in the bulk. And the effective diffusion coefficient of H in a
simple columnar crystal containing parallel grain boundaries
plotted in Figure 4B can be described by Hart’s model (Hart,
1957), as shown in Eq. 28. It can be seen that our calculation
results agree well with those results predicted by Hart’s model.
For the columnar-II crystal, the grains elongate along the
Z-direction and grain boundaries have high density along
this direction. The effective diffusion coefficient is believed
to be larger than that for the isotropic crystal but smaller than
that for the columnar-I crystal along the Z-direction. Both
Hart’s model and HS’s model are hard to fit the simulation
results in this case, which suggests that the numerical model
without having the complex morphology of the microstructure
can only predict the effective diffusion coefficient for simple
grain structures.

2D simulations can save lots of computational resources
compared to 3D simulations. We also calculate the effective

FIGURE 4 | Polycrystalline structure of the (A) isometric crystal, (B) columnar-I crystal, and (C) columnar-II crystal. The calculated effective diffusion coefficients for
three different polycrystalline structures with three diffusion coefficient ratios DGB/Dm of H are greater than 1.0 (D–F) and less than 1.0 (G–I). The solid and hollow scatter
points represent the effective diffusion coefficient parallel and perpendicular to the direction of the elongated grains of the columnar crystals. The gray solid lines represent
the predicted effective diffusion coefficient as a function of the grain boundary density along the elongated orientations of structure Col-I by Hart’s model and the
blue dotted lines represent that predicted by the HS’s model for the isometric crystal.
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diffusion coefficient of H in isometric structures in 2D. At the
same grain boundary density, the effective diffusion coefficients
in 2D are usually smaller than that in 3D. Next, we derive a
correlation that transfers the 2D effective diffusion coefficient
into 3D based on Bakker et al.‘s derivations, in which two
formulas depending on the ratio of the diffusivity in the grain
boundary and bulk that can transfer the 2D thermal conductivity
into 3D were given (Bakker et al., 1995). When the H diffusion
coefficient DGB in the grain boundary is greater than the H
diffusion coefficient Dm inside the grains, the correlation is
given by

Deff
3D − b

Deff
2D − b

� C1 + 1
DGB

Dm
+ C2

(DGB >Dm), (35)

b � DGBDm

fGBDm +DGB − fGBDGB
, (36)

where Deff
2D and Deff

3D is the effective diffusion coefficient of H in
the 2D and 3D simulations, respectively. C1 and C2 are fitting
constants. We calculate the effective diffusion coefficients in 2D
and 3D in order to fit the constants C1 and C2. By using three sets
of the calculated effective diffusion coefficient from both 2D and
3D simulations, the fitted constants C1 and C2 are determined to
be 1.13 and 3.8, respectively. The effective diffusion coefficients
and the fitted results using Eq. 35 are shown in Figure 5A–C, in
which the purple dotted and pink solid lines represent the
simulation results and fitted results by Eq. 35. It can be seen
that the Eq. 35 can fit well with the simulated data in all
three cases.

For the H diffusion coefficient DGB smaller than the H
diffusion coefficient Dm, a correlation for transferring the 2D
effective diffusion coefficients of H into 3D is (Bakker et al.,
1995),

1 − (1 − DGB

Dm
)fGB − Deff

2D

Dm

1 − (1 − DGB

Dm
)fGB − Deff

3D

Dm

� C3 + 1
Dm

DGB
+ C4

(DGB <Dm), (37)

where Deff
2D and Deff

3D is the effective diffusion coefficient in the
2D and 3D simulations, respectively. We use our simulated 2D
and 3D effective diffusion coefficients to fit this correlation, and
the fitted constants are determined as C3 � 1.07 and C4 � 1.03.
The simulated and fitted effective diffusion coefficients of H in the
3D polycrystalline W are shown in Figures 5D–F, in which the
purple dotted curves represent the simulated results and the pink
solid curves represent the results predicted by the fitting formula
Eq. 37. It can be seen that the fitting results are consistent with the
simulation results for all three cases.

3.3 Effective Diffusion Coefficient of H in
Porous Single Crystalline W
In addition to grain boundaries, irradiation-induced vacancies
and their clusters can also affect the diffusion of H atoms (Wang
et al., 2019). The porous structures formed by clustering of
vacancies are generated by phase-field simulations through
solving Eqs 5–15. Based on the phase-field simulated porous
single crystalline W microstructures, we then study the effect of
the porosity on the effective diffusion coefficient of H.

The diffusion tensor in the void and the matrix can be
expressed as

Dij � {Dvoid

Dm

(φ≥ 0.5)(φ< 0.5) , (38)

where Dvoid and Dm represents the diffusion coefficient of H in
the void and matrix phase, respectively. We assume that the

FIGURE 5 | The comparison between the simulated and fitted effective diffusion coefficients of H in 3D polycrystalline W with three diffusion coefficient ratios DGB/
Dm of H are greater than 1.0 (A-C) and less than 1.0 (D-F). The fitted 3D data is calculated from the 2D results by using Eqs 30, 31. The purple dotted curves represent
the simulated results and the pink solid curves represent the results predicted by the fitting formula.
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diffusion coefficient Dvoid is equal to zero based on the molecular
dynamics results that the vacancy-type defects can greatly inhibit
the H diffusion (Wang et al., 2019). Simulated and analytical
effective diffusion coefficients as a function of the temperature
and porosity in 2D and 3D porous W are plotted in Figures 6A,
B. The colored scatter points represent the simulation results, and
the solid black lines represent values of the effective diffusion
coefficients predicted based on the Bakker’s model (Bakker et al.,
1995), i.e., Deff � Dm(1 − p)2.0 in 2D and Deff � Dm(1 − p)1.5
in 3D. It can be seen that the effective diffusion coefficient
significantly decreases with the increase of the porosity, and
values Deff/Dm are basically consistent with those predicted
by Bakker’s model, especially in the 3D simulations. Compared
with the results of 2D and 3D simulation, it can be seen that the
effective diffusion coefficient of 3D simulations is higher than that
of the 2D simulations under the same annealing temperature and
porosity. This is because the 3D diffusion flux has one more
degree of freedom than that in the 2D simulations (Bakker et al.,
1995). Interestingly, the higher the temperature, the greater value
Deff/Dm is obtained at the same porosity. And the difference of
Deff/Dm between the high and low temperature increases with
the increase of the porosity, which is attributed to the rapid
increase in size of the void at high temperature. With the increase
of the temperature, larger voids are formed due to the faster
diffusion of the vacancies, which is consistent with previous

results (Li et al., 2011). This also shows the advantage of our
model, which can take the spatial morphology of the voids into
account rather than the volume fraction in the analytical model.

Both the 2D and 3D effective diffusion coefficients of H as a
function of the temperature and porosity in the porous single
crystalline W are calculated. To obtain a general correlation that
can transfer the 2D effective diffusion coefficient into the 3D in
porous materials, we use the 2D and 3D calculated results to fit
the parameter A by using the Eq. 39 proposed by Bakker et al.
(Bakker et al., 1995),

1 − p − Deff
2D

Dm

1 − p − Deff
3D

Dm

� A, (39)

where p, Deff
2D , and Deff

3D is the porosity, the effective diffusion
coefficient in 2D, and 3D, respectively. A is a fitting constant. The
fitted effective diffusion coefficient of H as well as the simulated
3D data in the porousW are plotted in Figures 6C–J, in which the
pink solid curves represent the simulation results and the purple
dotted curves represent the results predicted by Eq. 39. And the
fitted parameter A is determined to be 2.4. We can see that the
fitted results agree well with the simulated effective diffusion
coefficients. Therefore, this fitted correlation can be used to

FIGURE 6 | The simulated and analytical effective diffusion coefficients as a function of the porosity for four different temperatures in 2D (A) and 3D (B). (C)–(J)
Comparison between the simulated and fitted effective diffusion coefficients of H in 3D porous W as a function of the temperature and porosity, in which the pink solid
curves represent the simulation results and the purple dotted curves represent the results predicted by Eq. 39 based on 2D results.
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predict the 3D effective diffusion coefficient based on the 2D data
to save computational resources.

3.4 Effective Diffusion Coefficient of H in
Porous Polycrystalline W
We study the effective diffusion coefficient of H during the
formation of voids in two different polycrystalline W as a
function of the porosity. We take a particular temperature of
1073 K for an example. The polycrystalline microstructures are
generated using phase-field simulations by solving Eqs 1–4. The
nucleation and growth of voids are simulated by solving Eqs
5–15. It is simply assumed that the grain structures don’t evolve
with the time during the formation of voids, and the same
scenario was used in other relevant work (Wang et al., 2018).
The simulated microstructures of the porous polycrystalline W at
0.001 s are shown in Figure 7C, where the solid lines represent
the grain boundaries and the solid red round areas represent the
voids. We assume the grain boundary is a perfect sink for
vacancies, which is consistent with the experimental
observations (Klimenkov et al., 2016).

The simulated microstructure is divided into three separate
phases including the matrix, grain boundary, and void phases.
We use two different methods to calculate the effective diffusion
coefficient of H in this three-phase system. Firstly, we calculate
the effective diffusion coefficient of H in the polycrystalline

structure and porous structure separately as shown in Figures
7A,B. For the polycrystalline structure part, the solution process
is the same as that in section 3.2, while for the effect of the
porosity on the diffusion of H, the solution process is the same as
that in section 3.3. The overall effective diffusion coefficient of H
in the three-phase structure is assumed to be a product of the
effective diffusion coefficient of the polycrystalline system Deff

poly
and that of the porous system Deff

void, which can be described as,

Deff/Dm � (Deff
void/Dm) × (Deff

poly/Dm). (40)
Secondly, the effective diffusion coefficients of H can be

calculated directly from the three-phase structure by solving
Eq. 16 as shown in Figure 7C. The diffusion coefficient in
each phase can be described in section as Eq. 17.

Figures 7D, E show the effective diffusion coefficients as a
function of the porosity for different diffusion coefficient ratios
obtained by above two different means, in which the scatter
points represent the results obtained by the first approach that are
calculated by multiplying the results of two separate systems as
shown in Eq. 40, and the curves represent the results derived from
the second method that are directly calculated according to the
three-phase system. Two different grain boundary densities of
0.15 nm−1 and 0.09 nm−1 are considered. Results show that the
effective diffusion coefficient decreases with the increase of the
porosity. In the case of DGB <Dm, it also decreases with the

FIGURE7 |Microstructure used for the first method (A, B) and secondmethod (C) for calculating the effective diffusion coefficient. Comparison of the valueDeff /Dm

calculated by two different methods as a function of the porosity under two different grain boundary densities of 0.15 nm−1 (D) and 0.09 nm−1 (E), in which the scatter
points denote Deff /Dm obtained by the first method, and the curves represent that obtained by the second method.
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increase of the grain boundary density, but it increases with the
increase of the grain boundary density for the case of DGB >Dm.
More importantly, it can be seen that results obtained by these
two different means agree well with each other, which verifies our
above guess and also provides an important reference for
estimating the effective diffusion coefficient of H in complex
microstructures.

Based on the above 2D results, the effective diffusion
coefficient of H in a 3D porous polycrystalline W can be
predicted by using Eqs. 35, 37, 39. The predicted effective
diffusion coefficients of H in the 3D porous polycrystalline W
as a function of the porosity are shown in Figure 8. Results show
that the effective diffusion coefficient decreases with the increase
of the porosity, which has the same trend as that in 2D. The
effective diffusion coefficient decreases with the increase of the
grain boundary density for the case of DGB <Dm, but it increases
with the increase of the grain boundary density for the case of
DGB >Dm in 3D microstructures. These results show that the
grain size and grain morphology can largely affect the effective
diffusion coefficient of H in W. However, by comparing the
calculation results in 3D porous polycrystallineWwith that in 2D
plotted in Figures 7A, B, it is found that the effective diffusion
coefficient of H in the 3D microstructure is always larger than
that in 2D. This is reasonable because the effective diffusivities of
H both in 3D polycrystalline or porous W are greater than that in
their corresponding 2D microstructures.

4 CONCLUSION

We propose a numerical method to systemically study the effective
diffusion coefficients of hydrogen (H) atoms in the porous
polycrystalline tungsten (W). We assume the H atoms can be
eventually desorbed from the grain boundaries and voids once
they were trapped, which is based on thermal desorption
experimental results (Eleveld and Veen, 1994; Hodille et al.,
2017). The grain structure and irradiated voids are generated by

using phase-field simulations. The effective diffusion coefficient in
such an inhomogeneous system is obtained by solving the steady-
state diffusion equation with a spectral iterative algorithm. The
effects of the grain morphology, porosity, and their synergistic
effect on the effective diffusion coefficient of H in W are
systemically investigated. Our main research findings from the
above simulations can be summarized as follows.

1) Using a spectral iterative algorithm, the calculated effective
diffusion coefficients of three simple microstructures agree
well with those predicted by previous analytical models, which
fully validates our simulation code.

2) In the polycrystalline W, when the grain boundary density is a
constant, the effective diffusion coefficient of H is always
greater in columnar crystals than that in isometric crystals
along the elongated grain direction, regardless of whether the
diffusion coefficient in the grain boundary is larger or smaller
than that in the bulk.

3) For the porous W, the effective diffusion coefficient of H
significantly decreases with the increase of the porosity. When
the porosity is a constant, our simulation results show that the
effective diffusion coefficient increases with the increase of the
average size of voids.

4) Based on our simulated effective diffusion coefficients in
polycrystalline and porous W, two correlations that can
transfer the two-dimensional (2D) effective diffusion coefficient
into three-dimensional (3D) are fitted. Using these fitted
correlations, we predict the effective diffusion coefficient of H
in the 3Dporous polycrystallineWbased on 2D results, which can
greatly save computational resources. It is found that the effective
diffusion coefficient of H in a heterogeneous system is equal to the
product of the effective diffusion coefficient of H in each phase.

The present study can help to better understand the influence
of the grain boundary and void evolutions on the H diffusion in
W. Other defect structures such as gas bubbles, dislocations, and
precipitates influence the H diffusion can also be easily included

FIGURE 8 | Predicted values of Deff /Dm for 3D porous polycrystalline W at 1073 K calculated by Eqs 35, 37, 39 based on 2D simulation results (as shown by the
scatter data in Figures 7D, E) as a function of the porosity under two different grain boundary densities of 0.15 nm−1 (A) and 0.09 nm−1 (B).
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in the model. It is also worthy to point out that the experimental
observations can be used as input microstructures instead of the
phase-field simulated microstructures to calculate the effective
diffusion coefficient of H. We expect that our findings can
provide some references on how to control the H and its
isotope retention and for the design of W-based materials
fusion devices in the future. The current method can also be
used in other systems that the diffusion component is not trapped
by the microstructures.
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A phase-field model with
irradiation-enhanced diffusion
for constituent redistribution in
U-10wt%Zr metallic fuels

Chunyang Wen1, Wenbo Liu1*, Di Yun1,2* and Zhengyu Qian1

1School of Nuclear Science and Technology, Xi’an Jiaotong University, Xi’an, China, 2State Key
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Constituent redistribution is a unique phenomenon tometal fuels that threatens

the safety of such fuel forms. Therefore, it is imperative to establish models to

understand the intrinsic mechanisms and predict the redistribution kinetics. In

this work, we derived the conservative field equations of the phase-field model

from near-equilibrium thermodynamic theory. A macroscopic constituent

redistribution phase-field model was developed by introducing the effect of

irradiation on the atom mobility and the effect of temperature on the interface

mobility. An expression of phase boundary width, applicable to both

microscopic and macroscopic scenarios was proposed. The interfacial

parameters of the model and the Zr concentration distribution near the fuel

surface were discussed at last. These works may help understand constituent

redistribution characteristics and promote the application of the phase-field

method in studying constituent redistribution in macroscopic scenarios.

KEYWORDS

U-Zr, constituent redistribution, phase-field method, irradiation-induced diffusion,
interface

Introduction

Metal fuels are ideal for fast reactors due to their higher fissile and fertile densities, and they

possess high thermal conductivity and inherent safety features as demonstrated by the EBR-II

(Experimental Breeder Reactor II) ULOF (Unprotected Loss-Of-Flow) and ULOHS

(Unprotected Loss-Of-Heat-Sink) experiments (Feldman et al., 1987; Mohr et al., 1987).

However, constituent redistribution in metal fuels is a significant threat to fuels’ safety. The

initial uniform radial constituent distribution of metal-fuel transforms to an inhomogeneous

counterpart due to the redistribution phenomenon driven by thermodynamics.

Inhomogeneous distribution of ingredients and fission products significantly impacts fuels’

mechanical and physical properties (Murphy et al., 1969; Kim et al., 2004; Rahn et al., 2021).

Therefore, it is crucial to understand and predict the redistribution kinetics.

Murphy et al. first observed the redistribution phenomenon in irradiated U-Pu-Zr fuel rods

(Murphy et al., 1969). Thereafter, constituent redistribution was observed in U-Zr alloys at

elevated temperatures (Hofman et al., 1996). Researchers have been establishing thermodynamic

models to describe the constituent redistribution process. One of themost popular models was a
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U-10wt%Zr redistribution model (Hofman et al., 1996) based on a

thermal diffusion mechanism. In addition, similar models were also

established (Nam and Hwang, 1998; Kim et al., 2006) to analyze the

constituent redistribution process. More innovatively, a quantitative

constituent redistribution model for U-10wt%Zr alloy using the

phase-field method was developed recently (Hirschhorn et al.,

2019a; Hirschhorn et al., 2021). Phase-field method is good at

dealing with thermodynamic problems and interface behaviour

issues (Hu et al., 2009; Hu et al., 2010; Millett and Tonks, 2011a;

Millett et al., 2011; Ahmed et al., 2014; Tonks et al., 2014; Liang et al.,

2016; Mei et al., 2016). This method has been increasingly used for

modelling and simulation in the field of nuclear materials in recent

years, including U-Zr and U-Pu-Zr (Millett and Tonks, 2011b;

Mohanty et al., 2011; Li et al., 2017; Tonks et al., 2018;

Hirschhorn et al., 2019b; Hirschhorn et al., 2020). In all the above-

described models, chemical diffusion coefficients, which control the

diffusion of atoms and determine the final constituent distribution,

were artificially enlarged several times by multiple a number, because

the original chemical diffusion coefficients were not enough large to

satisfy the simulation results. If key parameters in model cannot be

theoretically and accurately determined, the subsequent prediction

and design of materials in engineering will have a vital threat.

In this work, we have developed a more accurate phase field

model than before. To obtain a more accurate diffusion coefficient,

we introduced the irradiation-enhanced diffusion theory into the

phase-field model of constituent redistribution and discussed the

effects of irradiation on both chemical and thermal diffusion in U-

10wt%Zr in this work. It has become an accepted fact that the

additional vacancies introduced by irradiation will accelerate the

diffusion of atoms, and such acceleration is particularly important

at lower temperatures where thermal diffusion becomes limited.

We also considered the effect of temperature on the interface

mobility, which was overlooked by the previous phase-field

model. This will also further improve the accuracy of the phase-

field model. Besides, element concentration gradient free energy

was added into the total free energy expression to make the free

energy expression more comprehensive. In addition to making the

model more accurate, the interfacial parameters related to phase

boundary in our model were redefined and interpreted because the

definition of grain boundary under microscopic conditions is

unsuitable for phase boundaries under macroscopic conditions

(Faulkner et al., 1996; Moelans et al., 2008). Finally, the

interfacial parameters of the model and the Zr concentration

distribution near the fuel surface were discussed.

Model development

The phase-field equations

Constituent redistribution is an irreversible process

associated with material transport, which is essentially a near-

equilibrium thermodynamic phenomenon. During U-Zr

constituent redistribution, the Soret phenomenon, also called

thermal diffusion, which is driven by the temperature gradient,

was observed in the EBR-II X447 irradiation experiment

(Hofman et al., 1996). The linear phenomenological law

can derive the expression of diffusion flux caused by

temperature gradient Ji � ∑
j
LijXj(Kreuzer, 1981). Where Ji is

the ith thermodynamic flux; the coefficient Lijsatisfies Onsager’s

reciprocal relationship Lij � Lji and Xj is the jththermodynamic

force stemming from a kind of gradient, such as temperature

gradient, chemical potential gradient, etc. In the constituent

redistribution of U-Zr, the thermodynamic flux refers to the Zr

diffusion flux, and the thermodynamic force contains two parts.

One is produced by the temperature gradient, and the other is

generated by the chemical potential gradient. Thus, the termwhich

represents the contribution of a temperature gradient to the Zr

diffusion flux (Kreuzer, 1981; Mohanty et al., 2009) was added into

the model based on the original phase-field model which only

considered the contribution from a chemical potential gradient.

JT � MT
∇T

T
(1)

JT represents the Zr diffusion flux induced by the temperature

gradient, MT is the thermal mobility, and Tis the temperature.

The Zr diffusion flux generated by chemical potential gradient

can be expressed as,

Jc � −MI
c∇

δF

δc
(2)

where MI
c is the chemical mobility with the effect of irradiation;

Fis the system’s free energy, and c is the Zr atomic fraction, and

here we use it to represent the Zr concentration. The variation of

free energy versus concentration is precisely the chemical

potential. According to Fick’s second law, we have,

zc

zt
� −∇ · (JT + Jc) (3)

By substituting Eq. 1 and 2 into Eq. 3, the equation of the

evolution of concentration with respect to time can be derived,

zc

zt
� ∇ · (MI

c∇
δF

δc
−MT

∇T

T
) (4)

That is actually one part of the phase-field model.

In the previous U-Zr component redistributionmodels, only the

pure thermodynamic models were used, and the phase distributions

needed to be determined a priori without considering phase

evolutions (Hofman et al., 1996; Nam and Hwang, 1998; Kim

et al., 2006). Determining the spatial distribution of phases

followed by calculating the concentration can cause great

inconvenience to deal with phase boundaries. Though phase

interfaces are always complicated subjects, they can be effectively

dealt with by introducing the phase diffusion equation into the

phase-field model. Ever since the beginning of the development of

phase-field method, the method has always been proven to have
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unique advantages in dealing with boundary problems (Millett et al.,

2012; Ahmed et al., 2014; Biner, 2017). Another advantage of using

phase-field model is that the specific distributions of each phase can

be seen intuitively, which is not available in traditional

thermodynamic models. Based on these considerations, the

Allen-Cahn equation (Allen and Cahn, 1972; Allen and Cahn,

1973) was introduced into the phase-field model to describe the

diffusion evolution of phases:

zγ

zt
� −L δF

δγ
(5)

Where, γis the phase fraction of γ phase, and can be seen as the

order parameter, ranging from 0 to 1. Lis the kinetic coefficient of

phase boundary mobility led by the evolution of the multi-phase

region. Though L can be seen as a constant under isothermal

conditions, the effect of temperature on L should be explicitly

considered if temperature plays a vital role in the system. It has

been verified that temperature significantly impacts grain-

boundary mobility in previous studies (Tonks et al., 2014).

Consequently, in this case, the Arrhenius formula should be

taken into account (Wen et al., 2006; Mei et al., 2016),

L � L0e
−Qγ
RT (6)

Where, L0 is a constant. Qγis the activation energy of phase

boundary diffusion (Wang et al., 2009; Mei et al., 2016). Since the

essence of phase boundary diffusion is the atomic diffusion, it is

suggested that Qγ can take the value of activation energy of the

diffusion of Zr, namelyQγ � 128000 − 107000cγ + 174000(cγ)2
(Kim et al., 2006); Ris the gas constant.

The constituent redistribution of U-Zr mainly involves

three single phases, γ, a and β. We inherited the idea of

Hirschhorn et al. (Hirschhorn et al., 2019a) for the co-

evolution of three phases. One order parameter γ was used

to simplify the three-phase model to a two-phase counterpart

because phase-field can easily handle two-phase problems while

it encounters a lot more difficulties dealing with three-phase

issues. Due to the unique distribution of the three phases in the

U-Zr phase diagram, the a and β phases can be reasonably

regarded as one phase (α-β phase) independent of the γ phase.

Then they can be distinguished through the phase transition

temperature Tαβ � 935K of a phase and β phase. Here, we

introduce the interpolation functions:

hαβ � 1
2
+ 1
2
tanh(Tαβ − T

2
) (7)

α � (1 − hαβ)(1 − γ)
β � hαβ(1 − γ) (8)

Where, α is the phase fraction of the a phase, and β is the phase

fraction of the β phase. In the non-γ phase area where the

temperature is higher than Tαβ, β phase is present; and where

the temperature is lower than Tαβ, a phase is present.

Free energy

The selection and discussion of free energy and migration

coefficient are manifested below. In the phase-field model, total

free energy generally contains volume free energy and gradient

free energy (Kim et al., 1999; Chen et al., 2017). The volume free

energy is composed of γ phase, a phase, and β phase, and the

gradient free energy is composed of the concentration gradient

and phase fraction gradient. The expression is as follows:

F � ∫
V

{ 1
Vm

[(1 − h(γ))fαβ + h(γ)fγ] + ωg + 1
2
κc(∇c)2

+ 1
2
κγ(∇γ)2}dV (9)

Where, fαβ represents the bulk free energy in a-β phase; fγis the

free energy of the γ phase, h(γ)is an interpolation function of γ,

h(γ) � γ3(6γ2 − 15γ + 10), Vm is defined as the fractional

volume Vm � NAa3

/

2, NAis the Avogadro’s constant, and a is

the lattice parameter of U-10wt%Zr, which is 0.3462; gis a barrier

function, expressed as g � γ2(1 − γ)2; ω is the height of the

double potential well function; κc is the concentration gradient

energy coefficient, and it needs to be in the 10−9 order of

magnitude; κγis the energy coefficient of the phase fraction

gradient; ω and κγ determine the shape and width of the

phase diffusion interface, which will be discussed in the

following. The expression of the thermodynamic free energy

of a-β phase and γ phase comes from references (Dinsdale, 1991;

Quaini et al., 2018; Hirschhorn et al., 2019a) and is given by:

fαβ � (1 − cαβ)Gγ−U
0 + cαβ(38000 + Gα−Zr

0 )
+ RT[(1 − cαβ) ln(1 − cαβ) + cαβ ln cαβ]
+ (1 − cαβ)cαβ(−7000) − 23500.0 + 24.0T

(10)

fγ � (1 − cγ)Gγ−U
0 + cγG

β−Zr
0 + R988.4[(1 − cγ) ln(1 − cγ)

+ cγ ln cγ] + (1 − cγ)cγ{28369.0639 − 14.741714*998.4

+ 4992.02639(1 − 2cγ) + 2609.10711(1 − 2cγ)2}
(11)

Where cαβ is the equilibrium atomic fraction of Zr in the a-β
phase; cγis the equilibrium atomic fraction of Zr in the γ phase;

Gα−U
0 , Gα−Zr

0 , Gγ−U
0 , Gβ−Zr

0 are the intrinsic free energy, and all of

them can be found in the SGTE database (Scientific Group

Thermodata Europe) (Dinsdale, 1991), corresponding to each

component described therein, respectively. The KKS (Kim-Kim-

Suzuki) model (Kim et al., 1999) was adopted to deal with phase

boundaries in pursuit of accuracy. According to the KKS model,

there should be a mutually restrictive relationship between Zr

concentration, phase, and equilibrium concentration, as shown

below:

c � (1 − h)cαβ + hcγ (12)
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zfαβ

zcαβ
� zfγ

zcγ
(13)

It should be noted that it is required that not only the above

equations be satisfied near the interface, but also the

equilibrium relationship be satisfied at each location point

in the system. cαβ and cγ are not compositions of the phase

interface, but compositions of different phases, respectively, at

a certain infinitesimal point which is assumed to be a mixture

of a phase, β phase, and γ phase. Thus, Eq. 13 does not imply a

constant chemical potential throughout the interfacial region.

It is consistent across the interface only at a thermodynamic

equilibrium state. The chemical potential can vary across the

moving interface from the γ phase side to the a-β phase side,

which results in the solute trapping effect (Aziz, 1982; Aziz

and Kaplan, 1988; Aziz, 1996). Eq. 12 and 13 are a

transcendental system of equations and have no analytical

solution, so the equations were discretized using the explicit

finite difference method. Then Newton’s method was used to

solve the discrete equations. We set the accuracy as 10−15 to

ensure enough iterations to obtain a satisfactory numerical

solution.

Migration coefficient accelerated by
radiation

The diffusion coefficient of atoms in a crystal matrix Dican

be given by (Shewmon, 1989),

Di � θwpv (14)

Where θ is a constant determined by material, w is the

probability that an atom jumps into a vacant nearest-

neighbour lattice site, and pv is the probability that any given

nearest-neighbour lattice site is vacant and it is approximately

equal to the vacancy concentration Cv. w can be obtained from

w � v exp(−Gm

kT
) (15)

Where v is the vibrational frequency of the atoms, Gmis the free

energy required for an atom to migrate from an equilibrium

position to the nearest neighbour site and is a function of

absolute temperature T, and k is the Boltzmann constant. By

substituting Eq. 15 into Eq. 14, the diffusion coefficient of atoms

can be rewritten as

Di � θv exp(−Gm

kT
)Cv (16)

Where we define δ(T) � θv exp(−Gm
kT), which is not influenced by

irradiation. Under irradiation condition, the vacancy

concentration is the sum of the thermal equilibrium vacancy

concentration Ce
v and the remaining free vacancy concentration

created by irradiation Cr
v

Cv � Ce
v + Cr

v (17)
Then the irradiation-enhanced diffusion coefficient can be

rewritten as

D*
i � δ(T)(Ce

v + Cr
v) (18)

D*
i is equal to the intrinsic diffusion coefficientD0

i , in the absence

of irradiation. According to Eq. 16, δ(T) is given by

δ(T) � D0
i /Ce

v (19)

Thus, the irradiation-enhanced solute diffusion coefficientD*
i can

be obtained as,

D*
i � ξD0

i (20)
where,

ξ � (Ce
v + Cr

v

Ce
v

) (21)

and

D0
i � Doi exp(− Ei

kT
) (22)

Ce
v � Av exp(−Ev

f

kT
) (23)

Where Ei is the activation energy and Doi is the pre-exponential

constant for solute diffusion in the matrix; Av is a constant

correlating with the vibrational entropy of atoms around the

vacancy; the value can be taken as 1. Ev
fis the vacancy formation

energy, and it is 1.20eV in U-10Zr (Vizoso and Deo, 2021).

By introducing the relationship of intrinsic diffusion and

irradiation-enhanced diffusion, as shown in Eq. 20, into the

phase-field model of constituent redistribution, we can get the

diffusion mobility enhanced by irradiation,

MI
c � Mcξ (24)

Where Mc is the chemical diffusion coefficient caused by the

chemical potential gradient. According to the research of R. G.

Faulkner (Faulkner et al., 1997), after 350 °C, the radiation

enhanced diffusion coefficient is equal to the thermal

diffusion coefficient in the a-Fe matrix, thermal diffusion

starts to become significant and dominate at higher

temperatures. Therefore, the value of ξ here should be as

small as possible though we do not know the exact value

without experimental data. Thermal equilibrium vacancy

concentration can be obtained easily using Eq. 23. In contrast,

the value of the vacancy concentration in an irradiated material is

more challenging to calculate as it is a function of the radiation

flux, the vacancy formation energy, the dislocation density, etc.

Here, rate theory (Olander, 1976) was used to get an approximate

reference value of vacancy concentration (7.04 × 10−7) in the

condition that the power was 30 kW/m and the temperature was

about 1000K (Hofman et al., 1996). The vacancy concentration

was derived from the vacancy created minus the vacancy
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absorbed, as calculated by a computer program developed based

on the rate theory model of J. Rest (Rest, 1993). The other

relevant parameters needed in this calculation can be found in

the reference (Rest, 1993).

Mcis expressed by the three-phase chemical diffusion

coefficient (Mohanty et al., 2009),

Mc � (1 − hαβ)(1 − h)Mα
c + hαβ(1 − h)Mβ

c + hMγ
c (25)

WhereMα
c is the chemical diffusion coefficient in the a phase, and

Mβ
c is the chemical diffusion coefficient in the β phase. The

specific expressions of Mi
care given below. The chemical

diffusion coefficient in the a-β phase is:

Mi
c �

Di
0Vm

RT
exp(−Qi

RT
), (i � α, β) (26)

The chemical diffusion coefficient in the γ phase (Mohanty et al.,

2011) is,

Mγ
c � Vmcγ(1 − cγ)[cγβU + (1 − cγ)βZr] (27)

Where,

βi � β0 exp(−Hi

RT
) (28)

Where Di
0is the pre-exponential factor of the diffusion coefficient,

andQi is the activation energy of themutual migration of U and Zr

in the i phase (i stands for α, β, and γ); βU and βZr are the atomic

mobility of U and Zr in the γ phase,Hi is the activation energy for

the migration of U and Zr in the i phase, and β0 is the pre-

exponential factor of the diffusion coefficient.

MT is similarly composed of the three parts, and it is

expressed as follows:

MT � (1 − hαβ)(1 − h)Mα
T + hαβ(1 − h)Mβ

T + hMγ
T (29)

The thermal migration coefficient in the a-β phase is:

Mi
T � Di

0Q
*
i

RT
exp(−Qi

RT
) (30)

The thermal migration coefficient in the γ phase is:

Mγ
T � cγ(1 − cγ)(Q*

UβU + QZr
* βZr) (31)

Where Q*
i is an experimentally determined parameter describing

the heat transport effect. Its sign determines whether the material

migrates to the high-temperature region or the low-temperature

region, and its value determines the amount of migration. In

Table 1, the values of all the required parameters used above are

summarized.

Simulation methods

The thermodynamic parameters used in our simulation were

all inherited from the DP-81 fuel. The DP-81 fuel element was
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irradiated at the EBR-II reactor by Argonne National Laboratory.

The experimental data of the DP-81 pin provided a typical

example for verification of this work because there exists not

only the temperature profile but also measured data which

indicates significant migration of zirconium. The experimental

data about Zr concentration we used here were from Figure 7 of

Hofman et al.’s article (Hofman et al., 1996). The fuel surface

temperature was 900K, while the central temperature was about

988K, and the temperature distribution profile used here was

from A. M. Yacout et al. (Yacout et al., 1996). All the simulations

were conducted using the explicit finite difference method on the

Matlab platform in this work. 1D simulations with 2170 μm long

axisymmetric domain discretized into 2,170 elements were used

in the current work to represent the DP-81 fuel, as shown in

Figure 1. The left side of the 1-D linear segment represents the

centerline, and the right side represents the outer surface of the

fuel. Zero-flux boundary conditions were applied to all the

centerline and the external surface variables. The time step

was chosen to be 1s, and a total time length of 1.3 × 105 s was

conducted in all simulations.

Simulation results

As described before, the driving forces acting on the Zr

migration can be divided into two parts, i.e., heat transport

term due to the temperature gradient and chemical potential

gradient term which tends to equalize the concentration

distribution. The diffusion coefficient controls the amount of

Zr relocated, and heat transport and chemical potential gradient

control the direction and the trend of the redistribution. To

highlight the importance of radiation-accelerated diffusion in

constituent redistribution models, we compared the simulation

results between redistribution without the effect of irradiation

and redistribution with the effect of irradiation, as shown

inFigure 2, 3. Figure 2 shows the simulation results without

considering the accelerated diffusion of irradiation. It can be seen

that although Zr still tends to move to the high-temperature

region due to the existence of the temperature gradient, there is

almost no constituent redistribution. While the simulation

results of Figure 3 are much in good agreement with the

experimental data.

A noticeable feature of the Zr redistribution in Figure 3 is that

a “Zr well” formed in the middle radial region of the fuel slug. Zr

atoms migrate towards the fuel centre at high temperatures,

causing the Zr concentration in the fuel centre to increase and U

concentration to decline correspondingly. Consequently, the

concentration of Zr in the middle radial region is relatively

low. Phase distribution is also in line with the experimental

results. The red line is the γ phase fraction, and the γ phase is

mainly located in the central region of the fuel, coexisting with

the β phase in the middle radial region, and coexisting with the a

phase near the outer fuel surface.

The comparison of the Zr concentration redistribution

simulated by different models, including the model in this

work, are shown in Figure 4. It is found that the

introduction of the radiation-enhanced diffusion coefficient

into the existing phase-field model seems to be able to

replace reasonably the artificial increase of the diffusion

coefficient. And by improving the rationality of some

parameters of the phase-field model, such as the influence of

temperature on the interface mobility, the accuracy of the

simulation is significantly improved.

Discussion

Discussion of interfacial parameters

The interface energy and the interface width occupy

extraordinary significance in the phase-field model. The

model parameters are often phenomenological and don’t

possess the essence of natural physical properties (Moelans

et al., 2008). Therefore, it is necessary to analyze the

parameters and their effects on the simulation results. In

this section, we first discussed the interface energy and

then discussed the interface width by defining the macro

phase boundary width.

For the KKS model, the chemical energy is decoupled from

the interfacial energy, and the interfacial energy is only provided

by the potential well term and the gradient term (Aagesen et al.,

2018). It should be noted that the interface energy is not a specific

phase boundary energy but rather a homogenized parameter

describing all the phase boundaries in the two-phase region. The

interface energy of phase boundaries in the two-phase areas in

the discrete system model can thus be written as:

σpb � ∑
x

[ωg(γ) + κγ
2
(∣∣∣∣∣∣∣dγdx

∣∣∣∣∣∣∣)
2] (32)

Where x is the axial coordinate of the phase boundaries in the

two-phase regions. ω is the height of the double potential well

FIGURE 1
Schematic diagram of finite difference method simulation.
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function and κγ is the energy coefficient of the phase fraction

gradient in Eq. 9.

It is well known that the interfacial width is chosen mainly

based on computational consideration in interface growth models.

The phase boundary, which refers to the boundary between

different phases, will be discussed in the following, referencing

the definition of the grain boundary. Strictly speaking, there are

many possibilities to define a measure for the boundary once the

diffusion surface thickness reaches infinity. For example, Moelans

et al. (Faulkner et al., 1996; Moelans et al., 2008) described the

grain boundary based on the absolute value of the gradient.

FIGURE 2
The results of U-10wt%Zr constituent redistribution without the effect of irradiation.

FIGURE 3
The results of U-10wt%Zr constituent redistribution with
introducing the radiation-enhanced diffusion. FIGURE 4

The U-10%Zr constituent redistribution obtained by different
models.
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lgb � 1∣∣∣∣∣(dγ(x)/dx)x�xinter∣∣∣∣∣ (33)

Where xinter is the position where the interface gradient is the

greatest. The gradient term is expressed using the finite difference

method,

dγ(x)
dx

� γ(x2) − γ(x1)
x2 − x1

(34)

Since the profiles are steepest at the middle of the diffuse

boundary region, a grain boundary width defined in this way

can be used as numerical criteria for stability and accuracy.

However, the description of the boundary in the microscopic

situation does not apply to the situation of the macroscopic edge.

Here, we proposed a new definition of boundary width based on

Moelans et al., as shown in Eq. 35.

lpb �
∣∣∣∣dγ(x)∣∣∣∣x�xinter∣∣∣∣∣(dγ(x)/dx)x�xinter∣∣∣∣∣∝

��
κγ
ω

√
(35)

This equation is an extension of Eq. 34. In phase-field method, it

can be used to express the phase boundaries and make the

boundaries describable and discussible in macroscopic

scenarios. For example, in a microscopic system with grain

boundaries, two crystal grains can be distinguished by η � 0

and η � 1, and the value of dη at the grain boundary always

equals 1. Under this circumstance, Eq. 33 is applicable. However,

in a macroscopic system, it is not enough to distinguish different

phase regions based on whether the value of γ is 0 or 1. For

example, in the γ phase area, γ is equal to 1, while in the γ+ß

phase area, γ is not equal to 0, but the γ phase area and the γ+ß

phase area are two-phase regions, which are also needed to be

distinguished. Similarly, γ+ß phase area and γ+α phase area are

also two different phases, as shown by the yellow rectangles in

Figure 5. One boundary between two-phase areas is shown as the

white areas in Figure 5. The values of dγ at boundaries between

two-phase areas are also not equal to 1, and in most cases, they

are not fixed values. Therefore, we flexibly defined the area where

the phase fraction γ has obvious saltation as the phase boundary.

Its width is the interface width, which can describe the actual

situation more accurately.

To get the values of interface energy σpb and interface width

lpb, κγ and ω should be first determined. By comparing the Zr

concentration, obtained with different values of κγ and ωwith the

experimental data, we locked the order of magnitude of the two

parameters and then continuously refined and finally determined

the values. In Figure 5, the evolution of γ at a flat boundary is

shown for different values of the parameters κγ and ω. The

variation of the phase fraction is concentrated in the

700–1300 μm region along the radial direction. Comparisons

among these profiles were helpful to analyze the effects of ω and

κγ. In Figure 5A, the value of ω was fixed to observe the impact of

κγ. It can be found that the role of κγ is primarily reflected by the

size of the “Zr well”. The larger the value of κγ, the deeper and

broader the well becomes. By comparing the experimental data

(Zr concentration) with the simulation results and regarding the

“Zr well” as an apparent reference, it is found that the yellow

curve is mostly in good agreement. Either too large or too small

values of κγ can distort the simulation results. In Figure 5B, the

predicted γ profiles show that the value of ω can vary across two

orders of magnitude. Within this range, variations of ω produce

minor local variations in the predicted γ profiles. With the

increase of ω, the interface width decreases gradually, and the

interfaces between different phase regions are getting sharper,

which can also degrade the computational efficiency.

The interfacial energy σpb and the interfacial width lpb can be

calculated by numerical computation from Eq. 32 and 35. Their

FIGURE 5
(A) γ Phase fraction as a function of κγ, with ω = 5.0 × 105J/m3; (B) The curve of γ phase fraction concerning the ω at the interface, withκγ = 7.8 ×
10−4J/m. Rectangular areas are different phase areas divided according to the yellow curves.
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values are shown in Table 2, corresponding to the different

interfacial parameter values. The values in the grey

background line are found to be the most appropriate values

for the model by trial-and-error type of calculations.

Discussion of the results near the fuel
surface

Obviously, there is a distinct difference between the

simulation results and the experimental data near the fuel

surface among all constituent redistribution models, shown

as Figure 4. Some Zr atoms migrate to the region between

1700 and 2000μm, making the Zr concentration higher than

the initial concentration (0.225). Under normal

circumstances, there is hardly Zr migration due to the

small atom diffusion coefficient in the a-U phase. The

specific reason is unknown, but it shall not be interpreted

to be caused by temperature because the heat of transport

parameter Q* analysis by G. L. Hofman (Hofman et al., 1996)

has shown that Zr concentration at this position has nothing

to do with Q*. According to Thaddeus et al. (Rahn et al.,

2021), it seems that the Zr rind can form during fabrication.

But we cannot rule out that the increased atom diffusion

coefficient due to irradiation effects made Zr gather locally in

a long time-scale. Another possibility is that the structural

change causes the free energy of the initial a-U phase to no

longer apply. If so, the high fuel consumption effect cannot be

ruled out. These will need to be clarified with further research.

Conclusion

Combined with traditional thermodynamics, the phase-field

model coupling the radiation-enhanced diffusion model was

constructed in this work. Firstly, the results of Zr redistribution

simulated by the phase-field model were given and compared with

the results of the model without the effect of radiation, which

demonstrated the importance and necessity of introducing the

radiation-enhanced diffusion model. Secondly, the influence of

temperature on the kinetic coefficients was also imported to

improve the rigour of the model. The computational results of

the improved model appear to be in better agreement with the

experimental data, compared to the previous models. Thirdly, an

expression of boundary width applied to the macroscopic scenario

was proposed to analyse the phase distribution. Through the analysis

of phase interfacial parameters, the magnitude of the potential

barrier played an essential role in forming a sharp interface and

the energy coefficients had few effects on the redistribution results.

This model may further help extend the application of phase-field in

the constituent redistribution.
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TABLE 2 Different κγ and ω corresponding to different interfacial
energy and interface width. σ1 is the interfacial energy between γ
phase and γ+ β (γ>ß) phase.

κγ(10−4J/m) ω(105J/m3) σ1(106J) lpb(μm)

5.8 5.0 0.7243 34.059

6.3 5.0 1.3421 35.496

6.8 5.0 1.3438 36.878

7.8 5.0 1.3465 39.497

7.8 10.0 2.6270 27.928

7.8 50.0 10.768 12.490

7.8 100.0 16.660 8.8318
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Based on the Kim-Kim-Suzuki (KKS) phase field model coupled with the

thermodynamic parameters, the transformation process from columnar

dendrites to equiaxed crystals during directional solidification of aluminium

alloy was simulated, and the effects of phase field parameters on the growth

morphology and dendrite segregation were discussed. Furthermore,

considering the effect of the microcosmic flow field, the convection

influence gradient term is introduced into KKS formula near the solid-liquid

interface, and the phase field model considering flow field was applied to the

inherent convective environment of the actual roll casting process, also the

multiple dendrites growth behavior of magnesium alloy under the action of

microscopic convection was further explored. When coupling calculation of

microscopic velocity field and pressure field, the staggered grid method was

used to deal with the complex interface. The combined solution of Marker in

Cell (MAC) algorithm and phase field discrete calculation was realized. In order

to further describe the influence of convection on the solidification process, the

roll casting experiments are used to verify the impact growth of multiple

dendrites under convection. The results show that the dendrites undergo

solute remelting and the dendrites melt into equiaxed crystals, showing the

phenomenon of Columnar to Equiaxed Transition (CET).

KEYWORDS

phase fieldmethod, convection, columnar dendrites, numerical simulation, directional
solidification

1 Introduction

The growth process of directionally solidified dendrites was influenced by the

interplay of heat, mass and momentum transport as well as interfacial dynamics

(Zhao et al. (2019); Shiga et al. (2019)), which ultimately results in a complex and

variable structure (Li et al. (2021); Cui et al. (2020)). The use of numerical simulation

methods with lower cost than thermal experiments to explore the growth patterns of
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dendrites under different conditions, which not only provides

important guidance for practical production but also helps to

gain insight into the solidification characteristics of metallic

materials (Lee et al. (2020); Noubary et al. (2017)). The

development of computer numerical simulation technology

provides a practical method for the quantitative description of

complex metal solidification processes (Sinhababu and

Bhattacharya, (2022)). By coupling external fields such as

temperature field, solute field and flow field, the phase field

method can simulate the evolution of metal microstructure in

the casting process more accurately (Wei et al. (2020); Li et al.

(2020)), which helps people to deeply understand the metal

solidification theory and predict the microstructure of metal

materials (Wang et al. (2019)), and use it as a basis to optimize

the casting process. Pinomaa et al. (Pinomaa and Provatas,

(2019)) quantitatively mapped the thin interface behavior of

an ideal dilute binary alloy phase field model to CGM

dynamics, the simulation results show that the mapping

was convergent for different interface widths, and the effect

of solute trapping on cell crystal growth in directional

solidification was found. Novokreshchenova et al.

(Novokreshchenova and Lebedev, (2017)) optimized the

local nonequilibrium phase field model and accurately

predicted the relationship between interfacial mobility and

temperature during directional solidification of pure nickel.

Steinmetz, Ghosh et al. (Steinmetz et al. (2018); Ghosh et al.

(2019)) conducted a simulation study using a

thermodynamically consistent phase field model, the effects

of different interfacial energies, diffusivity, lamellar spacing

and solidification rate on the growth of the solid phase during

directional solidification were studied. The results show that

all the factors have significant effects on the growth of

dendrites. Lenart et al. (Lenart and Eshraghi, (2020)) used

the phase field Boltzmann model (PF-LBM) to simulate the

transformation process of Inconel 718 alloy from columnar

dendrites to equiaxed crystal, and found that the simulation

results were consistent with those obtained in the Inconel

718 solidification experiments. A lot of achievements have

also been achieved in the micro simulation of directional

solidification in China. Ma et al. (Ma et al. (2020))

proposed a new 3D cellular automata-lattice Boltzmann

method (CA-LBM) for simulating the formation of facet

and facet dendrites in directional solidification, and

reasonably solved the interaction of interfacial energy

anisotropy and dynamical anisotropy. Yang et al. (Yang

et al. (2017)) investigated the microstructure of a nickel-

based superalloy during three-dimensional solidification

using the phase field method, and found that the simulated

results of dendrites directional solidification were in good

agreement with the experimental results. Zhang, Zhu, and

Wang et al. (Zhang B. et al. (2019); Zhu et al. (2019); Wang

et al. (2020)) used the phase field method to simulate the

directional solidification process of Al-Si, Al-Cu, and Mg-Gd

binary alloys, all the simulation results show that the increase

of anisotropy, cooling rate and temperature gradient can

accelerate the solidification rate of columnar dendrites.

Based on the above research, in order to simulate the real

dendritic growth process more closely in recent years,

metallurgical researchers put emphasis on the optimization

of phase-field model, but at the same time, the phase-field

model becomes more and more complex, which increases the

pressure of computer calculation. Therefore, it is very

important to find a faster and better calculation method to

promote the development of phase-field method.

It is an unquestionable fact that convection has a

significant effect on the morphology of solidified dendrites

(Nabavizadeh et al. (2020)). Convection can promote or

hinder the growth of dendrites, and the microstructure of

dendrites is completely different from that of pure diffusion

(Geng et al. (2020); Xiong et al. (2022)). The research on the

effect of convection on the evolution of solidification

organization is relatively fast in China, but there is still

scarce of foreign research in this area. Yang et al. (Yang

et al. (2020)) combined the multiphase field model with

Boltzmann’s method to simulate the dendrites growth

process of superalloys under the action of convection, the

distribution of solute with the velocity of dendrites tip during

solidification was obtained, and the effect of natural

convection on the microsegregation and dendrites growth

rate was confirmed. Yuan et al. (Yuan and Ding, (2012))

studied the growth morphology of pure nickel dendrites by

using a phase field model with coupled flow fields, it was found

that the melt flow significantly changes the heat transfer at the

solidification front, which affects the dendrites growth. Chen

and Wang et al. (Chen et al. (2011); Wang et al. (2012))

simulated the dendritic evolution of Ni-Cu alloy under non-

isothermal conditions and found that the nuclei grew into

asymmetric dendrites in forced convection. Later, Luo and

Zhang et al. (Luo et al. (2020); Zhang A. et al. (2019))

investigated the dendrites growth behavior of Fe-C alloys

under forced convection, and also found that the

unsymmetrical behavior of dendrites growth was caused by

forced convection. In addition, Chen et al. (Chen et al. (2016))

used KKS phase field model to simulate the microstructure

evolution of AZ31 magnesium alloy dendrites in the center of

roll casting molten pool. The effect of different flow rate values

on dendrite evolution was discussed in detail, and it is found

that the microstructure was consistent with the actual pattern

observed by optical microscopy. Therefore, there is no doubt

that micro convection makes the dendrites in the melt grow

asymmetrically, but the above research only establishes a

phase field model with convective properties and does not

consider the actual metallurgical process including the flow

field. Moreover, the research on the microstructure evolution

of polycrystalline directional solidification with real flow field

in the actual process is relatively scarce. Due to the actual
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production process is complex and changeable, the simulation

results should also be different. Based on this, it will be of far-

reaching significance to explore the growth behavior of

dendrites under actual process conditions.

In this paper, based on the KKS phase field model coupled

with the thermodynamic parameters, the transformation

process from columnar dendrites to equiaxed crystals during

directional solidification of aluminum alloy was simulated. The

effects of phase field parameters on the growth morphology and

dendrites segregation were discussed. Furthermore, considering

the effect of the microcosmic flow field, the convection

influence gradient term is introduced into KKS formula near

the solid-liquid interface, and the phase field model considering

flow field was applied to the inherent convective environment

of the actual roll casting process, also the multiple dendrites

growth behavior of magnesium alloy under the action of

microscopic convection was further explored. The combined

solution of MAC algorithm and phase field discrete calculation

realized. The dendrites growth behavior of magnesium alloy

under the action of microscopic convection in the roll casting

was further explored.

2 Phase field model

2.1 Phase field equation

The directional solidification technique can obtain a specific

columnar dendrites structure, which is very significant for

optimizing the axial mechanical properties of the alloy.

Although the traditional experimental has the advantage of

being intuitive and operable, it does not reveal the mechanism

of dendrites formation. In this paper, the KKS phase field model

of the system free energy changing with time was used (Kim et al.

(1999)). The control equation of the KKS phase field is:

zφ

zt
� Mφ(ϵ2∇2φ − f(c,φ)) (1)

In Eq. 1, the free energy densityf(c,φ)can be expressed as:

f(c,φ) � h(φ)fS(cs) + (1 − h(φ))fL(cL) +Wg(φ) (2)

whereWg(φ)is a specific double potential well function, h(φ)is
the potential function, g(φ)is the residual free energy function, in
this paper: h(φ) � φ3(6φ2 − 15φ + 10), g(φ) � φ2(1 − φ2),
fS(cs)andfL(cL)are the free energies of the solid and liquid

phases, respectively.

Therefore, the phase field equation can be re-expressed as:

zφ

zt
� Mφ[ϵ2(θ)∇2φ + h(φ)(fL(cL) − fS(cs)) −Wg(φ)] (3)

whereMϕis the interface migration rate, εandWare the phase

field parameters related to the interface energy and interface

thickness.

2.2 Solute field equation

During the numerical simulation of directional solidification,

it is also necessary to solve the solute diffusion equation at the

same time. The diffusion equation is:

zc

zt
� ∇ · (D(φ)

fcc
∇fc) (4)

The effect of flow field action on solute diffusion during

solidification was considered, and the microscopic flow field was

coupled to the solute field equation by modifying the solute

gradient term near the solid-liquid interface, it is feasible to

simulate dendrite growth by considering a phase field model that

incorporates the flow field (Natsume et al. (2005)). Therefore, the

solute field equation under forced convection becomes:

zc

zt
� ∇ · (D(φ)

fcc
∇fc) + k∇c (5)

whereD(ϕ)is the solute diffusion coefficient,

D(φ) � DL + h(φ)(DS −DL), DSandDLare the solute diffusion

coefficients of the solid and liquid phases, respectively, fis the

free energy density of the metal system, and the

subscriptcrepresents the partial derivative off, kis a parameter

related to the flow velocity.

The solute concentrationcin the interface region is the sum of

the mass fractions of the solid and liquid phases. In addition, the

chemical potentials of the solid and liquid phases at any point in

the interface region are equal when the solid and liquid phases are

in equilibrium:

c � h(φ)cS + (1 − h(φ))cL (6)
μS(cS(x, t)) � μL(cL(x, t)) (7)

wherecLandcSare the solute concentrations in the liquid and solid

phases, respectively, μLandμSare the chemical potentials of the

liquid and solid phases, respectively.

2.3 Determination of thermodynamic
parameters and boundary conditions

Thermodynamic parameters of the alloy were obtained by

the CALPHADmethod (Kim et al. (1998); Chen et al. (2016)), as

shown in Table 1.

In the numerical simulation of directional solidification of

aluminium alloy, the explicit difference solution method was

used, and the 2D simulation interface was discretized into a grid

space of 750 × 750. Grid size of 1.0 × 10−8m(dx � dy;

dt � dx2/5DL). 50 random nucleus were set underneath the

calculation area. The Neumann boundary condition was used

in the simulation, and the undercooling value was set to 20 K.

For the 2D simulation interface of the phase field coupled

with flow field under conditions of roll casting, three different
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grid differential forms of500 × 500, 750 × 750, 1000 × 1000 were

used according to the actual calculation needs. Grid size

of1 × 10−6m(dx � dy; dt � dx2/5DL). The magnitude of

anisotropy isv � 0.02and the magnitude of the noise is

ω � 0.01. A grid size of10 × 10nuclei was set in the center of

the simulation plane. The Neumann boundary condition was

used in the simulation. Frozen temperature approximation was

employed (Langer, (2007)), and the undercooling value was set

to 20 K.

3 The N-S equation and pressure Poisson
equation were calculated by marker in cell
(MAC) algorithm

The dendrites growth behavior of roll casting magnesium

alloys was affected by the external field and the structure of the

molten pool, which makes the roll casting microstructure show

abundant dendrites morphology than ordinary casting and die-

casting (Bao et al. (2020); Zhang et al. (2020); Wu et al. (2015)).

Among them, the effect of flow field has a great influence on the

growth morphology of dendrites. The flow in the molten pool

was expressed as turbulent flow, and solving the continuity

equation of the flow field was achieved by solving the Navier-

Stokes (N-S) equation. The equation is a nonlinear partial

differential equation, the solution of which is very difficult

and complex, and the exact solution can be obtained only for

some very simple flow problems. The N-S equation and the

continuity equation are as follows:

zu

zt
+ z(u2)

zx
+ z(uv)

zy
� −1

ρ

zp

zx
+ μ(z2u

zx2
+ z2u

zy2
) (8)

zv

zt
+ z(v2)

zy
+ z(uv)

zx
� −1

ρ

zp

zy
+ μ(z2v

zx2
+ z2v

zy2
) (9)

zu

zx
+ z]
zy

� 0 (10)

whereuandvindicate the components of the velocity vector in the

horizontal and vertical directions, respectively. ρindicates the

density of the fluid, andμis the viscosity coefficient.

There are many algorithms for solving the N-S system of

equations, the most famous of which is theMarker in Cell (MAC)

algorithm (Zhang, (2010)). Initially, the MAC algorithm was

specifically designed to solve for positions with free surfaces, but

the MAC algorithm has been improved and extended, and

applied to various incompressible viscous flows in recent years

(Liu et al. (2019)). Chen et al. (Chen et al. (2016)) used the MAC

algorithm to calculate the evolution of dendrites in the center of

the roll casting melt pool and found that the microstructure was

very similar to that of AZ31 alloy under the microscope. Jinho

et al. (Jinho et al. (2007)) used theMAC algorithm to simulate the

fluid flow process during the pure metal filling process and the

subsequent solidification process. The fluid flow problem with

free surface motion was analyzed, making it possible to predict

the defects occurring during the filling and solidification

processes. The MAC algorithm is a hybrid Eulerian-

Lagrangian finite-difference algorithm with pressure and

velocity as the original variables. When solving the N-S

equation and continuity equation, Eqs 8–10 can be expressed

as follows:

zk

zt
� −k · ∇k + μ∇2k − ∇p

ρ
(11)

Wherepis the pressure, kis a uniform representation of the

velocityuin the horizontal direction and the velocityvin the

vertical direction.

In order to facilitate programming, the above formula can be

rewritten into discrete format:

kn+1 � kn + Δt( − An
i,j + Dn

i,j) + Δt∇hPi,j (12)
∇h · kn+1 � 0 (13)

WhereAn
i,jandD

n
i,jrepresent the divergence in the(i, j)grid, used

to determine whether the iterations have converged, P � p/ρ, In

the MAC algorithm difference scheme, h � dx/L, L � Lx · dx,
andLxrepresent grid numbers.

Solving the above equation is divided into two steps: 1.

Solving forktfromkn. 2. Solvingkn+1fromktand

satisfy∇h · kn+1 � 0.

For the numerical calculation, a staggered grid is used, and

the x, y directions are designed in a differential format based on

nodes(i + 1
2, j)and(i, j + 1

2), respectively. The iterative flow and

simulation results of multi-crystal phase field in the center of roll

casting melt pool were shown in Figure 1.

TABLE 1 Thermophysical data of alloys.

Property Al-2mol%Si Mg-3mol%Al

Interfacial energy σ(J ·m−2) 0.093 4.82 × 10−5

Liquidus temperature Tm(K) 933.6 908

Equilibrium coefficientke 0.0807 0.4

Liquid-phase solute diffusion coefficient D1(m2 · s−1) 3.0 × 10−9 1.8 × 10−9

Solid-phase solute diffusion coefficient Ds(m2 · s−1) 1.0 × 10−2 1.0 × 10−12
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FIGURE 1
The iterative flow and simulation results of multi-crystal phase field in the center of roll casting melt pool.

FIGURE 2
The dendrites growth of directional solidification at different stages: (A) 1000 dt; (B) 2000 dt; (C) 4000 dt; (D) 6000 dt.
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4 Results and discussion

In order to better illustrate the universality of the KKS model

for rare alloys, the KKS model is used to simulate the

solidification process of aluminum alloys and directional

solidification growth process of magnesium alloy under roll

casting conditions at the edge of roll casting molten pool,

respectively. In addition, in order to further describe the

correctness of the influence of convection on the solidification

process when the phase field KKS model is coupled with MAC

algorithm, roll casting experiments are used to verify the

convection effect.

4.1 Directional solidification of aluminium
alloy by KKS model

4.1.1 The transformation process of aluminium
alloy flat interface - Cell crystal - columnar
dendrites

As shown in Figure 2, the transformation process of

aluminium alloy flat interface - cell crystal - columnar

dendrites was reproduced by phase field simulation. where

the horizontal coordinate represents the grid scale and the

different colors of the vertical coordinate describe the diffuse

phase field interface. As the solidification progresses, the

solutes at the front of the solid-liquid interface were

enriched, which lead to the components supercooling.

Therefore, the solidification flat interface unstable and

evolves into a cellular morphology, resulting in the

appearance of cellular crystals. The cellular crystals

continue to grow under the action of supercooling, some of

the cellular crystals were eliminated due to the phenomenon

of competitive growth between dendrites. In addition, as

solidification progresses, solutes are largely expelled due to

the growth of equiaxed crystals. The solute will be enriched in

the root of the main dendrites, inhibiting the growth of the

root of the main dendrites. Therefore, the root position of the

main dendrites appears to be necked. Overall, the growth of

dendrites is consistent under the effect of supercooling degree,

and only a small amount of secondary dendrites are found in

Figure 2D. At a certain cooling rate, the appearance of

secondary dendrite arms during the growth of primary

dendrites is normal, but it can be seen from the figure that

no secondary dendrites capable of hindering the growth of

oriented primary dendrite arms have developed.

4.1.2 Effect of anisotropy on interface
morphology

The interfacial anisotropy strength has an important effect

on the dendrites growth morphology and tip velocity. In this

paper, the interfacial anisotropy was introduced into the phase

field using Eq 14:

ϵ(θ) � ϵ[1 + 4 cos γ(θ − θ0)] (14)

Whereγis the interface anisotropy coefficient, θis the angle

between the normal direction of the interface and the main

arms of the dendrites, θ0is the angle between the grain

preferential growth direction and the horizontal direction, in

this paper: θ0 � 0.

As shown in Figure 3, the dendrites growth morphology

was simulated at the same calculation step for each anisotropy

coefficient of 0.04, 0.05 and 0.06, respectively. When the

anisotropy coefficient is 0.04, the dendrite arms are thicker,

the growth rate is slower, there are no secondary dendrites,

and the dendrites show a cytosolic structure. When the

anisotropy coefficient increases to 0.05, the dendrites

become denser, the radius of the dendrites tip becomes

significantly smaller, the dendrites competition growth

phenomenon becomes more obvious, and the elimination

rate further increases. The growth rate is significantly faster

than when the anisotropy coefficient was 0.04. When the

anisotropy coefficient increases to 0.06, the growth rate of

dendrites was almost constant, but the dendrites become

denser. It can also be found from Figure 3 that with the

increase of the anisotropy coefficient, the equiaxed crystals

at the root of the dendrites are obviously refined. When the

anisotropy coefficient is 0.06, the wall of the dendrite arms

were unstable and secondary dendrites appear. Because of the

accelerated growth of dendrites, the latent heat of

solidification cannot be fully released. Therefore, the latent

heat causes thermal disturbance on the dendrites surface,

which develops secondary dendrites. The research shows

that the anisotropy coefficient is proportional to the density

of dendrites growth, but the increase of the anisotropy

coefficient is not conducive to the growth of directional

primary dendrites, and there is a tendency to develop

secondary dendrites.

4.1.3 Effect of interfacial energy on dendrites
segregation and CET

According to the MS theory proposed by Mullins and

Sekerka in the 1960s, the existence of interfacial energy has a

very significant effect on dendrites growth (Mullins and Sekerka,

(1985)). A large number of studies have also proved that

interfacial energy can stabilize the solidification interface

(Dantzig et al. (2013); Chen and Zhao, (2022)), but the

research on the effect of interfacial energy on dendrites

segregation and CET is still relatively scarce. In this paper, the

effects of interfacial energy on dendrites solute segregation and

CET transition were discussed. The relationship between the

interface energyσand the phase field parametersMϕ, ε,

andWwere described by using Eqs 15–17:

M−1
φ � ϵ2

σ
(RT
V

1 − ke

me
β) (15)
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ε �





6λ
2.2

σ

√
(16)

W � 6.6σ
λ

(17)

Whereβis the coefficient of interface dynamics, Ris the gas

constant, Tis the temperature, Vmis molar volume, meis the

equilibrium slope of the liquids, keis the equilibrium partition

coefficient.

As shown in Figure 4, the solute field simulation results of

directional solidification dendrites growth under the action of

different interface energies are shown. When the interface

energy was selected to be0.06J ·m−2or0.08J ·m−2, the solutes

are mostly concentrated in the front of the solidification

interface and between the dendrites. With the increase of the

interfacial energy, the solute trapping phenomenon becomes

more and more obvious. This is because the solute precipitated

from the liquid phase during the growth of dendrites does not

have time to diffuse, which leads to the solute interception

phenomenon. In addition, with the interface energy increasing

to0.09J ·m−2, solute remelting can be observed. The reason is

that the slope of liquidus is negative and the accumulation of

solute leads to the decrease of melting point, which leads to

solute remelting.

Columnar dendrites and equiaxed crystal are two main

components of casting solidification microstructure. Although

the columnar dendrite structure has more beneficial axial

mechanical properties, However, the equiaxed crystal structure

will make the material more dense and optimization segregation

phenomenon. It is very important to master the mechanism of

CET transformation for controlling the solidification structure

and predicting the performance of castings. Figure 5 reproduces

the transformation process of dendrites to equiaxed crystals. It

can be seen from the figure that as the solidification progresses,

the dendrites tip grow into the liquid phase under the action of

the temperature gradient. However, the dendrites were gradually

broken from the root to the tip and transformed into equiaxed

crystals, finally, all transformed. This is because the solute was

greatly enriched in the solidification dendrites front and between

the dendrites during the solidification process, which leads to

component supercooling. CET occurs when the solute is

sufficient to dissipate the supercooling of the columnar

dendrites front. This is consistent with the solute blocking

mechanism proposed by Martorano et al. (Martorano et al.

(2003)). Based on the above analysis, it can be concluded that

the increase of interfacial energy will lead to serious solute

segregation. At the same time, the CET phenomenon is easier

to occur when the interface energy is larger. Therefore, the effect

FIGURE 3
Effect on dendrites morphology by anisotropy: (A)γ � 0.04; (B)γ � 0.05; (C)γ � 0.06.

FIGURE 4
Effect on segregation by interface energy: (A)σ � 0.06J ·m−2; (B)σ � 0.08J ·m−2; (C)σ � 0.09J ·m−2.
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FIGURE 5
CET transformation process.

FIGURE 6
The simulation results of dendrites growth phase field and solute field of edge directional solidification under the condition of roll casting. (A,B)
The simulation results of phase field. (C,D) The simulation results of solute field.
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of interface energy on the morphology of dendrites growth

should not only be considered but also the effect of interface

energy on the solute segregation of dendrites should be

considered in the simulation of directional solidification.

4.2 Roll casting solidification of
magnesium alloy by KKS model coupled
convection

4.2.1 Effect of forced convection on the
segregation and growth morphology of
columnar dendrites for directional solidification
at the melt pool edge

There is still a paucity of reports exploring dendrite

segregation and edge directional solidification dendrite growth

under conditions of roll casting. Chen et al. (Chen et al. (2016))

explored the effect of flow rate on grain growth in the center of

the melt pool under conditions of roll casting, but did not

investigate dendrite segregation and the growth of edge-

directed dendrites. Therefore, this article is inspired and

started work.

Figure 6 shows the simulation results of dendrites growth

phase field and solute field of edge directional solidification

under the condition of roll casting. From the phase field

results (Figures 6A, B), it can be seen that a large number

of cytosol crystals were produced and a thick protective shell

was formed driven by the supercooling degree. And continues

to transform to equiaxed dendrites. The dendrite grows

further into the liquid phase, and at this time the dendrite

was influenced by the high flow rate in the center of the roll

casting molten pool. The direction of directional dendrites

growth shifts upstream and the dendrites growth become

more and more dense. In addition, the solute field

simulation results show that the solute distribution

coincides with the dendrite growth (Figures 6C, D). The

concentration of solute in dendrite center is the lowest,

which is due to the curvature effect of dendrite tip during

solidification. Supercooling causes the solid line to move

downwards, and the diffusion rate of solute in the solid

phase is slower than the growth rate of Dendrite. In

addition, solute enrichment occurs at the dendrite

solidification interface, which is caused by the solute

redistribution effect during solidification. The solute

FIGURE 7
Phase field simulation results andmicrostructure comparison of Magnesium Alloy: (A) Simulation results of solute remelting of equiaxed crystals
in the central area of roll casting; (B) Microstructure of central area of roll casting after experiment; (C) Simulation results of dendrites melt in
directional solidification region of edge; (D) Microstructure of edge area of roll casting after experiment.

Frontiers in Materials frontiersin.org09

Zeng et al. 10.3389/fmats.2022.989040

81

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.989040


concentration in the solid phase is lower than the initial

concentration, and the solute diffusion rate in the liquid

phase is also lower than the dendrite growth rate. The

solute can not fully diffuse into the liquid phase, thus

enriching in the dendrite front. In the interface region

surrounded by secondary dendrite arms, the solute is not

easy to diffuse into the liquid phase, so the solute

concentration is also relatively high.

4.2.2 Effect of forced convection on the CET
transition of dendrites in the roll casting melt
pool and experimental verification

Figure 7 are the phase field simulation result of

magnesium alloys and the actual roll casting experiment

result. It can be seen from the diagram that the

countercurrent dendrite arms easily induce lateral

branching under the condition of rapid cooling roll casting.

The dendrites showed obvious anisotropy, and the growth rate

was inconsistent in all directions, the symmetry of the

dendrites morphology was broken. The dendrites growth in

the countercurrent direction was faster than that in the

downstream direction under the action of forced

convection. In addition, the length of each dendrite arms

was different, and the dendrite arms become abnormally

thick (Figures 7A, B). For the directional solidification

region at the edge, the dendrites undergo solute remelting

because of the mutual influence of supercooling and

microscopic convection. Furthermore, the dendrites melt

into equiaxed crystals, showing the phenomenon of CET

(Figures 7C, D. Therefore, it is further proved that the

micro flow field has a significant effect on the dendrite’s

growth morphology. In addition, it is found by comparison

that the dendrites morphology obtained from the simulation

and the experiment are very similar, which reflects the

accuracy of the simulation results in this paper.

5 Conclusion

In this paper, based on the KKS phase field model coupled

with the thermodynamic parameters, the transformation process

from columnar dendrites to equiaxed crystal during directional

solidification of aluminium alloy was simulated. The effects of

phase field parameters on the growth morphology and dendrites

segregation were discussed. In addition, considering the inherent

convective environment of the actual roll casting process, the

dendrite growth behavior of magnesium alloy under the action of

microscopic convection in the roll casting was further explored.

The conclusion as follows:

(1) The phase field simulation of dendrites morphology and

competition growth between dendrites during directional

solidification of aluminium alloy was realized, and the crystal

growth mode of the flat interface - cell crystal - columnar

dendrites - equiaxed crystals was reproduced.

(2) When the anisotropy coefficient is 0.04, the dendrite arms are

thicker, the growth rate is slower, there are no secondary

dendrites. When the anisotropy coefficient increases to 0.05,

the dendrites become denser, the radius of the dendrites tip

becomes significantly smaller, the dendrites competition growth

phenomenon becomes more obvious. When the anisotropy

coefficient increases to 0.06, the growth rate of dendrites was

almost constant, and secondary dendrites were developed.

(3) In the process of directional dendrites growth, the solute

trapping phenomenon becomes more and more obvious

with the increase of the interfacial energy. Solute

remelting occurs when the interfacial energy is0.09J ·m−2.
In addition, by reproducing the CET phenomenon of

dendrites, it is further proved that the interface energy

has a large effect on the CET transition, and it is

consistent with the solute blocking mechanism proposed

by Martorano et al.

(4) For the multi-crystal growth of magnesium alloy in the

center of roll casting molten pool, the dendrites growth

behavior exhibits obvious anisotropy under the action of

the microscopic flow field. The symmetry of the dendrite’s

morphology was destroyed, the dendrites growth in the

countercurrent direction was faster than in the

downstream direction, and the dendrite arms are thicker.

(5) For the directional solidification region at the edge of roll

casting molten pool, directional solidification dendrites were

affected by the high flow rate in the center of the roll casting

melt pool during the growth process. The direction of

directional dendrites growth shifts upstream, and the

dendrites become denser. The dendrites undergo solute

remelting because of the mutual influence of supercooling

and microscopic convection. Furthermore, the dendrites

melt into equiaxed crystals, showing the phenomenon of

CET. And it was found by comparison that the dendrites

morphology obtained from the simulation and the

experiment is very similar, which reflects the accuracy of

the simulation results in this paper.
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Molecular dynamics simulation
of nanocrack closure mechanism
and interface behaviors of
polycrystalline austenitic steel

Huiqin Chen*, Sizhe He, Juan Chen*, Fei Chen, Sairu Zhang and
Yingfan Zhang

School of Materials Science and Engineering, Taiyuan University of Science and Technology, Taiyuan,
China

Void-type defects in heavy forgings deteriorate their mechanical properties and

service life. In this work, the evolutions of a pre-crack closure and the healing

and mechanical properties of FeCrNi polycrystalline samples are assessed

under different loading conditions using molecular dynamics simulation. The

stress–strain curves show that the sample with interface exhibits higher Young’s

modulus and yield strength than those with cracks, despite the loading

conditions. These results imply that samples under compression loading

have a higher ability to resist plasticity, while the shear stress facilitates

plastic flow. Crack closure and healing occur under compression stress by

dislocation-dominant plastic deformation, while the crack length shrinks and

the crack tips expand along grain boundaries (GBs) and the interface because of

its higher stress under shear loading. Dislocation activities, including dislocation

emission, slip, and interactions with cracks, grain boundaries, and dislocations,

contribute to the plasticity of the specimen under compressive loading. In

addition to dislocation activities, grain boundary slip, grain rotation, and

twinning are potential plastic-deformation mechanisms under shear loading.

KEYWORDS

crack closure, crack healing, plastic deformation mechanism, molecular dynamics
simulation, FeCrNi polycrystalline

Introduction

Void-type defects (such as shrinkage cavities, porosities, and cracks) in heavy forgings

are inevitable during manufacturing and application of non-uniform solidification of the

materials during casting, which can severely deteriorate the product strength and service

life. In themanufacturing process, it is important to eliminate these internal voids through

an appropriate molding process. In general, eliminating voids inside large ingots includes

two stages: void closure and healing of closed void surfaces (Qiu et al., 2020). The void

closure process is to contact the internal surface of void (Zhang et al., 2009). Crack closure

and healing are mainly achieved through thermoplastic deformation (Chen and Lin, 2013;
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Wang et al., 2015) and heat treatment (Qiu et al., 2020).

Thermoplastic deformation has been widely used in actual

production because of its feasibility and high efficiency.

A criterion for void closure in large ingots during hot forging

was proposed, based on numerous numerical computations, by

developing a cell model, and the effects of the Norton exponent,

remote stress triaxiality, and remote effective strain were

considered (Zhang et al., 2009). Evolution behaviors of an

elliptic–cylindrical void were analyzed by the representative

volume element model incorporated into the finite element

(FE) method by considering void deformation and rotation;

the results showed that deviation stress significantly influences

both void radius and void orientation (Feng et al., 2017). This

method was also applied to study the evolution of dilute

ellipsoidal voids under triaxial loading conditions, with void

radius strain rate and volume strain rate expressed as

functions of void shape index, macroscopic stress, and strain

rate. In the process of large compression deformation, the

predicted results of this model were in good agreement with

the analytical solution, experimental measurements, and

numerical simulation results (Feng et al., 2016). The void

closure efficiency of different cogging processes in large ingots

conducted using a 3-D void evolution model suggested that

compression perpendicular to the longer principal axis of the

prolate void provides a higher void-closure efficiency than that

aligned with this direction. Surface bonding experiments showed

that void defects after void closure are favorable to eliminate

under the conditions of higher pressure, temperature, and long

holding time (Feng et al., 2016). Evolution mechanisms for

spherical or spheroidal voids during hot working were studied

by varying the initial void size, aspect ratio, and void positions by

theoretical and experimental analysis (Chen and Lin, 2013).

Recently, the evolution of nanocracks induced by plastic

deformation in single crystals and bicrystalline copper was

investigated using molecular dynamics simulations. The

results showed that compressive stress induced by defects

such as dislocation, 9R phases, and deformation twinning

drives crack closure (Fang et al., 2017). Under shear stress,

dislocation emission from the crack tip leads to crack closure

through the dislocation shielding effect and atomic diffusion, and

crack healing largely depends on crystallographic orientation and

the direction of external loading (Li et al., 2015). Elevated

temperature facilitates crack healing because atomic diffusion

occurs (Wei et al., 2004; Wei et al., 2013); furthermore,

compression pressure, irrespective of biaxial and uniaxial

loading, promotes crack healing and leads to a more uniform

distribution of defects after healing.

The evolution behaviors of voids of different sizes during the

hot rolling process were investigated by FE simulation and

experimental observation, which showed that their shapes

change from spherical to ellipsoidal and then become

irregular. The two surfaces of the void bond together after the

last rolling pass (Huang et al., 2014; Wang et al., 2015). Crack

healing and the recovery percentage of the impact properties of

internal crack healing in SA508 steel were studied under various

deformation modes and under quenching and tempering. The

study addressed the fact that the recovery of impact properties by

multi-pass thermal deformation is lower than that by uniaxial

compression at 950°C and 1,050°C, and that a newly formed

Z-type grain belt is observed in the crack healing zone, exhibiting

higher resistance to dynamic load at 1,150°C (Qiu et al., 2020).

Crack closure induced by laser peening (LP) and its effects on the

fatigue-life extension of an Al alloy with initial fatigue crack were

investigated, and the results showed that the fatigue life of treated

samples is higher than for those not treated and that LP-induced

plastic deformation around a pre-crack contributes to crack

closure and fatigue-life extension (Hu et al., 2020). Although

much effort has been made theoretically and experimentally, a

full understanding of crack closure, closure healing evolution,

and the mechanical behaviors of samples with cracks under

different loads is still absent. Fortunately, the molecular

dynamics technique can provide meaningful insights into the

mechanical behaviors of FeCrNi polycrystalline samples, due to

its capacity for high spatiotemporal processes and in situ

observation.

In this work, compression and shear tests were conducted for

FeCrNi polycrystals with interfaces and nanocracks using

molecular dynamics simulation. A focus was placed on

exploring the evolutions of crack closure and healing and the

plastic-deformation behaviors of polycrystalline samples. This

work may contribute to a better understanding of the plastic-

deformation characteristics of nanoscale polycrystalline samples

and to practical engineering processing.

Materials and methods

In this work, polycrystalline austenitic FeCrNi samples with

additions of Cr wt. 18% (at. 19%) and Ni wt. 9% (at. 8.7%) were

prepared using Atomsk software (Hirel, 2015). The size of the

polycrystalline sample was 82 × 82 × 10 nm3 and contained

1094283 Cr atoms, 788808 Ni atoms, and 3877596 Fe atoms with

a lattice parameter of 0.35 nm, as shown in Figure 1. The Cr and

Ni atoms were randomly distributed within the samples as

substitutional atoms. One sample, termed an interface-

containing sample, consisted of 28 grains in various

crystallographic orientations, among which eight intact grains

were constructed around the interface located in the middle of

the sample. The other sample considered had a prefabricated

crack placed in the interface, with two triangular GBs on the

interface selected as the beginning and end of the prefabricated

crack. By erasing atoms, a prefabricated crack with a length of

51 nm and a width (about 2.8 nm) of about six times the average

width of the GBs appeared within the sample. The simulation

process can was divided into two stages: relaxation and

mechanical-loading stages. Before the loading, the designed
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samples were relaxed to local minimum energy by the steepest-

descent algorithm and then equilibrated with a canonical

ensemble (NVT) with a Nose–Hoover thermostat for 90 ps at

a constant temperature of 300 K; the constant pressure/constant

temperature ensemble (NPT) was then used during compression

and shear loading. Compressive force was applied parallel to the

y-axis direction, while shear force was applied parallel to the

x-axis direction with a strain rate of 2.8 × 108 s−1 and a time step

of 1.0 fs. Periodic boundary conditions were applied in all three

directions.

Atomic interactions in the FeCrNi samples were described by

the potential function of the embedded atom method (EAM),

which describes austenite’s properties in a large concentration

range based on the ab initio calculation (Bonny et al., 2011). This

potential has been successfully used to describe dislocation

movement (Fan et al., 2020), the relationship between solute

segregation and GB state (Barr et al., 2014), and high-energy

collision cascades coupled with ab initio calculation in FeCrNi

alloys (Béland et al., 2017). In this work, the visualization and

analysis of polycrystalline samples was performed using OVITO

software (Polak, 2022). The simulations were performed by the

Large-scale Atomic Parallel Simulator (LAMMPS) (Li et al.,

2021).

Results and discussions

Austenitic FeCrNi samples have a face-centered cubic (FCC)

crystal structure, with more slip systems and a greater

coordinated deformation capacity. However, if the GBs

interact with interfaces and cracks during loading

deformation, the dislocation slip motion and propagation are

easily hindered, which affects the mechanical properties and

plastic-deformation behaviors of materials. Stress–strain

curves, which provide useful information about the samples’

responses to external force, are the most intuitive method for

identifying the mechanical properties of austenitic materials

during loading. Therefore, the stress–strain curves of the

polycrystalline samples with interface and crack during

compression and shear are shown in Figure 2. The curves

illustrate that applied stress increases dramatically, and then

the samples yield different yield stresses depending upon their

characteristics and loading conditions; subsequently, the stress

first decreases rapidly and then increases steadily under

compression. The stress increases slightly after yielding under

shear. In addition, the yield strength of the sample with interface

was 5.5 GPa, which is about four times higher than that with

crack under compression. A similar result was additionally seen

under shear but with lower yield strength (e.g., the values of yield

strength are 2.0 GPa and 0.9 GPa for samples with interface and

crack, respectively). It was observed that the elastic modulus

(reflected by the slope of stress–strain curves in the elastic

deformation stage) for samples with interface was much

higher than for those with crack under the same loading

FIGURE 1
Schematic of samples with crack and interface loaded under compression and shear stress.

FIGURE 2
Stress–strain curves under various loading conditions.
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conditions. These outcomes indicate that the interface-

containing sample has a higher resistance to plastic

deformation than that with crack.

Analysis of pre-crack closure

Cracks and other void-type defects are defects caused by the loss of

a large number of atoms under the action of stress (Kardani and

Montazeri, 2018) and are inevitable in themanufacture of heavy ingots.

The existence of a nanocrack deteriorates the mechanical properties

and leads to early failure of the final product. In this work, the crack

closure process of the sample during compression was carefully

explored. The evolutions of the atomic configuration of the sample

during compression are shown in Figure 3, with the sample with

interface considered for comparison. By comparing the atomic

configuration of the two kinds of samples at the same strain rate, it

was found that the upper and lower interfaces of themiddle part of the

crack became closed and contacted each other when the strain reached

7.6%. Voids appeared at both ends of the crack and shrank gradually,

finally disappearing with increasing strain. That is to say, crack closure

takes place as the compression strain increases, up to 15.2%. With the

progress of compression, the relatively straight interface newly

generated by crack closure becomes curved due to plastic

deformation and is dominated by dislocations, implying that crack

healing occurs. As for the sample with interface, the original long and

straight shape varied to a sawtooth shape with the accumulation of

strain, and some smaller grains on both sides of the interface continued

to aggregate with the surrounding large grains, resulting in the

coarsening of the grains. For example, grains G1, G2, and

FIGURE 3
Deformation evolutions of atomic configuration under compression versus strain (atoms are colored according to the crystalline structure
based on dislocation extraction analysis, DXA). Green, red, and white represent the face-centered cubic (FCC) crystal structure, hexagonal close-
packed (HCP) crystal structure, grain boundaries, and other unknown structures, respectively).
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G3within the sample with interfacemerged into a new grain (recorded

as G123) when the strain reached 23.1%, as illustrated in Figure 4. A

small decrease was observed in the atomic arrangement between each

other grain for G1, G2, and G3 at 0.0%, and the distinction decreases

with strain and finally vanished at 23.1%, implying that slight grain

rotation occurs through lattice torsion under compression loading.

To further explore the crack closure mechanism, von Mises

stress analysis as a function of strain was performed in Figure 5.

The value of shear stress was observed to increase with increasing

compression strain for the two samples, and the stress at GBs and

within the grain interior of the interface-containing sample were

significantly higher than in samples with cracks because of higher

FIGURE 4
Crystallographic orientation changings of G1, G2, and G3 grains within the sample with the interface versus strain (atoms are colored similar to
Figure 3, and blue dotted lines present directions of atomic arrangement).

FIGURE 5
Cross-section snapshots of von Mises stress distribution at different compression strains (yellow dotted lines denote stress-concentrated
areas).
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applied stress at the same strain (Figure 2). Before the crack is

closed, the stress is primarily concentrated in the exterior of crack

tips, especially in trigeminal GB regions, where GBmigration and

stress relaxation are more likely to occur. Stress distribution after

crack closure is relatively homogeneous, and a similar

distribution also happens within the sample with interface.

Analysis of pre-crack propagation

To investigate the load-dependent crack behaviors of

polycrystalline samples, shear force was applied to both crack

and interface samples, and the deformation evolutions versus

shear strain are shown in Figure 6. It was found that with the

increase of strain, more stacking faults (SFs, determined as HCP

atoms) were present from the two crack tips and then extended

heterogeneously along the crack plane. The appearance of SFs

means that partial dislocation movement is activated, and its

degree is enhanced with increasing shear strain. Though the total

length of the crack seems to decrease as shear continues, the

surfaces of the crack become curved due to interface emigration

induced by interactions between dislocations and surfaces. The

number of crack tips gradually extends to 4 along the

surrounding GBs (upper and lower sides of the crack), instead

FIGURE 6
Atomic configuration of deformation evolutions under shear versus strain (atoms are colored according to the crystalline structure based on
DXAmethod; green, red, and white represent the face-centered cubic [FCC] crystal structure, hexagonal close-packed [HCP] crystal structure, grain
boundaries, and other unknown structures, respectively).

Frontiers in Materials frontiersin.org06

Chen et al. 10.3389/fmats.2022.1007502

90

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.1007502


of the front of the crack tips, as the shear strain reaches 74.7%,

which has also been theoretically and experimentally studied in

other work (Li and Jiang, 2019; Li et al., 2021). As for the

interface-containing sample, the SFs mainly appeared within

the grains close to the interface at a strain of 10.5% and then

expanded significantly around the entire sample; the detailed

variations of SF atoms are given as follows. It is worth noting that

grain rotation occurs synergistically along the direction of the

shear load to the sample with interface to compensate for the

increasing shear strain.

The corresponding evolution of von Mises stress distribution

as a function of shear strain is illustrated in Figure 7 and indicates

that variations of stress are similar and comparable to those

under compression, except for the sample with crack, where

shear stress is mainly concentrated near two crack tips (including

GBs and interior grains), as shown by the yellow dotted line in

Figure 7. This indicates again that the shear stress distribution

follows changes in atomic configurations, as shown in Figure 6.

Analysis of plastic-deformation
mechanisms

It is generally accepted that the dominant plastic-

deformation mechanisms for crystalline metals are dislocation

activities and twinning (Shi et al., 2018; Sun et al., 2019; Shi et al.,

2020), which is different from those for amorphous materials

(Spaepen, 1977; Argon, 1979; Chen et al., 2018a; Chen et al.,

FIGURE 7
Cross-section snapshots of von Mises stress distribution at different shear strains (yellow dotted lines denote stress-concentrated areas.).

Frontiers in Materials frontiersin.org07

Chen et al. 10.3389/fmats.2022.1007502

91

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.1007502


2018b; Chen et al., 2019; Chen et al., 2020) and semiconductors

(Sun et al., 2014; Shi et al., 2017; Han et al., 2019; Sun et al., 2020).

Therefore, detailed variations of dislocation length determined

by the DXA analysis method and of twinning boundaries atoms

obtained by coordinate number during compression and shear

load are given in Figure 8. It was found that with the increase of

compressive strain, the perfect dislocation lengths of the two

samples decreased sharply and then increased after reaching a

minimum value when the strain was about 23%. However,

according to the characteristics of the sample, the

corresponding value under shear decreased steadily at

different rates, that is, during shear deformation, and the

length of perfect dislocations in the sample with crack was

longer than that in the sample with interface, as shown in

Figure 8A. The amount of Shockley partial dislocation

increased almost linearly with increasing strain, and its values

under compression were much higher than those under shear at

the same strain. It is interesting to note that the Shockley

FIGURE 8
Variations of dislocation, SF atoms, and twinning boundary atoms versus strain, (A) perfect dislocation (B) Shockley dislocation, (C) stair-rod
dislocation, (D) stacking fault atoms (SFs), and (E) twinning boundary atoms.
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dislocation length of the sample with interface was slightly lower

than the counterpart with crack under compression, which

reverses the changes under shear. During deformation, two

Shockley partial dislocations slipping on different (111) planes

interact and generate a stair-rod dislocation, which is unmovable

and prevents the further slipping of the two partial dislocations.

The trends for stair-rod dislocation during loading are similar to

those of Shockley dislocation but with a much higher value for

the sample with interface under shear loading. The HCP atoms,

as determined by OVITO visualization software, include intrinsic

stacking faults and extrinsic stacking faults. The intrinsic stacking

faults appear as Shockley partial dislocation glides toward the

contrary side of the grain, leaving two adjacent (111) planes of

HCP atoms. The extrinsic stacking faults, which are created by

two Shockley partial dislocations slipping through the grain on

the adjacent planes, are two (111) planes of HCP atoms separated

by a (111) plane of FCC atoms (Zhang et al., 2019).

Consequently, the number variations of HCP atoms during

loading are analyzed and shown in Figure 8D; their amount is

enhanced with increasing strain, with the values for the sample

with interface higher than those with crack, especially for the

sample with interface under shear loading (e.g., it is 13 × 105 and

is more than twice as high as that with crack at 45% strain). The

number variations of twinning boundary (TB) atoms are

illustrated in Figure 8E, indicating that the atoms increase

slightly with strain, except for the sample with interface under

shear loading, which is the highest among the others.

Since the GB in a polycrystalline sample is often an obstacle

to crack propagation, dislocation accumulation occurs easily

around GBs (Li and Jiang, 2019). The dislocation distribution

after loading is demonstrated in Figure 9, which shows that

massive Shockley partial dislocations and perfect dislocations are

generated near GBs, while stair-rod dislocations appear within

grain interiors during compression loading; thus, the dislocation

density of GBs is much higher than within grain interiors. This

implies again that during the compression process, a large

number of dislocations are emitted from GBs, interfaces, and

crack tips, where the atoms do not mismatch well and have

higher stress concentrations, as shown in Figures 5,7. Then, the

generated dislocations slip along glide planes and finally interact

with opposite sides of the grains, crack, and dislocations, leading

to an enhanced dislocation density as shown in Figure 8.

Dislocation emission during shear loading mainly occurs at

the two crack tips as well as in some individual grains where

FIGURE 9
Dislocation distribution for different samples (blue lines represent perfect dislocations, green lines are partial dislocations, and pink lines are
stair-rod dislocations), (A) crack compression at 30.6% strain, (B) interface compression at 30.6% strain, (C) crack shear at 31.9% strain, and (D)
interface shear at 31.9% strain.
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dislocation motion is activated earlier due to higher concentrated

shear stress. Its degree of dislocation concentration is stronger for

the sample with crack than for that with interface.

Considering that twinning and dislocation slip are the

primary deformation mechanisms that dominate the plasticity

of polycrystalline materials, the nucleation and growth of twins

can not only hinder the movement of dislocation but can also

increase deformation resistance and harden the materials. To

more intuitively explore the quantity and distribution

characteristics of twinning in samples with crack and interface

under different loads, the evolutions of TB atoms were

determined through coordination number analysis, as shown

in Figure 10. It was found that the TB atoms appear when the

strain increases to 15.2% of compressive strain and 21.4% of

shear strain, respectively. TBs only take place within a small

number of grains under compression, and the number of TB

atoms increases slightly with growing compression strain. The

TBs occur within some grains around crack tips, and the amount

extends to grains along crack areas because of higher shear stress,

as illustrated in Figure 7. However, a large number of micro-

twins are generated at 21.4% for the sample with interface under

shear loading in Figure 10B; its number, as well as twinning,

grows significantly with strain, which is in accordance with the

corresponding variations in Figure 8.

Based on the abovementioned analysis of deformation evolution

and deformation mechanisms for samples with crack and interface,

we know that perfect dislocation dissociation takes place with

growing strain, resulting from increased Shockley dislocation

density and declining length of perfect dislocation during the

early compression process when the strain is less than 20%. The

generation, movement, and interactions of massive partial

dislocations hence lead to an increase in stair-rod dislocations

and stacking fault atoms, as well as some twinning. Crack

closure happens during dislocation-dominant plastic deformation

FIGURE 10
Evolutions of twinning boundary atoms as a function of strain (TB atoms are colored in green), (A) compression, (B) shear.
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under lower applied stress compared with the sample with interface.

As compression proceeds, an enormous number of perfect

dislocations are emitted from the newly generated interface and

GBs where the stress is higher than the grain interior. Then the

perfect dislocations separate into partial dislocations, causing

significant increases in the lengths of partial dislocations and

stair-rod dislocations due to dislocation interactions with

interface and dislocations. The growing stair-rod dislocations and

higher dislocation density, and their hindrance of dislocation

motion, enhance the applied force for further compression plastic

deformation. The compression stress-induced dislocation activities

play significant parts in crack healing. During the shear process, the

higher lengths of perfect dislocations, lower density of partial

dislocations, and lower stair-rod dislocations and stacking faults

for the sample with crack together imply that dislocation activities, as

well as twinning, are substantially less than for the sample with

interface. With these results, combined with the evolution of atomic

configuration in Figure 6, the GB emigration, GB sliding along the

existing interface, and crack tip extension along GBs play significant

roles in shear plastic deformation for the sample with crack, while

massive dislocation activities, twinning, and grain rotation

contribute to plasticity for the sample with interface.

Conclusion

In this work, crack closure, healing evolutions, and

mechanical behaviors of polycrystalline FeCrNi samples with

pre-crack and interface were conducted using molecular

dynamics simulation under varying loading conditions. The

results were as follows:

1) As compression loading proceeds, the stress increases sharply

until the material yield, then decreases, and subsequently

continues to increase. The stress almost saturates after

yielding under shear, exhibiting a much lower yield

strength for the same sample than for compression.

2) Crack closure and healing take place under compression

through dislocation-dominated plastic deformation, while

the length of the crack shrinks and the crack tips expand

along GBs and interface due to its higher stress under shear

loading.

3) Dislocation activities, including dislocation emitting, gliding,

and interactions with crack, GBs, and dislocations, contribute

to the plasticity of the samples under compression. In

addition to dislocation activities, GB gliding, grain rotation,

and twinning are the underlying plastic-deformation

mechanisms under shear loading.
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In this paper, the thermodynamics database describing Gibbs free energy of FCC

phase andM23C6 phase based on Fe-Cr-C ternary alloy was coupled into phase field

simulation, and the phase fieldmodel was developed on themesoscopic scalewhich

simulates precipitation, growth and coarsening of M23C6 carbides in FCC austenitic

matrix byconsidering theelastic energy.As theboundaryconditionof importedphase

field calculation, the heat treatment COSMAP software was applied to obtain the

macro numerical simulation results of quenching. The phase composition, element

distribution, and the evolution including the nucleation, growth and coarsening was

simulated by phase field method for the M23C6 carbides in quenching process of

GCr15bearing ring. Bymeans of comparisonbetween the calculation results of phase

field simulation and themorphology, quantity anddistributionof carbidesobservedby

SEM experiment, this paper present the mechanism on precipitation of microM23C6

carbides influenced by quenching process parameters, and the experiment verifies

the feasibility and accuracy of phase field simulation.

KEYWORDS

phase-fieldmethod, carbide, GCr15 bearing steel, elastic properties, quenching, phase
change

1 Introduction

Bearings have already been indispensable core components in many areas, such as

aerospace, high-speed rail, and the automotive industry. In practical application, a bearing

has been designed to withstand cyclical loads and resist external shocks. The purpose has

provided an important guarantee for the high rotational accuracy and high wear resistance of

many rotary machines at high speeds (Zhao-kun et al., 2016; Zou, 2021). In the manufactured

process of bearing, metallurgy, and preparation of the material, the processing technology of
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materials and heat treatment technology have been the main factors

affecting bearing performance. The bearing ring is themain part. The

quenching process of the bearing ring has been very important in

determining thefinal strength, wear resistance, rotation accuracy, and

rotation noise performance because it is close to the last process of

manufacturing the bearing ring.

High-carbon–chromium bearing steel has good fatigue

resistance, elasticity, and toughness. After quenching, it could

have high and uniform hardness (Laing et al., 1967). The

distribution and composition of carbides have an important

influence on the properties of bearing steel. Research on it has

been difficult at present, providing a basis for improving the bearing

ring dimensional stability and optimizing the heat treatment process

(Zong et al., 2020). GCr15 is high-carbon–chromium earing steel.

M23C6 are the main carbides in GCr15. Their phase composition,

element distribution, and evolution, including nucleation, growth,

and coarsening, have an important influence on the dimensional

stability of the bearing outer ring (Du, 2017). And γ → M23C6, the

organization and distribution of M23C6 would be influenced by the

phase transformation mechanism of GCr15, so to study the phase

transformation mechanism of the carbide educt be revealed from

FCC phase of M23C6 is great significance. The study of the effect of

quenching treatment of GCr15 steel on the γ → M23C6 phase

transformation mechanism is of practical guidance.

The phase-field method is a powerful mesoscale calculation

method based on density. Based on the concept of MGI, the

phase-field method simulates organizational evolution, realizes the

prediction of material properties, and accelerates the material

development process (Li, 2009; Ding, 2019). Xin et al. provided

compelling morphological, chemical, structural, and

thermodynamic evidence for the spinodal decomposition and

showed that the lattice mismatch at the diffuse transition region

between the spinodal zones and matrix is the dominating factor for

enhancing yield strength in this class of alloy (Xin et al., 2021). Zhao

et al. studied the multi-controlling factors of the dendritic growth in

directional solidification through the phase-fieldmethod. The effects of

the temperature gradient, propelling velocity, thermal disturbance, and

growth orientation angle on the growth morphology of the dendritic

growth at the solid/liquid interface were discussed (Zhao et al., 2019).

Zhang et al. (2018) developed a model of rapid solidification of non-

stoichiometric intermetallic compounds based on the thermodynamic

extremal principle, and the Co-xat. %Si alloys (x ¼ 50, 53, 55) were

undercooled to test the model. Kuang et al. (2018) considered the

thermodynamic extremal principle and proposed a modified quasi-

sharp-interfacemodel that integrates trans-interface diffusion from the

product phase to the interface, trans-interface diffusion from the

interface to the parent phase, and interface migration and bulk

diffusion of C and X. Applications to isothermal and cyclic phase

transformations showed that the model allows the arbitrary setting of

the initial conditions. Zhao et al. used a multi-component continuous

phase-field model based on the Gibbs free energy of the sub-regular

solution. The core-shell structure precipitates of Fe-xCu-3.0Mn-1.5Ni-

1.5Al alloys under internal and external strain were investigated (Zhao

et al., 2022a). Tian et al. (2022) used the phase-field-crystalmethod and

dynamically displayed the interaction between twins and dislocations.

In this study, the phase-fieldmethodwas used to study the effect of the

precipitation mechanism of M23C6 carbides during bearing ring

quenching. First, COSMAP was used to simulate the

GCr15 bearing ring quenched to obtain elastic field data. The heat

treatment simulation results were introduced into the phase-field

model to obtain the nucleation, growth, and coarsening process of

M23C6 carbides precipitated from the FCC matrix phase under the

influence of coupling elastic energy and describe the morphology and

distribution of M23C6 carbides in the FCC matrix phase. Finally, the

morphology and distribution of M23C6 carbides in the quenched

GCr15 bearing ring were tested by SEM, and the phase-field

simulation and experimental results were compared.

2 Multi-field coupling quenching
process simulation

The research sample is the bearing ring, and thematerial is GCr15.

The workflow is as follows: first, it completes model preprocessing by

GID and then analyzes the material properties. These are preparations

for the next numerical simulation. The main focus of the quenching

process is the deformation problem for the bearing ring. The

temperature field variation and deformation behavior could be

analyzed. The simulation process by COSMAP is shown in Figure 1.

2.1 Geometric model

The specimen’s critical dimensions are a diameter of

125 mm, a wall thickness of 7.5 mm, and a width of 11 mm.

It belongs to the thin-walled part.

2.2 Building a finite element model

As shown in Figure 2, analytical model had been created 16,611

nodes and 13,328 cells. On the section of the bearing model, there

are three points, called P1, P2, P3, and P1 node represent endpoint of

the outer ring, P2 node represent endpoint of themiddle surface and

P3 node represent endpoint of the inner surface. These three nodes

move along the arc and vertical direction and divided themodel into

hexahedral elements of similar size for the calculation units of finite

element analysis. The purpose is to determine the temperature f

variation and deformation at different positions and accurately

describe the deformation behavior of the quenched bearing ring.

2.3 Quenching process

The experimental heat treatment process is heating for 15 min to

845°C, then holding for 25 min, and finally quenching in oil.
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According to experience, the heat transfer law of the ring has been set,

and the adopted values are shown in Figure 3. The heat transfer

coefficient curve could accurately reflect the temperature cooling in oil

quenching, compared with the oil cooling curve (Liu et al., 2022)

Table 1 shows the chemical composition ofGCr15 used in the analysis.

2.4 Simulation results and analysis

Temperature variation and deformation law are listed in this

study. From Figure 4, the results of temperature cooling in various

regions of the ring quenched could be analyzed. Temperature

cooling varies for the interior and surface of the bearing ring

entity. Because the surface has direct contact with the oil, its

cooling rate is faster. The heat transfer between the surface and

the interior is heat conduction; there is a certain time difference, so

the internal cooling rate is slow. There is no obvious temperature

difference between the inner and outer surfaces for the thin-walled

part. Temperature difference at different locations is likely to affect

carbide formation, distribution, and coarsening. It could be verified

in the subsequent phase-field simulation and test.

Studying the deformation mechanism of the quenched bearing

outer ring is always difficult. Although the ovality of the outer ring

can be adjusted by subsequent processing, the dimensional stability

is an unresolved fundamental problem for long-term applications,

which affects the performance of bearings. Therefore, how to better

control the deformation of the heat treatment process is still a topic

of research in the industry.

The variation trend of deformation can be obtained from

Figure 5. When the cooling rate is the fastest, the deformation is

reduced to the lowest. After about 6 s, a parabolic trend appears,

which is affected by the latent heat of phase change. In the

convective heat transfer stage, the deformation tends to be

stable.

3 Phase-field simulation

The precipitation process of carbides from phases in

GCr15 bearing steel was simulated by the phase-field method.

The influence of elastic energy on the γ → M23C6 phase

transition mechanism is also considered.

4 Flowchart for introducing elastic
energy in phase-field simulation

Figure 6 shows the analysis process of elastic strain energy

introduction.

4.1 Establishment of the phase-field
model

Because there are many kinds of elements in GCr15 bearing

steel and our phase-field simulation program only supports the

ternary alloy system, three main elements (Fe, Cr, and C) in

GCr15 steel are selected. Independent component field variables

ci(r, t)(i � 1, 2, 3) and single-ordered parameter ϕ(r, t) have

been used to describe its microstructure evolution. In the

formula ci(r, t)(i � 1, 2, 3), where it represents, respectively,

instantaneous concentrations of Fe, Cr, and C atoms in specific

spatial positions r at some times t. Order parameters ϕ(r, t)
represent phase distribution in specific spatial positions, and

h(ϕ) ranges from 0 to 1, where h(ϕ) � 0 corresponds to the

FCC structural phase and h(ϕ) � 1 corresponds to the M23C6

phase. It mainly expresses the carbide phase transformation process.

The phase-field model can be analyzed using Eqs. 1, 2 as follows:

zci(r, t)
zt

�∑
j
(Mi

2 δF

δcj(r, t)) + ξci(r, t), i � j � Cr, C, (1)

zϕ(r, t)
zt

� −L δF

δϕ(r, t) + ξϕ(r, t), (2)

FIGURE 1
Flowchart of COSMAP simulation.

FIGURE 2
Diagram of the analysis area based on the model meshed.
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where ξcj(r, t) and ξϕ(r, t) represent the Gauss noise term from

the fluctuation–dissipation theorem (Guo, 2021). They are added

to the equation to cause small component fluctuations and

provide initial energy for the occurrence of the phase

transition process. The parameter L represents the kinetic

coefficient of phase transition, which can be used to

characterize the phase transition evolution between the FCC

and M23C6 phases (Hu et al., 2007). It has been simplified as

a constant in the analytical process. The parameter F represents

the total free energy of the microstructure. Contributions of local

chemical free energy, gradient energy, and elastic strain energy

have been considered simultaneously. Eq. 3 is used to calculate

the total free energy F of the system. Mi represents the diffusion

mobility of effective components in the alloy system and is

analyzed in Eq. 4 (Zhu et al., 2004; Koyama and Onodera, 2005):

F � ∫
v
fdv � ∫

v
[flocal(c,ϕ, T)

Vm
+ fgrad + fel

Vm
]dV, (3)

where f local , f grad , and f el represent local chemical free energy,

gradient energy (Cahn and Hilliard, 1958), and elastic strain energy,

respectively. The parameter V represents the volume of the system.

Mi � h(ϕ) ·MM23C6 + (1 − h(ϕ))Mfcc, the i � Cr,C, (4)

where MM23C6 represents the atomic diffusion mobility of the Cr

and C atoms in the M23C6 phase and Mfcc represents the atomic

diffusion mobility of the Cr and C atoms in the FCC phase. Eq. 5

can be used to calculate the following:

Mϕ �
Dself

ϕ

RT
, (5)

where parameter R represents the gas constant (Jiang et al.,

2022), R � 8.314472J/(mol · k). The parameter T represents

temperature. Dself
ϕ represents self-diffusion coefficient and has

been calculated using Eq. 6:

Dself
ϕ � D0 exp(− Q

RT
), (6)

where the parameterQ represents diffusion activation energy and

the parameter D0 represents the frequency factor.

Available kinetic parameters have been referred to in Table 2.

4.2 Local chemical free energy

The Wheeler et al. (1992) (WBM) model has been applied to

the analysis. Local chemical free energy can be considered by

combining two single-phase free energies:

flocal(c, ϕ, T) � 1
Vm
{h(ϕ)GM23C6

m + [1 − h(ϕ)]Gfcc
m + ωg(ϕ)}.

(7)
Vm represents the molar volume of the system (Zhu et al.,

2011); the value can be referred to in Table 2. c represents the

mass percentage of the solute atom. The value of ϕ equals 0 in the

FCC phase and 1 in theM23C6 phase. The parameter T represents

temperature. ω represents the height of the potential well and has

been used to analyze the resistance, which needs to be

overcome for phase transformation (Koyama et al., 2006;

Zhao et al., 2022b). Two continuous interpolation functions

g(ϕ) and h(ϕ) have value in the range of 0–1 (Koyama et al.,

2006; Zhao, 2022). The function of h(ϕ) has mainly reflected

the smooth transition of the precipitated phase from the FCC

phase to the M23C6 phase. g(ϕ) has been applied in the form

FIGURE 3
Surface heat transfer coefficient law of GCr15 steel quenched in oil.

TABLE 1 Chemical composition of GCr15 steel.

Ingredient C Si P S Fe

Mass fraction (%) 0.95–1.05 0.15–0.35 0.25 0.25 Bal

Ingredients Cr Mn Mo Ni Cu

Mass fraction (%) 1.40–1.65 0.25–0.45 ≤ 0.1 0.30 0.25
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of double-well potential and represented an energy barrier for

phase transition. They can be analyzed, respectively, through

Eqs. 8, 9. GM23C6
m andGfcc

m represent the molar Gibbs free energy

of the FCC and M23C6 phases, respectively:

g(ϕ) � ϕ2(1 − ϕ2), (8)
h(ϕ) � ϕ3(6ϕ2 − 15ϕ + 10). (9)

The relationship between them can be derived from Eq. 10

(Loginova et al., 2003):

dh(ϕ)
dϕ

� 30g(ϕ). (10)

Based on the CALPHAD method (Saunders and Miodownik,

1992), the molar Gibbs free energy of the FCC matrix phase can be

described through two sub-lattice models (Fe, Cr) and (C, Va). Metal

elements have beenmixed in thefirst sublattice and carbon andvacancy

in the interstitial sub-lattice (Andersson, 1988; Khvan et al., 2014):

Gfcc
m � yFeyc

0Gfcc
Fe,c + yFeyva

0Gfcc
Fe,va + yCryc

0Gfcc
Cr,c + yCryva

0Gfcc
Cr,va

+ RT(yFe ln yFe + yCr ln yCr) + RT(yva ln yva + yc ln yc)
+ EGfcc

m ,

(11)
where

EGfcc
m � yFeyCr(ycL

fcc
Cr,Fe: c + yvaL

fcc
Cr,Fe: va) + yvayc(yCrL

fcc
Cr: va,c

+ yFeL
fcc
Fe: va,c).

(12)
yi represents the lattice fraction of the Ith component between

metallic and interstitial sub-lattices. The parameter L is an interaction

parameter related to the concentration. 0Gfcc
i : va represents the Gibbs

free energy of the Ith pure component under the assumed non-

magnetic state. 0Gfcc
i : c represents the Gibbs free energy in the assumed

non-magnetic state when the interstitial position has been

completely filled with carbon elements. The relationship

between the lattice fraction and molar fractions has been

described by Eqs. 13, 14:

FIGURE 4
Cooling curves of different nodes during quenching of the
GCr15 bearing ring.

FIGURE 5
Curve of deformation in quenching.

FIGURE 6
Flowchart for the introduction of elastic energy.
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yFe � xFe/(1 − xc), yFe + yCr � 1, (13)
yc � xc/(1 − xc), yc + yva � 1. (14)

Molar free energy of the M23C6 carbide phase has also been

treated by two sub-lattice models (Fe.Cr)23C6:

GM23C6
m � yFe

0GM23C6
Fe: c + yCr

0GM23C6
Cr: c + 7RT(yFe ln yFe

+ yCr ln yCr) + yFeyCrL
M23C6
Cr,Fe: c. (15)

In Eq. 15, 0GM23C6
i: c represents the Gibbs free energy of the

pure binary carbide.

All thermodynamic parameters in the molar Gibbs free

energy of the FCC and M23C6 phases have been calculated

(Andersson, 1987; Andersson, 1988; Khvan et al., 2014).

Parameter calculation is summarized in Table 3.

The distribution of the molar free energy of the FCC and

M23C6 phases varying with the lattice fraction has been obtained

from Figure 7. Figure 7A shows that the molar free energy of the

M23C6 phase decreases with the increase in the sub-lattice fraction

of iron and carbon elements, and the molar free energy of the

M23C6 phase isminimumwhen the sub-lattice fraction of iron and

carbon elements reaches an equilibrium value. Figure 7B shows

that the molar free energy of the FCC phase is minimumwhen the

sub-lattice fraction of iron and chromium elements reaches an

equilibrium value. Meanwhile, the sub-lattice fraction of the

carbon element equals to about 0.5.

4.3 Gradient energy (physics)

The uneven interface composition and difference in structural

order parameters should be the main reason for the existence of

gradient energy. There is a certain relationship between gradient

energy and system interface energy. System interface energy could

reflect gradient energy, and details can be explained using Eq. 16.

fgrad � 1
2
kc∑j

|c |2 + 1
2
kϕ
∣∣∣∣ϕ∣∣∣∣2, (16)

where kc defines the gradient energy coefficient of the

concentration or composition field and equals 7.05 × 10−9j/m
(Kitashima et al., 2008). kϕ defines the gradient energy coefficient

of the phase-field or the order parameter and equals

1.4 × 10−10j/m (Jokisaari and Thornton, 2015).

4.4 Elastic strain energy

The elastic strain energy plays an important role in the

morphology, size, and orientation of precipitates and the

precipitation kinetic process during the solid-state transformation

of alloys. Differences in elastic constants between the new and parent

phases, the lattice mismatch between elements or phases, and external

stress or strain field should actuate the generation of elastic strain

energy and form a stress–strain effect (Sun., 2020; Wu, 2021). For

these reasons, strain energy should be added to the total free energy

equation to develop the phase-field model, which would study the

effect of elastic energy on the solid-state phase transformation process

of alloys. Elastic energy in the phase-field model is analyzed using

Eq. 17.

fel � 1
2
∫

V
σ ijε

el
ijdv. (17)

In Eq 17, σ ij reflects elastic stress and εelij reflects the elastic

strain, which has a relation with the total strain εij and

eigenstrain ε0ij:

TABLE 2 Calculation results of kinetic parameters.

Parameter Symbol Value Unit Reference

Interface dynamics coefficient L 1 × 10−5 m3J−1s−1 Zhao et al. (2022a)

Molar volume Vm 7.09 × 10−6 m3mol−1 Zhu et al. (2011)

Self-diffusion coefficientDself
ϕ � D0 exp(− Q

RT) Dself
C inM23C6

D0 � 15 × 10−7 m2s−1 Levchenko et al. (2009)

Q � 1.8 × 105

Dself
Cr inM23C6

8.72 × 10−12 Song et al. (2014)

Dself
C in fcc

D0 � (0.146 − 0.36C(1 − 1.075Cr) +K1M) × 10−4

K1 � 0 Lee et al. (2011)

Q � (−144.3 − 15.0C + 0.37C2 + K2M) × 103

K2 � 7.7260

Dself
Cr infcc

D0 � 5.2 × 10−9 Kučera and Stránský (1982)

Q � 1.8 × 105

Elastic constant Cij

M23C6

⎧⎪⎨⎪⎩
C11 � 471.6
C12 � 215.7
C44 � 135.1

Gpa Liu et al. (2015)

FCC
⎧⎪⎨⎪⎩

C11 � 204.0
C12 � 133.0
C44 � 126.0

Kamel and Hafid (2013)

Frontiers in Materials frontiersin.org06

Liu et al. 10.3389/fmats.2022.978025

102

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.978025


εelij � εij − ε0ij. (18)

The value of the eigenstrain, which should be calculated

through Eq. 19, has been affected by the concentration field:

ε0ij � εi0δij(ci − c0i ), (19)

εi0 �
1
a
(da
dci
). (20)

εi0 represents the lattice expansion coefficient of the Ith element to

the matrix element, as described by Eq. 20. The Kronecker delta

function δij equals 1 when i = j. In other cases, it equals 0. c0i
represents the initial concentration of the Ith element.

The total strain εij is described by Eq. 21.

εij � 1
2
{ϑui

ϑrj
+ ϑuj

ϑri
}, (21)

where u represents the displacement field. The parameter r is a

vector that reflects the position of the lattice space.

Assuming there is a linear elastic relation between the FCC

and M23C6 phases, both follow Hook’s law. Then,the following

equations are derived:

σ ij � Cijklε
el
kl, (22)

fel � 1
2
∫

V
σ ijε

el
ijdv �

1
2
∫

V
Cijklε

el
klε

el
ijdv. (23)

The elastic modulus of the matrix phase is different from that

of the precipitated phase. The elastic modulus tensor Cijkl

described by Eq. 24 considered the uneven effect of elasticity.

The tensor of the elastic modulus depend on the concentration as

the Eq. 24 can be shown. So the coefficient of the elastic modulus

tensor can be derived form the formula of the concentration field

of it. εelij represents the elastic strain and is described in Eq. 25.

Cijkl(c) � Ceff
ijkl + α(c)ΔCijkl. (24)

In Eq. 24, α(c) is the linear function of c, α(c) � c − c0, and c0
represents the initial concentration value. Ceff

ijkl represents the

average elastic modulus tensor from the elastic modulus tensor of

the FCC phase, Cfcc
ijkl, and the M23C6 phase CM23C6

ijkl (Gururajan

and Abinandanan, 2007). ΔCijkl represents the elastic modulus

difference and is described by the difference between the elastic

modulus tensor of the FCC phase, Cfcc
ijkl, and the M23C6 phase

CM23C6
ijkl . The uniform elastic system appears when the difference

equals 0:

TABLE 3 Calculation parameters of thermodynamic parameters with the FCC and M23C6 phases (Andersson, 1987; Andersson, 1988; Khvan et al.,
2014).

Phase Thermodynamic parameter (J/mol )

M23C6 0GM23C6

Fe: C � GFEM23C6

0GM23C6

Cr: C � GCRM23C6

LM23C6
Cr: Fe: C � 10434 − 14.281T

GFEM23C6(298.15<T< 6000) � +7.66667GFECEM − 1.6666670Ggraphite
C + 15000

GCRM23C6(298.15<T< 6000) � −521.983 + 3622.24T − 620.965T ln(T) − 0.126431T2

0Ggraphite
C (298.15<T< 6000) � −17368.441 + 170.73T − 24.3T

ln(T) − 4.723E − 04T2 + 2562600T−1 − 2.643E + 08T−2 + 1.2E + 10T−3

GFECEM(163<T< 6000) � −10195.860754 + 690.949887637T − 118.47637T ln(T) − 0.0007T2 + 590527T−1

fcc 0Gfcc
Fe: C � 0Gfcc

Fe + 0Ggraphite
C + 77207 − 15.877T

0Gfcc
Cr: C � 0Gfcc

Cr + 0Ggraphite
C + 1200 − 1.94T

0Ggraphite
C (298.15<T< 6000) � −17368.441 + 170.73T − 24.3T ln(T) − 4.723

E − 04T2 + 2562600T−1 − 2.643E + 08T−2 + 1.2E + 10T−3

LfccCr: Fe,C � −69534 + 3.2353T

0LfccCr,Fe: va � 10833 − 7.477T

1LfccCr,Fe: va � 1410

LfccFe: C,va � −34671
LfccCr: va,C � −29686 − 18T

0Gfcc
Fe (298.15<T< 1811) � −1462.4 + 8.282T − 1.15T ln(T) + 6.4E − 04T2 + 0Gbcc A2

Fe

0Gfcc
Cr (298.15<T< 6000) � 0Gbcc A2

Cr + 7284 + 0.163T

0Gbcc A2
Fe (298.15<T< 1811) � +1225.7 + 124.134T − 23.5143T ln(T) − 0.00439752T2 − 5.8927E − 08T3 + 77359T−1

0Gbcc A2
Cr (298.15<T< 2180) � −8856.94 + 157.48T − 26.908T lnT + 0.00189435T2 − 1.47721E − 06T3 + 139250T−1

Frontiers in Materials frontiersin.org07

Liu et al. 10.3389/fmats.2022.978025

103

https://www.frontiersin.org/journals/materials
https://www.frontiersin.org
https://doi.org/10.3389/fmats.2022.978025


εelij � εaij + δεij − ε0ij. (25)

In Eq. 25, εaij represents the applied strain and δεij represents

the internal nonuniform strain. According to Eqs. 22, 24, 25 can

evolve into Eq. 26.

σ ij � [Ceff
ijkl + α(c)ΔCijkl](εaij + δεij − ε0ij). (26)

4.5 Phase-field solution

In order to obtain the instantaneous state for the phase-field

simulation of themicrostructure, the dynamic equations in the phase-

field model are solved. As the expression of free energy belongs to the

nonlinear equation, the phase-field evolution is mostly to solve the

complex nonlinear partial differential equation. At present, there are

three methods for solving such complex partial differential equations:

the Fourier spectrum method, the finite element method, and the

finite differencemethod (Chen and Jie, 1998). These equations usually

have no analytical solution, so an efficient solution has been used to

improve the computational efficiency. The Fourier spectral algorithm

could transform nonlinear partial differential equations into ordinary

differential equations. The Fourier spectral algorithm has eliminated

spatial dependence of field variables and realized the Fourier

transform rapidly, so computational efficiency achieved

improvement. By referring to the factor, the semi-implicit Fourier

spectral algorithm has been applied to solving equations in the phase-

field model.

Eqs. 27, 28 are obtained by deducing Eqs. 1, 2:

z{ci(r, t)}k
zt

� −k2∑
J
Mij{{ δflocal

δci(r, t)}k

+ { δfel

δci(r, t)}k

+ k2κ{ci(r, t)}k} + {ξci(r, t)}k, (27)

z{ϕ(r, t)}k
zt

� −k2{ δflocal

δϕ(r, t)}k

− k2κL{ϕ(r, t)}k + {ξϕ(r, t)}k.
(28)

In Eqs. 27, 28, {·}k represents the Fourier transform. k

represents the vector in the Fourier space, and k equals������
k2x + k2y

√
for the two-dimensional space. κ represents the

gradient energy coefficient.

Eqs. 27, 28 are treated by the semi-implicit method, including

implicit processing of linear and second-order items and display

processing of other items. Eqs. 29, 30 result from this derivation:

FIGURE 7
Distribution of free energy at 1,073 K. (A) M23C6 phase. (B) FCC matrix phase.

FIGURE 8
Evolution of carbide over time based on 1,123 K. (A) t* � 14. (B) t* � 15. (C) t* � 16.
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{ci(r, t)}n+1k − {ci(r, t)}nk
Δt

� −k2∑
J
Mij{{ δflocal

δci(r, t)}
n

k

+ { δfel

δci(r, t)}
n

k

+ k2κ{ci(r, t)}n+1k }
+ {ξci(r, t)}k,

(29)
{ϕ(r, t)}n+1k − {ϕ(r, t)}nk

Δt
� −k2{{ δflocal

δϕ(r, t)}
n

k

} − k2Lκ{ϕ(r, t)}n+1k

+ {ξϕ(r, t)}k,
(30)

where Δt represents the increment of time. In the calculation

process, when the thermal fluctuations meet the Gaussian

distribution, the random matrices can be randomly

superimposed with the variables field, and the calculation

process can be simplied. Eqs. 31, 32 have been derived. They

simplify the problem of the C-H and A-C equations in the

solution model to the concentration field and phase-field

problems:

{ci(r, t)}n+1k �
{ci(r, t)}nk − Δtk2∑j Mij{{ δflocal

δci(r,t)}nk + { δfel

δci(r,t)}nk}
1 + Δtk4{ci(r, t)}n+1k

,

(31)

{ϕ(r, t)}n+1k �
{ϕ(r, t)}nk − Δtk2{δflocal

δϕ(r,t)}n
k

1 + Δtk2κL{ϕ(r, t)}n+1k

. (32)

Finally, the simulation results are saved in the VTK format,

and the results are visualized to obtain the dynamic simulation of

the phase transition process.

4.6 Simulation of the phase-field evolution
of carbide growth

Red represents the precipitated carbide phase, and the matrix

phase is represented by blue in Figure 8. Noise nucleation has

been used in the simulation. When the dimensionless time equals

14, there are only a few M23C6 carbide cores in the FCC matrix,

which indicates that the M23C6 phase begins to precipitate, and

nucleation from the FCC phase, so the area fraction of the M23C6

phase is small. When the dimensionless time equals 15, the

number of M23C6 carbide cores increases significantly and grows

to form large round carbides or even two adjacent carbides,

contacting to form rod carbides due to their own growth, as

shown in Figure 8B. With the continuous precipitation and

growth of carbides, the adjacent carbides would gradually

approach until merging, and plate-like carbides and even

irregular carbides would be formed, as shown in Figure 8C. It

could analyze the formation mechanism of the M23C6 carbide

from the simulation result for the mono-nuclear M23C6 carbide

itself; carbide would grow. When two or more M23C6 carbide

core phases contact each other, necking could occur. This

argument has been verified in the following comparison with

SEM images. When the two carbide phases contact each other,

the total free energy of the system decreases, the contact surface

FIGURE 9
Evolution of the concentration field with time based on 1,123 K. (A–C) C concentration field; (D–F) Cr concentration field. Dimensionless time:
(a, d) t* = 14; (b, e) t* = 15; (c, f) t* = 16.
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shrinks inward, and the specific surface area decreases, causing

necking. With the continuous aging time, a series of irregular

carbides could be formed.

4.7 Concentration field evolution

Figure 9 shows the change in the concentration field with time.

The initial temperature equals 1,123 K, corresponding to the

precipitation process of the M23C6 phase in Figure 8. It represents

the change in the C concentration with time from Figures 9A–C

and the change in the Cr concentration with time from Figures

9D–F. Dimensionless time is consistent with Figure 8. By

comparing with Figure 8, it can be observed that the

precipitated M23C6 carbides have a shell structure. Chromium

is mainly concentrated in the inner layer, and the outer layer is

mainly a carbon-rich area. In the process of carbide

precipitation, the chemical composition in the matrix will also

change accordingly. Iron, chromium, and carbon atoms could

diffuse in different directions. Iron atoms could diffuse from

carbide to matrix, whereas carbon and chromium atoms could

diffuse frommatrix to carbide (Wieczerzak et al., 2016). When

multiple carbides in the matrix contact each other, there

would be a carbon concentration enrichment zone and a

chromium concentration depletion zone at the phase

interface because carbon atoms tend to diffuse toward the

interface, whereas chromium atoms diffuse in the opposite

direction. Figure 10 shows the curve distribution of each phase

along the diagonal of the concentration field. Orp represents

M32C6 carbide phase.

5 Experimental and simulation
comparison

5.1 SEM experimental study on M23C6
carbides

Figure 11A1 shows that many round carbides exist in the matrix

for the neutral surface of the quenched part. By local amplification, it

FIGURE 10
Concentration versus time curve along the concentration field diagonal. (A) Carbon concentration field. (B) Cr concentration field.
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could be observed that, in addition to several round carbides, there

are some single coarse and short rod carbides. As a result, the

M23C6 carbides are distributed uniformly, which is affected by the

cooling rate during quenching. The heat transfer mode of the

neutral surface is mainly heat conduction, without direct contact

with the oil.

FIGURE 11
Microstructure of the GCr15 bearing outer ring quenched at different positions. (A1)Neutral surface of the quenched part. (B1)Outer surface of
the quenched part. (C1) Inner surface of the quenched part. (A2) Local amplification of the neutral surface. (B2) Local amplification of the outer
surface. (C2) Local amplification of the inner surface.

FIGURE 12
Comparison of phase-field simulation results with SEM experimental results.
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As shown in Figures 11B1,C1, in addition to the existence

of round and short rod-like carbides, a small amount of

elongated rod-like and a few irregular M23C6 carbides exist

in the matrix for the outer and inner surfaces of the quenched

part. By local amplification, it could be observed that necking

occurred. The existence of a few irregular M23C6 carbides is

due to direct contact with oil and a rapid cooling rate during

quenching.

Figure 12A1 represents the phase-field simulation results

of the M23C6 phase structure field. Figures 12B1,C1 represent

the local amplification diagrams at different locations of the

phase-field simulation results. The purpose is to clearly

observe the M23C6 phases with different characteristics.

Figures 12A2,B2,C2 represent the local magnification of

the microstructure of the neutral, outer, and inner

surfaces of the quenched part, respectively. Round, rod,

plate-like, and elongated M23C6 carbides shown in the

simulation results can be observed in the SEM results.

The cooling rate could affect M23C6 carbide precipitation

and growth, combined with experimental results. The

mechanism of M23C6 carbide precipitation has already

been verified. It indicates that the experimental results

agree with the phase-field simulation results, proving the

feasibility of the phase-field simulation method. Rapid

cooling has accelerated the precipitation and growth of

M23C6 carbides. The growth rate causes contact between

adjacent carbides and eventually merges; rod, plate-like,

elongated, and even a few nonuniform formal M23C6

carbides have been formed easily. Therefore, round-

shaped M23C6 carbides have been precipitated and formed

on the neutral surface of the quenched part because of the

slow cooling rate, which has been caused by indirect contact

with oil. However, M23C6 carbides show a variety of shapes

in the outer and inner surfaces of the quenched part. Direct

contact with oil brings more possibilities. How to control the

cooling rate of quenching and contact area with oil to

optimize M23C6 carbide precipitation and the growth state

remains unexplored.

6 Conclusion

By compared the simulation results with the SEM results, we can

judge the formationmechanismof carbide; formono-nuclear carbide

itself, carbide would grow. When two or more carbide core phases

contact each other, necking could occur. This argument has been

verified in comparison with SEM results. When the two carbide

phases contact each other, the total free energy of the system

decreases, the contact surface shrinks inward, and the specific

surface area decreases, causing necking. With the continuous

aging time, a series of irregular carbides could be formed.

The cooling rate in quenching could affect M23C6 carbide

precipitation and growth, combined with experimental results.

Rapid cooling has accelerated the precipitation and growth of

M23C6 carbides, the growth rate causes contact between adjacent

carbides, and eventually merges; rod, plate-like, elongated, and

even a few nonuniform formal M23C6 carbides have been formed

easily. How to control the cooling rate of quenching and contact

area with oil to optimize M23C6 carbide precipitation and growth

state remains unexplored.

It indicates that the experimental results agree with the

phase-field simulation results, proving the feasibility of the

phase-field simulation method used. Meanwhile, the

difference between the parameters selected in the phase-

field simulation and the true value may lead to errors in

the analysis results. Further optimization of the phase-field

model is the direction of future efforts.
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An in-depth and integral understanding of the microstructural evolution during

thermomechanical process (TMP) is of great significance to optimize the

manufactural process for high-quality components via additive

manufacturing. The solidified microstructure model of Inconel 718 alloy

fabricated via laser powder bed fusion (L-PBF) is established by multiphase

field model firstly. Furthermore, the microstructural evolution during

homogenization process is simulated and optimized in this study. Phase field

simulation results show that the concentration gradient of Nb along the radius

of the cellular substructure decreases from the initial 1.217 wt% to 0.001 wt%,

and 67% area fraction of the Laves phase dissolves at the homogenization time

of 0.5 h, which have achieved the homogenization purpose. The experimental

results show that the average grain size decreases from 9.4 μm to 5.9 μm at the

homogenization time from 1.5 h (the standard AMS 5383) to 0.5 h, which

resulted in the increase of yield strength and tensile strength of the aged

alloy by 14% and 6%, respectively. This research can provide guidance and

reference for the microstructural control as well as the TMP parameters design

of the additive manufactured alloys.

KEYWORDS

phase field, Inconel 718, laser powder bed fusion, laves phase, mechanical properties

1 Introduction

Inconel 718 alloy is a typical precipitation strengthened nickel-base superalloy with

excellent strength, high fatigue resistance, and desirable structural stability at higher

temperature. The alloy has been widely applied in gas turbine, ship, nuclear power plant,

and aerospace sectors tomake turbine disk, blade, support, pipeline, brake, seal, fastener (Reed,
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2006; De Bartolomeis et al., 2021). However, it is still a challenge to

machine and manufacture Inconel 718 alloy parts with complex

geometry due to higher cutting temperature and serious work

hardening (Paturi et al., 2021). Focusing on the above problem,

Laser Powder Bed Fusion (L-PBF), an attractive laser additive

manufacturing technology, has been applied successfully in

improving mechanical properties and broadening the application

of Inconel 718 components (Trosch et al., 2016; Hosseini and

Popovich, 2019). Nevertheless, there are some problems in as-

built Inconel 718 parts fabricated via L-PBF, such as large

residual stress, solute segregation, and the precipitation of Laves

phase ((Ni, Fe, Cr)2(Nb, Mo, Ti)). The formation of long-chain

Laves phase not only consumes the elements (Nb, Ti, Al) required

for the formation of γ′ (Ni3(Al, Ti, Nb)) and γ″ (Ni3Nb)

strengthening phases but also promotes initiation and

propagation of cracks (Sui et al., 2017; Yuan et al., 2018; Luu

et al., 2022). Another issue is that there is no special heat

treatment developed for AM-ed Inconel 718 alloy. So far, the

heat treatments applied to Inconel 718 alloy fabricated by L-PBF

are based on the standard heat treatments proposed for casting and

forging alloys (Rao et al., 2003; Blackwell, 2005; Zhao et al., 2008;

Zhang et al., 2015).

Microstructure modeling, an essential part of integrated

computational materials engineering (ICME) approach, has

proven to be useful in accelerating material design and heat

treatment process parameter optimization (Sahoo and Chou,

2014; Du et al., 2017; Nandy et al., 2019; Chen et al., 2022; Chen

and Zhao, 2022; Dai et al., 2022). Among various microstructure

simulation methods, phase field method (PFM) has become one

of the most commonly used computational modeling techniques

for studying microstructure evolution and an important

component in the ICME approach to materials design. PFM

has been coupled with temperature field (Sahoo and Chou, 2016;

Sahoo, 2022) and solute field to realize scale-crossing simulation

(Kumara et al., 2020; Nabavizadeh et al., 2020) and the

description of actual engineering process to guide material

design and processing parameters optimization (Hu et al.,

2019; Seiz and Nestler, 2021; Zeng et al., 2021). Some PFM

simulation studies have been carried out on L-PBF Inconel

718 alloy. For example, the finite element thermal model was

employed to calculate the cooling rate and temperature gradient

by Wang and Chou. (2018). The results were applied as input

parameters for the phase-field model to investigate the evolution

of microstructures. The simulated columnar dendrite arm

spacing is consistent with the experimental results. Xiao et al.

(2019) also combined the finite element model with the PFM to

establish a multi-scale model to analyze the solidification

behavior and dendrite growth during the direct energy

deposition process of Inconel 718 alloy. The predicted results

of columnar dendrite morphology and dendrite arm spacing

provided a good fit to experimental results. Kumara et al. (2019);

Kumara et al. (2020) proposed to simulate Laves phase and δ
phase of Inconel 718 alloy during laser direct energy deposition

and subsequent heat treatment via a phase-field model, but the

accurate prediction of secondary phases was not realized.

In summary, PFM has been well applied in the simulation of

microstructure in additive manufacturing. But it only focuses on

microstructure morphology of dendrite and secondary phases, and

does not simulate the evolution of microstructure characteristics in

the subsequent heat treatment (Wang and Chou, 2018; Kumara

et al., 2019; Kumara et al., 2020; Cao et al., 2021; Zhao et al., 2021).

The microstructure in solidification and subsequent heat treatment

jointly determines the performance of Inconel 718 samples

fabricated by the L-PBF. In this paper, the solidification and

subsequent heat treatment are connected to optimize the process

and explore the feasibility of the whole process organization

simulation. The solidified microstructure model of Inconel

718 alloy fabricated via L-PBF is established by multiphase field

model. Then, based on the solidifiedmicrostructuremodel andHSA

standard heat treatment (AMS 5383) proposed for casting Inconel

718, the microstructure evolution of Inconel 718 fabricated by the

L-PBF during homogenization is simulated by the multiphase-field

method coupled with CALPHAD data. Together with experimental

research, the effects of homogenization time on microstructure

evolution and mechanical properties of Inconel 718 samples with

HSA heat treatment are analyzed. It lays a foundation for the

formulation of a heat treatment recipe suitable for Inconel

718 alloy fabricated via L-PBF. The research strategy in this

paper is illustrated in Figure 1. This research can provide

guidance and reference for the microstructural control as well as

the TMP parameters design of the additive manufactured alloys.

2 Phase field modeling

2.1 Multiphase-field model

Phase field method is a microstructure-level simulation

technique often used in the ICME approach to materials

design. The multiphase-field model, as implemented in the

commercial phase field software MICRESS (Access e.V.

Aachen, Germany) (Steinbach et al., 1996; Eiken et al., 2006;

Steinbach, 2009), is adopted in this paper. The evolution of

multiphase field variables ϕα in time and space is described in

the multi-phase model. Within the interface thickness (η)
between phase α and another phase, the value of ϕα varies

from 0 to one continuously. A free energy model is applied as

an part of the density functional F, which is a function of phase

fields ϕα{ } and composition fields �cα{ } over the domain Ω and

divided into the interface energy density fintf and the chemical

free energy density fchem (Eiken et al., 2006), i.e.,

F ϕα{ }, �cα{ }( ) � ∫
Ω
fintf ϕα{ } + fchem ϕα{ }, �cα{ }( ) (1)

The bracket { } denotes all phases, �cα is the concentration field
variable. The specific formula of each parameter has been given
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in the literature (Eiken et al., 2006). According to the thin

interface theory (Karma, 2001), the interface width is smaller

than the scale of the microstructure, but larger than the distance

between atoms. Furthermore, the minimum interface thickness

should be set twice the cell size in the multiphase-field model.

In addition, molar Gibbs free energy densities are employed to

evaluate the chemical contribution combined with CALculation of

PHase Diagram (CALPHAD) databases. With the assumption of all

interface widths being the same, the multi-phase field equations are

derived for general multi-phase transformations according to the

principle of minimizing free energy (Eiken et al., 2006).

_ϕα � ∑
β�1

~v Mαβ

~v
∑
γ�1

~v

σβγ − σαγ( ) K + π2

8η
ΔGαβ

⎛⎝ ⎞⎠ (2)

Here, ~v is the number of phases.Mαβ is the interface mobility

of the α/β. σβγ and σαγ are the interface energy of the β/γ interface

and α/γ interface respectively. K is the generalized curvature

term. ΔGαβ is the thermodynamic driving force, which could be

obtained from CALPHAD database.

In the model, the interfacial energy σ0 and the mobilityM0 are

adjusted to be anisotropic as σ(θ),M(θ) respectively. θ is the angle

between the crystal orientation and the growth direction (Böttger

et al., 2006). For a simple 2D cubic symmetry, σ(θ) � σ0(1 −
cos(4θ)) and M(θ) � M0(1 − cos(4θ)). In addition, some

nucleation models have been employed in MICRESS (Steinbach,

2009), e.g., seed undercooling model and seed density model. Thus,

the secondary phases with different shapes or crystal symmetry could

be predicted by MICRESS software. For a multicomponent system,

the multi-component diffusion equations considered the constraint

of quasi-equilibrium, as shown in Eq. 3 (Eiken et al., 2006).

_�c � ∇∑
α�1

~v

ϕαDα∇ �cα (3)

Here Dα is the diffusion matrix, which can be obtained from

the CALPHAD database. For a given composition and phase

state, the compositions �cα can be calculated from the Gibbs

energies by the quasi-equilibrium. In addition, the model is

combined with the CALPHAD database, and some physical

parameters, such as ΔGαβ, Dα, �cα, Mαβ, and molar volume

fraction of phases, are calculated by CALPHAD method.

Therefore, the phase field and solute field of multi-phases and

multi-components could be calculated by coupling CALPHAD

database. The coupled method has been successfully employed to

investigate the microstructure evolution of multi-components

alloy in the sub-rapid solidification process, additive

manufacturing process, and heat treatment process (Boussinot

et al., 2019; Kumara et al., 2019; Park et al., 2020a; Park et al.,

2020b; Kumara et al., 2020; Rahul et al., 2020; Du et al., 2022).

2.2 Model parameters

The thermodynamic and kinetic data, such as ΔGαβ, Dα, �cα,

Mαβ, and molar volume fraction of phases, are obtained from

FIGURE 1
The research strategy of the L-PBF and subsequent homogenization heat treatment of Inconel 718 alloy, (A) phase-field modeling of the
microstructure of as-built samples, (B) phase-field modeling under different homogenization time, and parameters of subsequent solution and
double aging process, (C) mechanical properties.
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TCNI9 and MOBNI5 databases provided by Thermo-Calc

software. In the two-dimensional phase-field calculation

domain, the solidification conditions during laser powder bed

fusion are set as the temperature curve (Luo and Zhao, 2019)

shown in Figure 1A to obtain the microstructure characteristics

of Inconel 718 samples fabricated via L-PBF. The periodic

boundary condition is employed in all borders. The focus of

this model is to reproduce the evolution of Laves phase

distributed at cellular substructure. Therefore, the following

assumptions are adopted in phase field model. 1) In the

computational domain, a temperature curve under the L-PBF

solidification conditions is applied to control the evolution of

temperature. 2) The effect of temperature gradient, fluid flow and

material shrinkage on cellular structure is ignored. 3) The

evolutions of size of cellular structure and NbC phase are

ignored in the calculation.

According to the preliminary experimental results, the

secondary phases of the as-built samples are a large amount

of white Laves and a small amount of bright white NbC phase.

On the basis of the standard heat treatment of AMS5383 for

casting Inconel 718, the homogenized temperature is determined

as 1,080°C. Therefore, the NbC phase with a dissolution

temperature of 1,265°C will not be dissolved in the

homogenization process. In addition, the area fraction of the

NbC phase is lower. Therefore, we mainly take the Laves phase as

the research target phase and analyze its evolution during the

homogenization process. According to the element content and

the main constituent elements of the Laves phase, the chemical

composition of Inconel 718 is simplified for simulation, as shown

in Table 1.

In L-PBF process, the powders are melted through the laser

beam and then solidified into components. Taking the cellular

structure of the XY plane (perpendicular to the building direction

Z), as shown in Figure 1A, as the simulation domain, the

evolution of Laves phase and solute distribution during L-PBF

process of Inconel 718 alloy are simulated. Five SEM images

along the scanning track, are analyzed to obtain the cellular

substructure size and its number density. The average diameter of

the cellular substructure is 0.8 μm and the number density is

about 2.18/μm2. Therefore, nine nucleation seeds of γ phase are

placed in simulation domain with the size of 2 μm × 2 μm, and

the grid size is set to 0.01 μm. Laves phase nucleates in the

undercooling model at the interface of liquid/γ, which is set as an
anisotropic interface with the cubic crystal structure. All

boundaries are set as periodic boundary conditions. The

numerical parameters such as interface thickness, minimum

phase fraction, and average factor of driving force are adjusted

to correct the effect of non-equilibrium solute trapping. The

appropriate values are determined based on whether the

solidification is completed and the distribution law of the

discrete distribution of the laves phase along with the

substructure as the evaluation criteria. The calculated the

microstructure results of -Inconel 718 samples fabricated via

L-PBF are extracted as initial parameters for the simulation of

microstructure evolution in the homogenization process. The

parameters adopted in reference (Kumara et al., 2019) and the

final simulation parameters of this study are shown in Table 2.

3 Experiment

3.1 L-PBF process and homogenization

The spherical powders of Inconel 718 with the size range

of 15–53 μm are prepared by gas atomization technology as

shown in Figure 1A, and their chemical compositions are

listed in Table 3. The powders are dried at 100°C for 8 h and

then deposited on a 304 L stainless steel substrate with a size of

250 mm × 250 mm for L-PBF. As-built Inconel 718 samples

are fabricated on a BLT A300 equipped with a maximum

500 W fiber laser with a Gaussian intensity distribution and

spot size (1/e2) of 76 μm. The process is carried out under a

flow of ultra-high purity Ar gas (99.999%) to reduce the

oxygen content below 200 ppm. The parameters applied in

our work are the results of AM equipment manufacturer’s

recommendation and our own lab practices for Inconel

718 alloy. The zigzag scan is selected, the scanning path as

shown in Figure 1A. The other parameters are as follows, laser

power of 275 W, scanning speed of 960 mm/s, the powder

layer thickness of 40 μm, scanning spacing of 100 μm.

The heat treatment experiments are carried out with a muffle

furnace (KSL-1200X). According to the HSA standard heat

TABLE 1 Simplified composition of Inconel 718 alloy in multiphase-
field model.

Element Ni Cr Fe Mo Nb Ti Al

Content (wt%) 54.7 19.0 16.7 3.2 5.0 1.0 0.5

TABLE 2 Parameters in multiphase-field model.

Parameters Value

Grain size Δx (μm) 0.01

Interface width (μm) 3.5 Δx

Interfacial energy—liquid/γ (J/cm2) 1.2E-5

Interfacial energy—liquid/Laves (J/cm2) 6E-6

Interfacial energy—γ/Laves (J/cm2) 5E-6

Kinetic coefficient—liquid/γ (cm4/Js) 0.025

Kinetic coefficient—liquid/Laves (cm4/Js) 1.0

Kinetic coefficient—γ/Laves (cm4/Js) 2.5E-11

The average factor of the driving force 0.3

Minimum phase fraction 5E-5
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treatment, i.e., homogenization treatment at 1,080°C for 1.5 h/

AC, solution treatment at 980°C for 1 h/AC and then double

aging at 720°C for 8 h/FC at 50°C/h to 620°C for 8 h, AC,

proposed for casting Inconel 718, the homogenization

temperature is set at 1,080°C. The microstructure evolution

with different holding times (0.5 h–4.0 h) is analyzed. The

subsequent heat treatments (Solution treatment at 980°C for

1 h/AC and then double Aging at 720°C for 8 h/FC at 50°C/h

to 620°C for 8 h, AC) of HSA heat treatment (AMS 5383) are

carried out to investigate the effect of homogenization time on

microstructure and mechanical properties of Inconel

718 samples fabricated via L-PBF.

3.2 Microstructural observation and
properties

To reveal the microstructure of XY planes, the polished

samples are etched for 20 s using Kalling’s reagent (HCl

(100 ml) +CuCl2 (5 g) + C2H5OH (100 ml)). A ZEISS Gemini

SEM 500 scanning electron microscope (SEM) and a Mira

3 LMH SEM equipped with electron backscatter diffraction

(EBSD) from Oxford Instrument are employed to examine the

microstructure. The area fractions of Laves phase and NbC phase

are measured by ImageJ according to the different grayscale

values of the phases from fifteen SEM - SE (secondary electron)

images. To resolve the secondary phase boundaries, SEM images

of etched samples are employed for area fraction measurement.

The contrast and brightness of all pictures are adjusted to ensure

that the gray values of the matrix phases in the pictures are

consistent. ImageJ software is used to get area fractions of Laves

phase and NbC phase from the different grayscale values of the

phases.

The grain morphology, size, orientation of the samples, and

polar diagrams are obtained by channel 5 software. Electron

Probe Micro Analysis (EPMA) (JXA-8230) is used to analyze the

solutes segregation in the cellular substructure of finely polished

samples. Three rectangular regions with a size of 4 × 8 points are

randomly selected in the cellular substructure of samples, and the

point spacing is set to about 0.1 μm. A Titan ETEM

G2 transmission electron microscope (TEM) is applied to

investigate the solute distribution and precipitation particles

distribution of deposited and HSA heat treatment samples,

prepared by double jet technology. TEM samples etched in

90% C2H5OH+10% HClO4 solution at −25°C and 20 V using

a dual jet system.

The size of tensile samples at room temperature is shown in

Figure 1C, with a thickness of 1.5 mm. According to the standard

of GB/T2281-2010, mechanical properties are measured by a

CTM2500 microcomputer controlled electronic universal testing

machine equipped with an extensometer.

4 Results and discussion

4.1 Microstructure of as-built inconel
718 samples fabricated via L-PBF

Figures 2A, B shows EBSD images of the microstructure on

XZ plane, parallel to building direction Z, and XY plane,

perpendicular to building direction Z, of as-built Inconel

718 sample with columnar dendritic morphology. During the

laser scanning in L-PBF process, the partially remelting of the

solidified part of the lower layer leads to the epitaxial growth to

form columnar dendritic morphology. The microstructure shows

stronger texture on the (Zhang et al., 2019) crystallographic plane

than that on XY plane. Strip-shaped grains are arranged in

parallel across the width of the melt channel, and there are

some fine grains at the edge of the scanning track. In order to

analyze the distribution of solutes along the center to the edge of

substructures, the XY plane has be chosen to show the entire

surface of substructures. Along the substructure from center to

edge, the XY plane should be choice to display the whole surface

of the substructure. Therefore, the microstructure characteristics

and solute distribution behavior on XY plane of the Inconel

718 samples in the L-PBF process are analyzed in the

current work.

The high cooling rate and cyclic temperature profile are the

main reasons for the formation of columnar grains, which exhibit

as cellular substructures in the range of 0.5–1.5 μm on the XY

plane of Inconel 718 alloy fabricated by L-PBF, as shown in

Figure 2C. The main secondary phase of as-built Inconel 718 is

the fine white Laves phase and a little amount of bright NbC

phase, according to Figure 2D–F. The results indicate that the

dispersed Laves phase and NbC phase are mainly distributed on

cellular substructure boundaries. The area fractions of Laves

phase and NbC phase are 2.24% ± 0.25, and 0.23% ± 0.06,

respectively. During the L-PBF process, the molten metal is

solidified after laser scanning, and solutes at the solid/liquid

(S/L) interface are redistributed. With the movement of the S/L

interface, solutes (Nb, Mo, Ti, Al) are accumulated at the front of

the interface, and most of the solutes are partitioned to the

TABLE 3 Nominal chemical composition of the gas atomized Inconel 718 powder.

Element Ni Cr Fe Mo Nb Ti Al Co. Si Cu Mn C

Content (wt%) 54.66 18.98 Bal 3.15 5.0 0.98 0.48 0.12 0.07 0.034 0.027 0.024
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residual liquid phase. Due to insufficient back diffusion,

significant solute segregation was observed in the solid. The

solutes remaining in the residual liquid diffuse and enrich

between the dendrites. Therefore, NbC phase with higher

melting points and Laves phase with lower melting points are

precipitated from the residual liquid phase, which consumes a

large number of the Nb elements required by the formation of γ′
and γ″ strengthening phases. The amount of strengthening

phases precipitated in aging is reduced, which is unfavorable

to the mechanical properties. The microstructure evolution of

solute distribution and secondary phase (Laves) of Inconel

718 alloy during L-PBF process and homogenization are

analyzed.

4.2 Solidified microstructure model
established by phase field

The several cellular substructures of as-built Inconel

718 fabricated via the L-PBF are simulated to describe its

characteristics in the MICRESS software with the multiphase-

field model. The solute trapping and secondary phases in the

L-PBF solidification microstructure are analyzed. The simulation

results of cellular substructure and Laves phase distribution on

XY plane are shown in Table 4; Figure 3A. The white Laves

phases are distributed on the boundary of cellular substructure,

and its area fraction is about 2.19%, which is much coincided

with the experimental measurement results (area fraction of

2.24% ± 0.25). Figure 3B shows that, in the as-built Inconel

718 sample, the solutes with equilibrium partition coefficients

(obtain from Thermo-Calc) less than 1, such as Mo, Nb, Ti, and

Al, are segregated between cellular substructures, and the

segregation of Nb is the most significant. The solutes with

equilibrium partition coefficient greater than 1, such as Cr

and Fe, are segregated in cellular substructures. The SEM-EDS

maps of solute distribution are shown in Figure 4, which

qualitatively verifies the segregation of each element in the

simulated results. As shown in Figure 3C, the calculation

results (dashed lines) agree well with the overall trends of

EPMA measurement results (solid lines), which shows that

the multiphase-field model can effectively calculate the solute

distribution in the rapid solidification. Nb element is an

important component of γ′ and γ″ strengthening phases of

Inconel 718 alloy, and its concentration and distribution in

the matrix directly determine the strengthening effect.

Therefore, the evolution of the Nb element is used as one of

the important indicators for measuring the homogenization

effect in current work.

FIGURE 2
EBSD maps of as-built Inconel 718 samples, (A) IPF Z color mappings on XY plane, (B) IPF Z color mappings on XZ plane, SEM images on XY
plane, (C) lower magnification, (D) higher magnification, (E,F) electron diffractions of Laves phase and NbC phase.
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The solute trapping effect in the solute distribution process is

the main feature that distinguishes the L-PBF process from other

conventional casting processes. To confirm the solute trapping

effect in the calculated results by multiphase-field model, the

solutes partition behavior is compared with that calculated by

Scheil model and Pseudo Front Tracking (PFT) model (Du and

Jacot, 2005), as shown in Figure 3D. Scheil is a classic model of

non-equilibrium solidification, in where there is no diffusion in

solid phase and infinite diffusion in liquid phase. The PFT model

is a sharp interface model developed by (Jacot and Rappaz.

(2002); Du and Jacot. (2005); Du et al. (2007), which

considers the limited diffusion in solid and liquid phases. The

1-D PFT model is based on the assumption of local equilibrium

at S/L interface, which is suitable for microstructure simulation in

sub rapid solidification process without solute trapping. The

quasi-equilibrium is assumed at the interface on the

multiphase-field model, which make it possible to capture

solute trapping. The solute concentration in primary phase

gradually increases from the center to the edge of the cellular

substructure under the effect of local equilibrium at S/L interface

and back diffusion in the primary phase. Therefore, the solute

concentration in solid calculated by Scheil is higher than that in

TABLE 4 Experiment and simulation of microstructural characteristics.

Diameter of cellular substructure (μm) Area fraction of laves phase (%) Area fraction of NbC phase (%)

Experiment 0.79 ± 0.32 2.24 ± 0.25 0.23% ± 0.06

Simulation 0.76 ± 0.18 2.19% —

FIGURE 3
Simulation results of (A) cellular substructure and Laves phase distribution, (B) solute distribution curves from center to edge in cellular
substructure. Solutes distribution curves, (C) EPMAmeasurements andmultiphase-fieldmodel simulation results, (D)Nb distribution calculated by 1-
D PFT model, multiphase-field model, and Scheil model when fs = 0.5.
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FIGURE 4
SEM-EDS maps of solutes in cellular substructures of as-built Inconel 718 sample.

FIGURE 5
(A) Simulated concentration fields of Nb, (B) phase field, and (C) SEM images at the homogenization temperature of 1,080°C for 0–4.0 h.
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the 1-D PFT model due to the absence of diffusion in primary

phase. The S/L interface of the multiphase-field model is a

dispersion interface with a certain thickness, and no obvious

solid/liquid boundary in the calculation results of Nb solute

distribution showing an increasing trend as a whole. As

shown in Figure 3D that in the solidified matrix phase, the

Nb solute concentration calculated via the multiphase-field

model is higher than that calculated by PFT model. The

higher part is the difference of Nb concentration calculated by

PFT and multiphase-field models due to the solute trapping in

the rapid solidification, which proves that multiphase-field

simulation can effectively capture solute trapping. The phase

filed model provides the possibility for the accurate simulation of

solidification microstructure characteristics, which is an essential

foundation for optimizing the subsequent heat treatment

process.

4.3 Effect of homogenization time on
microstructure andmechanical properties

Based on the simulated results of as-built Inconel

718 samples, the evolution of microstructure in subsequent

homogenization process is carried out to analyze the effect of

homogenization time on its microstructure evolution and

mechanical properties. As shown in Figures 5A, B, the solute

fields of Nb and phase field in the cellular substructure are

simulated at the homogenization temperature of 1,080°C for

0.5–4.0 h by phase-field method. The results indicate that the

solute distribution gradually tends to be uniform, and the

fraction of Laves phase is significantly reduced during the

homogenization process. Under the same conditions, the

experimental results are also shown in Figure 5C, which also

indicate the reduction of Laves phase particles in size and number

density. Since the NbC phase will not dissolve in the

homogenization process, it is ignored in the phase field

calculation. Therefore, compared with the calculated results, it

seems that there are more second phases in the experimental

results. Some solutes, such as Nb, Ti, Al, required for

strengthening phase are contained in brittle Laves phase,

which would result in initiation and propagation of cracks.

Therefore, one of the purposes of homogenization is to

dissolve Laves phase particles as many as possible, so as to

release the solutes required for strengthening phases and

improve the effect of subsequent aging strengthening.

The area fractions of Laves phase and homogenization time

in the simulation and experimental results show a nonlinear

relationship as shown in Figure 6A. The distribution trend of the

calculated results agrees with the experimental results, which

proves the reliability of the calculated results. Although the

measurement method has been standardized as much as

possible, it will inevitably lead to measurement error and

hinder its validation of the simulation results. However, it

does not affect the analysis of the microstructure evolution

during the homogenization process. During the short-time

homogenization process (less than 1.0 h), the area fraction of

Laves decreases rapidly with the increase of homogenization

time. However, with the increase of the homogenization time, the

Laves area fraction decreases slightly during a longer

homogenization time (above 1.0 h). According to Figure 6B,

the solute diffusion is promoted by high concentration

gradient of as-built Inconel 718 samples at the beginning of

homogenization, and the dissolution rate of the secondary phase

(Laves phase) is higher. The solutes in the substructure have been

evenly distributed at the homogenization time of 0.5 h. With the

increase of homogenization time (more than 0.5 h), the solute

FIGURE 6
At the homogenization temperature of 1,080°C for 0.5–4.0 h, (A) area fractions of Laves phase in simulation and experimental results, (B)
distribution curves of Nb element along the radius of cellular substructure simulated by phase-field.
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concentration distribution in the substructure becomes uniform,

so that solutes diffusion rate decreases, and dissolution rate of the

secondary phase decreases.

The grain orientation evolution under conditions with

different homogenization times (0.5 h–4.0 h) at 1,080°C was

analyzed by EBSD maps, as shown in Figures 7A–D, and twin

grain boundaries are marked by black lines. With the increase of

the homogenization time, the morphology of the strip-shaped

grains on the XY plane no longer exhibit the regularity of parallel

arrangement gradually. The grains are merged and keep growing,

and the average grain radius increase from 4.9 μm of the as-built

sample to 13.5 μm of the homogenized sample at 1,080°C for

4.0 h, as shown in Figure 8A. There are about 67% area fraction of

the Laves phase generated during L-PBF process are dissolved at

homogenization time of 0.5 h. After a longer time (more than

1.0 h) of homogenization, the twins grow significantly. The area

fractions of twins under the homogenization conditions of 1.5 h,

2.0 h, and 4.0 h are 22.43%, 27.78%, and 46.41%, respectively.

The subsequent solid solution (S: 980 °C/1 h) and double aging

(A: 720°C/8 h + 620°C/8 h) treatments are carried out for the

samples homogenized with different time to analyze the effect of

homogenization time on the final mechanical properties of

Inconel 718 samples fabricated via L-PBF. The evolution of

the microstructure during homogenization process will also

affect the microstructure characteristics and mechanical

properties of the final aged samples.

Figures 8B, C shows stress-strain curves, ultimate tensile

strength and yield strength of the aging-heat-treated Inconel

718 samples. The results indicates that with the increase of

homogenization time, the strength also increases initially and

then decreases, reaching the maximum at homogenization time

of 0.5 h. The ultimate tensile strength is 1,465 ± 9 MPa, which is

about 6% higher than that of 1,378 ± 5 MPa at the

homogenization time of 1.5 h. The yield strength is 1,334 ±

12 MPa, which is 14% higher than that of 1,165 ± 7 MPa when

the homogenization time is 1.5 h. However, the elongation of the

final aging-heat-treated Inconel 718 samples under the condition

of homogenization time of 0.5 h decreased from 23.6 ± 0.8% to

17.9 ± 0.5% in reference to the condition of homogenization time

of 0.5 h. Although the ductility at the homogenization time of

0.5 h is significantly reduced, it is still higher than the minimum

value of 12% specified in the AMS5663 M (for Inconel

718 components, ultimate tensile strength and the yield

strength are 1,276 MPa and 1,034 MPa respectively).

FIGURE 7
EBSD IPF images of Inconel 718 samples fabricated via the L-PBF at homogenization temperature of 1,080°C for different times (A) 0.5 h, (B)
1.5 h, (C) 2.0 h, and (D) 4.0 h.
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The distribution and electron diffraction patterns of

strengthening phases (γ′, γ″) along the [011] and [1 10] zone

axes of HSA heated samples at the homogenization time of 0.5 h

and 1.5 h are shown in Figures 9A, B. The superlattice reflections

(100) and (010) of γ′ precipitates, and (110) arose both from γ′
and γ″ phases. The reflections of (1 1/2 0) and (1/2 1 0) belong

only to γ″ precipitates. Figure 9B indicate that more and finer

strengthening phases particles precipitate from matrix phase

with longer homogenization time. The average length of γ″
phase particles decreases from 22.6 nm to 14.6 nm as the

homogenization time increase from 0.5 h to 1.5 h, and its

number density increases from 1.36 × 103/μm2 to 2.54 × 103/

μm2. The results show that long-time homogenization is

beneficial to improve the effect of aging strengthening. Figures

9C, D shows the fracture morphologies of tensile specimens of

the final aging-heat-treated at different homogenization times.

All of them are dominated by ductile fractures. The results

indicated that at the homogenization time of 1.5 h, there are

many finer and uniform dimples. However, at the

homogenization time of 0.5 h, the fracture presents dimples

with uneven depth and size, and a small amount of quasi-

cleavage fracture morphology appears locally. The above

fracture patterns are consistent with the change of elongation

after fracture under corresponding conditions.

The simulation and experimental results show that a large

number of Laves phase particles at cellular substructure and grain

boundaries are dissolved. When the homogenization time

increases to 0.5 h, the solutes, such as Mo and Nb, Ti, are

greatly increased and evenly distributed gradually. The

increase and uniform distribution of solutes in the matrix

phase are beneficial to achieve high yield strength. Therefore,

strength increase as the homogenization time increases when the

homogenized time is less than 0.5 h, as shown in Figure 8C.

However, when the homogenized time is greater than 1.0 h, the

strength of the aged Inconel 718 samples decreases with the

increase of homogenization time. One reason is that many

annealing twins are generated and growth. The other reason is

that the grains grow significantly as the homogenization time

increases, which also adversely affects the strength. According to

the simulated results in the homogenization, a large number of

Laves phase particles have been dissolved and the solutes have

been distributed evenly at the homogenization time of 0.5 h. In

addition, when the homogenization time is 0.5 h, there is no

obvious grain evolution according to experimental results.

FIGURE 8
(A) Average grain size, area fraction of twins, simulated concentration gradient of Nb, and area fraction of laves phase at homogenization
temperature of 1,080°C for different times, (B,C) ultimate tensile strength and yield strength of HSA heated Inconel 718 samples at different
homogenization time.
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Therefore, under the combined effects of solute concentration

evolution, secondary phase dissolution, annealing twin evolution,

and grain growth, the strength shows non-monotonic trends.

They increase initially and then decrease with the increase of

homogenization time, reaching the maximum at the

homogenization time of 0.5 h.

Based on the homogenization simulation results, δ phase

(Ni3(Nb, Ti)) and strengthening phases (γ″, γ′) precipitated in

solution and double aging heat treatments with different process

parameters will be modeled in our future study. The δ phase

precipitated at the grain boundaries during the solid solution can

strengthen grain boundaries, but it also consumes the solutes

required for strengthening phases. Microstructure simulation

method are useful to study the precipitation and evolution of

δ phase under different solution parameters to balance the effects

of grain boundary strengthening and aging strengthening.

According to the precipitation strengthening mechanism and

mechanical property test results, the effects of size and volume

fraction of precipitate phases on mechanical properties are

valuable for obtaining the most suitable heat treatment

parameters.

5 Conclusion

In this paper, based on the solidified microstructure model

established by multiphase field simulation, the effects of

homogenization time on microstructural evolution and

mechanical properties are analyzed and optimized. The

following conclusions are obtained:

1) Considering the solute trapping in the solidified

microstructure model, the simulated results are consistent

with the experimental results, such as solute distribution and

area fraction of the secondary phase (Laves). The advantages

of the multiphase-field model in calculating solutes

distribution in L-PBF printed Inconel 718 are demonstrated.

2) Combining phase field simulations and experimental studies,

it is found that when the homogenization time is 0.5 h, 67%

area fraction of the laves phase are dissolved and the

concentration gradient of Nb along the radius of the

cellular substructure decreases from the initial 1.217 wt%

to 0.001 wt%, which have achieved the homogenization

purpose.

FIGURE 9
(A,B) Bright-field TEMmicrographs and electron diffraction patterns of strengthening phases (γ′, γ″) along the [001] and [1 10] zone axes, (C,D)
fracture surfaces of HSA heated Inconel 718 samples at homogenization time of 0.5 h and 1.5 h.
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3) Under the condition of homogenization time of 0.5 h optimized

by phase filed simulation, the yield strength (YS) is 1,334 ±

12MPa, and the ultimate tensile strength (UTS) is 1,465 ±

9MPa. Compared with that at the homogenization time of 1.5 h,

i.e., standard HSA heat treatment (AMS 5383), the YS and UTS

are increased by 14% and 6%, respectively.
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