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Editorial on the Research Topic

Ethical challenges in AI-enhanced military operations

This Research Topic primarily focuses on the people—military personnel throughout

the command structure—who serve in combat settings with AI-enabled machines. In a

battlespace where machine autonomy is increasingly assuming functions once restricted to

human beings, maintaining clear lines of human responsibility is of paramount importance.

Clarifying this issue should improve ethical instruction within military training and

educational institutions, as well as change how AI developers design their technologies. In

turn, this will render ethical guidelines better tailored to the battlefield scenarios military

personnel will confront in the future.

This collection aims to yield moral guidelines for the variety of military uses of AI

technology, primarily in three areas:

Conventional armed conflict/battlefield combat;

Cyber military operations and cyber conflict;

Strategic planning for war and data-driven battlefield management.

Additionally, these essays examine the impact on the competency and character of

human operators, inter alia, through the lens of virtue ethics. That is, they focus on

individual character and the cultivation of moral predispositions that empower us to act

responsibly amid the challenges to personal and professional life increasingly posed by

the use of artificial intelligence in cyber security, kinetic warfare, and intelligence and

strategic planning.

Within cyber security, AI-based tools can be used in both offensive and defensive cyber

applications, from malware detection, network intrusion, and phishing and spam detection

to intelligent threats and tools for attacking AI models. AI-based systems and their use in the

kinetic battlefield encompass autonomous vehicles, drones, and swarms. Finally, intelligence

systems that enable the examination and analysis of large data sets and integration of inputs

from a vast array of sources enable ever-more effective planning, battlefield management,

surveillance, and development of data-driven strategies focused on defense and national

security (as is currently happening in Ukraine).

This Research Topic of “Frontiers in Big Data” originated as part of a

project (“Warring with Machines: Artificial Intelligence and the Relevance of

Virtue Ethics”) at the Peace Research Institute Oslo (PRIO) focused on the

uses and ethical impact of AI in military settings and special operations. Most

of the papers were refereed and presented initially at international conferences
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held in Rome (and co-organized by PRIO and Notre Dame

University’s Technology Ethics Center), at the McCain Conference

in Annapolis, USA (organized by the Stockdale Center at the US

Naval Academy in association with PRIO), as well as at annual

conferences of the International Society of Military Ethics in

Europe and the USA. Others were received in response to an

international CFP through the Loop Science Network.

The papers encompass four research areas, each addressing

the challenges of AI-enhanced military operations: (1) Artificial

Intelligence and the Ethics of Warfare; (2) The Impact of Military

Reliance on AI upon Human War Fighters and Their Control of

Warfare; (3) Dignity and Respect; and (4) Gender Bias in Narratives

of War.

The first topic includes a paper published separately from

this Research Topic by Frontiers, namely, Regan and Davidovic

(2023) “Just Preparation for War and AI-Enabled Weapons”,

as well as the papers “The Comparative Ethics of Artificial-

intelligence Methods for Military Applications” by Rowe, and

“The PRC Considers Military AI Ethics: Can Autonomy be

Trusted?” by Metcalf. All three address AI in warfare from a

military ethics perspective, addressing proper preparation and

testing, the ethics of different algorithms in use, and the deeply

political way in which the military ethics of AI is understood

in China.

The second topic is addressed by Hovd in the paper

“Tools of War and Virtue-Institutional Structures as a Source of

Ethical Deskilling”, which analyses military virtues as a species

of moral virtues mediated by institutional and technological

structures, meaning that professional roles and institutional

structures are constitutive parts of what makes these virtues

what they are, and thus the most likely source of ethical

deskilling. The paper “On the Purpose of Meaningful Human

Control” by Davidovic critically discusses and analyses calls for

proper control of AI-enabled weapons systems, focusing on the

purpose of such control, while “The Ethics of AI-assisted War

Fighter Enhancement Research and Experimentation” by Moreno

et al. discusses the problem of AI-wired war fighters facing

affronts to cognitive liberty and to psychological and physiological

health, as well as obstacles to integrating into military and civil

society during their service and upon discharge, emphasizing

the importance of ethics in the research underlying the use of

such technologies.

The third topic includes the paper “Resolving Responsibility

Gaps for Lethal Autonomous Weapon Systems” by Taylor Smith,

in which the author suggests an understanding of collective

responsibility for AI outcomes that can help resolve the “problem

of many hands” and “responsibility gaps”. It also includes

Kahn’s “Lethal Autonomous Weapons Systems and Respect for

Human Dignity”, which discusses whether actions involving the

use of AI-enhanced weapons can respect human dignity. Kahn

suggests criteria for the possibility of answering that question in

the affirmative. Finally, “Lethal Autonomous Weapons Systems,

Revulsion, and Respect” by Dean raises the issue of respect for

public opinion and conventional attitudes as one develops lethal

autonomous weapons systems, those opinions and attitudes often

being very skeptical toward the development of such weaponry.

The fourth and last topic is addressed by Fisher in “The Role of

Gender in Providing Expert Advice on Cyber Conflict and Artificial

Intelligence to Military Personnel”. Fisher argues that, as the role

of cyber and AI grows in military operations, there is a need for

military institutions to take gender into account in both training

and policy, not least due to the fact that gender stereotypes attach

to the role of cyber-engineer.

Together, these papers focus on the impact of current and

anticipated military uses of AI-augmented technologies within

the framework of military ethics and the just war tradition, as

well as unique individual moral challenges that such technologies

present. The effect of AI-augmentation on conceptions of human

dignity, respect, and gender roles in military settings is found to

be particularly problematic. Specific responses and remedies to the

major problems described are proposed where feasible.
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Lethal autonomous weapon
systems and respect for human
dignity

Leonard Kahn*

College of Arts and Sciences, Loyola University New Orleans, New Orleans, LA, United States

Much of the literature concerning the ethics of lethal autonomous weapons

systems (LAWS) has focused on the idea of human dignity. The lion’s share

of that literature has been devoted to arguing that the use of LAWS is

inconsistent with human dignity, so their use should be prohibited. Call this

position “Prohibitionism.” Prohibitionists face several major obstacles. First,

the concept of human dignity is itself a source of contention and di�cult

to operationalize. Second, Prohibitionists have struggled to form a consensus

about a property P such that (i) all and only instances of LAWS have P and

(ii) P is always inconsistent with human dignity. Third, an absolute ban on

the use of LAWS seems implausible when they can be used on a limited

basis for a good cause. Nevertheless, my main purpose here is to outline

an alternative to Prohibitionism and recognize some of its advantages. This

alternative, which I will call “Restrictionism,” recognizes the basic intuition at

the heart of Prohibitionism - namely, that the use of LAWS raises a concern

about human dignity. Moreover, it understands this concern to be rooted in

the idea that LAWS can make determinations without human involvement

about whom to target for lethal action. However, Restrictionism di�ers from

Prohibitionism in several ways. First, it stipulates a basic standard for respecting

human dignity. This basic standard is met by an action in a just war if and

only if the action conforms with the following requirements: (i) the action is

militarily necessary, (ii) the action involves a distinction between combatants

and non-combatants, (iii) noncombatants are not targeted for harm, and (iv)

any and all incidental harm to non-combatants is minimized. In short, the use

of LAWS meets the standard of basic respect for human dignity if and only if it

acts in a way that is functionally isomorphic with how a responsible combatant

would act. This approach leaves open the question of whether and under what

conditions LAWS can meet the standard of basic respect for human dignity.

KEYWORDS

military ethics, AI ethics, lethal autonomous weapon systems, artificial intelligence,

applied ethics

Much of the literature concerning the ethics of lethal autonomous

weapons systems (or LAWS as they are usually called) has focused

on the idea of human dignity, and the lion’s share of that

literature has been devoted to arguing that (1) the use of LAWS

without meaningful human control violates human dignity, so

(2) their use is morally prohibited and, therefore, (3) should be
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illegal.1Peter Asaro provides an admirably clear statement of this

view when he writes,

As a matter of the preservation of human morality,

dignity, justice, and law we cannot accept an automated

system making the decision to take a human life. And

we should respect this by prohibiting autonomous weapon

systems (Asaro, 2012).2

Call this view “Prohibitionism.”

There is much to be said in favor of Prohibitionism.

It proceeds from intuitive premises, and it has clear policy

implications that align well with general concerns about limiting

the use of lethal violence in war. However, I take a different

but related approach in this paper. In particular, I sketch an

underexplored alternative to Prohibitionism and briefly offer

considerations in favor of it. I conclude by suggesting some

implications for the development of LAWS.

In order to understand this alternative view a little better, it

will be helpful to take a step back and get a better look at the

broader conceptual landscape. To that end, consider two claims

that will be of central importance throughout my discussion:

• The Permissibility Claim:With respect to considerations of

human dignity, it is morally permissible to use LAWS.

• The Requirement Claim: With respect to considerations of

human dignity, it is morally required to use LAWS.3

There are a number of ways to mix and match evaluations of

the Permissibility Claim and the Requirement Claim, but only

two are important here. First, Prohibitionists are committed

to the view that both the Permissibility Claim and the

1 I will be concerned in this paper only with the use of LAWS without

meaningful human control since their use with meaningful human

control - i.e., without full autonomy - is less interesting and involves

complications and qualifications that I cannot address here. In order to

avoid tedium, I will drop the phrase “without meaningful human control”

in the rest of this paper, but I take it as understood. Onmeaningful human

control, see Santoni de Sio and Van den Hoven (2018).

2 See also, e.g., Docherty (2014), Sparrow (2016), Heyns (2017), Rosert

and Sauer (2019), Sharkey (2019), Sauer (2021), and Saxon (2021). I look

at some arguments o�ered in favor of Prohibitionism later in this paper.

For earlier criticism, see Birnbacher (2016).

3 Obviously, the domain of agents a�ected by the Requirement Claim

is limited to those who can use LAWS since “ought,” in some suitable

sense, entails “can” (Gri�n, 2010). I understand permitted and required

in the standard way these terms are mutually defined in deontic logic. X is

permitted to do F if and only if X is not required not to F, and X is required

to do F if and only if X is not permitted not to do X (Føllesdal and Hilpinen,

1970; Rönnedal, 2010, p. 29).

Requirement Claim are always false. Second, the alternative that

I’ll explore maintains that both the Permissibility Claim and the

Requirement Claim are sometimes true and sometimes false,

depending on context, particularly the level of technological

development. I’ll call this alternative “Weak Restrictionism.”

More about Weak Restrictionism in a moment. I owe

the reader a few words about the idea of human dignity,

though I can treat this topic only superficially in the space

available to me. It is important to begin by acknowledging

frequent complaints that human dignity is a “useless concept”

(Macklin, 2003) or a “squishy, subjective notion, hardly up to

the heavyweight moral demands assigned to it” (Pinker, 2008).

We should recall that complaints of this kind are not new

or unique to discussion of LAWS. Michael Rosen reminds us

that Schopenhauer denounced talk of the “dignity of man” as

“the shiboleth of all the perplexed and empty-headed moralists

who conceal behind that imposing expression their lack of any

real basis of morals, or, at any rate, of one that had meaning”

(Schopenhauer, 1998; quoted in Rosen, 2012, p. 1).4

Of course, it’s easy to caricature and then ridicule the idea

of human dignity. This is a tempting mistake - but a mistake

nonetheless. While there’s no doubt both that the concept

is not fully understood (Kateb, 2014) and that competing

interpretations of it are often difficult to operationalize (Polonko

and Lombardo, 2005), we can try to make some progress.

For the purposes of this paper, I understand human dignity

as a status concept.5 A little more precisely, human dignity

concerns the moral standing that human beings have in

virtue of the intrinsically valuable features that characterize

most mature members of our species. According to this way

of thinking, human dignity can play the role of justifying

international humanitarian law (Regan, 2019, p. 213) and

international human rights law (Luban, 2015, p. 270). Actions

and attitudes that treat human beings as if they lacked these

valuable qualities are threats to human dignity since they

treat us in ways that are humiliating.6 For now, let me note

that human dignity so understood need not be based on

“absolute, unconditional, and incomparable value or worth”

(Parfit, 2011, p. 239). The view that human dignity has no

rivals with regard to the value on which it is based—a view

associated with Kant (Dean, 2006, p. 37)—is consistent with

what I will say here, though it is not entailed by it. All

that matters for the purposes of this paper is that the phrase

“human dignity” denotes a high moral status that imposes

4 Rosen’s characterization of Schopenhauer as the “the Ebeneezer

Scrooge of nineteenth-century philosophy,” is too good to

leave unmentioned.

5 Luban (2007, p. 89) and Lysaker and Syse (2016, p. 117–118).

6 On human dignity as non-humiliation, see Margalit (1996), Jaber

(2000), Nussbaum (2009), Luban (2009), Killmister (2010), Sharkey (2014),

Vorhaus (2015), Coghlan (2018), and Gisbertz (2018).
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significant moral restrictions on certain classes of actions and

attitudes. This is not the place to enumerate these features or

explain why they are valuable. Such features, while perhaps

not unknowable, are certainly not easily known and require

a separate line of inquiry (Barrett, 2013, p. 5). Rather, I will

fall in line with a tradition of grounding to at least some

degree human dignity in personal autonomy, our capacity to

govern ourselves in light of our values, suitably understood (e.g.,

Oshana, 2016).

Now that we have a barebones account of human

dignity let’s work our way back to Prohibitionism and

Weak Restrictionism by means of the Principle of

Discrimination, which requires us both to distinguish

between enemy combatants and non-combatants and to

avoid targeting the latter for harm.7 Some Prohibitionists

connect the idea that the use of LAWS is a violation of

human dignity with the idea that their use transgresses

against the Principle of Discrimination (Gubrud,

2014).

Their use transgresses against the Principle of

Discrimination, on this line of thinking, for at least two

reasons. First, the sensory systems of LAWS are incapable

of distinguishing reliably between combatants and non-

combatants, because there is no algorithm for determining

whether someone is a combatant. Or, as Sharkey puts it,

LAWS “do not have adequate sensory or vision processing

systems for separating combatants from civilians, particularly in

insurgent warfare, or for recognizing wounded or surrendering

combatants” (2012, p. 288). Second, LAWS lack higher-order

situational awareness that would promote the capacity to make

this distinction (Sharkey, 2019, p. 76). These are, I acknowledge,

just two complaints. One might add that LAWS are likely to

have a hard time recognizing attempts to surrender. But this

will do.

This, if true, shows that the use of LAWS could be a

violation of the Principle of Discrimination. But a further

argument would be necessary to show that this violation would

also constitute an offense against human dignity. Satisfactory

arguments of this sort can be harder to find, but a promising

start can be found with the observation that actions that

ignore the distinction between combatants and non-combatants

thereby fail to recognize and treat appropriately the value of the

personal autonomy of those who have chosen not to become

combatants and who have, therefore, rendered themselves

7 The devil is in the details when it comes to the Principle of

Discrimination, as is so often the case. See Nagel (1972), Walzer (1977,

p. 160–175), McMahan (2009, p. 11–12), and Frowe (2015, p. 82–83).

However, discussion of these details can be postponed until another

time, and the flatfooted distinction I make here between combatants and

noncombatants can be nuanced as necessary.

essentially defenseless against the use of armed force.8If we

transgress against the Principle of Discrimination, then we

treat humans as if they were non-humans who cannot make

the choice to refrain from harming others by not engaging

in military service and, in the process, rendering themselves

vulnerable—indeedmortally vulnerable—to others.9In doing so,

we blatantly ignore one of the characteristic features of our

species—personal autonomy—that makes our lives intrinsically

valuable.10

I think we should grant the Prohibitionist the claim that

violations of the Principle of Discrimination are infringements

of human dignity in more or less the way that I’ve just suggested.

And I think we should also acknowledge that the use of LAWS

can be a violation of the Principle of Discrimination, especially

given their fairly crude level of development at the moment.

Hence, it is at least sometimes the case that the Permissibility

Claim is false. But even if we concede that the use of the fairly

primitive LAWS now available would be a violation of the

Principle of Discrimination, it does not follow that the same will

be true of the use of future LAWS. Along those lines, consider a

somewhat complicated scenario I will call

Case 1: Alfastan is fighting a just war against Betaville.

Gamma, an officer in Alfastan’s military, has the opportunity

to capture Point Delta, which is necessary to Alfastan’s

effort to accomplish its just war aims. However, the only

soldiers available to Gamma at the moment are in Company

Epsilon. Gamma believes that these warfighters will violate

the Principle of Discrimination if they are ordered to

take Point Delta. Nevertheless, Gamma can instead use

highly sophisticated LAWS to take Point Delta. These

futuristic LAWS can distinguish between combatants and

non-combatants with a high degree of accuracy, thereby

vastly lowering the risk of a violation of the Principle of

Discrimination.11

It seems to me that it is permissible on the basis of

considerations of human dignity for Gamma to use their LAWS

8 The fact that non-combatants have chosen not to make themselves

liable to attack does not entail that all combatants have chosen to do so.

Whether all combatants are indeed liable to attack is not something that

needs to be resolved in this paper. I am grateful to an anonymous referee

for pushing me to clarify this point.

9 Perhaps those who have been coerced into the role of combatant

have a di�erent status than those who have assumed the role in the

absence of coercion. But the brevity of this paper requires painting with

a broad brush.

10 For an alternative approach to human dignity and the Principle of

Discrimination, see Kasher (2014).

11 An anonymous referee pointed out, reasonably enough, a similarity

between Case 1 and some thought experiments in Strawser (2010).

However, Strawser’s focus is on neither autonomous weapons nor

human dignity.
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instead of the soldiers in Company Epsilon to take Point

Delta. This fact weighs against understanding the Permissibility

Claim as always false, as Prohibitionists maintain. Or, to put the

matter a little differently, if my judgment is correct then it is

sometimes permissible on the grounds of human dignity to use

LAWS. Now consider

Case 2: This case is similar to Case 1 except that by

taking Point Delta, Gamma can prevent large-scale assaults

on the basic human dignity of a group of non-combatants,

which Gamma is certain will otherwise occur as a result of

the actions by their adversary.

Plausibly, on the basis of considerations of human dignity,

it is not only permissible but required for Gamma to use

their highly sophisticated LAWS instead of their soldiers to

take Point Delta in Case 2. That is to say, one would not be

permitted not to use LAWS in this situation. Why? Only by

using these LAWS, which do not themselves violate the Principle

of Discriminaiton, can Gamma prevent the large-scale assaults

on the human dignity of many non-combatants. If Gamma is

required to do so, then there are at least some situations in which

the Requirement Claim is true, a fact which is consistent with

Weak Restrictionism but not with Prohibitionism.

It might be objected that the two thought experiments

I’ve offered rely too heavily on warfighters being incapable or

unwilling to act on the Principle of Discriminaiton. So consider

what I will call the maximalist extension of the Principle of

Discrimination: If one can employ several means M1, M2, . . .

Mn, etc. to achieve an otherwise morally legitimate military

objective, and one of the means, Mi is more likely than any

of the other means to distinguish non-combatants from enemy

combatants while not targeting the former for harm, then there

is a pro tanto reason to use Mi rather than any other means.12

The reason to favor Mi is only prima facie since there might be

countervailing reasons that favor another means. Nevertheless,

if the maximalist extension of the Principle of Discrimination

is correct,13 then there are more possible circumstances in

which the use of LAWS is not only permissible but required by

considerations of human dignity. Consider

Case 3: The case is similar to Case 2. However, Gamma

can also use Company Zeta to take Point Delta (to avoid

the widespread assaults on human dignity), where Company

12 To be sure if there are two means Mj and Mk that are equally

likely than another of the other means to distinguish between enemy

combatants and noncombatantswhile not to targeting the latter for harm,

and no other means are more likely than these, than there is a pro tanto

reason to use either Mj or Mk.

13 One way to vindicate the maximalist extension of the Principle of

Discrimination is by means of the Doctrine of Double Intention. See Lee

(2004) and Zohar (2007).

Zeta, unlike Company Epsilon, would be unlikely to violate

the Principle of Discrimination in the process. However,

Gamma could instead use a highly advanced form of LAWS

to take Point Delta. This LAWS is even more likely than

the members of Company Zeta to distinguish accurately

between enemy combatants and non-combatants and to

avoid targeting non-combatants for harm.

In the absence of any countervailing considerations, I think

Gamma is required by considerations of human dignity to use

LAWS in Case 3 since it will achieve the same end of avoiding

assaults on human dignity and do so by employing a means that

is less likely to be a violation of human dignity.

More generally, Case 3 points to a surprising conclusion.

Even in circumstances where it is possible meet human

standards of discrimination, the continued development of

technology and artificial intelligence might make it the case that

we are required nevertheless to use LAWS precisely because

doing so is more reliably discriminate. Warfighters might “be all

they can be” yet still not be enough to do what they are required

to do. In such cases it might be that human moral virtue must

take a back seat to inhuman technological excellence.

Let me turn now to another suggestion made by

Prohibitionists about how the use of LAWS is a threat to

human dignity. This suggestion is more difficult to articulate

adequately than the previous one, and it has many critics. My

aim here is not to demonstrate its truth; it is to show that,

even if we conceded to Prohibitionists that LAWS are a threat

to human dignity in this way, Weak Restrictionism is still a

more plausible position than Restrictionism. Greg Reichberg

and Henrik Syse get us off to a good start with regard to this

suggestion when they propose the possibility that “To be killed

by machine decision would debase warfare into mere slaughter,

as though the enemy combatant were on a par with an animal

killed on an automated conveyor belt” (Reichberg and Syse,

2021, p. 153).14 However, it might get slightly closer to the view

of many Prohibitionists to say that the use of LAWS debases not

warfare but rather the human dignity of those who are caught

up in it.

In order to get a better grip on this slippery idea, imagine

(and here I betray my roots as a full-time college administrator)

that your university has just purchased a derelict building that

it plans on tearing down and replacing with a new dormitory

for the university’s students. However, the derelict building is

infested with vermin, who are carriers of a lethal disease. While

it is possible to send in workers to eradicate the pests, it is also

possible to send in an autonomous robot to do the job. All other

things being equal, many of us would think that sending in the

autonomous robot is no worse—and possiblymuch better—than

sending in workers to do the same. The thought here is that

14 See also, e.g., Goose and Wareham (2016), Leveringhaus (2018), and

Rosert and Sauer (2019).
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when it comes to eliminating vermin, there is nothing wrong

per se about allowing lethal determinations to be made by non-

humans. But many of us balk when it comes to permitting

these lethal determinations to be made by non-humans when

it is human lives on the line. The thought continues that, even

if the autonomous robot is just as accurate as a human being

concerning who is to be targeted with lethal force, the use of

the autonomous robot transforms an act of war into something

akin to the slaughter of an unwanted rodent. The use of an

autonomous robot, such as a LAWS, expresses, the thought

concludes, an attitude of contempt toward humans that amounts

to an assault on human dignity. Note that the point here is not

that the deaths of those killed by LAWS would be more painful,

more protracted, or more gruesome. It might or might not be

any of these things, but these issues are orthogonal to the point

at hand - namely, that the action expresses contempt for the

combatants and their value as human beings.

Before commenting on this suggestion, I will need to make

two further points about the nature of human dignity. First, it is

possible to distinguish two distinct levels of human dignity. This

distinction is easier to see when considering concrete examples

of human dignity being violated. Begin with the plausible

thought that being denied certain goods that are not central to

the exercise of personal autonomy over the course of an entire

life can count as a violation of one’s human dignity. For example,

suppose that your sexual orientation is not those of the majority

of the people among whom you live.

Nevertheless, I think that there is a significant qualitative

difference between violations of human dignity of this sort

and violations associated with, for instance, torture (Luban,

2007, p. 162–204), rape (Nussbaum, 2009), and enslavement

(Hörnle, 2012). In cases such as these, the contravention of

human dignity is a thing apart from the cases of bigotry

described above, loathsome though they are. I can offer no

more than a promissory note here to explain this difference in

greater detail, but I think it will do for our present purposes to

distinguish between basic human dignity and non-basic human

dignity. Violations of basic human dignity are those that have a

significant negative effect on our most fundamental abilities as

humans to live self-directed lives within the bounds of morality.

To be sure, this distinction between basic and non-basic human

dignity deserves more care and can be drawn with considerably

more nuance than I have allowed myself here. Nevertheless, a

rough-and-ready version of the distinction will be enough for

the moment.

Here is the second point I want to make about human

dignity. Addressing issues of basic human dignity is considerably

more urgent than addressing issues of non-basic human dignity.

Rather dogmatically, I will say that the two forms of human

dignity have something approximating a lexical relationship

with regard to their moral importance. Let me spell out in some

detail what I mean by that claim. Consider an agentAwho has in

their power the ability by acting to affect a group of stakeholders

S1 through Sn. Imagine that ifA can do either one of two actions,

a1 or a2. And further imagine that if A does a1, then they

will ensure that at least one of S1 through Sn does not suffer a

violation of their basic human dignity. However, if A does a2,

then Awill not ensure that at least one of S1 through Sn does not

suffer a violation of their basic human dignity, though they will

bring it about that at least one of S1 through Sn does not suffer

a violation of their non-basic human dignity. Let the Priority

Hypothesis be that in these conditions A is required to do a1,

even though doing so will allow for a violation of non-basic

human dignity among the stakeholders.

Even in its current form, the Priority Hypothesis provides

support for Weak Restrictionism. In order to see why this is

the case, return to Case 1. Assume for the sake of argument

that the use of Epsilon Company to take Point Delta does not

express contempt for the human dignity of the combatants

who would defend it but, consistent with the suggestion of

the Prohibitionists, that the use of LAWS would do so. But

recall from this thought experiment that the LAWS will also

more reliably distinguish between enemy combatants and non-

combatants and while avoiding targeting non-combatants for

harm than the other options available to Gamma. I think it is

plausible to say that disregarding the opportunity to safeguard

non-combatants is most likely a violation of basic human

dignity, while expressing contempt toward combatants is more

credibly a violation of non-basic human dignity. An act that

fails to be as discriminate as possible certainly has a significant

negative effect on our most fundamental abilities as humans to

live self-directed lives within the bounds of morality since it

will, for that very reason, result in injuries and death to those

who have chosen not to be combatants. However, an act that

expresses contempt toward combatants will not, per se, have a

negative impact of this kind. The combatants who are injured

and killed by the LAWS will not be diminished as humans by

the attitude expressed by the use of the LAWS. The expression

itself will not prevent them developing and promoting the

valuable properties that are characteristic of being human. But

the Priority Hypothesis requires us to give greater priority to

avoiding the violation of basic human dignity than the violation

of non-basic human dignity.

To say all of this, of course, is not to endorse or to trivialize

such expressions of contempt. If Prohibitionists are correct that

the use of LAWS does express disdain for human dignity, then

there will be many situations in which it is impermissible to use

them. However, Weak Restrictionists accept this point; indeed,

they insist on it. They differ from Prohibitionists in virtue of

also accepting the claims that it is sometimes permissible and

even required to use LAWS because of considerations of human

dignity. And it appears that in Case 1, the use of LAWS is

required even if we grant the point that their use involves a

violation of non-basic human dignity. Indeed, that is just what

Weak Restrictionists have inmind when they assert that both the

Permissibility Claim and the Requirement Clam are sometimes

Frontiers in BigData 05 frontiersin.org

11

https://doi.org/10.3389/fdata.2022.999293
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org


Kahn 10.3389/fdata.2022.999293

true. One need not throw up one’s hands about the possibility

of dignified death in war to acknowledge this (Scharre, 2018,

p. 288). Nor is it necessary to hold out the hope that “one

can maintain dignity in the face of indignity” (Young, 2021, p.

173). Weak Restrictionists need only maintain considerations

of human dignity sometimes favor the use of LAWS all things

considered, even if they do not do so unambiguously because

it is sometimes impossible to act in ways that have no negative

consequences for human dignity. The use of LAWS would not

be unique among military actions in being ethically ambiguous

for this reason. Something like this might also be true when it

comes to, for example, the ethics of military intelligence (Bailey

and Galich, 2012, p. 86).

One of the conceits of this paper is that it is possible

that there will be LAWS that are better than humans—

perhaps far better than humans—with respect to distinguishing

combatants from non-combatants in the battle space. Implicitly,

I’ve assumed that LAWS can do many other things better

than humans can to avoid violations of human dignity

as well. These ideas are far from new (Arkin, 2010).

However, they are also far from being true of our world

as I write this sentence in July 2022. Currently, there

are few if any contexts in which it would be reasonable

to expect LAWS consistently to perform better than well-

trained and conscientious human combatants with respect

to discrimination. Moreover, it is impossible to say with

certainty when (or perhaps even if ) LAWS will become robust

and competent enough to be deployed in combat without

meaningful human control. So it’s natural to wonder whether

introducing the possibility of futuristic LAWS does anything to

advance the conversation.

Let me conclude by explaining why all of this—I think—

matters. If Prohibitionists are correct, then considerations of

human dignity require us to halt research and development

into LAWS. Since they cannot be used in a manner that is

consistent with human dignity, they should not be developed,

and all of our energy should go into banning their use. Recall

from the beginning of this paper Peter Asaro’s insistence that

“we should respect this [i.e., human dignity] by prohibiting

autonomous weapon systems.” But if Weak Restrictionists are

correct, then considerations of human dignity actually require

further research into and development of LAWS since there

are possible circumstances in which human dignity demands

their use. Furthermore, if Weak Restrictionists are right, then

considerations of human dignity at least partially ought to set

the agenda for how LAWS are to be developed. It also ought to

inform any and all attempts to regulate the development and use

of LAWS at the international level. So the implications of the two

views are very different, and the fact that the LAWS I’ve used in

thought experiments throughout this talk are not yet extant is no

objection.15
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The military applications of AI raise myriad ethical challenges. Critical among

them is how AI integrates with human decision making to enhance cognitive

performance on the battlefield. AI applications range from augmented reality

devices to assist learning and improve training to implantable Brain-Computer

Interfaces (BCI) to create bionic “super soldiers.” As these technologies

mature, AI-wired warfighters face potential a�ronts to cognitive liberty,

psychological and physiological health risks and obstacles to integrating

into military and civil society during their service and upon discharge.

Before coming online and operational, however, AI-assisted technologies

and neural interfaces require extensive research and human experimentation.

Each endeavor raises additional ethical concerns that have been historically

ignored thereby leaving military and medical scientists without a cogent

ethics protocol for sustainable research. In this way, this paper is a

“prequel” to the current debate over enhancement which largely considers

neuro-technologies once they are already out the door and operational. To

lay the ethics foundation for AI-assisted warfighter enhancement research,

we present an historical overview of its technological development followed

by a presentation of salient ethics research issues. We begin with a historical

survey of AI neuro-enhancement research highlighting the ethics lacunae of

its development. We demonstrate the unique ethical problems posed by the

convergence of several technologies in the military research setting. Then

we address these deficiencies by emphasizing how AI-assisted warfighter

enhancement research must pay particular attention to military necessity, and

the medical and military cost-benefit tradeo�s of emerging technologies, all
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attending to the unique status of warfighters as experimental subjects. Finally,

our focus is the enhancement of friendly or compatriot warfighters and not, as

others have focused, enhancements intended to pacify enemy warfighters.

KEYWORDS

artificial intelligence, warfighter enhancement, human research, experimentation,

super soldiers

Introduction

Since the turn of the century, the ethics of research on

human performance enhancement in the civilian setting has

become an area of vigorous scholarship, not only with regard to

compliance with traditional ethical standards but also in light

of developments in related fields like cognitive neuroscience

that seeks to understand the structure of the human brain

and cognition; and artificial intelligence (AI) that seeks to

develop machines capable of performing tasks that would

ordinarily require human cognition. These fields have promise

to enhance human capacities and improve performance in a

range of tasks, such as through the use of brain-computer

interfaces (BCI) that connect humans to computers, potentially

in both directions, and even brain-to-brain interfaces. These

fields, moreover, are interrelated: Neuroscience benefits greatly

from artificial intelligence to probe the human brain and

create novel technologies to investigate and treat disease

or enhance performance. For instance, applications include

emotion suppression, enhanced awareness, WiFi capability, and

the like. AI, meanwhile, benefits from an understanding of

human cognition and neurology to develop better and “smarter”

machines capable of acting autonomously. These convergent

fields are particularly attractive to, for example, the defense

industry, for the ability to combine the lateral thinking and

instinct of warfighters with the processing power of AI.

The military applications of AI raise myriad ethical

challenges across countries [e.g., (Australian DoD (Department

of Defence), 2020; UK Ministry of Defence, 2021)]. Critical

among them is how AI integrates with human decision

making to enhance cognitive performance on the battlefield.

AI applications range from augmented reality devices to

assist learning and improve training to implantable BCI to

create bionic “super soldiers.” As these technologies mature,

AI-wired warfighters face potential affronts to cognitive

liberty, psychological and physiological health risks and

obstacles to integrating into military and civil society during

their service and upon discharge (Denning et al., 2009).

Before coming online and operational, however, AI-assisted

technologies and neural interfaces require extensive research

and human experimentation. Each endeavor raises additional

ethical concerns that have been historically ignored thereby

leaving military and medical scientists without a cogent ethics

protocol for sustainable research. In this way, this paper is a

“prequel” to the current debate over enhancement which largely

considers neuro-technologies once they are already out the door

and operational (ICRC, 2006).

To lay the ethics foundation for AI-assisted warfighter

enhancement research, we present an historical overview of

its technological development followed by a presentation of

salient ethics research issues. We begin with a historical survey

of AI neuro-enhancement research highlighting the ethics

lacunae of its development. We demonstrate the unique ethical

problems posed by the convergence of several technologies in

the military research setting. Then we address these deficiencies

by emphasizing how AI-assisted warfighter enhancement

research must pay particular attention to military necessity,

and the medical and military cost-benefit tradeoffs of emerging

technologies, all attending to the unique status of warfighters

as experimental subjects. Finally, our focus is the enhancement

of friendly or compatriot warfighters and not, as others have

emphasized (Hereth, 2022), enhancements intended to pacify

enemy warfighters.

Historical background of military
artificial intelligence and
neurotechnology

Artificial intelligence and defense
planning

In 1956, computer scientist John McCarthy organized the

Dartmouth Summer Research Conference where the term

“artificial intelligence” was coined. McCarthy was frustrated

that little had been written about the idea that computers

could possess intelligence. The 1956 Dartmouth conference is

regarded as the origin of the approach known affectionately,

and sometimes critically, as “good old-fashioned AI” or GOFAI,

which is built on symbolic reasoning and logic. The more

recent framework that utilizes mathematical models or “neural

networks” capable of searching for patterns in vast quantities

of data is often called “connectionism” and produces machine-

learning using algorithms. Despite its rich history and ubiquity

in the modern world, there remain certain basic disagreements

both about what “AI” really means and whether advances in
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computing will ever lead to human-level intelligence or even

a “superintelligence” that threatens human civilization. These

disagreements about the definition and ultimate power of AI do

not pose problems for this paper as our focus is on AI-enabled

technologies, i.e., those that exploit systems that are generally

regarded as based on principles of AI.

What can be said is that the Dartmouth conference

established a fundamental assumption about the nature of

intelligence itself, as a set of cognitive capacities directed toward

problem-solving: thus any “artificial” intelligence would also be

directed at problem-solving. That has set the tone for the goals

of AI in all its multifarious applications. But intelligence is not

only of the problem-solving variety; it also manifests itself in

social and emotional contexts, for example. The tacit judgment

required in those other contexts and exercised continuously by

cognitively competent mature human beings has so far not been

modeled in machines. Lacking what some logicians loosely call

“intuition,” it is not at all clear that AI can achieve the most

ambitious (and perhaps perilous) milestones often attributed to

it1. In the military setting, the outstanding question is whether

AI can not only reliably contribute to strategic goals and tactical

planning but is also effective at the operational level.

As this debate has evolved in the past decade, US defense

planners have de-emphasized general AI and fully autonomous

systems as a goal, perhaps partly in response to worries about

a “doomsday device” with no human interruption possible, thus

becoming too similar to an automatic weapon. In 2016, speaking

of the US government’s new doctrine for asymmetric advantage

or “offset” over potential adversaries, Deputy Defense Secretary

Robert Work remarked that “people say ‘what’s the Third Offset

Strategy2 about? And they say ‘oh, it’s about AI and autonomy.’

We say no. . . It’s about human-machine collaborative combat

networks.” While the reference to collaboration is reassuring,

collaboration does not imply that absolute human control is

always required. US Department of Defense directive 3000.09

on Autonomy in Weapon Systems currently requires that

all systems “allow commanders and operators to exercise

appropriate levels of human judgment over the use of force.”

In the absence of any system capable of general AI computer

scientists focus on narrow AI, systems that can perform specific

tasks for which they were trained, like the systems for playing

complex games like chess and Go. The limits of narrow AI

1 See for example Erik J. Larson, The Myth of Artificial Intelligence:

Why Computers Can’t Think the Way We Do (Cambridge, Mass: Harvard

University Press, 2021).

2 For nonmilitary readers, “o�sets” refer to the balance of force between

nations, usually in great power conflict. The first o�set in US doctrine

is nuclear deterrence, and the second is stealth and precision guided

munitions to counter larger hostile numerical forces. So, the “third o�set”

often gets used to describe some emerging set of technologies that

will shift the balance of power, and usually (though not always) this is

AI/autonomous systems.

raise questions about hacking and other technical measures

that may interfere with warfighter operations. Flaws in the

algorithms that run narrow AI systems also raise ethical issues,

as in the cases of racial and gender bias. Apart from an

adversary’s disruptive measures and biased coding, research

and development of AI-enabled technology with warfighters

itself poses ethical challenges that brain-computer interfaces

(BCI) exemplify.

The emergence of AI-enabled
brain-computer interfaces

BCI is a paradigmatic example of neurotechnology,

understood as any technology that helps to influence and

understand the brain and its functions. “A BCI is a computer-

based system that acquires brain signals, analyzes them,

and translates them into commands to an output device

to carry out a desired action.” Those signals are able to

control cursors, prostheses, wheelchairs and other devices.

“True” BCI systems use only signals from the central nervous

system (CNS) and not from peripheral muscle nerves. In

general, brain signal acquisition can be accomplished in

two ways. Scalp-recorded EEG signals (eBCI) and wearable

augmented realty (AR) systems are non-invasive (Portillo-

Lara et al., 2021, p. 3). In contrast, intracortical microarrays

(iBCI) vary from semi-invasive neural technologies, such as

electrocorticography (ECoG) that require a craniotomy to

place epidural or subdural electrodes on the surface of the

cortex, to deeply embedded intracortical BCI or ocular or

auditory implants.

These techniques have offsetting advantages and

disadvantages. An eBCI is non-invasive but signal acquisition

through the skull and scalp is difficult, whereas iBCI

may improve signal strength but requires surgery and

its attendant risks. Conventional improvements in BCI-

based devices will function as therapeutic interventions,

e.g., controlling prosthetics to restore capacity, including

restoring nervous system feedback through artificial limbs.

However, these devices can also maintain and enhance

human performance during training and deployment. What

is not settled, however, are the conditions under which these

performance enhancements ought to be tested on or used

by warfighters.

BCI predates AI by decades but can operate under GOFAI or

the newer connectionist models. In the 1920’s, the University of

Jena’s Hans Berger demonstrated the ability to read out electrical

activity in the human brain via electroencephalography (EEG).

The evolution of these fields illustrate how AI and BCI3 have

converged thanks to innovations in reading the brain’s electrical

3 For e�ciency in this paper BCI will be assumed to include human

computer interface (HCI) with specificity in the context of the discussion.
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impulses4. In 1965, UCLA’s Thelma Estrin articulated the

requirements for a signal conversation system such that brain

signals could be “digitized, filtered, classified and translated into

cursor movement, for example, at very high speed.” These were

in effect the requirements for a BCI5. Also at UCLA, “direct

brain-computer communication” was outlined by Vidal (1973).

In the words of one history:

“. . . the subject’s EEG was to be transmitted to an

amplifier the size of an entire desk belonging to the

control area, which comprised two other screens and a

printer. Then, after several steps, including analog-digital

conversion, the signal would enter the IBM 360/91 for

computing. Vidal asked, ‘Can these observable electrical

brain signals be put to work as carriers of information

in man-computer communication or for the purpose of

controlling such external apparatus as prosthetic devices

or spaceships?’ And he answered, ’Even on the sole basis

of the present states of the art of computer science and

neurophysiology, one may suggest that such a feat is

potentially around the corner (Brunyé et al., 2014).”

In the 1970’s and 1980’s, it was noted that event-related

potentials (ERPs) could be generated in response to external or

internal stimuli. Biofeedback of EEG activity enabled subjects

to engage in intentional activities like moving an image on

a television screen or a cursor on a computer monitor. With

“P” standing for “electrical positivity” and “300” for the delay

in milliseconds between stimulation and voltage change, the

so-called P300 wave allowed neurotypical volunteers to spell

words on a computer screen (Shih et al., 2012). In the clinical

setting, microelectrodes inserted into specific brain areas began

to be experimentally employed in the early 2000’s with patients

suffering from loss of limb control. The case of spinal cord

injury patient Matt Nagle was described in Wired in 2005.

Nagle, who learned how to control a computer cursor, was

a participant in a clinical tried called “BrainGate.” Followed

by BrainGate2, as reported in NRC (2009), brainstem stroke

patient Cathy Hutchinson used a prosthetic arm to drink a

bottle of coffee. These studies employed cables that tethered the

patient-subject to brain signal-decoding computers, significantly

limiting movements. In 2021, the BrainGate group announced

4 ElonMusk’s Neuralink is the best known of these companies but there

are other startups in this space with di�erent approaches, especially in

the ways that neural activity is recorded. Among the more innovative

approaches, Stentrode introduces stents in blood vessels rather than

some form of invasive bioelectrode or surface sensor.

5 Perhaps there was something in the water at that time in Los Angeles:

Only a year later the first BCI that came to the attention of many Baby

Boomers was the one featured in a 1966 Star Trek episode in which a

severely brain injured Captain Christopher Pike uses such a system to

communicate, but in this primitive approach the user was limited to one

signal for “yes” and two signals for “no”.

successful experiments with an intracortical wireless BCI (an

iBCI) with an external wireless transmitter.

Both the National Institutes of Health (NIH) and the

Defense Advanced Research Projects Agency’s (DARPA)

Biological Technology Office (BTO) have committed to

substantial investment in, inter alia, brain-computer interfaces

connecting warfighters to computers through their brains.

These neurotechnologies are a potential key to future US

national defense, as well as a potential risk if developed by

adversaries. More ambitious goals reach beyond simple EEG

analysis and recording typical of implants and headsets to the

use of AI to enhance BCI function is a central component

of emerging military innovation. The BTO has described

the ultimate goal of BCI as “BCI-AI fusion,” where AI and

a human user communicate bidirectionally to share control

over a task or system. This combination of human and

artificial cognition is seen as a key strategic asset in future

conflicts. In launching the new BTO program “Next-Generation

Nonsurgical Neurotechnology (N),” Almondi noted that

“DARPA is preparing for a future in which a combination of

unmanned systems, artificial intelligence, and cyber operations

may cause conflicts to play out on timelines that are too short for

humans to effectively manage with current technology alone.”

By connecting warfighters and decision makers to AI, rapid

response to electronic and kinetic warfare can be managed using

the skills humans and machines excel at, and keep a human in

(or on) the loop in vital operations. In theory, the opportunities

are remarkable. In the words of two IBM computer scientists,

“[n]eurotech can interact with neurodata either invasively

and directly through different kinds of surgical implants, like

electrodes or devices implanted into or near neuronal tissues,

or they can interact non-invasively and indirectly through

wearable devices sitting on the surface of the skin. . . ”.

There is already high-level attention among military

planners to these possibilities for technologically mediated

cognitive enhancement, not all of which appear in the first

instance to be relevant to AI. Commercial EEG-detection

neurotechnologies in headsets like Emotiv and NeuroSky have

garnered public attention but are not AI-enabled. However,

military planners are anticipating the convergence of headsets

and AI. In 2017 a USNavy Special Operations commander called

for the development of a non-invasive brain stimulation (NIBS)

device that uses electrical stimulation to improve performance.

A product of the company Halo Neuroscience, the Halo Sport

Headset (based on electrical stimulation via tDCS) was designed

to improve physical performance but was noted anecdotally also

to improve cognition. It is reported to have been tested on

Navy SEALs at five sites for cognitive enhancement, resulting

in improved performance, as in the case of ameliorating the

consequences of sleep-deprivation. Although a NIBS device is

not in itself AI-enabled, like many other neurotechnologies it

can be linked to an AI system to record and modulate neural

activity, potentially improving the efficacy of the enhancer. Such

“closed loop” AI-enabled systems can self-correct using feedback
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control to improve their devices’ targeting and reliability.

Nonetheless, if they modify cognition, even devices worn on the

surface of the skin may be functionally equivalent to invasive

devices.

Current state of military brain
enhancement and ethics

Brain enhancement experiments (including BCI as a

prominent example) have attracted notice in the US in the

form of expert advisory reports. Here we note several of

those produced mainly by the National Academies of Science,

Engineering and Medicine (NASEM), as these are most relevant

to warfighter enhancements and neurotechnologies. Several

US presidential advisory commissions have also issued reports

that are relevant more generally to experiments involving

warfighters. Some consensus has crystallized around an intuitive

definition of enhancement in terms of a contrast with

therapeutic interventions. In their report Beyond Therapy

(2003), the President’s Council on Bioethics articulated that

consensus view:

“Therapy,” on this view as in common understanding,

is the use of biotechnical power to treat individuals

with known diseases, disabilities, or impairments, in an

attempt to restore them to a normal state of health and

fitness. “Enhancement,” by contrast, is the directed use

of biotechnical power to alter, by direct intervention, not

disease processes but the “normal” workings of the human

body and psyche, to augment or improve their native

capacities and performances21.

Like the President’s Council and other authorities, we

find the distinction of enhancement versus therapy the most

useful rule-of-thumb.

Of more immediate interest is the Council’s concern that

“biotechnical power” could be used to modify the human psyche

in particular, well “beyond therapy,” is whatmany find intuitively

objectionable. Yet, as Lin et al. (2013) note in their research study

on enhanced warfighters, “it is unclear how these objections

would apply to the military context, e.g., whether they would

be overcome by the special nature of military service and the

exigencies of military operations. . . .” Apart from the question

of the acceptability of enhancement in the military setting

in general, the acceptability of particular enhancements is a

matter of perspective of different types of warfighters and their

superiors, of their unit and third parties such as family members,

of other military members, of civilians with whom they interact,

of the government, and of the public and the nation. The

history of modifying the human psyche “beyond therapy” is,

moreover, arguably already common inmanymilitaries in which

the reluctance to kill other humans has been seen as a trait

that needs to be trained out of warfighters (Evans and Hereth,

forthcoming).

One of the few studies of its kind, the USNational Academies

report entitled Opportunities in Neuroscience for Future Army

Applications (NRC, 2009) was an ambitious attempt to assess

historical, ethical, and cultural issues for neuroscience in the

army; neuropsychological testing in soldier selection, training,

and learning; optimizing decision making; improving cognitive

and behavioral performance (“hours of boredom and moments

of terror”); neurotechnology opportunities like BCI; and long-

term trends in research such as neural correlates for cultural

differences in behavior. The same 2009 report described

“in-helmet EEG for brain-machine interface” as a high-

priority, medium-term (5–10-year) application opportunity.

The report committee presciently emphasized that neither

these kinds of opportunities, nor the points outlined in its

15 recommendations, would come to fruition without a single

place in the Army to monitor potential neuroscience progress,

evaluate potential applications and conduct the appropriate

experimental research.

Perhaps surprisingly considering the subject of the report,

although there is a section on the ethical issues raised by

genetic screening of healthy persons, the report does not

specifically address ethical issues about neurotechnologies

beyond presupposing compliance with federal guidelines and

regulations. It does raise the question of the applicability of

research results derived from the usual volunteer subjects like

undergraduate students, or even clinical patients, to a soldier

population. Better surrogates might be high-performance

athletes about whom there is extensive neuropsychological data.

They may even be far superior subjects. When it comes to

actual applications there are other challenges, including little

knowledge of the candidate’s psychology that may be relevant to

their communication with other humans and to machines. In a

chapter on neurotechnology opportunities, the report addresses

issues like the physical load of any new device (not adding more

than 1 kg to the helmet or 2 kg to the pack, not interfering

with ballistic protection or helmet stability or freedom of head

movement), field-deployable markers of neural state, EEG-based

computer interfaces, haptic feedback for virtual reality, and

augmented reality technologies, among others.

Ethical considerations for
AI-enabled neurotechnology
experimental research

Emerging AI-enabled neurotechnologies that may

ultimately be operationally deployed present opportunities

for warfighting and novel challenges to ethical standards

for research and development involving warfighters.

“Neuroenhancement” marries such life sciences as neurology,

pharmacology, genetics, and psychology with long-time
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soldiering attributes that include endurance, speed, intelligence-

gathering, targeting, and training, none of which are medical

conditions. As with anymilitary technology, neuroenhancement

products move slowly from research and development to

field use.

At the research stage, ethical criteria require clinical

investigators to establish the value and necessity of their

proposed research, demonstrate a favorable cost/benefit ratio,

utilize valid scientific methods, and protect research subjects’

rights and welfare (Emanuel et al., 2000). Chief among research

subjects’ rights is informed consent that healthy volunteer

research subjects must provide. Informed consent respects

agents’ dignity and right to self-determination by affording

research subjects the information they require to weigh the costs

and benefits of participating in medical research. Given the

checkered history of military medical experimentation (Faden

et al., 1995; Siegel-Itzkovich, 2009); however, the rules and

regulations for clinical research among service personnel include

special protections.

Following non-military clinical research protocols for

vulnerable populations, military organizations in the US and

Europe institute provisions to protect military research subjects’

rights. Military officials understand that formal expressions

of consent do not guarantee its respect. Although soldiers

sign consent forms, problems arise because of rank disparity,

fears of offending one’s superiors, and/or peer pressure, which

may undermine informed consent when soldiers are asked

to participate in medical experiments (European Parliament,

2014, para. 31). As a result, additional regulations oversee

clinical research and protect research subjects from coercion.

The importance of voluntary consent is especially strong in cases

where medical enhancements are irreversible (Davidovic and

Crowell, 2022).

To safeguard voluntary consent among service members,

The DoD’s Human Subjects Protection Regulatory Requirements

(Department of Defense, 2019, also: 32CFR219, “Protection of

Human Subjects,” and US Department of Defense Instruction

3216.02, 2018, 45 CFR 46, 2019) forbids the involvement of

superior officers during the solicitation of research subjects and

demands informed consent, medical supervision, the right to

end an experiment, and the employment of an independent

ombudsman or research monitor to oversee recruitment and

experimentation [Department of Defense (DoD), 2011, p. 24–

25]. British military officials, like their American counterparts,

appoint an independent medical officer (IMO) to monitor the

health, safety, and wellbeing of the participants (UK Ministry of

Defense, 2020, p. 8; Linton, 2008).

To ensure that investigators meet statutory and ethical

guidelines, independent and multidisciplinary Institutional

Review Boards (IRB) in the United States (Department

of Defense (DoD), 2011, p. 11–29), and Ministry of

Defense Research Ethics Committees (MODREC) in the

United Kingdom (UK Ministry of Defense, 2020), oversee

research approval and compliance. Research oversight is

complicated and time-consuming. Charged with what British

officials term “proportionate scrutiny” (UKMinistry of Defense,

2020, para. 2–5), committee members seek a balance between

outcomes and rights. Outcomes comprise benefits net of

cost. Rights speak to respect for dignity and autonomous

decision-making, informed consent, and acceptable risk.

These safeguards, however, are only part of the picture.

They formally ensure informed consent, but researchers must

provide adequate data to give substance to the right. Notice

how emerging technologies pose medical risks for healthy

research subjects while, at the same time, the operational

goals of enhancement, that is, mission success, are entirely

military. Therefore, ethically sustainable neuro-enhancement

military research requires investigators to address two questions

simultaneously so they may attain critical military goals while

protecting research subjects’ rights:

1. Is the proposed enhancement technology medically and

militarily necessary?

2. Do the medical and military risks outweigh their benefits?

The following sections consider each of these questions

in turn.

Medical necessity: What medical
advantages does clinical research
provide?

The overriding goal of any therapeutic clinical study is

medical necessity. Investigators must demonstrate the likelihood

that a new technology or medical procedure will not only

effectively save lives or improve their quality but is also

necessary. “Necessary” means that no other technology or

procedure will attain the same outcome at a lower cost. There

are no grounds to research a costly medical device, for example,

if it is only as effective as a much less expensive existing

technology. Therefore, it would be egregiously unethical to

pursue unnecessary human research. However, non-therapeutic

enhancements are neither curative nor rehabilitative. They

do not save or improve the lives of the sick or injured.

What medical benefit, then, do they provide warfighters? In

what way are they medically necessary? One answer is that

they are not. Enhancement provides research subjects with

no medical benefits. Is conducting such research, therefore,

ethically permissible?

There are two ways to address this objection. In one respect,

enhancement research offers experimental subjects a personal

benefit. As enhancement technologies push beyond normal

baseline capabilities, they can boost a person’s memory, sensory

acuity, or targeting accuracy and, in this way, improve some
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warfighters’ chance of survival.While surviving one’s occupation

is immensely valuable to the survivor, it is nonetheless largely

instrumental in a military context. By optimizing warfighter

performance, successful enhancement improves the prospect

of mission success. As it does, mission, not medical, success

assumes the metric for measuring the necessity of cognitive

enhancement research.

In saying this, we do not mean to assert that every warfighter

enhancement directly benefits the enhanced individual. It

probably does not. However, this leaves open the possibility that

successful warfighter enhancements—i.e., enhancements that

support strategic dominance and actualize military objectives—

indirectly benefit enhanced individuals. As an analogy, consider

vaccinations. As Jason Brennan observes,

[T]he problem is that individuals as individuals make

little difference. If everyone in the world were vaccinated

except for Andy and Betty, Andy and Betty would

pose no real threat to each other. Instead, vaccination

presents a collective action problem, in which individuals

as individuals are unimportant. [...] In general, individual

decisions to vaccinate or not have negligible effects on

others. What matters is what most people do, not what

individuals do (Brennan, 2018, p. 39, 40).

When enough individuals are vaccinated, herd immunity

is achieved. Herd immunity benefits the herd, a group

of individuals, and by extension benefits most members

of the herd. In a similar way, warfighter enhancements

provide a kind of ‘herd immunity’ that protects against

military failure, which in turn protects warfighters as a

group and, therefore, most individual warfighters. Thus, the

relevant kind of ‘medical necessity’ entailed by military

necessity is equivalent to the kind of “medical necessity”

entailed by public health necessity, as illustrated in the case

of vaccinations.

Mission success, however, is fundamentally a military,

not a medical, benefit that researchers and institutional

review boards (IRBs) must weigh against a medical risk as

they evaluate a project’s feasibility. Like individual soldiers,

IRBs face a utility calculation of incommensurable values:

medical risks and military benefits. In practice, however,

IRBs may resist this balancing act and instead search out

individual medical or personal benefits, such as resiliency or

language proficiency, that a research subject may acquire from

participating in an experiment. But these personal advantages

cannot be the determinative counterweight to individual

risk in cognitive enhancement research. An enhancement

technology that optimizes target selection, for example, may

offer no discernable advantage to the research subject. In

this situation, military benefits alone offset the medical

risks of experimentation and provide the rationale for IRB

ethics approval.

In this environment, researchers must proceed differently

when conducting experimental studies than in clinical studies.

They must convincingly argue that their proposed technology,

a BCI, for example, is militarily necessary in the same way

that therapeutic interventions are medically necessary. This

requirement mirrors clinical guidelines that remind researchers,

“because a normal healthy subject does not directly benefit

from the study, the risk-benefit analysis must focus strongly

on the importance of the knowledge to be gained” (e.g., Cornell

University Office of Research Integrity, emphasis added). In

this case, the knowledge gained is medical so that healthy

research subjects must satisfy themselves that the greater good

they serve (important medical knowledge) offsets the personal

risk they incur during experimentation. In contrast, the critical

knowledge provided by neuro-enhancement experimentation is

primarily military. As a result, research subjects balance the

medical risks of enhancement against its military benefits, a

dramatically different sort of calculus to assess necessity.

Military necessity: What military
advantages does enhancement research
o�er?

A recent RAND report (Binnendijk et al., 2020), Brain

Computer Interfaces: US Military Applications and Implications,

turns to military and technical specialists to evaluate brain-

computer interfaces during urban operations in asymmetric

war (p. 6). Using BCI as their test case, they asked: “which

[BCI] capabilities [e.g., communication management, weapons

control, enhancement cognitive or physical performance and

training] were seen as more useful to support complex ground

operations (emphasis added).” While the results certainly

contribute to the BCI debate, the experimental design overlooks

the question of necessity. Usefulness is not necessity. Asked

to choose among seven BCI technologies, respondents were

not asked to compare these to existing technologies that might

improve training, weapons control, or communication. And

while they may have been useful, there was no way to know

if they were necessary and therefore, viable candidates for

human research.

More critically, the RAND study’s experimental design

focused on a narrow range of counterinsurgency (COIN)

operations: clearing a building of insurgents and evacuating

wounded warfighters. This choice of cases raises two questions.

First, how central are these tactical operations to asymmetric

war? Second, is asymmetric war the paradigm we should use

for evaluating BCI? One of us has argued, for example, that

contemporary counterinsurgency warfare pushed well-beyond

the kind of urban warfare described in the RAND report to

include drone attacks, cyber and information warfare and,

above all, population-centered counterinsurgency and public

Frontiers in BigData 07 frontiersin.org

20

https://doi.org/10.3389/fdata.2022.978734
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org


Moreno et al. 10.3389/fdata.2022.978734

diplomacy to win “hearts and minds (Gross, 2021, p. 181–

203).” Among the neuro-enhanced skills required for COIN

are language acquisition, cultural knowledge, and conflict

management. The ideal soldier in modern asymmetric war

may not be “a super-empowered soldier able to perform solo

missions and transmit data back to headquarters” (Malet,

2015, p. 3); also (Galliott and Lotz, 2017), but one closer to

Kaurin’s description of a “Guardian.” The Guardian embodies

“soft” warfighting skills that attend to the needs of the weak

and vulnerable, resolves issues without the use of force, pays

attention to “culture, language and politics,” and displays

adaptability (Kaurin, 2014, p. 89–90).

Asymmetric war, moreover, is not the only game in town.

On the one hand, NATO nations may intervene in conventional

set-piece warfare as it currently wracks Ukraine. On the other,

the West may veer toward near-peer confrontations with

China or Russia or confront nuclear threats from Iran and

North Korea. In the latter instances, emphasis shifts from

traditional warfighting concerns of offsetting troop strength and

military assets to offsetting an adversary’s rapid technological

advancements. New technologies include advanced computing,

“big data” analytics, artificial intelligence, autonomy, robotics,

directed energy, hypersonics, and biotechnology [Department

of Defense (DoD), 2018]. In the words of one group of Chinese

neuroscientists, “Artificial intelligence (AI), which can advance

the analysis and decoding of neural activity, has turbocharged

the field of BCI” (Zhang et al., 2020).

With the “turbocharging” of BCI by AI in mind and

considering the scenarios of contemporary and near-term

warfare one must ask where and how neurotechnologies like

BCI are useful and necessary in these contexts. What is

this technology’s highest and best use? While implantable

iBCI may enable a generation of bionic warfighters (Britzky,

2019), their role in contemporary and future warfare remains

unsubstantiated and, perhaps, marginal. In contrast, EEG-based

eBCI significantly improve training and learning by offering

feedback loops to evaluate data and monitor performance by

a human operator. Similarly, non-invasive nerve stimulation

devices such as earbud electrodes enable targeted neuroplasticity

training (TNT) to accelerate language acquisition, acculturation,

and intelligence analysis to facilitate successful population-

centered COIN. eBCI and other TNT neuro-technologies help

operators organize information flows to permit fast-moving

threat and target identification (Naufel et al., 2020). In these

ways, eBCI do not enhance the killing capabilities that some

iBCImay offer warfighters. Instead, they can improve the quality

of the intelligence warfighters receive while enhancing the soft

skills required to attend to the needs of the local population.

Evaluating military necessity at the research stage is a

speculative but essential endeavor that should integrate military

analysts into the preparation of clinical studies. But the

absence of any sustained discussion of military necessity is

glaring. Nevertheless, many researchers avoid the discussion of

military benefits altogether or only offer perfunctory details. A

2019 consent form from the US Army Aeromedical Research

Laboratory, for example, makes short shrift of potential

military benefits of anti-fatigue agents. It simply advises

potential research subjects, “Your participation will contribute

to the medical knowledge and scientific investigation of possible

uses for these medications in a military operational setting.”

Under UK Ministry of Defense Research Ethics Committee

(MODREC) guidelines entitled, “Participant Involvement:

Risks, Requirements and Benefits,” Paragraph 17h instructs

researchers to “describe any expected benefits to the research

participant (if none, state none).” “None” only makes sense if

the expected benefits are solely medical. In neither example

do researchers “focus strongly on the knowledge to be gained”

from experimentation. To do so will inevitably draw military

policymakers and ethicists into enhancement research.

To provide fully informed and voluntary consent, research

subjects must also contend with military and medical risks.

Medical risks may be physiological and/or psychological

and may render some technologies that require surgical

implantation, for example, unsustainable. Here, issues related to

the vulnerability of specific populations come into play. Military

risk is both technological and organizational. The former

includes vulnerability to hacking and data theft, while the latter

raises concerns about disseminating and protecting data among

the many interested stakeholders in a military organization.

Medical risks

Surgically implanted brain-computer interfaces pose

significant medical risks leading DARPA to reject surgically

invasive enhancement techniques:

Due to the inherent risks of surgery, these technologies

have so far been limited to use by volunteers with

clinical need. For the military’s prima-rily able- bodied

population to benefit from neurotechnology, non-surgical

interfaces are required. Teams are pursuing a range of

approaches that use optics, acoustics, and electromagnetics

to record neural activity and/ or send signals back to

the brain at high speed and resolution. The re-search

is split between two tracks. Teams are pursuing either

completely non- invasive interfaces that are entirely external

to the body or minutely invasive interface systems that

include nanotransducers that can be tempo-rarily and

non-surgically delivered to the brain to improve signal

resolution [Defense Advanced Research Projects Agency

(DARPA)., 2019, emphasis added].

Some observers concur: “To effectively implement BCI

systems. . . for enabling efficient performance by healthy users,”

write Miranda et al. (2015, p. 64), “there exists a need for

the development of subcutaneous and fully non-invasive neural

interfaces that are both portable and capable of recording activity
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from cortical and deep brain structures at high spatial and

temporal resolution (emphasis added).” However, others draw

a line between research and deployment. “Despite the high

accuracy and optimal signal fidelity [of intracortical electrodes],”

write Portillo-Lara et al. (2021, p. 3), “the risks associated

with the surgical procedures largely restrict their use outside

well-controlled laboratory and clinical environments.” Similarly,

“greater risk may be tolerable for the restorative technologies. . .

in the clinical domains, but could be less ethically justifiable for

the performance benefits for healthy individuals” (Naufel and

Klein, 2020, p. 5).

Rejections of high-risk, implantable neurotechnologies

for healthy individuals are de rigueur but not always

accompanied by convincing ethical arguments. Despite

legitimate apprehension about coercion and undue influence

that comes from “institutional or hierarchical dependency

(European Parliament, 2014, para. 31),” military personnel are

not a vulnerable population on par with minors, prisoners, or

the economically disadvantaged, as some suggest (McManus

et al., 2007; Parasidis, 2016). Service personnel do not lack

sound decision-making capacity or suffer from socially inflicted

disabilities. There are no a priori reasons that render service

personnel incapable of making informed choices about their

participation in medical research or willingness to accept

these risks if counterbalanced by military or, to a lesser extent,

medical benefits.

Researchers may also reject invasive neuroenhancements

because they believe the risk is too high or insufficiently known

(e.g., Nijboer et al., 2013, p. 553). Naufel and Klein (2020, p.

2) cite a 20–40% risk of surgical complications and 24–50%

risk of hardware complications. Additionally, researchers and

funding agencies may think alternative semi-invasive or non-

invasive neurotechnologies are adequate for military purposes.

Whether implantable technologies are necessary is a logically

prior question that demands an answer before considering

surgical risks. Until it is, there is no prima facie reason to reject

invasive technologies.

bib44 If implantable BCI pose the danger of surgery

and interface maintenance, eBCI are not entirely without

risk. Researchers note unknown psychological risks affecting

personality, memory, and BCI dependence (Vlek et al., 2012;

Kögel et al., 2019; National Academies of Sciences Engineering

Medicine, 2021, p. 41, 50). Incorporating AI in BCI adds

additional unpredictability and risk. Unlike traditional BCI,

whose functions may be static, a self-correcting AI can

dynamically adapt how it operates. As a result, additional risks

may accumulate as research subjects interact with BCI and

AI-enabled BCI react and adapt to stimuli.

Nevertheless, evaluating such risks is integral to the

research project. As such, research subjects require a good-

faith assessment of these risks and the means to mitigate

them should adverse psychological effects or unpredicted AI

adaptations surface during or after the experiment. It is

challenging to present potential psychological or AI-related

risks to research subjects when their full extent is unknown

until the trial concludes. Phase 1 drug trials, for example,

investigate toxicity. As such, research subjects cannot receive

but scant information about potential risks. However, buoyed

by optimism and “therapeutic misestimation” that exaggerates

a trial’s benefits, critically ill research subjects often discount

the risks and consent to experimental treatment (Miller and

Joffe, 2013; Halpern et al., 2019). However, military research

subjects for cognitive enhancement are not ill. There are few or

no medical benefits to excite sufficient sanguinity to offset thinly

demonstrable risks. As a result, non-therapeutic researchers

operate under stricter conditions than clinical researchers. We

can only speculate about the psychological effects of BCI

(personality changes, memory disruptions, or BCI dependence)

and the additional risks of AI-enabled BCI because one research

goal is to study these effects. But to obtain fully informed and

voluntary consent, research subjects also need additional data

about technological and institutional risk.

Risks: Technological and institutional
risks to privacy and confidentiality

Technological risks comprise BCI hacking that may put

personal information in hostile hands. Institutional risks come

when myriad stakeholders claim privileged information,

including related agencies, the scientific community,

pharmaceutical companies, and perhaps, allied nations.

This coterie of stakeholders is not unique in military medicine,

where patients have limited rights to their personal medical data

(Gross, 2021). Technological and institutional risks impinge

upon privacy and confidentiality, two fundamental rights of

research subjects.

Privacy and confidentiality are closely related. Privacy is a

subsidiary right of personal self-determination: the right to keep

information close and release only what one wants others to

know about oneself (Bok, 1989, p. 120). Confidentiality is a

duty imposed on others to guard another’s private information

until that person authorizes its disclosure. The right to privacy

and the duty of confidentiality ensure self-esteem, job security,

and social status that the release of personal information may

jeopardize. In medicine, respect for privacy preserves the trust

necessary for practitioners to tend patients successfully and for

researchers to maintain the trust they need to conduct clinical

trials. Usually, privacy and confidentiality are straightforward.

Patients disclose information so medical practitioners can

provide proper care. Beyond that, it is nobody’s business.

Novel risks to autonomy are also raised by the prospect of

neurointerventions. For example, deep-brain stimulation (DBS)

applied therapeutically to Parkinson’s patients has undermined

patients’ sense of personal authenticity and enhanced their

sense of alienation, leading some (e.g., Kraemer, 2013) to

conclude that DBS poses serious risks for autonomy, and
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others to propose non-individualistic conceptions of autonomy

(Lee, 2021). Indeed, some scholars contend that theoretical

neurointerventions provide a basis for ethical theorizing about

the nature of autonomy (Zuk and Lázaro-Muñoz, 2021). By

contrast, other scholars like Douglas (2022) argue that just as

“nudges” can treat their targets as rational agents, so too can

non-consensual neurointerventions. Plausibly, the possibility

of treating one’s targets as rational agents entails the possible

retention of their autonomy, such that even non-consensual

neurointerventions might respect autonomy (cf. Gillett, 2009).

Even more controversial is Pugh (2014) claim that some

neurointerventions, such as those that reduce impulsivity, can

enhance patient autonomy (cf. Fleishmann and Kaliski, 2017).

Clinical research is bound by weaker rules of privacy than

medical practice is. For example, research subjects may be

required to share large chunks of anonymized data as part of

the experimental research (Malin et al., 2010). In addition, AI-

assisted enhancement research may further attenuate privacy,

thereby requiring researchers to provide healthy research

subjects with answers to the following questions:

1. Data attributes: What kind of data and in what format do

BCI record? What personal or ancillary information do

the data reveal?

2. Data accessibility and sharing: Who has access to the data?

What agreements are there for data sharing? Who can

potentially read this data?

3. Data protection: How are the data protected? Where are

the data stored during and after the experiment? Are the

experimental BCI vulnerable to hacking as some fear?

The answers to these questions are the subject of research

itself. Most iBCI use intracortical devices to measure neuron

activation potential in particular brain regions, often on the

level of individual neurons. eBCI tends to use fMRI or EEG

signals. Both signals measure activation potential, usually across

large segments or the whole of the brain. Typically, voltages

or activation potentials correspond to particular mental states.

These are neural correlates the machine receives as the basis

for action. As a result, there are concerns regarding invasions

of privacy, unauthorized access to confidential information and

hacking. In response, data management plans, software fault tree

testing, and red teams (that try to hack the machine on behalf of

the manufacturer) address these concerns. They are integral to a

research ethics protocol (Denning et al., 2009).

Finally, while the technological risks associated with utilizing

AI are broad and cannot be adequately summarized in this

paper, we would be remiss if we failed to mention a few crucial

areas of concern. First, AI has well-known racial (Kostick-

Quenet et al., 2022)6, gender (Wellner and Rothman, 2020;

6 Interestingly, the use of AI – in particular, the use of avatars – can

reduce implicit racial bias (Peck et al., 2013). Thus, the use of even racially

biased AI could theoretically mitigate racial biases in human users.

Waelen and Wieczorek, 2022), and disability biases (Tilmes,

2022). These algorithmic biases undermine the permissibility

of unthinking reliance on purportedly “unbiased” AI. Second,

AI decision-making is notoriously opaque – its decisions

are made, as multiple scholars have described it, in an

“algorithmic black box” (Hollanek, 2020; von Eschenbach,

2021). Despite occasional optimism about rendering AI

decision-making transparent (e.g., Mishra, 2021), most scholars

remain concerned about the effects of biased AI used for medical

purposes. Among these are concerns that biased AI will reduce

persons to mere data (Sparrow and Hatherley, 2019), that AI

might impermissibly (and invisibly) incorporate economic data

in its rationing recommendations (Sparrow andHatherley, 2020;

Braun et al., 2021), and that AI will rely upon other value-laden

considerations (Ratti and Graves, 2022). Again, this is merely

a sampling of the technological risks associated with AI. The

risks extend well-beyond algorithmic bias. Yet these risks must

be considered when evaluating the permissibility of AI-enabled

warfighter enhancements.

Moving forward: Sustainable
research ethics for
neuroenhancement military research

Research protocols for therapeutic neurotechnologies draw

attention to respect for autonomy, informed consent and

self-determination, the right to privacy and confidentiality,

and constant concern for the welfare of subjects, their

community, and end-users (Girling et al., 2017; Pham

et al., 2018). To maintain the same respect for the rights of

healthy research subjects who participate in non-therapeutic

military neuroenhancement research demands attention

to a full array of unique military and medical costs and

benefits. Therefore, any sustainable ethics protocol for

non-therapeutic neuro-enhancement military research must

closely note military and medical risks and benefits to

adequately protect research subjects’ rights. To date, most

researchers fail to fully account for a novel technology’s

expected military benefits, sometimes over-compensate for

military research subjects’ vulnerability, fail to consider

the technological and institutional risks to privacy and

confidentiality and overlook the intricacy of balancing

often incommensurable apples (medical risks) and oranges

(military necessity).

Research subjects, therefore, adopt a utility calculus

common in the military that positions personal risk against

collective benefits. By taking stock of national or military

interests, they may accept considerable personal risk if the

military benefits accruing to their political commonwealth

are significant. Attention to military necessity and collective

social interests at the expense of individual wellbeing is not

foreign to military medical ethics. The US Army Medical

Department (AMEDD) EmergencyWar Surgery (Cubano, 2018),

for example, reminds its per-sonnel: “the ultimate goals of

Frontiers in BigData 10 frontiersin.org

23

https://doi.org/10.3389/fdata.2022.978734
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org


Moreno et al. 10.3389/fdata.2022.978734

combat medicine are the return of the greatest possible number

of warfighters to combat and the preservation of life, limb,

and eyesight. Commitment of resources should be decided first

based on the mission and immediate tactical situation and then

by medical necessity, irrespective of a casualty’s national or

combatant status” (Cubano, 2018, p. 24, emphasis added; cf. JP

4- 02, 2001: II- 1; 2006:ix). And while this provision applies to

therapeutic care, it informs research priorities as well.

More data and greater sensitivity drive the way forward.

AI-enabled neuroenhancement offers tremendous possibilities

for military use to improve warfighting capabilities, reduce

service members’ exposure to life-threatening danger and meet

emerging threats. But sensitive to research subjects’ rights,

investigators must spell out the military advantages in far

greater detail while IRBs supervise compliance. Although data

collected from large numbers of healthy, young warfighters

may turn out to be instructive for medical science, no military

medical research protocol should content itself with simply

telling subjects that they are taking significant risks for medical

knowledge . . . in a military operational setting. Non-therapeutic

military neuro-enhancement research protocols also cannot

suffice with compiling medical risks alone. Moreover, there

are ethically relevant differences between clinical research and

non-therapeutic military medical research which draws in

vested stakeholders and parties with access to information.

Unlike clinical medical research, military medical research

is likely to attract hostile parties who may put subjects

at considerable risk. In this way, neuro-enhanced soldiers

share the attributes of newly developed weapons, and their

nations must acknowledge the danger they face and protect

them accordingly.

Despite two decades of speculation about the prospects for

neuro-enhancement amid the convergence of BCI and AI, an

array of ethical issues that remain to be sorted out have been an

obstacle to the systematic investigation of operational potential.

To fill the lacunae of basic BCI/AI research, we have suggested

a comprehensive and critical analysis of military necessity

comparable to medical necessity. Medical necessity recounts

the overwhelming advantage a new technology, intervention, or

drug will offer individual patients and society. Military necessity

must do the same for neurotechnologies designed to enhance

warfighter performance while taking account of the conditions

necessary to obtain fully informed and voluntary consent.
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artificial-intelligence methods
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Concerns about the ethics of the use of artificial intelligence by militaries have

insu�ciently addressed the di�erences between themethods (algorithms) that

such software provides. These methods are discussed and key di�erences

are identified that a�ect their ethical military use, most notably for lethal

autonomous systems. Possible mitigations of ethical problems are discussed

such as sharing decision-making with humans, better testing of the software,

providing explanations of what is being done, looking for biases, and putting

explicit ethics into the software. The best mitigation inmany cases is explaining

reasoning and calculations to aid transparency.

KEYWORDS

artificial intelligence, ethics, algorithms, military, lethal autonomous systems,

explanation, transparency

Introduction

Artificial-intelligence (AI) software is increasingly proposed to replace humans in

military technology and military planning involving potential lethal force. Military

conflict is dangerous, and there is much incentive to automate its actors. For instance,

an automated gun turret from South Korea that uses simple AI is internationally popular

(Parkin, 2015) although its ethical principles have not been carefully evaluated. The most

obvious ethical issues with military AI occur with targeting, and other issues arise in

the planning of operations and logistics support. However, building AI systems to make

potentially lethal judgments is difficult, and current AI methods are still less accurate

than humans for many tasks (Emery, 2021). Using them to apply lethal force can be

unethical, just as using an imprecise weapon like a shotgun in military conflict today.

Furthermore, a major justification for the use of lethal force in the laws of armed conflict

is self-defense, something less relevant to software and robots since they can be cheaply

remanufactured, although limited self-defense could still be appropriate for them to

preserve their capabilities during an ongoing conflict. So it is important to assess how

each AI method works to see how well its contribution to lethal force can be justified,

and the methods differ considerably in their accuracy and explainability, and hence their

possible justifiability.
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Not all ethical problems of AI systems can be blamed

on the software, as problems can be due to errors in input

data, misconfiguration of systems, or deliberate sabotage.

Furthermore, many software problems of AI systems cannot be

blamed on AI, since AI depends on man-machine interfaces,

databases, and networking that can also be faulty. Also,

successful development of AI, like that of other software,

depends on familiarity with the context in which it will be

used, and AI developers rarely have experience in warfare

that they can use in developing military AI systems. We

do not consider those problems here as we wish to focus

exclusively on problems of AI methods in this short article.

Note that AI methods are not necessarily less ethical than

those of humans, since such methods can exceed human

capabilities in speed, accuracy, and reliability when designed,

debugged, and tested well, and this could enable them

make ethical decisions more accurately than humans in

challenging situations.

Artificial-intelligence methods

Artificial intelligence is generally considered to be methods

for creating intelligent behavior with software, not necessarily

human methods. It is a form of automation, and raises some of

the same issues as other kinds of automation, plus a few new

ones because of its focus on information rather than machinery.

Most ethical theories ascribe blame for unethical actions of

algorithms (methods) to their creators and deployers; (Tsamado

et al., 2021) identifies a wide range of possible ethical issues with

algorithms. AI algorithms fall into several categories as described

in (Rowe, 2022):

• Logical inference methods that reach yes/no conclusions

assuming a set of starting facts. This includes rule-based

systems with if-then rules, decision trees, and reasoning

by analogy.

• Uncertain inference methods that reach conclusions with

an associated degree of certainty, assuming a set of

starting assertions with probabilities. This includes most

artificial neural networks, Bayesian reasoning, and case-

based nearest-neighbors reasoning.

• Planning and search methods that find good sequences

or plans to solve problems using logical reasoning. This

includes heuristic depth-first search, heuristic breadth-first

search, and hierarchical planning.

• Planning and search methods that find good sequences

or plans with an associated degree of estimated quality

or certainty. This includes A∗ search, game search, and

recurrent neural networks.

• Machine learning (the usual name for learning methods

in the AI field) and other optimization of logical

inference methods from examples of desired behavior. This

includes set-covering methods, decision trees, and support-

vector machines.

• Machine learning and optimization of uncertain inference

methods from examples of desired behavior. This includes

backpropagation and other optimizations of artificial

neural networks.

• Machine learning and optimization of planning and

search methods from examples from desired behavior.

This includes reinforcement learning and optimization of

recurrent neural networks.

• Machine learning and optimization of AI algorithms

without examples of desired behavior (“unsupervised

learning”). This includes clustering, principal-components

analysis, latent semantic analysis, generative adversarial

networks, and evolutionary algorithms.

• Reasoning methods that imitate those of humans or groups

of humans. This includes implementations of a wide range

of psychological theories.

Like other software, AI software can be assessed by several

kinds of metrics:

• Accuracy of its logical reasoning. This is usually applied to

classification tasks, and two classic metrics are correctness

in what it classifies (precision), and completeness in what it

classifies (recall).

• Accuracy of its numeric inferences: Average closeness to the

correct answers using some error metric.

• Speed of its reasoning.

• Storage space required for its reasoning.

• Robustness in handling errors in its input

• Ability to explain its results and how it got them.

• Similarity of the results to human reasoning.

All these metrics bear on ethics. Most are predominantly

quantitative. Thus they can be a basis for utilitarian ethics, or

a basis for deontological ethics if we assign labels to ranges of

numbers and refer to labels. However, the last two metrics above

are more qualitative and need different assessment techniques.

Possible improvements to the ethics
of AI algorithms

Ethical issues with AI software can be mitigated in several

ways. The major ones are considered here.

Putting humans in the decision-making
loop

A key worry with AI software is whether it can be trusted to

think and act substantially as humans do, on the assumption that
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humans are generally more ethical than machines since humans

have higher-level goals. Subissues are whether AI systems can

know everything that humans do to make decisions and whether

they will reason similarly to humans with the same information.

When these are concerns with military decisions, particularly

those about lethal force, humans should be involved (“in the

loop”); for instance, humans may know additional reasons that

the AI does not as to why civilians are more likely to appear

in a combat zone. Teams of carefully selected humans could

also provide more diversity of points of view than AI could.

AI could then serve an advisory role, recommending courses

of action that could be overruled by human superiors. Many

battle-management systems using AI are like this today.

However, such “hybrid” man-machine systems are not

necessarily more ethical than machines alone (Cummings,

2021). Human personnel may not have access to the potentially

huge amount of data and options that software might have,

and so might make worse decisions than the software. Humans

also have biases which can cause them to make bad decisions.

These include well-known flaws in reasoning (Kahneman

et al., 1982) such as a tendency to predict what they have

seen before, something dangerous in military conflict where

deception is often involved. Humans can also be influenced by

propaganda, and can have deliberate unethical intentions. So

putting humans in a decision loop will not necessarily ensure

more ethical behavior.

Testing of AI systems

Some ethical problems with AI systems can be mitigated

with proper testing. Software is complex and can easily contain

harmful mistakes or flaws, that might cause lethal force to be

used when the software designers did not intend so. Work on

critical software has developed many testing methods to find

bugs and flaws. Since most systems have too many possible

inputs to test them all, sampling methods are essential though

not guaranteed to find all bugs and flaws. A popular technique

is “fuzzing” which tries small variants of tested input patterns to

see if unusual effects occur.

Still, flaws in software are found all the time after it is

released, and some of them can cause harm. Flaws are not

always quickly reported publicly or quickly fixed after discovery

(Lidestri and Rowe, 2022). Inadequate testing is common since

incentives are weak for vendors to thoroughly debug before

releasing software, and some vendors wait for users to find most

bugs for them. It is difficult for users to recognize many bugs by

themselves; many safety-related features in software are invoked

rarely, so users cannot tell if they work properly. Nonetheless,

many software vendors are conscientious, and voluntarily search

for bugs.

Testing of AI machine-learning methods such as

unsupervised learning that make random choices is particularly

difficult. Such methods may give different answers when trained

at different times on the same data, much less on different data.

A solution is “cross-validation” where systems are trained to

build models on random subsets of the data, and a consensus of

the trained models taken as the result.

Explanation facilities: Inference

Lack of flaws alone is not enough to claim that AI software

has acted ethically since its design may have other weaknesses.

This is especially important with targeting, which can require

careful judgement. Explanation capabilities can show how the

software made its decisions, as a form of “transparency.”

Explanations also help debugging and provide legal justifications

of AI (Atkinson et al., 2020). For software that does logical

reasoning, an explanation can show the input data and the

sequence of logical inferences made with it. For instance,

if software identified a vehicle as hostile, an automatically

generated explanation can show which features of the vehicle

were relevant and what inferences supported the conclusion that

it was hostile. Many AI systems that do logical reasoning make

only a few logical inferences for a conclusion, and a trace of

those will not overwhelm humans. Even better, we can allow

users to ask “why” questions for particular conclusions made

about the data that will identify just the data and inferences used.

For instance, a system may conclude a vehicle is hostile if it has

markings particular to an adversary and is in a location known

to be controlled by an adversary.

For AI that does numerical calculations, explanation of

decisions is harder. Typically such systems check whether the

result of a calculation is over a threshold. The calculation

is usually far too complex to explain to humans, especially

with artificial neural networks. This raises problems for ethics

because incomprehensibility prevents easy justification of the

method. Some work on neural networks has tried to explain

conclusions better; for instance, we can measure the impact of

each factor or network feature on the complex mathematical

function. However, this may not help much because often

the correlations between factors matter more than the factors

individually, and there are many possible correlations. To

address this, some approaches try to identify larger parts of a

neural network that have more impact on a conclusion, called

areas of highest “salience” (Jacobson et al., 2018). However, this

may not provide a good explanation either.

Explanations for military data could require revealing

sensitive or classified data, such as data obtained by secret

equipment. A less revelatory method may be to provide

unclassified “precedents” for the case being explained. If they

predominantly demonstrate the same conclusion as the case, the

precedents and their reasoning can be presented. A challenge

of this is defining similarity between cases: Some differences
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should be given higher weights based on machine learning

from examples.

Explanation facilities: Planning

AI can also be used to plan military operations. If unethical

operations such as deliberate targeting of civilians are planned

by AI, the result will be unethical regardless of the accuracy of

the targeting software. Unfortunately, many planning systems

are focused only on sensors, weapons, and logistics.

The ethics of plans generated by AI methods can be

improved by calculating and displaying their ethical factors

explicitly, such as possible civilian casualties of a plan or

the risk of exerting disproportionate force. As with inference,

explanations of plans can enable scrutiny and easier detection

of ethical issues, up to some limits of complexity (Ananny and

Crawford, 2016). Helpful explanations for logically-generated

plans can reference preconditions, postconditions, and priorities

on actions. “Why” questions about actions can be answered by

relative costs and benefits, or by preconditions in a hierarchy

of goals. But complex numerically-based plans can be hard to

justify. Explaining targeting may require not only analysis of the

costs and benefits of each target but the resources available and

the logistics of getting them to the targets, and the tradeoffs can

be complex. A simpler numeric model that can explain a similar

plan can help, as for instance a Bayesian conditional-probability

model rather than a deep neural network.

Looking for biases

AI systems can perpetuate unfair biases, particularly when

they are developed usingmachine-learningmethods on complex

data. For instance, an AI system may be trained on U.S. data

in which friendly forces were tall, and thus be more inclined

to identify short people as combatants; or it may be trained

on indicators of aggression seen in one part of the world, like

maneuvers along a frontier, that may not occur elsewhere. Bias

is particularly troublesome for AI systems because the bias may

be deeply hidden in a large amount of data and no one may

be aware of it. Some of these situations exemplify a well-known

problem of statistical sampling of getting a representative sample

of input. If important types are underrepresented in the raw

data, data can be duplicated, or frequent types can be reduced

in number (subsampled). Better transparency of systems by

explanation tools can also help the analyses of their biases.

Automated ethical reasoning

Another way to improve the ethical behavior of AI software

is to design the AI itself to use explicit ethical principles

or criteria such as those of (Galliott, 2021). For instance,

the principle of avoiding threats to civilians can be modeled

by building a separate neural network that calculates the

expected number of civilians to be harmed near a target

based on intelligence data (Devitt, 2021) provides a start at

a set of implementable principles. People seem to understand

deontological ethics more easily than utilitarian ethics, so

the principles will be easier to understand and justify if

expressed as if-then rules. They will require setting thresholds

on probabilities and other quantities, so designers must be

prepared to argue why a 0.6 probability of killing a civilian

is acceptable. Nonetheless, automated ethical principles could

be better than human decision-making since they can avoid

emotional responses to particular nationalities, ethnicities,

political groups, or religions and thus could judge threats

more objectively.

Recommendations

This article has discussed several ways to improve the ethics

of AI systems, but the most important is transparency of their

operations in the form of explanations of what they are doing.

Thus, ethical AI methods should be simple to explain and easy

to justify. Numerical AI methods like artificial neural networks

are more likely to be problematic because the complexity of their

calculations makes them difficult to explain. Methods requiring

long logical reasoning chains of if-then rules cause similar

problems. Numerical methods also often require thresholds for

action (like the speed of a missile to entail a response) which

can be difficult to justify, and this is especially a problem

for decision-tree and support-vector methods. Unsupervised

machine-learningmethods are also problematic because they are

hard to control.

These issues mean it is also important to reveal the

algorithms and key details of AI software used for military

applications so that potential ethical risks can be identified.

Some ethical issues can also be monitored automatically from

within AI software, such as by estimating the casualties of a

course of action and using that in recommending decisions.
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This article draws upon original qualitative interview data with Norwegian male

and female cyberengineer cadets at the Norwegian Cyber Defense Academy,

who could in the future be working with AI-enabled systems in a variety of

positions throughout the Norwegian military. The interviews explored how

these cadets feel they as cyberengineers will be perceived in their future

positions in the military, what challenges they feel they may face, and how

gender may play a role in this. Di�erent cyberengineers expressed concern

about being able to communicate the cyber domain to their non-technology

specialist colleagues due to the increasing complexity of new technologies.

Gender appeared to be playing a role in this concern as thewomen interviewed

expressed specific concerns that they feel as women, that they do not fit

the stereotype of who is a cyberengineer, while some of the men felt that

as cyberengineers they were seen as embodying a nerd masculinity, and

that these gendered perceptions has implications for how they feel others

perceive their competence levels. The findings from this article highlights

gendered hierarchies in the military and the need for military institutions to

focus on developing communication skills among those working with cyber

operations. As the role of cyber is expected to grow in military operations,

cyberengineers will need to find ways of communicating e�ectively with

non-specialists—especially as complex AI-enabled systems are introduced.

Finally, this paper argues the need for military institutions to take gender into

account for this training and need for gender-sensitive policies.

KEYWORDS

AI, gender, cyber, military, communication, masculinity

Introduction

The rapid development of new technologies in society is resulting inmany changes in

how warfare is conducted (Feickert, 2021). One of those changes is the increasingly large

role that cyber operations play, whether during actual warfare or in gray-zone conflict

(Bilal, 2021). Due to the broad scope of what is cyber operations, definitional clarity is

challenging and with no generally agreed upon definition of what cyber operations are

(Dinstein and Dahl, 2020), or the cyber domain for that matter (Ringas et al., 2014).

For the purpose of this paper, cyber operations are defined as an attack by an actor
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(nation, non-state actors) upon another’s cyber capabilities

(Dinstein and Dahl, 2020), with the cyber domain being defined

as including computers, networks, and anything else connected

to the internet and communication capabilities (Ringas et al.,

2014, p. 58). While still in its infancy, Artificial Intelligence (AI)

is already playing a role in cyber operations, and this is expected

to grow in the years ahead, both for offensive and defensive

purposes (National Security Agency, 2021; Helkala et al., 2022).

A new challenge emerging from the increased complexity

of these technologies is that troops and commanding officers

and non-technology specialists in the military often have

minimal understanding of the cyber domain (Jøsok et al., 2017).

As a result, cyber operators have a greater responsibility to

communicate effectively what is happening in the cyber domain

to their commanding officers and fellow troops (Knox et al.,

2018), especially as they will need to work closely during “multi-

domain operations” (Feickert, 2021). A growing field of research

has highlighted the importance of good communication skills

for cyber professionals, and the ability to explain ongoings in

cyber domain to their less tech-savvy colleagues (Dawson and

Thomson, 2018). Furthermore, this poses questions of how the

implementation of AI-enabled systems will contribute to the

challenge of communicating complex technologies, as AI further

obscures understanding how these technologies work (Ellis and

Grzegorzewski, 2021).

Possible uses of AI in cyber operations may include

programs that detect and then respond to malicious activity in

the military’s networks, and at a rate faster than humans could

(Helkala et al., 2022). While there is enthusiasm for the use

of AI, there are also concerns about unintended consequences

resulting from its use (Ellis and Grzegorzewski, 2021). As many

at the top of the command hierarchy would be held accountable

for unintended consequences of AI use, there is likely to be

hesitancy about deploying these AI-enabled systems (Helkala

et al., 2022). Concerns about unintended consequences from

AI exists across a number of different sectors, including both

military and non-military (Steen et al., 2021). As these types

of systems can offer important advantages in cyber operations,

cyberengineers will need to be able to explain these systems in a

way that ranking officers can understand.

However, it is not only an issue that cyber professionals

need to be able explain these technologies to their colleagues,

but also there is the matter of how these cyber professionals

are viewed and perceived by their colleagues. Expertise and

those seen as experts is relational (Collins and Evans, 2007),

meaning that it is also a matter of how individuals are perceived

regarding their level of expertise. Many factors can play a role

in how someone is perceived, including gender (Ore, 2018).

This raises a question of how gender might play a role in

how cyber specialists feel they are perceived. Research has

shown the gender biases that exist against female experts in a

number of fields (Greve-Poulsen et al., 2021, p. 2), including

in cybersecurity (Frieze and Quesenberry, 2019). While there is

research outlining the importance of good communication skills

amongst those working in cyber operations, including in the

Norwegian military’s Cyber Defense (Knox et al., 2018), few of

these have taken into account how gender may play a role in this

(Ask et al., 2021; pp. 33–35).

To address this knowledge gap, original qualitative

interviews were carried out with cadets at the Norwegian

Defense Cyber Academy. These cadets are in the final year of

their education and will be deployed throughout the Norwegian

military to support cyber capabilities. The cadets and types

of tasks they will be working with are those in which AI-

enabled programs may soon come to play a role, providing an

opportunity to understand what challenges may exist for cyber

cadets and how military training and educational institutions

can try to address this issue. The main questions explored in

this article are how these cadets feel they as cyberengineers

will be perceived in their future positions in the military, what

challenges they feel they may face as cyberengineers, and how

gender may play a role in this. The implications of exploring

perceptions of current students allows for institutions to explore

how these perceptions align or differ from future working

situations, and then aim to better prepare their students for

future realities trainings and curriculum (Sipe et al., 2010;

p. 345).

Norway’s military presents an interesting case as its military

is often praised for its efforts of having a gender balanced

and inclusive military. Since 2015 Norway has had universal

conscription for both men and women (Jakobsen, 2021) and

in 2020 19% of Norwegian military personnel were women

with 33% of all conscripts being women (Forsvaret, 2021).

Despite this, different studies have been carried out showing

the way in which women still face barriers to inclusion

in the Norwegian military (Kvarving, 2019). However, little

of this research has focused on female cyber cadets in

the Norwegian military. Drawing from research findings on

women working in the cybersecurity industry and IT field

more broadly globally (Frieze and Quesenberry, 2019) and

in Norway (Corneliussen, 2021), we can see that women

face gendered stereotypes of who is seen as being technically

competent. As Corneliussen (2021) found in research on

women working in ICT, most of these women perceive and

experience that technology is something seen as masculine,

and an environment in which they face different barriers

to inclusion. The findings from these interviews aim to

contribute further knowledge both to gender dynamics in

the military (Enloe, 1989) as well as those working with

technology (Wajcman, 2000), and in the specific case of

Norwegian cyberengineers, where those two fields overlap.

Finally, this article highlights the relevance and importance

of gender in understanding not only women’s experiences,

but men’s experiences in the military (Christensen and Kyed,

2022), and aims to build upon a growing field of literature

examining how new and emerging technologies are disrupting
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and reenforcing gendered hierarchies in the military (Clark,

2018).

In the next section the methods carried out for this

project are described. Following this the results based upon

the qualitative interviews are presented. The final section is a

discussion, and the paper concludes with recommendations for

future research.

Methods

This paper is based upon semi-structured interviews with

cadets at the Norwegian Defense Cyber Academy. Thirteen

cadets were interviewed who are in the final year of their

bachelor’s degree in cyberengineering, which is about 1/3 of

the class. The cyberengineering program is a combination

bachelor degree where students receive training in telematics,

cyberengineering, and military leadership. Ten of the cadets

were men, and three were women. This represents a similar

gender ratio of cadets studying cyberengineering at the Cyber

Academy, where each class has about 50 students, and where

usually between 15 and 30% of each cohort in recent years has

been women.

Cyberengineering cadets generally are deployed across

the whole military and may work in a number of roles,

from maintaining radios and communications for field units,

to working at the main office for the Norwegian Cyber

Defence Force in Lillehammer. Cadets were chosen as AI-

enabled systems use in the Norwegian military currently

is limited or non-existent, and these cadets will likely be

working with such systems or overseeing others using them

in their future military career. Speaking with cadets rather

than currently deployed cyberengineers presents opportunities

to explore how they perceive their future roles, which

can provide insights for training institutions on how they

can better prepare their cadets for the realities of the

field, which may differ from their perceptions (Sipe et al.,

2010).

This study was approved by the Defense Force, and

participation was completely voluntary. Cadets were sent initial

information about the project and participation via email

through their course instructor, and interested cadets then

emailed back. All cadets received a consent form and were

informed of their rights in line with the regulations carried out

by the Norwegian Centre for Research Data (NSD).

Semi-structured interviews were carried out as they

allowed me to maintain some order in the interview, while

also being able to explore themes that emerged during

the interview (Morris, 2015). Semi-structured interviews

also enable a more conversational dynamic, where the

interviewer asks questions but where the participants are

able to express themselves as they desire (Morris, 2015,

p. 3). As someone whose Norwegian competence is only

moderate the interviews were carried out in English, which

raises important questions about possible language-related

challenges. My interview guide was designed with this

under consideration, and while most cadets were comfortable

speaking in English, the cadets were given the choice to

speak in Norwegian if ever they were uncertain of how to

express something.

As the scope of this project was focused on exploring themes

rather than generalizability (Mcguirk and O’Neill, 2016), 13

interviewees provided enough data for a meaningful analysis

and exploration of the topic. All of the interviews lasted

at least an hour, with several lasting over 90min, which

provided over 15 h of interviews to transcribe and analyze. The

interviews were then analyzed by using a thematic analysis,

which allowed me to identify themes in the qualitative data and

can be helpful when analyzing data focusing on participants’

“experiences” and “understandings and perceptions” (Clarke

and Braun, 2016; p. 88). As my project aimed to explore

what challenges the cadets felt they may encounter when

working in the military, and what influence gender may

have, a thematic analysis was well suited for exploring the

research question.

Research ethics were taken into consideration at every

step of the project, including safely handling the data and

anonymizing the participants, and also reflexivity from the

researcher (Dowling, 2016). Reflexivity meant that I was paying

attention to my own positionality, but also how I interacted

and engaged with the data as I was analyzing it. This type of

awareness also contributed to ensuring that the research was

produced in a rigorous and trusthworthy manner.

Results

In this section I present interview excerpts to show the

main themes that emerged from my thematic analysis. The

themes presented include (1) Participants’ perceptions that

others in the military don’t understand cyber; (2) Effectively

communicating cyber to non-cyber; and (3) reflections on

gendered perceptions of technologies and its impact on female

cyberengineers. In the discussion section I relate these themes

back to the broader fields of military ethics and gender

studies. Pseudonyms are used here to anonymize the identity

of participants.

Participants’ perceptions that others in
the military don’t understand cyber

Several cadets expressed that at a broader level across the

military there was a lack of understanding about the role that

cyber capabilities play in the military.
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Morten: I thinkmany people are not aware of how badly

things can go, or how vulnerable systems are. So I don’t

think that cyberwarriors get enough credit, and often it is

understandable, because when you are defending a network,

it is not something that everyone physically sees, so it is

difficult to understand everything we are doing. Fighter

pilots by comparison, it is much easier to acknowledge,

and it kind of has more prestige. If you shoot down an

enemy aircraft, it is something that you see with the physical

eyes, but something in cyber space can be really difficult to

understand for normal people.

Others would also state that in addition to a possible lack

of understanding, they felt as though some units in the military

devalue the importance of cyber. When asked about stereotypes

that might exist about cyberengineers in the military, Petter

would share he felt cyberengineers were seen as the nerds with

less prestige in the military, and how he thought this might

impact how others see cyber.

Petter: I will be deployed with field units that have

no security professional, other than us cyberengineers, and

there is a few of us in each battalion, and there I think we

have this nerdy, overly anxious stereotype, that we are the

guys who complain that everything they do is unsafe. Sort of

a necessary evil. We are sort of the outsiders there. Everyone

else is leadership, which is hard work, or you know the guys

in infantry, like sharp shooters, and I understand that we can

be annoying when we come up and tell them that they don’t

use their cell phones right.

While Petter shares here that one of the challenges is that

other units don’t take cybersecurity seriously, and how might

stereotypes of cyberengineers as nerds maybe played a role in

this, Julia shared that other members of the military are starting

to take cyber more seriously.

Julia: I think that people take it more seriously after

the attack on Stortinget (Norwegian Parliament) and seeing

what an attack can do. But I also think it is misunderstood,

because cyber is so broad, and most people think of

it as a computer and internet, but it is much more.

Communications, satellites, radios, and much more.

Here Julia references a prominent hack that took place

against the Norwegian Parliament in 2021 (Stolt-Nielsen and

Lysberg, 2021), underscoring that cybersecurity and cyber

capabilities can have a significant impact on Norwegian security.

However, similar to other comments shown, Julia feels that

there is a general misunderstanding of what is the cyber

domain. This underscores the need for cyberengineers to be

able to communicate what is ongoing in the cyber domain to

other members of the military, a theme which many of the

cyberengineers themselves pointed out, and which is the next

theme I turn to.

E�ectively communicating cyber to
non-cyber experts

When asked what skills are needed for cyberengineers, there

were a number of responses that emerged, including general

technical competence, creativity, and the need to have good

communication skills. As Lars shared:

Lars: I think it is important to have a good

understanding of ethics. As a cyberengineer you have more

understanding of what the technology is, so it is important

to be able to communicate to other people in a way so that

they can understand.

As Lars highlights, as a cyberengineer not only do you need

to be able to communicate in a way that people understand, but

also as a cyberengineer you need to be able to explain the ethics

associated with the technology (Ellis and Grzegorzewski, 2021)

a point returned to in the discussion more fully.

Anne would speak about the importance of good

communication skills. Yet when asked if she felt that cyber had

prestige in the military, she would share:

Anne: Absolutely not, or not yet at least, and that is

something we have talked about quite a bit in our studies

from the beginning. We have to dare to speak up, and are

likely going to meet resistance, because we are going out

as specialists, and not leaders. We have to advise them on

something they know nothing about, so it is possibly easier

to not consider what we are saying, and our job is trying

to describe how what is happening in the cyber domain is

important to everything else that is happening.

From an institutional point of view, these comments present

important insights into what types of skills and training should

be included for cyberengineers, and I return to this in the

discussion after presenting the final theme from my analysis.

Reflections on gendered perceptions of
technologies and its impact on female
cyberengineers

Gender as a theme would come up first with the women

I spoke with when asking the cadets about stereotypes about

cyberengineers in the military.
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Anne: I think the stereotype is the typical nerd, with

glasses and head buried deep in the computer. I think that

is still what most people think, and when I tell people I am

doing this, they are like, but oh you are a girl, so that is also

something that hasn’t changed.

Anne was among the first I interviewed, and when

I spoke with another of the women in the program,

Sara, she also said she didn’t feel as though she fit

the stereotype of who is a cyberengineer. When I

asked if it had anything to do with being a woman

she replied:

Sara: Both that (being a woman), and also that I am

not a gamer really. I feel like those who are gamers fit the

stereotype better.

While both Anne and Sara expressed that they didn’t

think they fit the stereotype of who is a cyberengineer due

to their gender, neither of them felt that being a women had

an impact on them being treated differently in the military.

However, Julia expressed that she thought there were moments

where she was being treated differently because she was

a woman.

Julia: Many guys, they don’t understand that women

also know stuff about computers. And I have experienced

it myself during the exercise when we had cyber operations,

I had to be really patient, because, they expected less of me

than the other guys.

Here we see that Julia feels that because of gendered

stereotypes about technology (Corneliussen, 2021), she is seen

as less competent when it comes to cyber operations. When

speaking with some of the male cadets about gender equality in

the military and amongst cyber operators, many of them spoke

about the high level of gender equality in the Norwegianmilitary

and in cyberengineering. However a few of them did highlight

that due to broader societal ideas about technology, thismay lead

to gendered stereotypes.

Jens: Even me, I don’t naturally assume that a woman

would be interested in gaming on a PC, so that is a kind of

stereotype, that isn’t explicitly military, but that is in most of

the society.

Interestingly, Jens expresses that it is gendered stereotypes

about technological competence, and not about the

military that in Norway might create barriers for female

cyberengineers. However, as will now be shown in the

discussion, gendered dynamics were also at play for the

male cyberengineers.

Discussion

As Jøsok et al. (2017) highlight, cyber applications in

the military “distort” military structures, as those lower in

ranks often have higher technical competence than their

officer (p. 497). My interview findings show that many of the

cyberengineers feel challenged by this disruption of hierarchy,

and they reflected on how they feel that in the broader military,

few understand what the cyber domain is or take it seriously.

This further adds to what the cadets feel is a challenge they will

encounter when working in the military, which is explaining

cyber-related challenges and topics to their commanding officers

and fellow soldiers (Knox et al., 2018). This has important

implications for military effectiveness, as the cyber domain will

increasingly play a vital role, and there will be a need for good

communication between “operator and commander... in order

to communicate efficiently to support each other’s sensemaking”

(Jøsok et al., 2017 p. 493). The implementation of AI-enabled

systems will add to this challenge of effective communication, as

AI further obscures understanding how these technologies work

(Ellis and Grzegorzewski, 2021). Yet as Lars comments shows

about the ethics of these technologies, he not only feels a burden

to communicate the cyber domain, but also to communicate

the ethical challenges associated with It. As the use of AI is

integrated into cyber operations in the future, it will be crucial

that militaries focus on developing the skills to operate and

understand AI systems, but also still focus on the development

of good communication skills among cyber operators as the

personnel will remain crucial despite advanced technologies

(Ellis and Grzegorzewski, 2021).

Additionally this article has highlighted the role of gender in

relation to effective communication of the cyber domain in the

military. As Corneliussen (2021) found with women working in

ICT in Norway, “negotiating their belonging” (p. 48) is often

more difficult for women than men due to stereotypes about

who is good with technology. In an organization such as the

military, often seen as a gendered and a masculine institution

(Kvarving, 2019), overlapping factors appear to play a role in

how these women see themselves as fitting in. While Julia

was the only woman who felt as though this had negative

consequences, the perception among the women interviewed

suggests that they are aware of the gendered institution they

exist within. As the Norwegian military currently is made up of

about 30%women, it is likely that those who these womenwould

be interacting with, and communicating with about the cyber

domain, would likely be men. Experiences of discrimination

and perceptions of self which are tied to societal stereotypes

can possibly contribute to uncertainty, creating extra barriers

in the everyday tasks and assignments these women may work

with. The challenge this provides to military institutions is

to continue to focus on how they can try to create more

gender-neutral perceptions of technology and technological
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competence, and to take into account how these assumptions

may impact female cyberengineers.

Gendered perceptions appear to have an impact on the

men as well. None of the men interviewed expressed that

they didn’t fit the stereotype of who is a cyberengineer,

further highlighting the gendered nature of technology and

the military and of who feels they fit the stereotype. However,

their comments about how they felt cyberengineers were viewed

more broadly in the military illustrate their perceptions of

masculine hierarchies in the military (Christensen and Kyed,

2022). As Petter shared, he felt that the cyberengineers were

seen as overly anxious, reflecting that perhaps they are seen

as embodying a “geek masculinity” (Salter, 2018) which is

marginalized within the military. Studies on masculine culture

in different military contexts have highlighted the way in which

different units within the military can construct “hegemonic”

ideals of masculinity for their unit, and also how they feel

they may be marginalized or looked down upon by other

units in the military (Clark, 2018). Based on the comments of

Petter and other men I spoke with, they feel that within the

broader military cyberengineers are seen as embodying a nerdy

masculinity, which for them they feel creates challenges for

how seriously they think they will be seen. New technologies

being embraced by militaries globally have, and will continue

to change the way in which warfare is conducted. From

these men it would appear that the cyber domain sits in an

arena of tension, one in which it might be looked down up

by other units, but one that also will continue to play an

increasingly vital role in multi-domain warfare. What is seen

as masculine, and thus of value, is fluid, and has changed

in the military before. A question that remains is if / when

that might happen in the cyber domain in the context of the

Norwegian military.

This article has presented initial findings on the types of

challenges Norwegian cyberengineers feel they may encounter

in the field, and how gender may play a role in this. It is

important to acknowledge that these reflections are based upon

their own perceptions, and limitations in the project design

limit the extent to which this article can claim these women

encounter actual biases. Further research is needed to explore

the ways in which gendered assumptions and biases may be

impacting the male and female cyberengineers during cyber

operations. While the research on improving communication

skills among those working with the cyber domain is growing,

little of this research has taken into consideration gender. As

training institutions seek to prepare these cadets for their future

role, understanding how these cadets’ perceptions and the role

of gender in these perceptions, which may align with or differ

from reality, can provide important insights for better training

and education. These findings also have policy implications,

and highlight the need for institutions and organizations to

implement gender-sensitive policies that are attentive to local

gender dynamics and set concrete goals and measurements for

creating more inclusive environments in the military (Millar

et al., 2021).
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The potential for the use of artificial intelligence in developing lethal

autonomous weapons systems (LAWS) has received a good deal of attention

from ethicists. Lines of argument in favor of and against developing and

deploying LAWS have already become hardened. In this paper, I examine one

strategy for skirting these familiar positions, namely to base an anti-LAWS

argument not on claims that LAWS inevitably fail to respect human dignity,

but on a di�erent kind of respect, namely respect for public opinion and

conventional attitudes (which Robert Sparrow claims are strongly anti-LAWS).

My conclusion is that this sort of respect for conventional attitudes does

provide some reason for actions and policies, but that it is actually a fairly

weak form of respect, that is often override by more direct concerns about

respect for humanity or dignity. By doing this, I explain the intuitive force of the

claim that one should not disregard public attitudes, but also justify assigning

a relatively weak role when other kinds of respect are involved.

KEYWORDS

lethal autonomous weapons systems (LAWS), artificial intelligence, military ethics,

respect, conventional attitudes, revulsion

Introduction

Robert Sparrow has argued that since there is widespread moral revulsion at the

idea of developing and deploying Lethal Autonomous Weapons Systems (LAWS), to

do so would show disrespect for humans who have this feeling or attitude of revulsion

(Sparrow, 2016). Given some (controversial) empirical assumptions, I think he may be

right that respecting this conventional attitude provides a prima facie reason to reject

LAWS. But keeping in mind a distinction between this kind of symbolic respect and a

deeper and more foundational form of respect for persons, it can be seen that Sparrow’s

proposed respect for conventional attitudes only provides a fairly weak, prima facie

reason for action. This is important, because it acknowledges the strong aversion that

some people have to the possibility of developing LAWs, but simultaneously suggests

limits on the argumentative role of this feeling.

Hypothesis

It is possible to accommodate the important moral intuition that one ought to show

a kind of respect for widespread attitudes and conventions, without supposing that such

attitudes provide an overriding reason to reject all use of LAWS.
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Method

I will examine existing views on the role of respect for

conventional attitudes on the moral permissibility of developing

and employing LAWS, extract the key elements of these views,

and argue that these views can be accommodated without a

comprehensive ban on LAWS.

Method: Moral debate about LAWS

The longstanding trend toward usingmilitary weapons from

great distances has accelerated in recent decades, with the

use of artillery and aerial bombardment being supplemented

by precision guided missiles and remotely piloted aircraft.

In addition to the increasing distance between combatants

and their targets, some weapons systems have the capability

to operate in ways that are significantly autonomous, or

independent of direct human control, the movement toward

increasingly remote operation of lethal weapons and the

movement toward systems capable of operating without direct

human control have not fully intersected. Weapons capable of

operating fully autonomously have either been defensive, like

the US Aegis missile defense system (when on “auto special”

setting), or they have been directed at targets other than humans,

like Israel’s Harop system, which is designed to destroy radar

equipment. However, this historical separation of the autonomy

of weapons systems and their lethal application to human

targets apparently has collapsed recently, as the first uses of

autonomous drones against human targets, without human

oversight, reportedly have already occurred (Cramer, 2021).1

The anticipatory moral debate about developing and

deploying such LAWS has been lively and passionate. It is

widely agreed that the technological limits of current AI make it

ethically unjustified to assign decisions about targeting humans

to weapons systems, independent of human oversight—that

is, to employ weapons systems against human targets with

human controllers “out of the loop,” to use current terminology.

While AI may well distinguish between allied and enemy

forces in many battlefield conditions, it is not yet as reliable

as humans in making more subtle judgments about whether

enemy combatants are hors de combat, or at identifying irregular

forces, making judgments about whether civilians are actively

supporting military operations, or foretelling collateral damage

1 Although even simple weapons, such as land mines or IEDs, can

operate without direct human control, I am following the parameters of

the debate started by Sparrow and others, in focusing on lethal weapons

systems directed at human targets that involve some discrimination or

targeting with humans out of the loop. (Some “automatic” weapons like

the Russian POM-3mines may blur the line between automatic andmore

fully autonomous weapons, in that they do discriminate between human

and other moving targets).

and civilian casualties. But it seems inevitable that the AI

employed in LAWS will eventually become at least as good

as humans at tasks like this. The question of whether there

is a principled reason to prohibit the use of LAWS at that

point is a matter of heated debate, and a number of lines

of moral argument for and against their use have become

firmly entrenched.

The most fundamental principled objection to the

development and use of LAWS is that removing human control

from the process of targeting and killing human beings would

in some way show disrespect for humankind, or would be a

failure to recognize and acknowledge human dignity (Asaro,

2012). The objection turns on a claim that respect for human

dignity requires some kind of active recognition of the humanity

of the target, a recognition of which machines are inherently

incapable.2 But a response to this objection also has become

standard, namely that by this standard, LAWS should be no

less acceptable than many weapons that have been in use for

many years or even decades, such as cruise missiles or standard

artillery (Jenkins and Purvis, 2016).

Proponents of the use of LAWS have developed their

own influential argument, emphasizing that when LAWS

become better than human operators at distinguishing between

legitimate military targets and civilians, the lives saved will

constitute such a positive consequence that the use of LAWS

will not be morally wrong, but may instead be morally required

(Arkin, 2010). This pro-LAWS argument also can be presented

as a matter of respecting the dignity of the humans whose lives

are saved, directly countering the argument that use of LAWS

must be eschewed for the sake of respecting human dignity

(Jenkins and Purvis, 2016).

The basic positions have been staked out for several years,

with a good deal of the moral thinking on the topic of LAWS

consisting more or less of modifications and reinforcements

within this framework (Skerker et al., 2020; Bohrer, 2022; Kahn,

2022). In this kind of hardened rhetorical landscape, it is useful

to try new approaches, and that seems to be the motivation

for an argument offered by Robert Sparrow, in which respect

and disrespect play a different role than in the standard anti-

LAWS position.

Results: Sparrow’s “conventional
respect” argument against LAWS

Sparrow relies on an idea that what counts as respectful

or disrespectful can depend on “social understandings” so

2 As an anonymous reviewer has noted, the response below

presupposes that one can view a machine as distinct from the intention

of its creator. So, besides the standard response I describe, a more radical

response is possible, in which machines as artifacts can express a variety

of attitudes of their human creators.
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there is a “conventional element to our understanding of the

requirements of respect” (Sparrow, 2016, p. 109). Sparrow’s

approach may circumvent the need to settle some of the

standard, highly controversial questions about human dignity,

respect, and their role in debates about LAWS. This is because

instead of attempting to establish theoretically that the nature

of human dignity and respect for persons requires a direct and

personal engagement with any person who is affected by life and

death decisions, it substitutes a different kind of respect, namely

respect for conventional attitudes. To flout these widespread

attitudes sends a message of disrespect to people who have them,

by implying that their feelings or attitudes are unimportant.

Sparrow’s strategy here places great weight on a supposed

“widespread public revulsion at the idea of autonomous

weapons” (Sparrow, 2016, p. 109), and that “Most people already

feel strongly that sending a robot to kill would express a

profound disrespect of the value of an individual human life”

(Sparrow, 2016, p. 109). Sparrow admits that “it is possible that

public revulsion at sending robots to kill people will be eroded

as AWS come into use and become a familiar feature of war”

(Sparrow, 2016, p. 116), but he regards this as a significant

change from what he takes to be the currently prevalent attitude,

that the use of LAWS would be an appalling example of failure

to respect human dignity. Sparrow says, “the strength and

popular currency of the intuition that the use of [LAWS] would

profoundly disrespect the humanity of those they are tasked to

kill is sufficient justification to try to establish such a prohibition”

(Sparrow, 2016, p. 111).

Although I will grant, for the sake of argument, Sparrow’s

premise that there is widespread public revulsion at the thought

of the use of LAWS, this is only a hypothetical concession,

and in fact the premise is not strongly supported. Sparrow’s

main evidence is a 2013 survey, in which 39% of respondents

said they “strongly oppose” the use of “robotic weapons that

can independently make targeting and firing decisions without

humans in the loop,” and 16% said they “somewhat oppose”

it (Carpenter, 2013). However, the survey did not ask why

respondents held their views, so it is hasty to conclude that

even the 55% of respondents who opposed the use of LAWS

did so because of a feeling of repugnance. There are many other

reasons why someone might oppose the use of LAWS against

humans, including concerns about the technical adequacy of

AI in targeting, a general pacifism, or a resistance to increasing

the gap between nations with advanced military technology and

those without. A 2021 survey by Human Rights Watch is more

suggestive of some public unease or perhaps revulsion at the

use of LAWS, though it is still inconclusive. Asked whether

they support or oppose the use of LAWS (with the concept of

LAWS being explained within the survey question), 41.9% of

all respondents said they “strongly oppose” LAWS and 19.4%

“somewhat oppose” it. This survey also asked respondents who

opposed the use of LAWs for the reasons for their opposition.

It found that 66.2% of all respondents who oppose the use of

LAWS said, “They’d cross a moral line because machines should

not be allowed to kill” (Human Rights Watch, 2021). There

is room for concern about circularity—use of LAWS is wrong

because it crosses a line into wrongness—but the idea of a “moral

line” also is at least compatible with a feeling of moral revulsion.

So, charitably, it may be that about 40% of all respondents (two-

thirds of the 63% of respondents who opposed the use of LAWS)

feel at least some unease or perhaps even revulsion at the thought

of military use of LAWS. This is some potential evidence, but

weak evidence, for the claim that there is a widespread feeling of

revulsion toward LAWS.

Nevertheless, it is worth granting this contestable claim,

to see how strong an argument against the use of LAWS can

be formulated, using it as a premise. Not only does the 2021

survey mentioned above hint at some revulsion, but it also

is undoubtedly the case that some commentators on LAWS

display strong and deeply held feelings about the repugnance

of allowing machines to make decisions about lethally targeting

humans, and about the incompatibility of this practice with

human dignity. Besides the authors Sparrow mentions (e.g.,

Gubrud, 2014), many other examples could be cited (e.g., Heyns,

2017). It is unclear what amount of public revulsion is needed in

order to count as supporting a moral requirement of respecting

the attitude. The answer to this question is neither obvious nor

empirically resolvable, but would instead itself be a matter for

moral argument. Instead of embarking on that project, I will

grant hypothetically that there is a “strong” feeling of revulsion

at the thought of using LAWS, and see what argument follows.

Sparrow does not simply take a feeling of moral revulsion

to provide direct proof that some practice, like the use of

LAWS, is wrong. That strategy, which is sometimes (probably

uncharitably) attributed to Kass (1997), seems implausible.

Instead, Sparrow’s argument works through an idea of

societal conventions about what counts as respectful or

disrespectful treatment. Although Sparrow does not go into

great detail about the connection between feelings of revulsion

and conventions regarding respect, his thought appears to be

that feelings of revulsion about some practice are one indication

that deeply held conventions or attitudes regarding respect are

being violated. This is consistent with his example of a deep

feeling of disgust in reaction to the mutilation of corpses,

even though what counts as mutilation “is conventional and

may change over time” (Sparrow, 2016, p. 109). Even though

a specific way of treating corpses (cutting fingers off, eating

parts of them, burning them) may be regarded as disrespectful

according to the conventional standards of one society or

a set of societies, the conventions of some other society

might deem the same treatment respectful. But these ways of

treating corpses genuinely are disrespectful in virtue of violating

conventions, despite the conventions being mutable, because

violating conventions about respect is a way to exhibit disrespect.

If some society has a convention against touching strangers

with one’s left hand, then deliberately touching a stranger with
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one’s left hand in this society is disrespectful, whether the

origins of the convention have to do with health and hygiene,

religion, combat practices, or just superstition, and regardless of

whether some other society holds any such convention. In the

same way, Sparrow maintains that attitudes of revulsion at the

thought of employing LAWS show that there is a widely shared

conventional attitude that assigning decisions about taking a

life to machines is disrespectful to human dignity, and that

violating these conventions is a way of showing disrespect.

“That the boundaries of such respect are sometimes—as in this

case—determined by convention (in the sense of shared social

understandings rather than formal rules) does not detract from

the fact that it is fundamental to the ethics of war” (Sparrow,

2016, p. 110).

So, a simple representation of Sparrow’s argument would be:

(a) If some type of action violates conventions of respect and

disrespect, then this is a moral reason not to perform this

type of action.

(b) The development and use of LAWS violates widespread

conventions regarding respect and disrespect for humans,

which require personal recognition and acknowledgment

of the life being taken (and revulsion at the idea of using

LAWS is evidence of this violation of conventions).

(c) Therefore, we have a moral reason not to develop and

deploys LAWS.

This representation of Sparrow’s argument is deliberately

vague (in that it leaves open how compelling a reason is provided

by respect for conventions), and examination reveals that if

more properly specified, it is a sound argument, but that it also

is limited in the ramifications of its (fairly weak) conclusion.

Discussion: Sparrow’s argument and
two levels of respect

There is something intuitively compelling about Sparrow’s

argument. It does seemmorally problematic to flout conventions

regarding respectful and disrespectful behavior, or to dismiss

feelings of revulsion at possibly grave violations of some of these

conventions. But the question is how much weight to give to

these norms and attitudes, compared to other considerations

involved in the possible use of LAWS.

In a paper directly responding to Sparrow’s position, Purves

and Jenkins acknowledge that “public aversion to a technology

counts against its adoption,” but they are quick to dismiss some

of these attitudes, because the attitudes are not based on sound

moral reasons (Purves and Jenkins, 2016, p. 396). They say that

“public opinion can be swayed by an array of factors, only some

of which are indicative of the moral truth of a matter,” and that

“ethicists should not be satisfied to let public opinion carry the

day, especially in the absence of a robust moral distinction. . . ”

(Jenkins and Purvis, 2016, p. 396). In effect, they question

premise 1 of the reconstruction of Sparrow’s argument offered

above—they claim that conventions of respect should only be

accommodated if they are based on sound moral reasoning.

Some thought experiments can be generated in support of this

position. For example, suppose that some nation at war pleads

with enemy forces to only use combatants of northern European

descent in military engagements with them. “Please do not allow

people of color to take our lives,” they say, “This is deeply

disrespectful of our traditions, which maintain that only people

of our own race are worthy opponents.” Intuitively, it seems

that such a plea should carry no weight, because it is based on

misguided, racist, moral ideals.

But, despite cases like this, it is hasty to conclude that we

should respect only feelings and conventions that we think are

based on sound moral reasons. Suppose that instead of pleading

that no person of color should be deployed as a combatant

against them, the nation at war pleads that ammunition

used against them should contain no copper. “Our spiritual

and religious convictions tell us that copper is impure, and

contaminates our souls,” they say. If ammunition were available

that did not contain copper, and if its use were as effective

as ammunition containing copper, then it seems that their

revulsion at the idea of being killed by copper should carrymoral

weight, providing at least some moral reason to use non-copper

ammunition. And this would be so, even if their aversion to

copper seemed to be based on mere superstition, instead of any

sound moral reasoning. For that matter, the example of avoiding

touching strangers with one’s left hand seems to be a real way

of showing respect, even if the origins of the convention are

disconnected from any current negative or positive effects.

Instead of saying that conventions of respect should carry

weight only if they can be seen to rest on soundmoral reasoning,

a more nuanced account is needed. Our own choices, especially

if they are deliberate policy decisions, not only lead to actions,

but also send a message. In this sense, Sparrow is correct that

“ethics is a realm of meanings” (Sparrow, 2016, p. 101). I can

deliberately flout conventions of respect and send a message that

those conventions are morally objectionable, or I can simply fail

to consider them, and send a message that I disrespect those

who hold the conventional attitudes. Or I can adhere to the

conventions of respect even if I do not see their point, sending

a message of respect for those who do regard the conventions

as important. This picture, encompassing the communicative

element of actions, allows for a subtler, more nuanced picture

of the role of conventions. However, it is of little pragmatic

help in telling us how much weight to give to some particular,

controversial conventions or attitudes, such as the attitude that

the use of LAWS is contrary to human dignity.

But a point about respect drawn from normative moral

theory is useful here, and suggests that in the case of LAWS,

respect for conventions or attitudes provides a relatively

weak reason for action, which may well be outweighed by
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other considerations. This can be seen by disambiguating the

concept of “respect,” which is used in many different ways in

moral discourse.

Sparrow’s argument centers on a specific type of respectful

action, namely actions that have to do with adherence to

or rejection of conventions. Such conventions can encompass

matters like not touching strangers with one’s left hand, or more

profoundmatters, such as how corpses are handled or how lethal

combat decisions are made. We can show respect by adhering to

conventions, respect both for individuals affected by our actions

and respect for those who hold the conventions. But there must

be a rationale for recognizing and adhering to any class of duties,

including these duties of conventional respect.

And this deeper rationale for recognizing various classes of

duties is sometimes also described by using the word “respect,”

in a different sense. Kantian theories often make respect for

persons, or for the dignity of humanity, the deep basis of

many or all duties. So Wood takes respect for the dignity of

rational nature as the basis of all duties to oneself or others

(Wood, 2008). Darwall, whose views have a looser affinity

with Kant’s, identifies a type of respect he calls “recognition

respect,” and takes it that recognition respect for persons is

the basis of our duties regarding what one person can morally

demand of another (Darwall, 1977). Hill takes from Kant a

moral requirement to treat all persons with “basic respect” as

potential moral decision-makers, with this basic respect leading

to more specific moral requirements (Hill, 2000). The strategy of

groundingmoral claims on a foundational respect for persons or

for dignity is not restricted to moral theory, it is also displayed

in important public statements, such as the United Nations’

Universal Declaration of Human Rights, which grounds its

specific human rights on “recognition of the inherent dignity” of

all humans, and requires universal and equal “respect” for these

rights (United Nations, 1948).

This foundational role that respect for persons or for human

dignity often plays imbues the word “respect” with an aura of

moral significance, even inviolability. After all, if all duties are

based on respect for persons, then to fail to give this kind of

respect is by definition wrong. Even if only some substantial

subset of duties are based on respect for persons, then it would

take powerful countervailing reasons to override these duties.

But a derivative set of duties are more likely to be defeasible,

even if the duties go by the name of duties of “respect.” Symbolic

respect for persons, instantiated in actions such as trying to

abide by conventions of respect, may be based on a foundation

of deep respect for persons, but may be frequently overridden

by other duties that also are based on foundational respect for

persons. In fact, it appears that duties such as preventing loss

of life, distributing goods and outcomes fairly, and maybe even

being truthful, often outweigh symbolic respect for conventions,

in a moral system based on a foundational respect for persons.

There is prima facie reason to abide by a convention against

touching strangers with one’s left hand, but this reason becomes

inert if the only way to save a stranger from a burning car is

to pull her out with both hands. There is some moral reason

to eschew ammunition containing copper in order to show

symbolic respect for a society’s conventional attitudes, but if the

war can be ended more quickly and with much less suffering by

using ammunition containing copper, the prohibition on copper

falls away easily. And, in a military context, even the convention

of adhering strictly to rank hierarchies, which is quite strong in

modern militaries, can be outweighed when one is given orders

that violate the standard rules of jus in bello, which can plausibly

be seen as being based on respect for humanity.

While I do not claim that requirements of respect for

conventions are so weak as to always be outweighed by any

conflicting moral considerations, it does seem that they are often

relatively weak prima facie duties, if one keeps in mind the

distinction between duties of respect for specific conventions

and the deep foundational respect that many ethicists take to

be central to morality. If so, then Sparrow has identified a

source of the intuition that conventional attitudes of repugnance

toward the use of LAWS provide some reason to refrain from

developing and using LAWS. But it is a weak reason, that

does not obviously seem to outweigh other morally important

factors, such as minimizing loss of life or self-defense against

unjust attacks.
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The PRC considers military AI
ethics: Can autonomy be
trusted?

Mark Metcalf*

McIntire School of Commerce, University of Virginia, Charlottesville, VA, United States

China’s People’s Liberation Army (PLA) is currently wrestling with the benefits

and challenges of using artificial intelligence (AI) to enhance their capabilities.

Like many other militaries, a key factor in their analysis is identifying and

dealing with the ethical implications of employing AI-enabled systems. Unlike

other militaries, however, as the PLA is directly controlled by the Chinese

Communist Party (CCP—“the Party”), such considerations are conspicuously

influenced by a definition of military ethics that is fundamentally political.

This Mini-Review briefly discusses key tenets of PLA military ethics and then

investigates how the challenges of military AI ethics are being addressed in

publicly-available government and PLA publications. Analysis indicates that,

while the PLA is considering AI ethical challenges that are common to all

militaries (e.g., accountability), their overriding challenge that they face is

“squaring the circle” of benefitting from autonomous AI capabilities while

providing the CCPwith the absolute control of the PLA that it demands—which

is, from the CCP’s perspective, a military ethics consideration. All Chinese

translations are my own.

KEYWORDS

artificial intelligence, intelligentization, lethal autonomousweapons systems, military

ethics, People’s Liberation Army

Introduction

This paper discusses People’s Republic of China (PRC) writings on military artificial

intelligence (AI) ethics as they apply to the People’s Liberation Army (PLA).

While an abundance of academic and military research about military AI ethics has

been published in the PRC, there is currently not a publicly-available official PLA policy

on the topic.

The PLA is unwilling to publish any materials that may provide potential

adversaries insights into their specific considerations and plans for the use of new

technologies (such as AI), as such information is considered state secrets. Instead,

such writings exhibit a high degree of indirectness. For example, a PLA researcher,

instead of unequivocally stating that the PLA should be concerned about the ethical

issue of accountability when using lethal autonomous weapons systems (LAWS),

will summarize research by Western scholars that express concern about the issue.

This allows the author to avoid making a policy recommendation—which is the

Chinese Communist Party’s prerogative—while indirectly highlighting a concern

about AI accountability. When evaluating PRC writings on military AI ethics, then,

readers must frequently “read between the lines” (relying on multiple sources)

to determine what is actually being proposed. They must not only consider
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what is written, but also how and why specific issues are—and

aren’t—addressed [(Jullien, 1995), p. 93–115].

As a result, there are currently only a handful of PLA sources

that, somewhat authoritatively, express PLA perspectives on

military AI ethics and they form the basis of this paper.

An overview of PLA military ethics

To comprehend the PRC’s views regarding military AI

ethics, it is important to have a basic understanding how the PLA

views the scope and role of military ethics; a perspective that is

strongly influenced by the Party (Metcalf, Forthcoming)1.

A consistent theme in PLA ethics writings is the importance

of developing a “military ethics culture [that] guides soldiers’

ethical self-awareness andmoral self-discipline” [(Tang, 2016), p.

2]. The PLA considers military ethics to be a political matter that

is guided by the Party; an issue that is rooted in Marxist ethics

and CCP General Secretary Xi Jinping thought, that supports

the development of “socialism with Chinese characteristics”, and

contributes to the Party’s goal of a creating a strong military as

a key element of a rejuvenated China [(Liu and Li, 2020), p.

74]. As a result, PLA writings about military ethics emphasize

both the political goals and military benefits of military ethics

and rarely engage in discussions of ethics for ethics’ sake. In

2017, for example, the Party directed that the PLA should

“Follow the Party! Fight to win! Forge exemplary conduct!”—an

omnipresent saying in venues ranging frommilitary newspapers

to propaganda posters to military facilities. Elsewhere, a PLA

political officer explains the strategic significance of military

ethics using distinctly political terminology.

The development of military ethics thus embodies the

unity of scientific and revolutionary, the unity of theory

and practicality. It is not only an important part of

the revolutionary change of military culture, but also

the historical memory of the nation, a concentrated

embodiment of the national spirit with patriotism as the

core, and a practical model of the socialist core values. The

heroic spirit of the people’s army is an important spiritual

wealth for self-confidence and the development of socialist

culture with Chinese characteristics. The moral practices

of the people’s army have always played an exemplary

and leading role in the process of socialist revolution and

construction [(Liu and Li, 2020), p. 74]

PLA ethics training encourages the “cultivation of

revolutionary soldiers. . . having [martial] spirit, having [martial]

skills, having courage, and having moral character; the so-called

1 Metcalf, M. Forthcoming. “A survey of 21st century PLA scholarship

on the role of military ethics in warfare,” inWarfare Ethics in Comparative

Perspective: China and the West, eds S. B. Twiss, P.-C. Lo, and S. B. Chan

(London: Routledge).

“Four Haves” [(Jia, 2017), p. 4]. The term “spirit” is also

used throughout PLA ethics writings to explain the desired

characteristics that military ethics are to instill in PLA troops.

For example, soldiers are encouraged to follow the spiritual

examples of selfless soldiers (e.g., Lei Feng Spirit) and even

nationwide political campaigns (e.g., The Resist “SARS” Spirit)

[(Liu and Li, 2020), p. 73–74].

PLA military ethics also encourage personnel to conform to

socialist and traditional Chinese norms, such as collectivism and

selflessness. In recent years, this task has been made difficult due

to domestic societal changes and perfidious Western influences.

The challenges of turning PRC youth who are increasingly

enamored of individuality, making money, or their mobile

phones into effective PLA soldiers are frequently mentioned

[(Tang, 2016), p. 2–4].

The PLA realizes that the need for ethics training extends

beyond merely training personnel to obey the Party. Ethics

challenges that are created by emerging technologies (such as AI)

must also be addressed. Initially established to tackle the unique

roles and responsibilities of PRC defense industry personnel, this

topic is also used to address the ethical issues faced by soldiers

using ever more capable and lethal weapons systems.

. . . the relationship between men and weapons are again

being developed from a new starting point. The face

of warfare is becoming increasingly vague. In modern

troop building, military activities, and combat the factor

of morality is becoming greater and greater and the

matter of military ethics culture is receiving extensive

interest. On one hand, the modernization construction of

our country’s national defense and troops is generating

a large number of ethical questions. . . ethical questions in

military training and education, ethical questions in high

tech weapons development, ethical questions in military

systems, ethical questions regarding military and civilian

relationships, knowledge questions regarding the law of war

and warfare ethics, etc. They all become questions that must

be confronted and settled when reforming a StrongMilitary.

[(Tang, 2016), p. 2–3]

Ethicist Zhao Feng further argues that new and unique

ethical issues must be considered as new technologies are

developed [(Zhao, 2014), p. 112]. Whether addressing ethical

concerns of individuals soldiers or the development of state-of-

the-art weapons systems, however, PLA military ethics training

consistently emphasizes the incontestable fact that the Party

controls the PLA.

PLA military AI ethics

The PLA is intensely involved in applying AI to their

capabilities. TaiwanArmyColonel Jing Yuan-Chou explains that

the PLA considers AI to be a “‘game-changing’ critical strategic
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technology; increased machine speed and processing power

are expected to be applied to military planning, operational

command and decision support as part of the ‘intelligentization’

of warfare.” Xi Jinping has directed the PLA to “accelerate

the development of military intelligentization,” an endorsement

that Jing argues “elevates the concept of intelligentization as

a guideline for future Chinese military modernization” (Jing,

2021). The “intelligentization” that Jing describes specifically

refers to the use of AI to enhance military capabilities and such

enhancements result in “intelligentized warfare.”

Given this interest, it may seem surprising that seemingly

nothing is available from PLA sources regarding specific actions

that the PLA is considering to address military AI ethical issues.

While this can somewhat be attributed to a PLA penchant for

security, there are also political factors resulting from Party

control of the PLA. For example, when considering the use of

LAWS, at a certain point in the process the PLA operator will

“relinquish” control of the weapons system to AI functionality;

a procedure that is unacceptable in current PLA doctrine.

It is ethical questions like this the PLA must address when

considering the use of AI.

The PRC and military AI ethics

This does not, however, imply that the PRC is absent

from international discussions of military AI ethics. At the

Sixth Review Conference of the United Nations’ Convention

on Certain Conventional Weapons in December 2021, the PRC

submitted a position paper on the use of military AI which

included the following statement on military AI ethics.

In terms of law and ethics, countries need to uphold the

common values of humanity, put people’s well-being front

and center, follow the principle of AI for good, and observe

national or regional ethical norms in the development,

deployment and use of relevant weapon systems. Countries

need to ensure that new weapons and their methods or

means of warfare comply with international humanitarian

law and other applicable international laws, strive to reduce

collateral casualties as well as human and property losses,

and prevent misuse and malicious use of relevant weapon

systems, as well as indiscriminate effects caused by such

behaviors. (MFA-PRC, 2021)

Characterized as being “more aspirational than actionable,”

documents like this provide little insight into how the PLA

actually views military AI ethics [(Toner, 2022), p. 255–256].

The PLA and military AI ethics: PLA Daily

One type of source that has intermittently shed light on

PLA military AI ethics considerations is military newspapers.

Vetted by the Party and disseminated throughout the PLA,

giving them implicit authority, these sources occasionally

provide a forum for regimented discussion of cutting-edge

technical or operational issues. For example, a PLA Daily

article cautions readers about the “ethical black hole of

intelligentized warfare”

In the limited practice of intelligentized warfare, the great

changes in the style of warfare have raised a series of ethical

issues in warfare. In order to correctly understand and

handle the relationship between intelligentized warfare and

ethics, and to find a balance between technology and human

interaction, these ethical issues need to be examined. [(Wu

and Qiao, 2020), p. 7]

The authors highlight several ethical issues that are raised by

military AI

• The dangers of a virtual battlefield: “Being in the virtual

battlefield for a long time may lead to confusion in the

judgment of real values, leading to lack of morality and

distortion of the concept of war”.

• Inadvertently giving rise to terrorism: While intelligentized

weapons systems may improve military operational

efficiency and shorten the duration of conflict, “these

changes have resulted in a lower threshold for waging war,

resulting in frequent violent conflicts, which are contrary

to the principles of war ethics” and numb the public

to the realities of warfare. In contrast, the side lacking

intelligentized systems may have no other recourse than to

resort to terrorism in response.

• Attribution of responsibility: “Attribution of responsibility

is probably the most criticized ethical issue in

intelligentized warfare. . .Unlike traditional warfare,

which can be blamed on specific weapon operators,

smart weapons themselves have a certain ability

to identify and judge independently. Design flaws,

program defects, and operational errors may cause

smart weapons to temporarily ‘short-circuit’, and

responsibility comes naturally. Designers, producers,

managers, users and supervisors are required to share

the responsibility. This transfer of responsibility has

greatly increased the difficulty of assigning responsibility

after the war. It also leads to another ethical dilemma—

diffusion of responsibility.” [(Wu and Qiao, 2020),

p. 7]

The article concludes by stating “technology is a double-

edged sword” and bad experiences are an inevitable consequence

of development. Much more research will be required before

we can “turn intelligentized technology into a technology

that is controlled and beneficial to people.” This need to

maintain control of AI technology is a frequent theme

in PLA writings on the ethical challenges of AI and
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is consistent with a desire for strict Party control of

weapons systems.

A subsequent PLA Daily article approached intelligentized

weapons systems from a different perspective. A column entitled

“In Future Wars, Will ‘Unmanned’ Take the Leading Role?”

presented different viewpoints on the future implications of

unmanned combat [(Liang and Hong, 2021), p. 7]. Liang

explained that, throughout history, humans have striven to

improve their military capabilities and the intelligentization

of weapons systems was yet another step in this process.

Eventually, nearly all combat operations would be conducted

by unmanned systems and this would result in wars with very

few human casualties. Hong rejected this view and argued

that human contributions to warfare were essential. From the

design of intelligentized systems to the initiation of warfare

to the command of combat operations, humans would always

be involved.

People are always the equipment controllers and the active

factor to bring equipment advantages into play. The more

intelligent the weapons and equipment, the more high-level

commanders are needed. Therefore, while the battlefield

confrontation may be unmanned, combat control must be

manned. (Liang and Hong, 2021)

Hong contends that ethical considerations require that

“humans are in charge.” Claiming that “military ethics is the

moral cornerstone that underpins the modern law of war”, the

author recounts the numerous civilian casualties inflicted by US

drones in Southwest Asia and concludes

Off-site, non-intuitive, and non-contact implementation

of combat operations leads to a lower threshold for war

decision-making and a weakening of battlefield moral

constraints. . .Only when humans control the “right to

fire” of intelligentized weapons and make unmanned

weapons and equipment operate according to human

assumptions, can human-machine ethical principles be

properly implemented. [(Liang and Hong, 2021), p. 7]

The article concludes by explaining that the two viewpoints

highlight the reality that there are still many unanswered

questions about intelligentized warfare and that readers should

do their best as they work toward developing answers. An

interesting aspect of this article is that the two discussants

present perspectives that are nearly polar opposites. This would

seem to imply that the PLA (and, by extension, the Party) is

still wrestling with the operational and ethical implications of

incorporating AI into their weapons systems. It is also worth

noting that the ethical argument is based on conformity with

the law of war and not on any other uniquely-PLA aspects of

military ethics. Finally, the article doesn’t propose any solutions;

only that readers be aware of the challenges and work to

solve them.

The PLA and military AI ethics: Academic
journals

A different perspective on military AI systems was presented

by AI and intelligentized systems specialists at the PLA

Academy of Military Science who highlighted potentially

problematic technical, ethical, and strategic AI issues. Ethical

issues considered were

• Moral crisis: How should machine rules for unmanned

vehicles be established when “the power of choice is decided

by the algorithm”?

• Military [security] leaks: Extensive use of commercial

AI systems may expose PLA personnel data that reveals

military vulnerabilities to hostile forces.

• Military law deficiencies: How will accountability be

determined when an intelligentized weapons systems

mistakenly destroys civilian targets?

• Development of a subjective consciousness: The danger of

“the emergence of a super intelligence that can evolve itself

and might develop. . . into machines controlling society or

even enslaving humanity.”

• The emergence of unmanned forces: The threat of one-

sided man-vs-machine warfare.

While some of these concerns seem to be more closely

tailored to the PLA’s perceptions of military ethics (e.g.,

data breaches affecting combat readiness), each implied that

intelligentized systems might result in independent and/or

unanticipated operations [(Cai et al., 2019), p. 71–72].

Analyses of foreign research can also provide an awareness

of PLA military AI ethics research priorities. Scientists from

the National University of Defense Technology conducted

PLA-funded research that specifically considered the

ethical issues associated with LAWS. Interestingly, all of

the article’s references were from non-PRC publications

[(Zhang and Yang, 2021), p. 47]. The authors explained

that the fundamental ethical challenges of LAWS are “the

dilemma of ‘algorithmic differentiation’, the dilemma of

military needs and collateral damage, and the responsibility

gap caused by the dehumanization of lethal decision-making.”

They argued

. . . the current optimal weapon system is a combination of

humans and machines, which not only retains the safety and

stability of human judgment, but also takes into account

the automation advantages of weapon systems. [(Zhang and

Yang, 2021), p. 42]

This “meaningful human control” is consistent with the

tenets of PLA military ethics that maintain that the army

will fight most effectively while under the direct control of

the Party.
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Discussion

While investigating applications of AI in modern warfare

the PLA is actively considering ethics, but our understanding of

their effort is quite limited due to a paucity of publicly-available

information. There is, however, sufficient information to draw

the following preliminary conclusions.

The CCP wants the PLA to implement
military AI

Military AI applications offer the promise of new capabilities

that could allow the PLA to surpass the capabilities of current

and future adversaries. Ignoring AI would put the PLA and the

PRC at a strategic disadvantage.

The PLA is actively investigating the
challenges of military AI ethics

While security concerns limit outside access to in-

house PLA research, publicly-available materials indicate

that PLA analysts are closely monitoring Western military

AI ethics research—particularly lessons derived from the

Western use of UAVs in Southwest Asia. PLA researchers

also understand that military AI will result in significantly

challenging ethical considerations and are attempting to resolve

such issues.

PLA discussions of military AI ethics are
not political

When discussing military AI ethics, none of the sources

discussed Party considerations. Perhaps this is because Party

participation is implicit in military ethics discussions, but the

absence of political rhetoric is conspicuous by its absence.

PLA analysis of military AI ethics is highly
pragmatic

While PLA authors frequently allude to theoretical

aspects of military AI ethics (e.g., accountability,

dehumanization, etc.), the general trend of the discussions

devolve to the highly practical problem of controlling

a system that is, by definition, autonomous. This is

an important factor when considering military AI

ethics because, from a PLA perspective, appropriate

ethical behavior is the logical result of following the

Party’s guidance.

The PLA needs to resolve the issue of
“autonomy or control” for its AI weapons
systems

In the near term, the PLA will continue to employ AI to

enhance existing military capabilities, but not to implement

fully autonomous systems. This does not mean, however,

that the PLA is not considering the use of LAWS. The

PLA, like all militaries, wants its forces to be equipped

with state-of-the-art capabilities and is undoubtedly actively

conducting LAWS research and development. Once the PLA

is able to solve this challenge to their satisfaction, and in

spite of public declarations to the contrary, it would be

surprising if they didn’t add such cutting-edge capabilities to the

PLA’s arsenal.

Given the limited availability of relevant data, future

insights regarding PLA military AI ethics developments

must continue to be meticulously gleaned and interpreted

from authoritative PLA journals and official media—

particularly since the PLA and Party are apparently

still wrestling with such policies and are disinclined to

publicly discuss their deliberations. While exchanges

between PRC and non-PRC military ethics specialists

could provide additional insights, given the current

international political climate, prospects for such interactions

seem unlikely.
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This paper o�ers a novel understanding of collective responsibility for

AI outcomes that can help resolve the “problem of many hands” and

“responsibility gaps” when it comes to AI failure, especially in the context of

lethal autonomous weapon systems.
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Introduction

This paper provides the normative grounding and a general description of a political

conception of responsibility for just war compliance and non-compliance by lethal

autonomous weapon systems. Deploying the Unfair Burden Argument, the Agent

Constitution Argument, and the Collective Values Argument, the paper shows that we

should move away from an interpersonal and ethical understanding of responsibility to

a collective and holistic distributive conception of responsibility where we assign various

accountability mechanisms and responsibilities to agents in the system on the basis

of effectiveness and fairness rather than direct moral responsibility. This new account

dissolves the problem of responsibility gaps for lethal autonomous weapon systems and

points a way forward toward appropriately and legitimately distributing responsibility

through the defense statecraft ecosystem.

Research article

The problem of responsibility gaps for lethal
autonomous weapon systems

Lethal autonomous weapon systems (henceforth LAWS) are a set of proposed

and speculative systems—though increasingly plausible—that mediate between human

agency and the use of lethal force. Unlike automated systems that can fire on their

own, autonomous weapon systems have the capability to function independently in a

chaotic battlespace with little proactive human intervention (Horowitz and Sharre, 2015),

operating along the kill chain without full human supervision. That is, they can use their

own sensors and algorithms to acquire their targets and “decide” to fire on their own
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without a human decision. Such systems are obviously

controversial and many militaries have rejected their use, but

they have considerable potential utility, especially in cases where

human reactions will be too slow or where communications

between operator and drone are disrupted. Since LAWS are

meant to operate on their own, they can operate unpredictably

and act in ways that no individual operator or programmer

would endorse. We can imagine cases where every human

agent does what they can to reasonably foresee potential

failure points and the unpredictable nature of the interaction

between system and environment leads the LAWS to engage

in an indiscriminate or disproportionate attack that violate

the standard strictures of jus in bello. These actions could

potentially involve the deliberate killing of non-combatant or

the use of disproportionate force in a way that is unjust and

immoral (Walzer, 2000).

As a consequence of this chaotic and unpredictable

autonomy and the corresponding likelihood of just war

violations, LAWS will almost certainly be involved in

“responsibility gaps” (Sparrow, 2007; Asaro, 2012; Santoni

and van den Hoven, 2018) where the system does something

immoral and yet no person can be held accountable. Thus,

LAWSmight problematically “off-shore” potential responsibility

by having the LAWs “make decisions” where it is genuinely

unclear if anyone is truly responsible for the violation. There

appears to be something uniquely bad about a non-human

entity "making the decision” to violate the requirements

of just war without any possibility of holding the violator

responsible for the violation. Thus, the ultimate permissibility

or impermissibility of LAWS may depend on finding a way

to resolve the responsibility gaps inherent in its operation. Of

course, there may be other reasons for rejecting unmanned,

autonomous weapons (Emery and Brunstetter, 2015), but this

paper is focused on evaluating and responding to the concerns

generated by responsibility gaps.

Nonetheless, the notion of “responsibility” whereby the

LAWS generates responsibility gaps is individualist (Smith,

2018). On this view, we need to develop an elaborate account

of interpersonal ethics that tells us exactly the nature of

our moral contribution and our level of responsibility for a

particular set of decisions or consequences. Our obligations

are then derived from this rigorous understanding of our

responsibility. This generates the problem of responsibility

gaps since it is not obvious that any one person can be

assigned the relevant interpersonal moral status. But as we

shall see, there is a different and more political way to

understand responsibility: agents are responsible for what

they would agree to under fair decision-making conditions

(Simpson and Mullers, 2016). So, this paper takes the

responsibility gap problem seriously but argues that it can

be resolved if we understand responsibility differently in the

military context.

Rawlsian institutionalism and distributed
responsibility

In what follows, I argue that we should adopt a “division

of labor” whereby institutions assign individual responsibility

much like institutions provide individuals with distributive

shares. On this view, a person is responsible when an

institutional fairly ascribes responsibility to the agent. Following

a broadly Rawlsian understanding of the institutional division

of labor in distributive justice (Rawls, 1971, 2001, and Pogge,

2000) an institutional division of labor is justified under three

conditions (Smith, 2022). I will explain this idea in greater detail

later, but first I will justify why we should move to a more

collective understanding of responsibility in the first place. Thus,

distributed responsibility is not a replacement for individual

responsibility, but rather a supplement to it when particular

conditions obtain. It is a matter of focus: do we start with

institutions and derive individual obligations, or do we start with

individual obligations and treat institutions as instruments for

meeting them? Often, we do the latter, but there are conditions

when we should do the former. This institutional priority and

focus is also what distinguishes my view from other “distributed

responsibility” views (Galliot, 2015) that nonetheless still start

with the individualist, interpersonal conception.

First, a division of labor between individual and institutional

obligations can be justified when satisfying the principles of

justice requires practical coordination or epistemic demands

that are unreasonable or impossible for individuals acting

unilaterally. Taking Rawls’s (2001) example, imagine a Lockean

understanding of distributive justice of the following kind: we

begin from a position of rough equality and then engage in a

series of voluntary transactions that are just when they leave

“enough and as good” for others. Initially, it might be possible

for each person to have sufficient information and be able

to anticipate what others are doing such that they could be

reasonably confident that their individual choices satisfied the

view. Yet, in any sort of complex society, the informational

and cognitive requirements of understanding whether one

was leaving “enough and as good” would be enormous. It

would be unreasonable to expect any particular agent to be

able to reliably make those judgments in all distributively

relevant contexts. Similarly, ensuring that each person has the

resources to engage in the foregrounded voluntary transactions

will require intense practical coordination in terms of how

much to give, what to give, and who should give. The

idea here is that our obligations are entangled and that

there is no a priori answer between various coordinative

equilibria. As a consequence, there simply is no correct answer

about the appropriate individual obligations without some

authoritative, coordinative mechanism to determine individual

contributions. And even if there were an optimal equilibrium

to be discovered, this would only add to the informational and
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calculative burdens of individual agents. So, institutionalism

can be justified when individual satisfaction of the principles is

made impossible, unfair, or unreasonable by informational or

coordinative burdens. In other words, institutions—by which I

mean structures that use general rules and norms to purposively

coordinate and direct human behavior—are required in order

to maintain the background conditions for individuals to make

fair and voluntary choices in their day-to-day economic, social,

and political interactions. Call this the unfair burden argument

for institutionalism.

Yet, we still might claim that the institution should be trying

to replicate the ideal, aggregative choices of individual agents

rather than claim that individuals have fundamentally different

obligations from institutions. If we thought that imposing ideal

individual obligations on actual individuals was unfairly or

unreasonably burdensome, we would still want a moral division

of labor, but we might still think that institutionalism was just

there to “help” individuals satisfy their individual obligations.

But there is another set of reasons for an institutionalist focus. If

institutions play an essential role in creating andmaintaining the

agential capacities, powers, and resources that make it possible

for individuals to propose, discuss, and abide by reasonable

principles of justice, thenwewould need principles of justice that

apply to those institutions over and above that of individuals.

Insofar as institutions play an essential role in constituting the

agency of the individual actor and have a large influence over the

choice structure presented to the agent, then principles of justice

need to apply to the institutions themselves. Otherwise, we will

be imposing obligations upon agents without understanding or

regulating the core influences upon that agent. It would seem

odd to argue that individuals need to bear considerable burdens

when faced with certain choices and not normatively evaluate

the profound influence that the government, the family, or the

market has over whether and to what extent the agent will have

the capacities or resources to engage with those requirements

in the first place. Call this the agential influence argument

for institutionalism.

The agential influence argument provides an indicator

of when institutionalism is necessary: different institutions

will produce different agents with different capacities, facing

different choices and circumstances. The unfair burden

argument, on the other hand, suggests that we assign distinctive

responsibilities to institutions. Combined, they suggest a kind of

moral primacy for institutions for at least some questions: being

a virtuous agent will do little to guarantee compliance with the

relevant principles and good institutions can permit agents

to be more self-interested and still produce just outcomes.

So, if these arguments apply to a normative domain, then

we have good reason to adopt an institutionalist paradigm

whereby institutions are regulated by the principles of justice

and individuals have an obligation to support those institutions

and follow their dictates.

Finally, institutionalism may be justified when there

are distinctive political values that can only be expressed

or instantiated by collective institutions. For example, if

deliberative democracy makes it possible for citizens to engage

in binding, collective decision-making and it is an important

political value that I participate in decisions that affect my core

interests, we might think that the institutions of democratic

decision-making are necessary for everyone to engage in

legitimate, coordinated action. Similarly, Kantians and neo-

republicans (Pettit, 1997; Young, 2000; Stilz, 2011) both argue,

though for somewhat different reasons, that rightful relations

between persons can only be achieved if mediated through

political institutions that provide guarantees of their freedom

from the domination of others. However, since this freedom

needs to be assured by something other than the individual

virtue, it is impossible for an individual to bring about these

values on their own. If we accept these accounts of political

freedom, then we must be institutionalists about—at least—

these values as it is only through institutions that they are

possible. Call this the collective values argument.

Applying Rawlsian distributed
responsibility to LAWS

In this section, I do two things. First, I show that these

three arguments for institutionalism apply to lethal autonomous

weapon systems. Second, I then show how institutionalism

might be applied to resolve responsibility gaps for LAWS.

Let’s take each of the three main arguments in turn. First,

unfair burden. The chaotic and unpredictable nature of AI

driven technology, even when well-tested validated, combines

with the chaotic and unpredictable nature of the battlespace

to make it very difficult, if not impossible, for individuals

to make reliable, effective judgments with enough speed to

prevent just war non-compliance. The cognitive burden of

managing drone-human teams under chaotic conditions and the

consequent unfairness of applying full responsibility to the user

or commander is one of the drivers of responsibility gaps in the

first place. For example, imagine that a commander is operating

a “centaur” human-drone hybrid where the drone uses an

algorithm to determine whether a target is a lawful combatant.

The drone is in the process of “clearing” a room and determining

it is safe for humans to enter and makes a split-second judgment

that a person in the room is a combatant and kills them. It is very

unlikely that the commander of the drone, or any member of

the team, will always be able to intervene in real time to evaluate

whether the drone is correct and then intervene to stop it if it

is mistake. First, the drone is using perceptual capacities—radar,

lidar, and the like—that the commander cannot easily process

and is using rapid calculations to aggregate that data much
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faster than a human can comprehend. Even if the algorithm

was explainable, the process would go by too quickly for the

commander to remain “in the loop.” It is unreasonable to

expect them to be able to do so. Thus, it seems plausible—as

others have argued (Hayry, 2020; Verdiesen et al., 2021), but

without the political foundations of this piece—that we need a

broader understanding of institutional responsibility in the face

of these concerns.

Second, LAWS will invoke concerns about agential

constitution because these technologies will shape the very

agency of the humans who will be participating in human

warfighting. First, they will affect perception as the autonomous

drones will feed information back to human warfighters,

perhaps in spectrums and in formats that humans themselves

cannot even perceive. Thus, drones will become part of our

agency just as eyeglasses and hearing aids have become part of

our agency, and this trend will only increase as we develop close-

knit centaur human-AI teams as humans will be able to “see”

the battlefield in certain ways due to their drone counterparts.

Further, humans will come to understand what they can “do” in

terms of delivering fire and shaping the environment in terms of

what their drones can do. A human commander will understand

that “they” can clear a room without using deeply coercive

measures using LAWS but will also come to feel as they have

decreased capacity when those drones are unavailable, just as we

feel a reduction in our own capacities once the wireless internet

stops working. In other words, we shape our own capacities

based on the expectation that tools and technologies will be

able to take up the slack, such as we when we stop memorizing

phone numbers because smart phones will store them for us.

That means, our own cognitive and physical capacities are

structured by what we expect our tools to be able to do. A focus

on individual moral responsibility at the cost of institutional

distributed responsibility will miss the ways doctrinal, design,

and deployment choices will shape the vary ways that humans

act and perceive.

Finally, there are a plethora of collective and political

values that apply to military action. Just war theory—as well as

international law—is structured by the normative demand for

proper authority: so appropriate constitutional legitimacy is a

key a feature of the right to go to war (Fabre, 2008; Galliot, 2015).

The use of autonomous systems in the military context will

require trust, which is a feature of the institutions themselves.

When an individual warfighter uses a drone, they are trusting

a complex set of institutions that engaged in design, testing,

and validation and whether those processes are trustworthy is

a collective value. Also, protecting the rights of non-combatants

and civilians who are subject to the authority and coercive power

of soldiers requires more than just that soldiers individually

refrain from war crimes, the rights of civilians must also be

assured by substantial accountability mechanisms that mitigate

the arbitrary authority and power that military personnel can

have over civilians. Finally, some have argued that the practice

of atoning for military ethics violations must be collective as

individual soldiers will not be able to go through the practice

of apology and reparations for individual victims. In general,

soldiers operate within a collective context where what they do

reflects on the collectivity and what the collectivity does reflects

upon them, both for good and ill. Many of these considerations

apply to the military in general, but these issues are only

exacerbated with LAWS.

So, let’s grant that we need an institutionalist orientation

for responsibility for LAWS compliance and non-compliance

just war principles rather than an interpersonal one. It would

take too much space to fully delineate how this would work in

practice, but I will offer some preliminary comments. There are

three elements of a Rawlsian distributed responsibility account:

an account of what is to be distributed, an account of the

institutions that work together to distribute the responsibility

and produce the normatively relevant outcomes, and a process

to choose fair principles of distribution. Let’s take each in turn.

First, the account concerns the distribution of responsibility,

but it is essential to see that we can pull apart the various

ways we hold people accountable. We hold people responsible

in many ways: criminal liability, civil liability, career-oriented

costs and benefits, and social opprobrium, amongst others.

There is no reason that a political system would distribute these

various mechanisms uniformly; instead, we should disaggregate

accountability mechanisms. Suppose we believe that both a

LAWS designer and a commander who deploys a LAWS that

violates the principles of just war should be held responsible

for the failure. On an interpersonal view, we might think the

question is “responsible or not?” but on the political view the

question now becomes, “What sorts of responsibility should

we distribute onto the various agents?” So, we might hold the

corporation who designed the LAWS civilly liable to compensate

the victims while holding the commander liable through the

diminution of their career prospects while saving criminal

liability for other agents and social opprobrium for yet others.

Again, accountability mechanisms are disaggregated and then

distributed throughout the system to produce good outcomes in

a fair way. This is one way that my more political conception

is different from other collective responsibility views: they treat

“responsibility” as a monolithic notion rather than one that can

be disaggregated.

Yet, how should accountability be distributed such that

it is fair? A final determination is beyond the scope of this

paper, but I would like to describe how a broadly Rawlsian-

constructivist (James, 2005) account might proceed based on

the veil of ignorance. First, we would understand the complex

set of institutions that produce LAWS outcomes as a kind

of cooperative endeavor: political oversight. design, testing,

evaluation, validation, training, doctrine, and deployment all

work together as a web-like system of systems to generate a

contextual rate of just war compliance by the specific LAWS that

is created and used. A Rawlsian-constructivist—not necessarily
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Rawls himself—understanding of this cooperative structure

lends itself to the following question, “Given the need to generate

the relevant ethical values, how would we distribute various

accountability mechanisms if we did not know where in the

cooperative system we might find ourselves?” In other words,

who would we hold accountable and why if we were ignorant

of how those decisions might come to apply to us? This is a

way of modeling fair decision-making as it prevents one from

biasing the distribution based upon their knowledge that they

will be powerful agents in the system and focuses attention on

the common good (Huang et al., 2019). If I knew I was going

to be a high-ranking officer, politician, or corporate executive, I

might design a system that shields me from accountability. Yet,

this is far less attractive if I do not know if I will be the executive

or a young lieutenant facing the decision to use the drone in

combat; the veil of ignorance forces me to decide on principles

and distributions for everyone on an equal basis because I could

be anyone in the system.

A consequence of these two features—disaggregation and

the veil of ignorance—of institutional responsibility is that

accountability will be distributed farmore widely and holistically

than one might traditionally believe and that there should

be consequences for failure up and down the chain of

decision-making for LAWS outcomes. If I knew I might

be a young lieutenant deciding whether to deploy LAWS

and that I would be held at least partially accountable

for what happens, then I would demand principles that

assigned accountability to other agents to ensure that I was

placed in a position to succeed and that I could trust

the reliability of the system. So, responsibility would move

beyond the military chain of command to include the civilian

leadership making decisions on where to go war and why,

the technology and defense contractors designing the system,

and the defense bureaucracy making choices on training

and doctrine. Of course, if one knew that there was the

possibility of being held accountable for the choices of the

tactical commander in the field, then a system where the

tactical commander had no responsibility for what happens

would also be unacceptable. What is needed is to balance the

relevant claims of the stakeholders within the defense statecraft

ecosystem and for that, we need a political conception of

distributed responsibility.

I will end this paper with a brief anecdote. I have taught

military ethics to both experienced officers and midshipmen

still waiting on their commissions, and they are taught to take

responsibility to prevent war crimes and atrocities. Yet, I have

also been shown the computer simulations used by defense

consultants to wargame tactical decision-making and, indirectly,

to contribute to doctrine and procurement. The very tools

my midshipmen will possess are, in part, determined by these

simulations. Yet, these simulations include no provision for

preventing civilian casualties; it is not that they are ignored, it

is that civilians do not exist. The consultants take essentially no

responsibility in ensuring that warfighters have the appropriate

tools to achieve their objective within the context of the

rules of war as just war principles are left to others. This

is both unsurprising and perfectly rational in the context of

the interpersonal model: their contribution is far too indirect

to activate individual, personal responsibility. Yet, it is deeply

unfair that individuals who are much more powerful and well-

connected, who have the time and money to think carefully,

are “off the hook” while the newly-minted lieutenant facing

combat for the first time feels the full brunt of accountability.

Of course, military officers receive special training and develop

specific virtues to handle this sort stress and this is relevant

to responsibility attributions, but having power and authority

within the system is also relevant. And this is especially true

when the battlespace becomes populated by objects as complex

as LAWS. To resolve this problem, we must reorient our

thinking in a political direction.
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Meaningful human control over AI is exalted as a key tool for assuring safety,

dignity, and responsibility for AI and automated decision-systems. It is a central

topic especially in fields that deal with the use of AI for decisions that could

cause significant harm, like AI-enabled weapons systems. This paper argues

that discussions regardingmeaningful human control commonly fail to identify

the purpose behind the call for meaningful human control and that stating

that purpose is a necessary step in deciding how best to institutionalize

meaningful human control over AI. The paper identifies 5 common purposes

for human control and sketches how di�erent purpose translate into di�erent

institutional design.

KEYWORDS

machine learning and AI, war, meaningful human control, ethics, robots

Introduction

All around us algorithms are making decisions about us and for us. From how we

chose what to watch, to how we shop, get policed and go to war, get social services,

medical diagnoses, or loans, algorithms are quite literally everywhere. No aspect of our

lives is unaffected by algorithms whose incredible power promises to continue to change

our lives. AI, big data, and machine learning will help us address climate change, cure

cancer, feed more people, and fight less bloody wars. But with this incredible power

comes great potential for harm. In fact, the very features that make AI a powerful tool

also make it very dangerous. These features include the ability to process large data

sets that humans cannot, the ability to “see” patterns humans could not, the ability

to apply solutions on grand scales, and the ability to do so at great speed. These

abilities and their driving force—machine learning—make AI not only capable of causing

harm, but also less transparent, less explainable, and often unfair and unjust. Much

has been said about these issues (Mittelstadt et al., 2016; Felzmann and Villaronga,

2019; Larsson and Heintz, 2020; Brown et al., 2021). Lawyers, scholars, and the public

have, for example, repeatedly called for transparency and explainability, arguing that

we cannot leave morally consequential decisions to machines. Instead, they argue, we

need human-machine teams, and the necessary transparency and explainability for those

teams to work.
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Most importantly, many scholars argue, we needmeaningful

human control over these powerful algorithms.1 After all, we

need a human to stop a drone attack on a person identified

by a classification algorithm as a combatant, but carrying a

carpet rather than a rocket launcher. We need a human to

question or re-assess a recidivism risk assessment when the

algorithm is known to be racially biased and intentionally

designed to err toward false positives. We want a human to

question the predictions of a climate model not trained on

the data relevant to geographic location within which we are

trying to apply it. Simply put, we need to make sure that the

algorithms we use do not cause more harm than they can spare

us and to do so we need meaningful human control (UNIDIR,

2014). For example, the U.S. military has called for meaningful

human control over certain systems or what they refer to

in DoD directive 3,000.09—“appropriate human judgement”

(Department of Defense, 2016). Similarly, the U.N. Committee

for the Convention on Certain Conventional Weapons (CCW)

has argued that in spite of the fact that “there is not yet an

internationally agreed definition of what precisely meaningful

human control constitutes, there is. . . convergence that some

degree of human control over. . . LAWS is vital” (Schwartz,

2018). The European Commission also recently proposed a

regulation that stipulates that ““high-risk A.I. systems” (such

as facial recognition and algorithms that determine eligibility

for public benefits) should be designed to allow for oversight

by humans who will be tasked with preventing or minimizing

risks” (Green and Kak, 2021). The GDPR (European General

Data Protection Regulation) also assures the right not to be

subjected to a decision based on solely automated process

(European Union Parliament, 2016). Examples go on, but the

main takeaway is that the primary effort to mitigate risks of

harm from ADS (automated decision-systems) and AI across

jurisdictions focuses on assuring “meaningful human control.”

The problems with this approach are many—from the fact that

scholars do not agree on what meaningful human control is,

to automation bias, i.e., the tendency to trust machines when

machines and humans opinions conflict, to the worries that we

cannot expect humans to meaningfully provide oversight for the

very systems that were built because of and for things humans

do not have the capacity to do (Green and Kak, 2021). These

are significant problems for sure, and solving them will be key

for mitigating the risks of ADS and machine-learning AI. But

here I want to focus on what I see as the conceptually primary

problem—clarifying the purpose of meaningful human control.

The success of meaningful human control as a “solution” for

the woes of AI depends on the problem one is trying to solve for.

1 What we mean by “meaningful human control” is an open question.

In the narrowest of senses, it means having a person who presses a

button somewhere during each use of the AI in question. In the broadest

of senses, it means oversight of processes-either in use of AI or in

production, acquisition and use of AI.

Generic calls for meaningful human control are unhelpful and

have consistently led to generic descriptions of what meaningful

human control would look like. Discussions of “meaningful

human control” most often focus on who should and when

exert control over the process, without ever explicitly asking,

for which purpose or why (Roff and Moyes, 2016; Ekelhof,

2018). Simply put, meaningful human control can solve different

problems and serve different purposes and as such it requires

different institutional design for different aims. Thus, the first

step in deciding whether we need meaningful human control,

and what shape that human control ought to have, as well as

what do we need to successfully exert such control (e.g., what

type of explanations or information) depends on the purpose of

that control. In what follows, I lay out the 5 main purposes that

human control of automated decision systems could serve, and

then I concisely explain why and how different purposes require

different institutional design and types of different explanations

of ADS outputs.

Purpose axis—The five purposes of
meaningful human control

a. Safety and precision: One, common, reason for human

control over AI systems is accuracy, safety, and precision.

In many cases, the reason we hope to have a human

in the loop is because we think that that will prevent

mistakes and avoid harm. Such calls for “humans in the

loop” make sense in cases when humans are better at

some cognitive task (object recognition—for now), or when

context affects outcomes and is difficult to model, or in

cases when unanticipated changes to our environments

might occur. In cases when a human together with a

machine performs better than a machine alone, safety

and precision are an obvious reason to have meaningful

human control. Of course, such control might not be

possible in cases where large sets of data are processed

by the algorithm or when the speed of processing or

the need for speed of decision-making is what makes

the AI particularly valuable (e.g., anti-missile or anti-

drone swarm ship defense systems). Centrally, when the

aim of human control is safety, the location of the

human in the loop in the decision-making chain, should

obviously be driven by increase in safety and precision.

Whether the human should be the final decider, or just

an oversee-er, or only have control over deployment

more generally, when safety is primary concern, should

be solely driven by empirical analysis- whatever works

more effectively.

b. Responsibility and accountability: Sometimes, meaningful

human control is, however, primarily meant to assure

accountability and responsibility. In as much as machine

learning algorithms or semi-autonomous or autonomous
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AI play a role in decisions that might lead to lethal harm or

other types of significant harm, institutions using such AI,

might be interested in knowing who to hold responsible for

potential failures and resultant harm. Where responsibility

chains are already prescribed, one might be interested

in knowing how to adjust those responsibility chains

in cases when a decision relies on AI. We might, for

example, ask how to distribute responsibility between

developers, acquisition teams, and those that choose to

deploy the system in a particular setting. If our primary

concern is assigning responsibility, we might “insert” a

human in a different part of the algorithms’ life cycle

then we would have if our primary concern is safety.

For example, unlike the cases when our primary concern

is safety, in cases where we want meaningful human

control for purposes of responsibility, we might take

into consideration previous responsibility assignments, or

even arbitrary assignments of human control (as long as

they are clear).

It is worth nothing that responsibility assignment

and accountability might not require the same

solutions and are not identical. Accountability, in

some cases, simply requires that we know why

the decision was A rather than B (for example

so we can assess whether the reasons used for a

decision were constitutional, or fair, or reasonable).

Accountability might, therefore, at times, be satisfied by

a simple technological solution. For example, a meta-

interpretive algorithm like LIME (Local Interpretable

Model Agnostic Interpretations) (Ribeiro, 2016).

Responsibility assignments cannot, in contrast, be

satisfied technologically. Responsibility, at least for now,

requires a human in the loop for different reasons—

because as it stands we can’t hold machines responsible in

any meaningful sense.

In addition to the fact that the shape and location

of human control for purposes of accountability

and for purposes of responsibility vary, it is also

important to note that there is a range of types of

responsibility-purposes. For example, assignments

of moral responsibility and assignments of legal

responsibility might require different types of institutional

design for “meaningful” control. When assignments

of responsibility are the reason behind the calls for

meaningful human control, it matters greatly whether we

are after:

b. i. Legal responsibility.

1. Forward-looking (for which corporate liability models

might act as a potential model) (Elish, 2019; Selbst, 2020;

Diamantis, 2021).

2. Backward-looking (for retributive or restorative justice).

b. ii. Moral responsibility.

1. Moral responsibility for assigning blameworthiness.

2. Moral responsibility for assigning liability to

defensive harm.

3. Moral responsibility for assigning liability to

punitive harm.

c. Morality and dignity: Another common reason people

have called for meaningful human oversight is to solve for

problems they see with harm and especially lethal harm

being imposed by fully autonomous weapons systems,

sometimes called “killer robots” (Horowitz and Scharre,

2016). Those arguing against killer robots usually argue

that fully autonomous AI doesn’t have key moral features

(moral reasoning for example) and thus meaningful human

control is needed to justify lethal harm (Purves et al.,

2015). Others argue that to be killed by a machine violates

human dignity and thus a human is needed in the loop any

time lethal harm is considered. Meaningful human control

for purposes of assuring dignity of targets will obviously

take a very different form than meaningful human control

for purposes of, for example, legal responsibility. For

example, while legal responsibility can be captured by

some kind of strict liability approach—in which case owner

of the ADS would be the one considered in “control”

and thus responsible for its malfunction, dignity on most

accounts requires that a human is the final link in the kill

chain, and in a meaningful sense—the “proximate cause”

of one’s death.

Of course, issues of this kind also exist outside

of warfighting contexts—there might be dignity-related

reasons to want human control over, for example,

biomedical decisions—like end of life decisions, or over the

distribution of medical resources, or social services. One

might argue for example that there is something morally

problematic with leaving medical decisions to ADS without

a human in the loop even when safety and precision are not

at stake.

d. Democratic engagement AND consent: Often, human

control and engagement, have little to do with, or are only

instrumentally related to, lowering harm and increasing

safety, but instead, are required for procedural justice and

fairness. Sometimes we might want stakeholders or those

to whom the algorithm is applied to, to have sufficient

understanding of the process to consent or dissent and

in that way provide human oversight and control over

the algorithm (Brennan-Marquez and Henderson, 2019;

Pasquale, 2021). In these cases, the benefit of the control

is primarily aimed at either democratic engagement or

justified consent, and in these cases, the institutional shape

that meaningful human control will take will obviously be

quite different from cases where it is meant to simply or
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solely minimize harm. For example, we might be interested

in human control over parole decisions, not only to have a

recidivism risk tool that is precise and has equal and small

false positive rates across racial groups, but we might also

want enough transparency in such algorithms so that those

to whom the algorithm is applied can challenge specific

assessments/outputs of the algorithms as they apply to

them. Similar arguments can be given for transparency

and explainability for any juridical ADS—namely that one

shape meaningful human control can take is ability to

question the decisions by such ADS.

e. Instituional stability: There might also be times when

the benefit of meaningful human control is really only

in the appearance of such control- this might have to

do with cases when we want to provide reasons for

trust in the institution (Brennan-Marquez et al., 2019). If

we are solely after the appearance of meaningful human

control, such “control” might look very different, then if

we are after the control for one of the above reasons.

There might for example be times where appearance of

meaningful human control is simply the best we can do,

but as a matter of institutional success and stability, such

appearance of human control is helpful. Arguably, some

autonomous vehicle systems might still rely on having a

human on the loop (as a back-up) even if and when that

doesn’t statistically alter safety, if it increases the trust of

pedestrians and society. Whether or not these are good

reasons to have meaningful human control, is less relevant

here, what matters is that when this is the (or a) reason for

such control, it should drive the institutional design around

“meaningful control.”

It should be noted that more than one of the purposes

discussed here could be behind any particular call for

meaningful human control, but being explicit about the main

purposes and understanding the institutional design that would

best serve each purpose is a crucial first step in trying to make

the changes so many are calling for.

Let me finally say a bit more about what it means to say

that knowing the purpose of meaningful human control drives

institutional design. Understanding the purpose behind calls

for “meaningful human control” will provide: (a) the building

blocks for the type of explanations we might need and (b) the

appropriate location for the meaningful human control. In fact

this is the primary reason we should care about carefully and

explicitly stating the purpose behind a call for human control

over some automated decision system.

Regarding explainability, explainable AI is needed, scholars

argue, to be able to exert meaningful control, to be able to justify

our actions to citizens, and to be able to question and challenge

an ADS decision (Alan Turing Institute, 2020). Scholars often

follow up calls for explainable AI (XAI), by lamenting that fully

explainable AI is not possible and thus we are stuck with all the

problems or many of the problems of ADS (Newman, 2021). But

it matters greatly what kind of explanations we are after. We

do not always need full explainability, and type of control we

are after drives the type of explanation we are after. There is an

abundance of literature on explainable AI and many techniques

are being developed to apply to (for example classification)

algorithms. Developers are opting for more explainable methods

more often. Knowing why we need human control and at which

stage drives the shape we want XAI to take in a particular

setting. Explicit statement of purpose of meaningful human

control will thus not only help shape institutional design around

the algorithm, but also the shape our explanations need to

take to satisfy that purpose. And thus, knowing the purpose

of human control, will allow us to be more precise in asking

for explainable AI. For example, for some end users whose

primary focus in safety it is sufficient that they know common

ways a system might fail- and really the only “explanation” they

need is to know when not to trust the system. Others who

might need to exert control over an algorithm might need to

be provided explanations regarding training data- so as to be

able to anticipate when a system might not perform well in

a new environment. In cases when our primary reason for a

call for meaningful human control is responsibility assignment,

we probably want the person responsible to have enough of an

explanation to be able to form a justified belief—otherwise they

may never justifiably use an algorithm and on some accounts of

responsibility might never be responsible for negative outcomes,

since they wouldn’t be held responsible for their ignorance.

Similarly, knowing and explicitly stating the purpose of

human control will drive the location where such control is best

exerted. If we think of an ADS system’s life-cycle, it includes

development and design, procurement, deployment within a

particular context, and the effects on downstream stakeholders.

As we have seen from examples above what meaningful human

control looks like and where it is best situated will depend on

its purpose. Broadly speaking, for democratic engagement it

will have at least a component in affected stakeholders, and for

safety and reducing harm it better be situated in the deployment

step, while for responsibility assignments, we might have more

freedom how we distribute meaningful human control.

Meaningful human control is not a single solution for a

single problem, but a tool for a variety of often unrelated

problems that arise when using machine-learning AI and

automated decision systems. The purpose of human control

of AI should be explicitly stated and should drive institutional

design. When the purpose of human control is clearly stated it

can also provide guidance regarding the kinds of explainability

that might be needed in a particular setting.
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Shannon Vallor has raised the possibility of ethical deskilling as a potential

pitfall as AI technology is increasingly being developed for and implemented

in military institutions. Bringing the sociological concept of deskilling into the

field of virtue ethics, she has questioned if military operators will be able to

possess the ethical wherewithal to act as responsible moral agents as they

find themselves increasingly removed from the battlefield, their actions ever

more mediated by artificial intelligence. The risk, as Vallor sees it, is that

if combatants were removed, they would be deprived of the opportunity

to develop moral skills crucial for acting as virtuous individuals. This article

constitutes a critique of this conception of ethical deskilling and an attempt

at a reappraisal of the concept. I argue first that her treatment of moral skills

and virtue, as it pertains to professional military ethics, treating military virtue

as a sui generis form of ethical cognition, is both normatively problematic as

well as implausible from a moral psychological view. I subsequently present

an alternative account of ethical deskilling, based on an analysis of military

virtues, as a species of moral virtues essentially mediated by institutional

and technological structures. According to this view, then, professional virtue

is a form of extended cognition, and professional roles and institutional

structures are parts of what makes these virtues the virtues that they are,

i.e., constitutive parts of the virtues in question. Based on this analysis, I

argue that the most likely source of ethical deskilling caused by technological

change is not how technology, AI, or otherwise, makes individuals unable to

develop appropriate moral–psychological traits but rather how it changes the

institution’s capacities to act.

KEYWORDS

virtue ethics, extended cognition, AI, automation, skill, deskilling, institution

Introduction

The prospect of autonomous artificially intelligent systems playing an increasingly

prevalent part within the realm of warfare has been met by no small amount of concern

from technologists, military ethicists, and the larger public alike. A central worry often

expressed in this context has been the purported risk that the kind of automation these

systems could facilitate and the risks of removing human ethical know-how from an area

of paramount ethical concern. Former US Army Ranger Paul Scharre has provided, in

his book Army of None (Scharre, 2018), a striking illustration of this conundrum from

his own tours in Afghanistan in 2004. Here, Scharre describes working as a part of a
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sniper team sent to the Afghanistan–Pakistan border to scout

Taliban infiltration routes. While doing so, they are spotted by

nearby villagers, and not long after a young girl, “of maybe five or

six” heads out their way with a couple of goats on the trail (2018,

p. 3). Under the poorly constructed cover of herding goats,

the girl is to serve as a spotter for Taliban fighters. As Scharre

notes, in this situation this young child was legally classified

as a combatant, and was thus, technically, also a lawful target

under the laws of war. But to treat her as such was to the team

unthinkable. On discussing what would turn out to be a failed

mission in its aftermath, no one brought such a course of action

up as an eventuality: “We all knew it would have been wrong

without needing to say it. War does force awful and difficult

choices on soldiers, but this wasn’t one of them” (2018, p. 4).

The question this story raises for Scharre is what happens

with the nature of warfare when human agents are increasingly

fighting their wars through and with AI systems and agents? One

may ask this question through a variety of lenses. One lens would

be to ask whether an AI system could ever be expected to make

similar kinds of decisions and what such a system would look

like.1 Another lens is how the interaction with AI systems may

come to change human beings’ capacity for moral reasoning so

that not even we can be expected to do so. That is, whether

the implementation of and interaction with AI may come to

change us in ethically problematic ways. From an ethical point

of view, the latter of these lenses is arguably the most pressing.

Not only does it address technology that is currently being

implemented, but the question of whether an artificial moral

agency is theoretically possible is a rathermoot question if we are

not capable of seeing the value in developing and implementing

such systems. An influential concept through which this latter

question has been raised is Shannon Vallor’s concept of ethical

deskilling (2015). As Vallor sees it, the introduction of AI

technologies risks removing humans from the reality of war to

a degree to which the skills constituting this moral wherewithal

can no longer be developed.

While I think the notion of ethical deskilling to be a

fruitful prism through which we can conceptualize some of

the moral risks precipitated by this technological revolution, I

will, in this article, argue we need to re-examine the notion of

moral skill upon which this notion of deskilling is based. In

so doing, I think there are good reasons to reject one central

underlying assumption of Vallor, concerning both the nature

and acquisition of these skills, as well as to rethink the most

1 Asimov’s laws of robotics is an attempt to answer this question from

within the civilian sphere (Asimov, 1977). Stuart Russel’s proposal for a

design of a benevolent AI, and Bostrom and Yudkowsky’s suggestion

of designing such systems around decision trees, rather than neural

networks, are yet others (Bostrom and Yudkowsky, 2011; Russel, 2019).

The question of such designs for ethical AI could also be realized within

the military space is an interesting ethical question, but as is about to

become clear, it is not a central concern for this paper.

likely sources of ethical deskilling facing westernmilitaries in the

immediate future.

The article is divided into two main parts. In part

one, I introduce Vallor’s concept of moral skill and ethical

deskilling and highlight some normatively problematic and

moral psychologically implausible implications of a premise

underlying this account. In part two, I go on to show how

the concept can still be a highly relevant one if we take into

consideration the institutionally mediated nature of professional

military ethics.

Part 1: Vallor’s concept of military
virtue and moral deskilling

Moral skills: Some initial conceptual
clarifications

Vallor’s concept of ethical deskilling ties sociological

literature on deskilling of workers within modern capitalism,

originating in the work of Braverman, to neo-Aristotelian

accounts of virtue represented by figures such as Hursthouse,

McDowell, but most centrally, the study of Annas (McDowell,

1989; Annas, 1993; Hursthouse, 2002). Vallor’s brief account of

the concept of a moral skill, upon which this account of moral

deskilling is supposed to rest, leaves, however, some ambiguity

that will have to be addressed.

This ambiguity concerns how this notion of moral skill

ties to the Aristotelian concept of moral virtue. Moral virtues

are habitualized states of character disposing us to passion and

action toward human flourishing. They are constituted as the

mean between an excess and a deficiency (both vices), the way

courage is the mean between cowardice and foolhardiness. The

moral virtues move us to act by shaping our perception of the

world (1109b). They allow us to recognize, in any given situation,

what is good as good and what is bad as bad, good and bad here

are understood in terms of human flourishing, and motivate

us to realize the good (1113b). They are intrinsically tied to

the intellectual virtue of practical wisdom, an intellectual virtue

concerned with practical deliberation. Moral virtue provides

us with the ends for which we act, and practical wisdom

allows us to deliberate about the means through which they are

enacted (1144a).

Vallor’s concept of a moral skill isolates the epistemic

capacities tied to the moral virtues, both from their

motivating capacity as well as their role in deliberation:

Virtuemust, therefore, be conceived as a habituated skill

of discerning moral judgment joined with moral motivation

and aim that guarantees the goodness of its use (Vallor, 2015,

p. 110).
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The way Vallor reads Aristotle, moral skills can be read as a

stepping stone to proper virtue (Aristotle, 1984). They are, as she

puts it:

[A] sort of scaffold or stable grafting site upon which

virtue can (but may ormay not) take hold; for genuine virtue

is something more than moral skill or know-how, it is a state

in which that know-how is reliably put into action when

called for, and is done with the appropriate moral concern

for the good (Vallor, 2015, p. 110).

Vallor’s claim that virtue is somehow founded on a set

of moral skills rests largely on Aristotle’s assertion that the

performance of a virtuous act requires: (1) knowledge; (2) the

right motivation; and (3) that it proceeds from an unchangeable

character (Vallor, 2015, p. 110; Aristotle, 1105a). From this

claim, Vallor seems to conclude that a virtuous act is the

conjunction of a set of discrete moral psychological phenomena

wheremoral skills are a foundational part. But this analytic claim

from Aristotle, about what virtuous acts require does not in and

of itself say anything about the moral psychological functioning

of a virtuous person. It does not substantiate a claim about

the existence of a set of moral skills upon which moral virtues

are founded.

Some ambiguity attaches, then, to Vallor’s concept of a

moral skill. In specifying its content, she leans heavily on the

Aristotelian and neo-Aristotelian moral psychology, but the

concept also introduces structures that are hard to find ground

for in this literature and may even contradict it.

Given Vallor’s cursory treatment of the concept, my

pragmatic solution to this problem is to treat the concept

as referring to the epistemic capacities associated with the

Aristotelian concept of moral virtues but to refrain from

following Vallor in treating it as a separate and foundational

moral psychological phenomenon. This will allow me to avoid

the thornier exegetic questions raised above, while also making

it easier to tie her account of deskilling to the larger virtue

ethical tradition, a tradition that after all plays a central role in

her larger thinking on ethics and technology. From a pragmatic

point of view, I see this move as justified by the fact that Vallor’s

argument for viewing the argument that AI technology may

be a source of deskilling, if successful, would hold equally well

whether we treat the concept of a moral skill to pick out the

Aristotelian concept of moral virtue or as a more fundamental

moral epistemological phenomenon. For, while Aristotle makes

a clear distinction between virtues (aretes) and skills (technai),

he does claim that they are analogous in being taught through

habituation. This is also the central feature of moral skills upon

which her argument about the risks of deskilling rests.

Moral deskilling

The concept of deskilling originates from the sociological

literature on work, in particular Braverman’s Labor and

monopoly capital (1974), and it refers to the process through

which certain forms of skill and craftmanship can come to

be made redundant and thus eliminated from work processes

due to technological and managerially induced automation.

Vallor’s concept of moral deskilling refers to the elimination

of moral skills from a given professional space through similar

technological and managerial innovations. For moral skills

to develop in an agent, they are dependent on factors such

as exposure to models of the skill, basic motivation and

cognitive and emotional resources, and a practical environment

that allows sufficient opportunities for habituation. Within

the military sphere, Vallor sees the processes of automation

facilitated by AI technology as running the risk of hampering

the habituation of moral skills among human military personnel

by removing them from the realities of war.

There exists a rich institutional tradition of education of

virtue in most modern professional armies, especially within

the officer or other leadership cores [. . . ]. But as with all

virtues they cannot be acquired in the classroom, or even in a

simulator. Only in the actual practical context of war, where

situations are neither stable nor well-defined and where

success and failure have lifelong moral consequences, can

words like “courage” and “discipline” be more than empty

slogans or aspirational terms that cannot by themselves

direct one to their achievement (Vallor, 2015, p. 114).

Vallor’s worry, then, is that in a world where warfare

increasingly is conducted by the means of technology that

performs tasks that formerly only could be performed by

humans, we will lose the moral wherewithal to use this

technology in a virtuous fashion (Vallor, 2015, p. 115). Thus

she questions, for example, whether human supervisors of a

future army of lethal autonomous weapons could develop the

right moral skills to provide any meaningful input to these

weapon systems:

A supervisor, in order to be legitimate authority,

must have more experience and practical wisdom than the

supervisee: in this scenario, what wisdomwill future humans

“on the loop” be able to offer the machines in this regard?

(Vallor, 2015, p. 115)

While there very well may be something immediately

intuitive about the idea that this kind of technological change

can come to affect our capacity for moral cognition, I think

there are good reasons to question one underlying premise

of Vallor’s particular argument for the potential for moral

deskilling. Vallor’s argument relies on the premise that military

virtue is a suis generis form of virtue. Hence, military virtues like

courage, discipline, honor, and respect have nothing in common

with their non-military counterparts.

To see this, let us for a moment treat the military virtues

as merely a subspecies of their respective general kinds so that
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military and personal courage are two species of the same

general kind of virtue, which is courage. Do we have the same

reason to fear that human combatants, removed from the harsh

realities of war are at risk of moral deskilling? I would argue,

no. For if military virtue is not a suis generis kind of virtue, we

must recognize that even amoderately virtuous person has a vast

array of epistemic resources to come to recognize what is morally

called upon them to do in a new situation. Their predicament

is not to develop an entirely new set of character traits, but to

learn how to apply their character to a new situation, i.e., to get

an appropriate situational awareness of what is going on. For

them to be able to do this, they might have to learn a new set of

practical skills, but the fact that technological developments call

on us to develop one set of practical skills rather than another

does not mean that we are left incapable of recognizing right and

wrong as a result.2 This would only be the case if the necessary

moral wherewithal required to make judgments about warfare

had to be grounded in a very particular set of unmediated

experiences of war. What this amounts to is treating military

virtue as a suis generis form ofmoral cognition and virtue. I think

there are good reasons to, on closer scrutiny, reject this notion

both on normative and moral psychological grounds.

The notion that military virtue is a suis generis virtue

is both normatively problematic and relies on questionable

moral psychology. Assuming a broadly democratic outlook

it is normatively problematic because it makes it difficult to

see how one could justify any civilian control and oversight

over the military if the normative standard on which the

institution is to be judged are standard civilians who have no

independent epistemological access to. How is, for example, the

US Congress in any different position in relation to its military

than the human supervisors are in relation to the army of lethal

autonomous weapons mentioned by Vallor above? Furthermore,

the moral psychological account of such a view of military virtue

would seem to imply that it is simply highly implausible. If the

appropriate moral skills necessary to act virtuously in a military

setting can only be acquired within the context of war, then

the number of such experiences afforded the average modern

soldier would seem to highly underdetermine the presence of

any habituated moral skill. Even adding the time that modern

military personnel are given to reflect on the moral obligations

attached to their professional roles, be it the regular soldier or

even members of the officer core, it is hard to see how anything

resembling bonified habituated virtues could be developed solely

on this basis. The training would have to build upon preexisting

moral skills. But if military virtue is a suis generis virtue, how

could such pre-existing moral skills play any such role?

2 Even if military virtue only could be developed on the basis of moral

skills of the kind we saw sketched out by Vallor above, and these skills

could only be developed on the basis of a very specific set of experiences

of war, in so far as these moral skills provide a foundation for military

virtue, this would again imply that military virtue is a suis generis kind of

virtue.

To illustrate the problem at hand, I wish to consider a case

Vallor points to as a paradigmatic instance of military virtue:

the case of Hugh Clowers Thompson Jr. and his actions during

the My Lai Massacre. On 16 March 1968, US Army soldiers

committed the mass murder of between 347 and 504 unarmed

people in two hamlets, My Lay and My Khe, of the Son My

village in Vietnam. While the incident was and is a blight on the

reputation US army, it has also come to be known as a case of

incredible moral heroism through the actions ofWarrant Officer

Hugh Clowers Thompson. The village Son My was suspected by

the US army of being a Viet Cong stronghold. Thompson and

his observation helicopter crew were given the task of assisting

in a search and destroying the mission. The intelligence was

wrong. Upon entering the village, the army was met with no

resistance and no sign of the enemy. All the same, they went

on to indiscriminately execute its population, men, women, and

children. Thompson, upon realizing that a massacre was taking

place did everything in his power to stop it, going so far as to

land the helicopter between fleeing civilians and advancing land

troops (Angers, 2014).

To Vallor, Thompson’s actions are a perfect example of the

kind of moral wherewithal human beings are capable of, even

in as extreme circumstances as found in war. I wholeheartedly

agree. But are the moral skills constituting this wherewithal

grounded solely or even predominantly in experiences of war?

A closer look at Thompson’s life reveals many factors which

may have had an impact on his capacity to embody such a

heroic response, beyond his experience as a military officer. As

Trent Angers has noted in his biography of Thompson, this

is a person with an upbringing that in many ways prepared

him for this moment (2014). Thompson was raised in a family

environment that valued discipline and integrity. He had been

a boy scout and had been actively involved in the Episcopal

church. While being raised in Georgia, his family denounced

the racism and discrimination taking place in the south. If we

were to take all these factors into account–his strong ties to

a religious community, the moral examples present in his life,

and his engagement in organizations putting a strong value on

service–is it impossible to imagine that Thompson would be

able to manifest the kind of moral traits of character necessary

to supervise military action mediated by lethal autonomous

weapons? If we can imagine this, we need to rethink our account

of ethical deskilling and the understanding of moral skills upon

which it rests.

Part two: Moral skills and the social
environment

On moral deskilling: Broadening the term

It is worth taking a closer look at the sociological origins

from where Vallor appropriates the concept of deskilling. When

Braverman, in Labor and Monopoly Capital, described the

Frontiers in BigData 04 frontiersin.org

65

https://doi.org/10.3389/fdata.2022.1019293
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org


Hovd 10.3389/fdata.2022.1019293

introduction of scientific management theory (Taylorism) in

the late nineteenth and early twentieth century as a process of

deskilling, he is doing so with reference to labor as a social

and political class (Braverman, 1974, p. 3, 294). The concept is

closely tied to aMarxist understanding of capitalistic production

and exploitation. Contrary to popular opinion, then as now,

viewing western industrialized economies as tending toward

a more and more skilled workforce, Braverman saw them as

tending toward polarization. Capabilities earlier embodied in

a class of craftsmen had been appropriated into the means of

production. Management techniques, such as the division of

production processes into ever smaller and more specialized

labor tasks, lowered the skill required by any laborer, making

each worker an ever more disposable part of the production

process. The amount of knowledge put into the production

process gets higher as industrialized societies are increasingly

dependent on the skills of managers and engineers, but “the

mass of workers gain nothing from the fact that the decline in

their command of the labor process is more than compensated

for by the increasing command on the part of managers and

engineers” (Braverman, 1974, p. 294 ). To Braverman, then, his

analysis of deskilling does not, first and foremost, refer to a loss

of capabilities within a society or organization but to a change in

the relation of power between labor and capital. To Braverman,

deskilling refers to laborers’ continuous loss of control over the

production process vis-à-vis capital.

From a certain virtue ethical point of view, Braverman’s

account of deskilling makes for a compelling indictment of

a capitalist economic system’s capacity to provide a good

foundation for human flourishing. In fact, it fits rather well

with the anti-modern, neo-Aristotelian virtue ethics of Alisdair

Macintyre (Macintyre, 2016, p. 91). If the notion of moral

deskilling is to be applicable to the field of military professional

ethics and professional ethics at large, however, some further

translation work is needed. If we look at the types of

organizations with a strong tradition for professional ethics, we

are talking about institutions whose inner functioning cannot

be captured in purely market economic terms. The purpose

of these institutions, such as military, health and research

institutions, judicial institutions, and so forth, is on a normative

level to realize the common goods or values intrinsic to human

flourishing. A military, for example, exists to safeguard the

sovereignty of a state, maintaining its monopoly on violence

within its territory by hindering interference from external

threats. As such the legitimacy of its actions is tied up with

the legitimacy of the state as a political entity. If a state’s

military conducts itself in a way that undermines the principles

upon which the state’s legitimacy rests, it is, at least on a

normative level, undermining itself as an instrument of the

state’s political power.

Our theoretical interests in interrogating the possibility

of ethical deskilling differ, therefore, in some crucial respects

from the ones motivating the larger sociological literature on

deskilling. Our worry that some crucial ethical wherewithal

is being lost as ever-new facets of our active lives are being

mediated by autonomous technology does not, first and

foremost, pertain to the wellbeing of the professional, but the

well-functioning of the institutions–to their ability to realize a

common good. The reason we consider these skills inherently

valuable has to do with the fact that the principles guiding the

ethical wherewithal of these professionals are also constitutive

of what it is that makes their institutions well-functioning. From

this institutional perspective, it is therefore largely ethically

unproblematic if ethical knowledge, which was prior embodied

in the intuitive know-how of professionals, is now manifest

in technological design and institutional structures. What

is worrying is the risk of losing ethical knowledge on an

institutional level.

To credibly substantiate this worry, we need an account of

moral skills that: first, sheds light on the essential role played

by the skill for the ethical functioning of the institution; and,

second, how the introduction of a given technology may disrupt

the functioning of this skill. In what follows, I will highlight a

particular feature of the kind of ethical professional wherewithal

theorized and cultivated within the field of professional military

ethics that may help to provide the basis for such an account.

I will argue that the kind of moral skills we want to see

exercised by military professionals are essentially dependent on

a larger institutional context, and this dependency makes them

vulnerable to a particular kind of moral deskilling in the face of

technological disruption.

Skills, deskilling, and the social
environment

As skills are always embodied in concrete individual

persons who possess them as capabilities to act, it is perhaps

natural to think of the phenomenon of deskilling through an

individualistic psychological frame. On such a view, we will

think of deskilling as a process through which an individual

either fails to gain or lose a capability through either a lack

of practice or a change in other abilities underpinning the

skill. I may never become a good trumpetist because of a

lack of disciplined training. I may once have been a decent

trumpetist but let the skill atrophy. Or, alternatively, I may

no longer be a great trumpetist due to an injury to my lung.

But skills, as capabilities to act, are arguably almost always

environmentally embedded phenomena. In describing what I

am capable of doing, I am usually also making some reference,

however implicit, to an environment facilitating and sometimes

also partly constituting these capabilities. In analyzing the

activity of tying one’s shoelaces, one must make some kind of

reference to the laces being tied, and thus, this environmental

feature can be said to be a constitutive part of the skill of
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shoe tying. The environmental features that can facilitate or

constitute a skill are not restricted to the physical environment.

Professionals such as stock traders, auctioneers, and rhetoricians

possess skills facilitated by the social environment in which they

were developed, skills that may rely on features of this social

environment to a degree to which they can be said to partly

constitute what it means to perform them all.

If we take these forms of environmental dependency into

account, new possible forms of deskilling also come to the fore.

As these skills usually are dependent also on environmental

variables, changing these variables can change the individual’s

capabilities. At a height of 100m above sea level, I may be a

decent trumpeter, but less so in the low air pressure of high

altitudes. I may be a skilled rhetorician under certain social

circumstances but not under others. In this way, changes in the

physical and social environment in which an agent is embedded

may either enhance or diminish the skillfulness with which they

are able to face a given situation.

The skills of professional athletes are an interesting example

in this regard. To be a skilled professional basketball player,

cross-country skier, or runner involves interacting with an

environment that is socially and technologically mediated,

where what it means to be a skilled athlete, in any of these sports,

is in part determined by its social and technological features. In

defining standards of excellence within the game of basketball,

for example, we must make some reference, either implicitly

or explicitly to the rules of the game. Throughout the history

of the game, these rules have changed. Many of these changes,

instituted by leagues such as the NBA or the NCAA, have been

made in order to either enhance or diminish certain star players

playing within the league at the time. To mention a few, in 1947,

the NBA banned zone defense in order to enhance the impact

of dominant players like Neil Johnston, Dolph Schayes, and Bob

Petit (Warond, 2017); in 1951 and 1964, the league expanded the

lane, first from 6 to 12 feet and then from 12 to 16, encouraging

guard and wing play and curbing the power of taller star players

such as George Mikan and Wilt Chamberlain. From 1967 to

1976, the NCAA banned dunking, responding allegedly to the

strength of Lew Alcindor (Caponi, 1991, p. 4); and in 2001,

the NBA reinstated the zone defense to offset the pure physical

dominance displayed by Shaquille O’Neil (Warond, 2017).

Such changes in the conventional norms governing the game

may, from the perspective of the individual player, be described

as an instance of deskilling. A player may have developed skills

throughout their career, the significance of which may be greatly

diminished as a result of the changing rules. Physical attributes

which at one point gave them a crucial advantage may no longer

be as significant, and new skills and physical attributesmay come

to the fore as essential to the game. It may also be described

as an instance of deskilling from the perspective of the team.

Basketball is a team sport, and the significance of any particular

skill in making a good basketball player is determined by its

role in the collective effort of winning the game. In light of a

significant change in the rules of the game, roles and tactics may

become obsolete, and a team, once pre-eminent, may find their

style of play an ill-fit in this new environment.

Within sports, as in so many other instances of expertise,

this kind of deskilling through environmental change is

often precipitated by technological development. In cross-

country skiing, for example, changes in ski design and vaxing

technology have completely changed the physical profile of elite

professional skiers, now increasingly favoring athletes with a

higher muscle mass. If a professional skier from the 1970’s was

transported to the world championship, anno 2022, they would

consequently suffer from deskilling purely because of changes

in the technological environment they are interacting with. For

the Nordic countries, who for cultural and historic reasons

have invested heavily both in skiing and vaxing technology as

well as empirical research into professional development, these

changes in the technological environment have given them a

comparative advantage, leaving other once strong skiing nations

in the dust.

Military ethics and institutional
environments

If we are to look for potential threats of moral deskilling

within the military as a result of technological disruption, I

would propose that the most pressing threats are analogous to

the ones presented above; not precipitated by changes in the

moral character of military personnel seen in isolation, but by

changes in their environment, in particular, the institutionally

mediated environment in which military personnel are

embedded. To defend this view, I will in this section provide a

brief account of the role of institutional mediation in military

ethics, and in the next section provide an example of how this

institutional context can be a source of deskilling.

This notion of an institutionally mediated environment calls

for some further conceptual clarification. By an institution, I

mean to refer to an organization constituted by an embodied

structure of differentiated roles (Miller, 2010). These roles are

defined in terms of a set of interdependent tasks with reference

to a shared overarching end, a set of formal rules regulating

suitable behavior, as well as a set of informal cultural norms.

Institutional behavior, like all human behavior, is also supported

by a set of material and technological conditions. In talking

about an institutionally mediated environment, I mean to

refer to the space of action of agents embodying a given role

within an institution, for example, how the institution through

rules, cultural norms, and material and technological resources

both constrains and extends the agent’s own capabilities to

act. Institutions are tools for collective action, they enable

individuals acting through them to perform feats far beyond

the power of any singular person. With this power comes moral

obligations and social expectations which constrain how this role

may be wielded in a morally and socially legitimate way.
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The account of deskilling I wish to put forward assumes that

moral skills associated with the military profession–skills usually

described as military or martial virtues–are species of their more

general kinds rather than a sui generis form of moral traits.

Military courage is simply a specific form of courage, military

loyalty is a specific form of loyalty, and military prudence is

a specific form of prudence. Additionally, following a loosely

Thomistic account of military virtue, I would argue that what

characterizes these virtues as virtues of a specific kind is that they

are exercised in the pursual of a common good–a precondition

of human flourishing–that cannot be realized by any one private

individual, i.e., securing the safety and autonomy of a polity

against external threats.

Similar to Aristotle, St. Thomas saw the moral virtues, i.e.,

dispositions toward the good, as virtues proper, only in so far as

they were guided by the intellectual virtue of practical wisdom,

or prudence–excellence in deliberation practical deliberation

for the sake of the good (1140a; ST I-II q47 a 2). One might

be disposed to act in ways that happen to be courageous

or temperate by means of a good upbringing or natural

dispositions. However, unless oneself am capable of deliberating

about the ends for which my nature and upbringing disposes

of them, one is not truly courageous or temperate (1144b14-18;

ST I-II q 65 a 1). Through virtue, I recognize and am inclined

toward the good and through practical wisdom, I deliberate

about means to realize it, specifying its content in this particular

case. But the good toward which virtue directs us and our

practical wisdom deliberates about in military affairs is one that

can be realized solely by our own actions. It must be pursued

by the polity collectively. Military prudence, then, because it

is ultimately concerned with the safety and autonomy of the

polity, a good that no single member of the polity has the

power to realize by themselves, may only be exercised if an

agent’s practical deliberation is integrated into a larger collective

project. The institution of the military is a tool enabling the

integration of individual actions into such a larger project.

Additionally, military prudence is a virtue concerned with

practical deliberation regarding collective action, as mediated by

this institution, for sake of the common good.

As argued by Reichberg (2017), St. Thomas was thus also

well aware of the essential role played by institutional mediation

in the exercise of prudence within the military sphere. We see

this reflected both in his understanding of political and military

authority as being legitimized by the need for a coordinated

endeavor to be guided by a unified will (ST II-II q 40a1), as well

as in his treatment of the kinds of prudence required by humans

engaged in acts of war.

St. Thomas’ conception of military prudence is closely tied to

his conception of prudent governance more broadly, as well as

his understanding of the nature of legitimate political authority.

Working from the premise that there are common goods that

only can be realized through coordinated collective action, he

consequently emphasizes a distinction between the prudence

required of a ruler (prudentia regnitiva) and the prudence

required of the ruled (prudentia politica), as well as recognizing

a distinct form of prudentia regnitiva pertaining to military

affairs (STII-II q 50 a4). For rational agents engaged in such

collective endeavors, there exist, according to Aquinas, different

standards of deliberative excellence, determined by the agent’s

role in the collective endeavor: a virtue of command and a virtue

of obedience (Aquinas, 1981). But as Reichberg notes, obedience,

as a virtue, is never blind. By treating both a commander’s

giving of orders and a subordinate’s implementation of them as

instances of deliberation and action falling under the confines of

the intellectual virtue of prudence, they are both realized only

insofar as they are guided by the common good:

[T]o be humanely exercised civic obedience requires

a special part mode of deliberation; in this respect, purely

personal prudence is an incomplete guide, for, in addition

to reflecting on the implications for my private good, I must

weigh the concordance of the command with the common

good of the polity of which I am amember (Reichberg, 2017,

p. 140).

Both the commander’s and the soldiers’ actions, then, are

constitutive parts of a unified collective act that must be guided

by the common good, as far as they are to be considered moral.

For their actions to be guided by the common good means for

both to be correctly attuned to the institution of which they are

a part, an institution that mediates their actions through a set of

differentiated roles.

We commonly do not think of institutional structures as

being an essential part of moral reasoning. When, for example,

Kant, in the Critique of Practical Reason (Kant, 1997, p. 118/5,

148), speaks of the moral law within, he is describing a fairly

widely held picture of moral conscience and cognition. That

is, as a process taking place in the deepest privacy of our own

minds, our humanity, pure and simple, stripped of anything

accidental, like sentiment or convention. From within such an

internalist picture, it is perhaps natural to say that the best

we may ask of our institutions is to not stand in the way of

our conscience. Indeed, Hannah Arendt has shown us how

institutional structures can come to be deeply detrimental to

our capacity to recognize the call of morality, describing in her

study of Adolf Eichmann, how legal and bureaucratic structures

can facilitate acts of evil whose terribleness is matched only

by their banality (Arendt, 1963, p. 72, 118). Yet, what St.

Thomas’s accounts of the ethics of war so perfectly illustrates

is that our moral conscience does not always appeal to our

humanity simpliciter. Sometimes its appeal is an appeal to us in

virtue of our profession, as a nurse, a journalist, a judge, or a

soldier.3 These roles are partly defined through the institutional

3 That social roles might be ethically informative is in one sense clearly

recognized. Role ethicists such as Baril, Garcia, and Sche	er have all
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structures into which they are integrated. Structures play a

constitutive role in determining what ethical action means

within a professional space because they determine what it

means to embody a given professional role–invested by a society

with unique powers and ethical obligations.

A useful prism to understand the role played here by these

institutional structures is the concept of extended cognition.

In their seminal article from 1998, The Extended Mind, Andy

Clark and David Chalmers suggested that features of our

external environment may not only facilitate processes such

as calculation, memory, belief formation, orientation, and

reasoning but may as well come to serve constitutive parts of

these processes themselves. Cognitive tools, such as notebooks,

cellphones, and abacuses, can thus be said to extend our mind

beyond our body and into the environment itself (Clark and

Chalmers, 1998). As was already argued then, there is no

principled reason to think that parts of our social environment

cannot play a similar function:

Could my mental states be partly constituted by the

states of other thinkers? We see no reason why not, in

principle. In an unusually interdependent couple, it is

entirely possible that one partner’s beliefs will play the same

sort of role for the other as the notebook plays [. . . ] (Clark

and Chalmers, 1998, p. 17).

More recently Shaun Gallagher and Anthony Crisafi have

pointed to institutional structures, the ones constituting the

institution of the law, as an instance of socially extended

cognition in some ways even more radical than what Clark and

Chalmers immediately had in mind:

There may be external resources that can carry out

cognitive processes that in principle may not be possible

to do in our head, and that we would have a hard time

conceptualizing as something we could even refer to the

phrase “if it were done in the head” (Gallagher and Crisafi,

2009, p. 47)

The law, which may be the product of previous

generations, but is currently organized in legal institutions,

operates like a mechanism that helps to accomplish our

thought (Gallagher and Crisafi, 2009, p. 48).

The work of Clark, Chalmers, Gallagher, and Crisafi may

suggest a promising perspective to think of the nature of the

so-called martial virtues, as concerned with the attunement of

highlighted ways in which social roles can come to guide moral behavior

(Garcia, 1986; Sche	er, 1997; Baril, 2016). Recently, Joseph Chapa has

also argued, I think concvincingly, that this is form of ethics may shed

an interesting light on the nature of the martial virtues, and the two

often seemingly conflicting normative demands placed on the soldier,

that practical e�ciency and moral integrity (Chapa, 2018).

our moral character to a unique cognitive tool: the military

institution. Of course, much work remains in exploring the

ultimate viability of applying this conceptual framework to the

topic of professional military ethics–work that would take us too

far afield from the aims of this present paper.4 What immediately

can be achieved by taking up such a perspective, however, is to

put the collective technologically mediated nature of military

action in focus. Thus, if nothing else, it can function as a

corrective to amoral psychological point of view still dominating

most contemporary moral philosophy. Seeing professional

military ethics through the prism of extended cognition invites

us to the words of Clark, “to cease to unreflectively privilege

the inner, the biological, and the neural” (Clark, 2011, p. 218),

and as I hope to show in the next section, it can shed light on

how our capacities for moral reasoning can be undermined by

technological change.

Military ethics and moral deskilling

Already in the short to medium term, the technologies

falling under the rubric of AI holds the promise of issuing an

era of unprecedented automation. So too in the military sphere,

different levels of autonomy have already been introduced in

a vast array of weapon systems and continue to do so in the

future, opening new tactical and strategic advantages whose

ramifications we are only beginning to understand. With the

introduction of this technology comes also new challenges.

One challenge I here wish to bring to the fore pertains to the

scalable nature of autonomous weapon systems. Stuart Russel,

who otherwise has expressed skepticism about the moral panic

about lethal autonomous weapons, has nevertheless expressed

some worry about just this feature:

[A] process is scalable if you can do a million times

more of it with buying a million times more hardware.

Thus Google handles a roughly five billion search requests

per day by having not million of employees but million

of computers. With autonomous weapons you can do a

million times more killing by buying a million times more

weapons precisely because the weapons are autonomous.

Unlike remotely piloted drones or AK-47s, they don’t need

individual human supervision to do their work (Russel,

2019, p. 112).

4 Treating a mode of moral cognition as dependent on features in

the environment that is historically contingent, brings up meta-ethical

challenges that such a view will have to address. Perhaps the most

pressing question one will have to answer is how it is that we expect such

a cognitive process to generate judgements with the kind of universal

force we commonly associate with moral judgements.
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If we were to borrow some quasi-Marxian economic terms,

we could say, then, that AI holds within it the potential of

transforming vast amounts of the human labor involved in the

process of military action into pure “means of destruction”

through the process of automation. This obviously constitutes

a potentially massive expansion of the destructive potential of

modern militaries; first of all, because labor is a much scarcer

resource than capital; second, because the loss of one’s own

soldiers, is one of the biggest political restrictions for a polity

to revert to force. I would argue that it is also a potential source

of ethical deskilling.

The scalable nature of autonomous weapons means their

introduction into a military will entail a massive expansion

of the potential scale of the institution’s actions. Seen in

isolation, the actions it affords the institution might not seem

qualitatively different from those already in its arsenal. But

increasing the scale on which an institution may act can

come to change the nature of these actions themselves. It

is not given that individual humans operating within the

institution will possess sufficient conceptual frameworks to

apprehend the ethical implications of this increase in scale.5

The introduction of AI technology into military institutions

may thus cause ethical deskilling among military professionals

by changing the institution within which they act. They might

possess the exact same personality traits, physical capabilities,

and self-understanding as they did prior to the introduction

of this technology. But just like the way a change in the

rules of basketball can come to change what it means to

be a good basketball player, a technological change might

change the traits, capabilities, and self-understanding needed

to attune oneself to the institution of the military in an

ethical fashion.

Arguably, a recent example of this kind of technologically

and institutionally grounded ethical deskilling is found in

the use of unmanned aerial vehicles (UAVs or drones) as

a part of the US government’s war on terror. While Russel

is right in highlighting the unique threat represented by the

scalability of autonomous weapon systems, when seen from a

more sociological perspective, what drone warfare represents

to modern militaries bears strong analogies with the benefits

represented by the scalability of autonomous weapons. Drones

increase a state’s air power by lowering demands put on the

personnel operating the aircraft, both in terms of the training

needed for a human to be able to man it and the risks

subsequently placed on this asset (drone pilots are not in

immediate risk of being shot down). Drone warfare has thus

radically lowered the cost of both applying and projecting air

power, financially, manpower-wise, and politically. As was born

5 Of course, this is only one of many ways in which the introduction of

AI technologymay come to change the institutional environment through

which we act.

out in the US war on terror, this lowering of the cost of action

enables an increase in scale.

Actions once increased in scale can come to undergo

metamorphoses, not always predictable to those putting them

into being. So we arguably saw this reflected in the Obama

administration’s legal and moral justification for the use of

UAVs to take out members of Taliban and Al-Qaeda leadership.

When the US State department’s Legal Advisor Harold Koh

first presented this justification, he argued that there is nothing

about this technology, per se, that would make it contrary to

the laws of war. Nor is there anything unprecedented about the

way this technology had been used by the US armed forces, as

the US has used airstrikes to take out enemy leadership going

back to the second world war. In fact, they argued, the targeted

nature of such strikes enables the US to wage this war in a way

that is both limited and proportional. One obvious objection

here is that to consider the technology per se is to consider

an abstraction. It does not allow us to come to terms with

the question of proportionality because it does not allow us to

perceive scale. It does not allow us to see the cost for a civilian

populace living under the watchful gaze of tools of death and

destruction, loitering in the sky above them. It does not invite

the question of whether in the name of a war on terror one

would be justified in placing these people under a de facto reign

of terror.

By an increase in the scale of the action in question, then,

the moral obligations associated with the action can change

as well. And there is no guarantee that any one operator

supervising these weapon systems has the sufficient overview

to catch such changes, as well as the normative frameworks to

problematize them. The same goes for the decision apparatus

that exists within the institution to regulate and supervise

their actions and civilian institutions in charge of providing

external oversight.

Consequently, then, when worrying whether UAVs and

LAWs may precipitate a loss of capabilities for moral reasoning,

it may be natural to formulate one’s worries as a question of

whether drone operators or artificially intelligent autonomous

systems possess sufficiently similar qualities to human beings

now performing similar actions. But as war is an intrinsically

collective endeavor, professional military ethics cannot be

concerned solely with individual actions, abstracted from the

larger collective endeavors of which it is a part. The question of

military deskilling must therefore be treated as an institutional,

rather than a purely individual concern. The question we must

ask ourselves is whether the decision structures governing these

intrinsically collective actions will possess the right kind of

knowledge, an incentive structures to see and respond to a

changing moral landscape. Seen from this perspective, the more

likely candidates for ethical deskilling may not first and foremost

be found among the average operators, but within military

leadership. It is here, after all, that responsibility for these

collective actions as a whole resides.
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Conclusion

Vallor’s notion of ethical deskilling is a powerful one,

capturing a deep-seated ambiguity about technological change

and autonomous systems within the military sphere. I have in

this article looked closer at the seams of the conception of a

military virtue underpinning Vallor’s application of this concept:

whether military virtue is a suis generis form of virtue. I have

argued that we have reasons to reject it both on normative and

moral psychological grounds. From a normative perspective,

this view of military virtue seems to imply a kind of moral

exceptionalism on behalf of military institutions within their

domain from where it would be hard to justify any kind

of civilian oversight or control. From a moral psychological

point of view, it is simply implausible, as the experience of

combat afforded the average soldier woefully underdetermines

the emergence of any independent moral skill. Military virtue

must in some way be grounded in virtue simpliciter if it is

reasonable for us to expect it to develop at all.

I have subsequently offered an alternative account of ethical

deskilling on the basis of a view of military virtue and

professional military ethics as a particular form of extended

cognition. On this account, what makes military virtue a specific

kind of virtue is its mediation through the military institution.

Military virtue is virtue exercised on behalf of a common

good that can only be realized through coordinated collective

action. The military as an institution exists to coordinate this

collective effort and functions as a cognitive tool through

which individuals can partake in it. I have proposed that the

perhapsmost plausible sources of ethical deskilling are grounded

in just this institutional-embedded nature of military virtue.

Technology changes the capabilities of institutions in ways that

may neither be entirely predictable to those introducing it

nor to people set to use it. Radical technological change such

as the one promised with the advent of ever new and more

complicated AI technology can, thus, become a source of ethics

by disorienting the institution to the ethical implications of their

collective effort.
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This paper maintains that the just war tradition provides a useful framework for

analyzing ethical issues related to the development of weapons that incorporate

artificial intelligence (AI), or “AI-enabled weapons.” While development of any

weapon carries the risk of violations of jus ad bellum and jus in bello, AI-enabled

weapons can pose distinctive risks of these violations. The article argues that

developing AI-enabled weapons in accordance with jus ante bellum principles

of just preparation for war can help minimize the risk of these violations. These

principles impose two obligations. The first is that before deploying an AI-enabled

weapon a state must rigorously test its safety and reliability, and conduct review

of its ability to comply with international law. Second, a state must develop AI-

enabled weapons in ways that minimize the likelihood that a security dilemma

will arise, in which other states feel threatened by this development and hasten to

deploy such weapons without su�cient testing and review. Ethical development

of weapons that incorporate AI therefore requires that a state focus not only on

its own activity, but on how that activity is perceived by other states.

KEYWORDS

automated, weapons, testing, security, war

Introduction

Emerging attention to jus ante bellum as an element of the just war tradition reflects

attention to “just preparation for war.” As Ned Dobos frames the issue, “When (if ever) and

why (if at all) is it morally permissible to create and maintain the potential to wage war?”

(Dobos, 2020, p. 2). We agree with Cecile Fabre that maintaining a standing army that is

prepared to wage war if need be is morally justified because it enables a state to protect

persons from violent infringements of their fundamental rights (Fabre, 2021). We argue,

however that jus ante bellum still requires a state to morally justify the particular ways in

which it engages in such preparation. Harry van der Linden suggests that this requires that a

state prepare for war in ways that minimize the risk of unjust resort to force—violations of

jus ad bellum—and unjust use of force during war—violations of jus in bello (van der Linden,

2010, p. 7).

This essay examines what jus ante bellum requires of states regarding the development

and deployment of weapons enabled by artificial intelligence (AI). We define these as

weapons that utilize artificial intelligence and machine-learning models in the targeting

process, which may include tasks such as object recognition, target identification, or

decision-support. We focus on the targeting process, and define AI-enabled weapon systems

as those that use AI in that process, because the human-machine interactions in the targeting

stages have the most consequential effects on war and on the ways in which norms of war

may be violated (Ekelhof, 2018). To clarify, the targeting process consists of several steps

at which humans and machines may interact in complex ways, with machines augmenting
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rather than displacing human judgment. But even when a human

is the ultimate decision-maker at the last step, these interactions

can shape their understanding of the situation they confront in

powerful ways, which in turn influences their decision as to whether

to fire.1

We believe that, in light of increasing attention by several states

to the potential for incorporating AI into weapon systems, a state

is justified in investing in developing such systems in order to

protect its population [see Boulanin and Verbruggen (2017) for a

discussion of the current state of such efforts]. We argue, however,

that jus ante bellum requires that before deploying these weapons

a state must engage in a rigorous testing, evaluation, verification,

and validation (TEVV) process, which we describe below. It must

also carefully consider the appropriate delegation of tasks between

machines and humans.2 Finally, it must engage in development of

these weapons in ways that do not trigger a security dilemma that

leads other states to deploy AI-enabled systems without engaging

in these processes.

These requirements reflect concern that premature deployment

of AI-enabled weapon systems, and the deployment of systems with

an inappropriate delegation of authority between machines and

humans, increase the risk of violations of jus ad bellum and jus in

bello. The next section elaborates on these risks.

Risks of AI-enabled weapons

Aside from the risks that arise in any complex tightly coupled

system, AI-enabled weapons have at least two features that can

pose distinctive risks. First, systems at this point tend to be brittle,

in the sense that they are not able to function effectively outside

the specific set of circumstances for which they are programmed.

It can be challenging for operators to identify when this happens,

and to predict the consequences. Second, a system may not be able

to provide an explanation of its analysis and recommendations in

terms that are comprehensible to a human operator. This opacity

can make it difficult for humans to exercise effective judgment

about potential courses of action.3

These features of AI-enabled weapon systems could increase

the risk of violations of jus ad bellum and jus in bello. With

respect to ad bellum, states could field systems that are less

1 Furthermore, while, for example, an autonomous driving tank might

be AI-enabled in some sense it raises very di�erent issues than those “AI

weapons” that use AI for primarily for war-fighting purposes.

2 Various sources have the “VV” as “validation and verification” (Flournoy

et al., 2020), while NSCAI (2021) and DoD AI strategy documents have it

as “verification and validation.” Here we use VV to mean verification and

validation, partly because we see sources such as NSCAI as authoritative in

the U.S. context, and partly because validation is the last step in the process

in which machine-learning models are built and tested (We thank Joe Chapa

for this clarification).

3 Careful TEVV can uncover such explainability limitations and that can

in turn inform potential remedies to inscrutability; remedies that might

include re-training of operators, changing the user interface, augmenting the

algorithm with XAI tools, or in some cases when such lack of explainability

significantly negatively a�ects calibrated trust in operators, abandoning

the algorithm.

flexible than conventional weapons and lack sensitive contextual

awareness of likely human intentions. “This brittleness of machine

decision-making may particularly be challenging in pre-conflict

crisis situations, where tensions among nations run high,” and

contextual human judgment can be crucial in lessening the risk

of escalation (Horowitz and Scharre, 2021). Furthermore, even if

a system performs as intended, adversaries may not know whether

its behavior reflects human intention. This ambiguity may lead to

escalation of conflict if states assume that they must ascribe hostile

intention to an adversary in order to protect themselves.

With respect to in bello violations, delegation of some tasks to

machines could mean that “minor tactical missteps or accidents

that are part and parcel of military operations in the chaos and fog

of war, including fratricide, civilian casualties, and poor military

judgment, could spiral out of control and reach catastrophic

proportions before humans have time to intervene” (Horowitz and

Scharre, 2021). This risk would be exacerbated by the interaction

between and among competing AI-enabled systems, which could

result a cycle of attacks and counterattacks at a speed that humans

could not control.

These risks underscore the crucial importance of rigorous pre-

deployment review of AI-enabled weapons. States ordinarily would

have incentives to engage in such review to ensure that they can

exercise effective control of these weapons. Their willingness to

do so could be lessened, however, by what is called the security

dilemma. This occurs when states perceive that other states’ military

investment make them less secure, a perception that may be

especially likely because of the perceived decisive advantage that

AI-enabled weapons can provide. Jus ante bellum therefore requires

not only that states not deploy AI-enabled systems without rigorous

TEVV, but that they engage in development of these systems in

ways that minimize the risk of a security dilemma. The next section

discusses what states can do to conduct rigorous TEVV, while the

following section discusses how they might take steps to avoid

triggering a security dilemma.

Testing, evaluation, verification, and
validation

Deployment of AI-enabled weapons that have not been

rigorously tested for safety and reliability would increase the risks of

unjust resort to war and harm to innocent persons. To avoid these

risks, deployment should be preceded by rigorous engagement in

a process known as testing, evaluation, verification, and validation

(TEVV). This process, drawn from systems engineering, is designed

to assess the future performance of new technology and the risks

that it may pose. While TEVV is the most common description

of the steps in this process, terminology can vary, and the steps

themselves are not strictly separate.

In the defense setting, the Department of Defense Instruction

on Test and Evaluation (T&E) says, “The fundamental purpose

of T&E is to enable the DoD to acquire systems that support

the warfighter in accomplishing their mission” [UD Department

of Defense, 2021, §3.1(a)]. Verification seeks to ensure that the

technology meets the specifications that a prospective user has

provided, while validation assesses whether those specifications will

meet the goals of the user (Hand and Khan, 2020).
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The TEVV process thus seeks to provide assurance that

technology will work as expected, which generates what Roff

and Danks call predictability-based trust (Roff and Danks, 2018).

Because a weapon can cause significant harm, however, TEVV of

weapon systems also must provide what Roff and Danks call values-

base trust: confidence that a weapon will operate in a way that is

consistent with relevant ethical principles.

As Roff and Danks observe, the challenge is that the paradigm

of values-based trust is interpersonal relationships, in which

trust reflects confidence that another person will act ethically in

unpredictable future situations because we know the values and

beliefs that guide them (Roff and Danks, 2018, p. 7). Developing

such trust in a machine is much more difficult. Yet the more

advanced an AI-enabled weapon system, the more crucial the need

to trust that the outputs of its automated components are consistent

with ethical principles.

TEVV thus must seek to foster the right kind of calibrated

trust in commanders who decide to deploy the weapon system

and operators who use it. Trust is calibrated when the degree of

reliance is appropriate to the system’s predictable performance in a

particular context (Pinelis, 2021). Trust is of the right kindwhen it is

grounded not only in predictability but in confidence that a system

will operate in conformity with appropriate ethical values (Roff and

Danks, 2018). This can be achieved partly by embedding ethical

considerations into the TEVV process and assuring operators and

commanders that the legal review and TEVV process not only

assures predictable performance, but predictable performance in

accord with, for example, jus in bello principles.

AI-enabled weapons present distinctive challenges for the

TEVV process because of their complexity, opacity, and brittleness.

While we cannot discuss all these challenges here, we discuss

especially significant ones below, and suggest how TEVV should

respond to them in order to satisfy jus ante bellum.

Challenges

Generalizing and extrapolating from test results is especially

difficult for many AI-enabled weapon systems because of the

exceptional difficulty in anticipating all the conditions under which

these weapons will operate. It is true that conventional weapons

present a similar obstacle to some extent, since we can test only a

fraction of the settings in which a weapon may operate. AI-enabled

weapons, however, perform extremely complex tasks, they do so

in radically unpredictable environments, and they provide “non-

deterministic, dynamic responses to those environments” (Wojton

et al., 2021, p. 4). Their likely failures also will be harder to predict

and understand than those of conventional weapons. All this makes

the range of potential scenarios to test immense, if not infinite.

Comparedwith conventional weapons, we therefore will be able

to generalize with less confidence about performance across varied

environments, and less easily identify settings to which the use of

a weapon should be confined (Pinelis, 2021). In addition, it may be

necessary tomove away from insistence on complete risk avoidance

and precise risk quantification toward acceptance of some risk of

failure. This would involve a focus on ensuring that a system fails

“gracefully” in ways that do not cause harm or jeopardize the larger

operation in which it is deployed (Pinelis, 2021).

Another challenge is that, while conventional weapons may

feature components from several sources, this is especially true

of AI-enabled weapons.4 This is because much cutting-edge AI

development is occurring in the private sector and is being

incorporated as components into military systems, and because AI

is often utilized to serve specific functions within a larger weapon

system. This can make it difficult to assemble large data sets that

enable robust tests of all AI-enabled components in a system.

Adapting TEVV to AI-enabled weapons

Given these ways in which AI-enabled weapons are different

from conventional ones, the TEVV process needs to be adapted to

address the challenges they present. We focus here on key changes

that would serve the requirements of jus ante bellum to assure

safety, precision and accuracy; to avoid unjust resort to war; and to

ensure that AI-enabled weapons do not cause unjustifiable harm.

TEVV throughout the weapon lifecycle

The TEVV process should be ongoing. TEVV should track

the lifecycle of the system, and some aspects of TEVV need to

be repeated when the system gets deployed in a new operational

environment (Flournoy et al., 2020). As the parameters of this

weapon change in response to different features in its environment,

it will be necessary to determine when these changes effectively

produce a new weapon that requires a new TEVV, or when a

new TEVV is necessary for one or more of its components.

Furthermore, it will be necessary for a robust TEVV process not to

only assess performance in appropriate operational environments,

but to define those environments, often in collaboration with those

who are developing or integrating AI into weapon systems.

Training data

Many algorithms relevant to weapon systems, such as object

recognition or decision augmentation warfighting algorithms, are

trained in simulated environments built on machine-learning

algorithms. Simulation-based testing data, however, will be

problematic when the risks of deploying a weapon are especially

high. In these cases, data sets based on actual conditions are

preferable because they can increase commanders’ and operators’

ability to trust a system in high-risk operational environments.

Gradual deployment

It will also be crucial in many cases that an AI-enabled weapon

be deployed only gradually. “[A] strategy of graded autonomy

(slowly stepping up the permitted risks of unsupervised tasks, as

withmedical residents) and limited capability fielding (only initially

certifying and enabling a subset of existing capabilities for fielding)

4 Interview with Joe Chapa, Chief Responsible AI Ethics O�cer for the Air

Force.
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could allow the services to get at least some useful functionality into

warfighters’ hands while continuing the T&E process for features

with a higher evidentiary burden” (Wojton et al., 2021, p. 20).

TEVV should consider alternatives to use of
AI

While TEVV should be adapted to meet the challenges of AI-

enabled weapon systems, it also should be used to help identify

when using a human, or some other alternative to AI, should

be used for one or more components of a system. This would

rest upon assessment of how well different systems would achieve

the goals of a weapon, taking into account its performance and

risks. In other words, TEVV should not simply assess the safety

and precision of a weapon in isolation, but should do so in

comparison with available alternatives for similar functions in

different operational environments.

TEVV should drive certification schemes

The iterative process used in TEVV can help guide appropriate

training, skills and certifications of operators. For example, the US

Joint AI Center proposal included four types of testing: algorithmic

testing, human-machine testing, systems integration testing, and

operational testing with real users in real scenarios (Pinelis, 2021).

The human-machine testing and the operational testing provide

evidence not just for the evaluation of the weapon, but for how a

weapon should incorporate and present machine outputs in order

to augment human judgment in the decision-making process in

the best possible way. While TEVV has always played a role in US

certification schemes for operators, the training content involved in

conducting TEVV in certification schemes for AI-enabled weapons

may well be significantly greater.

In the ways we have described above, a TEVV process that

is sensitive to the challenges of AI-enabled weapons can meet

the requirements of the jus ante bellum. As the next section

discusses, however, this alone will be insufficient to meet these

requirements if a state develops these weapons in ways that trigger

the security dilemma.

The security dilemma

The security dilemma exists when one state’s investment in

military capabilities prompts other states to increase their own

investments because they perceive that the first state’s actions make

them less secure. Two factors may be especially important in

triggering this dilemma. The first is when states perceive that the

offense has the advantage over the defense, and that they may need

to act first to preempt a threat. The second is when it is difficult

to distinguish whether a state is developing offensive or defensive

weapons, which prevents states from signaling their intentions.

Together, these can generate a sense of insecurity that creates

incentives for states to develop and deploy weapons as soon as

possible. As the discussion below describes, various features of AI-

enabled weapons may make these conditions especially likely to

occur. The result the risk that states could rush to deploy such

weapons without conducting rigorous TEVV.

AI-fueled security dilemma

First, AI-enabled weapon systems will not be directly

observable in the way that conventional weapons are. Whether

a system is enabled by AI depends not upon its visible physical

characteristics but the software that guides its operation. This

means that it is likely to be extremely difficult for one state to

determine the AI-enabled weapon capabilities of another.

Second, the dynamic rate of AI innovation means that even

if it were possible to make an assessment of a state’s AI-enabled

capabilities at one point, this assessment may soon be outdated.

Third, AI is not itself a weapon but a technology that can be

put to a variety of uses. A state therefore faces a considerable

challenge in attempting fully to comprehend all the ways in which

other states may be incorporating AI into their military operations.

Fourth, unlike during the Cold War, states have little experience

with the use of AI-enabled weapons that could provide a shared

understanding of their capabilities and risks, and thus a basis for

negotiating limitations.

Finally, the nature of AI-enabled weapons may intensify a

security dilemma because of the perceived decisive advantage of

operating at machine speed compared to a “remotely controlled,

‘slower’ adversarial system” (Altmann and Sauer, 2017, p. 119). A

state may feel especially vulnerable because it fears that another

state’s use of suchweapons against it would inflict grave damage that

would prevent it from defending itself or responding. Under these

circumstances, states are likely to believe that the balance ofmilitary

capabilities favors the offense, which can make a preemptive strike

seem advantageous.

Avoiding the security dilemma

What might states do to minimize the risk that development

of AI-enabled systems will generate a security dilemma that could

risk their harmful deployment? One important measure is to avoid

using language likely to trigger a sense of insecurity on the part

of other states. A state should avoid characterizing its systems as

providing it with an unprecedented decisive military advantage

over other states. Language that can create the same risk is the

public declaration that states are engaged in an “AI arms race.”

Unfortunately, there is no shortage of such language.5 Framing

the situation in this way suggests that states need to invest in

developing and deploying AI-enabled weapons as soon as possible

if they want to be secure. A state therefore will need to find

a balance between signaling that it has capabilities that should

discourage other states from attacking it, while not representing

these capabilities as providing it with an overwhelming advantage.

States also can seek to engage in confidence-building measures

(CBM) that are designed to reduce states’ suspicion of one

another through the exchange of information about capabilities and

intentions, which may enable some agreement on how operations

5 See, e.g., Geist (2016) and Rickli (2017).
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will be conducted.6 Such measures gained particular prominence

during the Cold War as a way of reducing the likelihood that

misinterpretation of capabilities and intentions could lead to

nuclear war.

One measure is for a state to announce publicly that it

is committed to ensuring that deployment of these systems is

consistent with ethical principles and legal requirements, and

that there is assurance of their reliability and safety.7 The US

Defense Innovation Board, for instance, has released AI Principles:

Recommendations on the Ethical Use of Artificial Intelligence by

the Department of Defense, which have been adopted by the

Department (US Department of Defense, 2020). These signal to

other states that the USmilitary will develop and deploy AI systems

only after careful review to ensure that they can be used ethically.

In addition, DoD is adapting both its TEVV and weapons review

process to conduct assessments of AI-enabled systems. Publicly

committing to these measures can serve as a “costly signal” to other

states that they will not be disadvantaged by likewise committing to

use AI-enabled weapons only after such review.

A second step could be to work to develop common definitions

and shared understanding among states of core concepts that

are relevant to the safety, reliability, impact, performance, and

risks of AI-enabled weapon systems. A third measure would be

to encourage information-sharing and communication channels

among states. Some degree of transparency about TEVV, for

instance, could involve public release of general information about

the process for assessment of military AI-enabled systems without

disclosing their specific technical features. This would be similar to

the US approach to weapons review, which involves disclosing the

process but not the review of particular weapons, in an effort to

encourage other states to conduct reviews.

States might also share information on how to establish

parameters that limit the domain in which a system can operate

without human supervision, and how safely to shut it down if it

begins to pose risks by operating beyond that domain. There could

be some risk to a state from sharing such information, since it could

enhance the ability of adversaries to deploy effective and reliable

systems that they could use to threaten the sharing state’s security.

A state therefore would need to decide how to weigh the security

risk of an adversary’s improved AI capabilities compared to the risk

of an adversary and other states deploying unsafe and unreliable AI

systems in ethically problematic ways.

The measures described above could also help build confidence

by serving as the impetus for a fourth step, which is establishing

common norms and codes of conduct about the deployment and

use of AI-enabled systems. Over time, states might bolster these

measures by taking a fifth step, which is providing for some degree

6 Among the sources on this subject are Desjardin (2014), Bode and Huelss

(2018), Horowitz (2018), Imbrie and Kania (2019), Horowitz et al. (2020),

Horowitz and Scharre (2021) and Scharre (2021).

7 It is important to acknowledge that in considering the security dilemma

we acknowledge that peer and competitor states might find both generic AI

and weapons-specific AI as threatening, but that weapons-specific AI might

raise further worries than broad-use AI. The governance of both AI-enabled

weapon systems and broad-use AI thus matters for the security dilemma. For

governance of broad-use AI, see, for example, White House (2022).

of inspection and verification. One measure could be for states to

share the general characteristics of an AI-enabled weapon without

revealing all its training data or other components that they may

fear would compromise security. Another might be to permit

outside parties to observe the operation of the system without

disclosing its algorithms.

Finally, states might work to develop “rules of the road”

for the conduct of AI-enabled military operations and perhaps

“red lines” that establish limits on their use. States also could

agree to declare some geographic areas off limits to autonomous

systems because of their risk of unanticipated interactions,

as well as pledge not to incorporate AI into their nuclear

weapon systems.

Conclusion

The concept of jus ante bellum expands the just war tradition

by suggesting that the way in which states prepare for war

can be subject to ethical assessment. The distinctive risks of

AI-enabled weapon systems make such an assessment especially

important. We argue that ethical development of AI-enabled

weapon systems requires that a state engage in rigorous testing

of a system before its deployment, and that it develop its systems

in ways that do not create a security dilemma that would

prompt other states to deploy its own systems without such

testing. Both steps can be challenging, but they are essential to

ensure that weapons are used in ways that are consistent with

human values.
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