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Editorial on the Research Topic

Coastal environment in a changing world
Coastal areas are among the most dynamic environments on Earth, affected by diverse

continental and marine forcings, such as waves, tides, ocean currents, wind, and river

discharges, interacting at different temporal and spatial scales. These areas also host 13% of

the global urban population (McGranahan et al., 2007) and a large proportion of human

activities, including industry, transport, tourism, and recreation. Overpopulation and an

increase in intensive exploitation activities are currently disrupting the evolution of coasts

worldwide and undermining their future resilience (Kombiadou et al., 2019). Moreover, the

effects of climate change, associated with sea-level rise and changes in the magnitude and/or

frequency of storms, may further contribute to altering the dynamics of these environments.

The aim of this Research Topic was to provide insights into some of the most prevalent

processes that currently endanger our coasts and to assist in improving coastal

management in the future. To achieve a comprehensive understanding of these

problems, it is essential to conduct sustainable coastal monitoring activities and research

that provide continuous information. This Research Topic consists of 10 papers that

underscore the importance of addressing multiscale issues using a multidisciplinary

approach that highlights crucial physical and environmental factors. The papers can be

classified into four groups based on their themes.

Two of the contributions focus on the issues arising from ecosystem changes. Uribe-

Martinez et al. address the growing problem of sargassum seaweed reaching tourist beaches.

They provide valuable information that could assist the tourism industry and decision-makers

in planning and prioritizing monitoring, collection, and restoration efforts. This would enable

them to be prepared for unexpected arrivals of sargassum throughout the year, given the high

variability of its distribution. On a different subject, Leichter et al. describe long-term patterns

of giant kelp sea surface canopy area along with recent patterns of water column nitrate
frontiersin.org015
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exposure inferred from temperature measurements at different sites

on the southern California coast. They contribute to the

understanding of the potential roles of seasonal and higher

frequency nutrient dynamics for giant kelp persistence, under

continuing ocean surface warming and an increasing frequency and

intensity of marine heatwaves.

Coastal management is a topic that has also received attention due

to the impact of climate change on coastal areas, with four articles

addressing various management aspects. Fontán-Bouzas et al.

emphasize the importance of identifying vulnerable sectors of

beach-dune systems to support coastal management and propose an

operational framework to construct a beach-dune system vulnerability

map. In the same vein, Fernández-Montblanc et al. present a new

methodology for assessing the risk to underwater cultural heritage

sites in coastal areas due to wave-induced hazards. They provide a

stepping stone toward a sustainable blue economy by ensuring the

preservation of coastal environments and cultural heritage sites in the

face of climate change. From a coastal development perspective,

Saengsupavanich et al. examine the effectiveness of sand bypassing

as a solution to jetty-induced coastal erosion in Thailand and

identified the amount of sediment deposition that can inform sand

bypassing budgets and implementation plans. Authorities build these

coastal structures to protect the coast and improve living conditions.

However, these structures can have significant environmental impacts,

such as altering wave movement, seabed formation, and shoreline

erosion. Therefore, it is crucial to understand and estimate sediment

movement to ensure sustainable coastal management. Understanding

littoral drift, the process by which natural forces move sediment along

the shoreline, is essential for sustainable coastal development.

Tenebruso et al. discuss the significance of barrier islands and

associated backbarrier environments in protecting populations and

infrastructure from storm impacts and provide a morphodynamic

model to describe their evolution. They also emphasize the need to

understand the response of these environments to sea-level rise and

anthropogenic effects to inform future management efforts.

Additionally, two other contributions focus on wetlands and cohesive

sediment processes at the microscale and mesoscale, respectively. Chen

et al. (2022) examine erosion processes in cohesive sediments through

the development of a new formula for the critical shear stress of the

surface erosion of cohesive sediments, which are composed of fractal

aggregates and based on the balance analysis of momentums acting on

an aggregate in the bed surface. From a medium-term perspective, Jin

et al. provide new insights into the dynamics of marshes through field

observations from the central Jiang coast and numerical simulations,

with the aim of improving predictions of the overall evolution of tidal

flats. They contribute to the understanding of the morphological

evolution of tidal flats in relation to the salt marsh edge and provide

a formidable dataset for testing models of biomorphodynamics.

Figure 1 summarizes the insights into coastal processes provided by

this Research Topic and their relevance to coastal management

practice. Hence, this Research Topic can be summarized by the

notion that for any potential coastal management practice, the

positive and negative impacts need to be considered in detail before

implementation. To confirm these impacts, coastal management

managers need to undertake a comprehensive study of the aerial

imagery and simulate the impacts through a modeling approach.
Frontiers in Marine Science 026
The final group comprises two contributions focusing on the use of

satellite imagery to forecast future flood issues and anticipate changes

in the coastline. Cisse et al. assess the vulnerability of the densely

populated city of Saint Louis in Senegal to potential coastal flooding by

combining satellite-derived data with sea-level observations and

reanalyses. The results indicate an increased flood risk due primarily

to rising sea levels, underscoring the urgent need for countermeasures

to protect communities and infrastructure. The last paper by Ibaceta

et al. proposes a new shoreline modeling approach that uses time-

varying model parameters and tests it with multidecadal satellite-

derived shorelines, thereby reducing the uncertainty associated with

the misspecification of physical processes driving shoreline change.
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FIGURE 1

Insights into coastal processes provided by this Research Topic and
their relevance to coastal management practice.
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Works: The Showcase of Mira,
Portugal
Ángela Fontán-Bouzas1,2*, Umberto Andriolo3, Paulo A. Silva2 and Paulo Baptista4
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At coasts, sandy beach-dune systems act as natural barriers to environmental forcing,
preventing coastal flooding and protecting coastal communities. In the context of coastal
studies, it is fundamental to identify beach-dune sectors exposed to wave impact to
support coastal management and suggest soft engineering interventions. This work
examines the morphodynamics of the Mira beach-dune system on the northern-central
littoral of Portugal over the winter 2016-2017. Coupling topographic data with the
estimation of wave runup and total water level (TWL) timeseries, we proposed an
operational framework to spot the beach-dune system sectors most vulnerable to dune
collision and overwash. The highest topographic variations occurred in the northern
sector of the study area, where overwash events occurred due to low dune crest (DC)
elevation. The dune toe (DT) was frequently collided by waves in the central sector, where
the upper beach profile was the most variable during winter. Overall, wave collision and
overwash events were registered not only during storms, but also during spring tides and
mild wave conditions. Results highlight the importance of uploading the intertidal beach
slope when computing the total water levels on wave-dominated mesotidal sandy
beaches, and therefore, the need for a consistent monitoring program of the coastal
zones. Findings of this work also supported the coastal management of beach-dune
systems, where regional authorities need to restore dune ridges to prevent further
overwash events and erosion. The presented framework can be applied to build a
beach-dune system vulnerability map in response to wave forecast and predicted sea-
level rise.

Keywords: coastal monitoring, coastal erosion, beach slope, beach-dune nourishment, wave run up
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Fontán-Bouzas et al. Wave Impact on Beach-Dune System
INTRODUCTION

The coastal zone is the highly dynamic interface between land,
sea and atmosphere, important both in the environmental and
socioeconomic contexts (e.g., Martıńez et al., 2007). Currently,
climate changes threaten most of the coastlines worldwide (e.g.,
Hinkel et al., 2013; Ranasinghe, 2016; Vousdoukas et al., 2020),
and an erosional trend has been observed at about 30%
worldwide in the last decade (Luijendijk et al., 2018; Mentaschi
et al., 2018). The estimation of the vulnerability of coastal areas
to erosion and hazard has received considerable attention. Most
of works focused on the long-term prediction and evaluation of
factors induced by climate changes, such as sea level rise
(Alexandrakis and Poulos, 2014; Vousdoukas et al., 2018;
Rocha et al., 2020; Sekovski et al., 2020) and storm occurrence
(Beniston et al., 2007; Vousdoukas et al., 2016). However, it is of
interest to assess the coastal vulnerability also in the short-term,
since drastic changes may occur abruptly on the high dynamic
coastal environment, and immediate mitigation measures may
be needed. Among coastal features, sandy beach-dune systems
occur along most global coastlines (Martıńez et al., 2008). Beach-
dune systems act as natural barriers to environmental forcing,
prevent flooding of landward areas (Durán et al., 2016; Pagán
et al., 2019) and islands (Matias et al., 2010; Timmons et al., 2010;
Fontán-Bouzas et al., 2019; Matias et al., 2019; Blanco-Chao
et al., 2020), and protect coastal communities (Ciavola et al.,
2014). Tide, waves and wind dominate coastal processes, whereas
beaches and dunes interact with a dynamic and delicate
equilibrium. Beach configuration prevents the wave impact on
dunes, while dunes play the role of sand reservoir for natural
beach nourishment (Houser and Ellis, 2013; Jackson et al., 2019).
Nevertheless, environmental forcing and human interventions
(e.g. coastal structures) may affect this morphological
equilibrium (Karunarathna et al., 2014; Castelle et al., 2015;
Dissanayake et al., 2015; Flor-Blanco et al., 2021). Common
morphodynamic analysis generally considers the spatial
variation of proxy indicators such as coastline (Harley et al.,
2014; Splinter et al., 2014; Angnuureng et al., 2017), beach width
and volume (Phillips et al., 2017; Wiggins et al., 2019; Santos C. J.
et al., 2020), along with beach profiles variability (Ludka et al.,
2015; Turner et al., 2016; Eichentopf et al., 2020). However, the
analysis of beach slope changes and wave hydrodynamics,
coupled with geomorphological features such as dune toe and
crest elevations, is crucial to understand morphodynamic
processes (Del Rıó et al., 2012; Armaroli et al., 2013; Masselink
and Van Heteren, 2014; Wernette et al., 2016), and to evaluate
the wave impact on a beach-dune system (Sallenger, 2000;
Vousdoukas et al., 2012; Masselink and Van Heteren, 2014;
Castelle and Harley, 2020; Masselink, 2021). In particular,
Sallenger (2000) proposed a scale of impact on a beach-dune
system, based on four regimes: i) swash regime, when the
maximum wave runup is confined to the foreshore; ii) collision
regime, when waves impact the dune face, iii) overwash regime,
when waves overtop the dune crest and iv) breaching and
inundation regime. This work analyses the morphodynamics of
the 2300 m long-shore Mira beach-dune system on the North
Atlantic Portuguese coast during the winter 2016-2017. Beach
Frontiers in Marine Science | www.frontiersin.org 29
and dune topographic surveys were performed by two
conventional methods over five months on a fortnightly basis.
We propose an operational framework that couples temporal
and spatial morphological changes to total water level (TWL)
dynamics on the foreshore i) to understand the influence of the
beach profile configuration in preventing and/or determining
wave impact on dunes and ii) to identify the dune sectors most
vulnerable to wave collision and overwash regimes, following
Sallenger (2000). This work provided a valid support to local
authorities for the choice and implementation of soft engineering
interventions, which were further adopted to restore the
vulnerable sectors of the Mira beach dune ridge. This study
also aims to shed light on the understanding of sedimentary
deficit beach-dune systems including run-up processes to
improve models and long-term predictions of their future
evolution under a climate change scenario. The presented
showcase can be implemented worldwide for improving coastal
vulnerability assessment and support coastal management.
METHODS

Study Site and Topographic Surveys
Mira beach (Praia de Mira; 40°27’28.76”N, 8°48’10.74”W) is a
sandy beach-dune system located on the western Portuguese
coast facing the North Atlantic Ocean (Figure 1). The study area
extends 2300 m long-shore with NNE-SSW orientation, limited
FIGURE 1 | Study site. (A) study site location (red star), SIMAR wave point
(blue dot) and tidal gauge (cyan triangle); (B) map of Mira beach-dune system
and study area (white rectangle). Yellow, green and red triangles indicate the
location of pictures in (C–E), respectively.
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northward by a 200 m-long groin, and backed by a dune system
with crest elevation varying between 5 and 16 m (Figure 1). The
study site belongs to a sandy barrier eastward limited by the
Aveiro lagoon. The dune system is the geomorphologic element
that protects several socio-economic activities located eastward
of these dunes. The beach is composed of medium-sized sand
with relatively spatial uniformity (D50 ∼ 0.4 mm) and supplied
by a natural N-S littoral drift (Silva et al., 2009; Stronkhorst et al.,
2018; Fernández-Fernández et al., 2019). Tides are semidiurnal
and the tidal range oscillates between 2.8 m and 1.2 m for the
spring and neaps tides, respectively (Antunes and Taborda, 2009;
Baptista et al., 2014). Mira beach-dune system processes are
dominated by the North Atlantic swell, with a mean annual
significant wave height (Hs) of 2 m and wave periods between 7 s
and 15 s mainly concentrated in the interval between W and
NNW directions (Dodet et al., 2010; Oliveira et al., 2018). During
winter seasons (from November to March), the mean Hs is
approximate 3 m, and storm height can exceed 8 m (Silva et al.,
2009). Previous multi-annual studies have observed that this
littoral is subjected to coastline retreat between 5 and 8 m/year
(Baptista et al., 2014 and Ponte Lira et al., 2016, respectively).
This progressive long-term erosional trend, in which the frontal
dunes have been progressively destroyed, under the action of
winter waves, has been caused by the deficit in sediment supply
from Douro River, which decreased from 1.5 million m3/year to
about 0.25 million m3/year during the last decade (Coelho et al.,
2009; Marinho et al., 2018). In this coastal stretch, beach erosion
effects have been propagated southward due to sediment
blockage by manmade structures (Costa and Coelho, 2013;
Pereira and Coelho, 2013). The northern sector of the beach
has been the more affected, largely induced by the groin built in
2003 (Baptista et al., 2014). During 2015, a nourishment was
carried out on the northern Mira beach-dune system sector
(Marinho et al., 2019).

A beach-dune morphology survey program was performed
from October 2016 to February 2017 during the winter. A four-
wheel motor quad (hereinafter ATV, Figure 2B), equipped with
three high-grade Global Positioning System receivers and a laser
distance sensor (INSHORE monitoring system - Baptista et al.,
2011), was used to carry out three-dimensional beach
topographic surveys. Subaerial beach area elevation
(Figure 2A) was surveyed at a frequency of 1 s with vertical
errors of 0.02–0.03 m and less than 0.01 horizontal errors
(Baptista et al., 2011).

In the post-processing phase, for each survey dataset, using
more than 5,000 topographic points, the collected points were
spatially interpolated on a regular 1x1 m grid using the
geostatistical Kriging method of Surfer Golden Software to
obtain the digital elevation models (DEM) with 0.08–0.12
vertical (RMS) accuracy (Figure 2C). The whole dataset was
homogenized, clipping each produced DEM to the same area
extent. Besides the ATV surveys, one differential Global
Positioning System (dGPS) receiver was used by an operator
to obtain cross-shore transects elevation between the low tide
limit and the backdune (Figure 2B). Transects were
numbered from 1 to 6, starting from the northern sector of
Frontiers in Marine Science | www.frontiersin.org 310
the beach (Figure 2A). The final topographic dataset
comprised 18 DEMs (from the ATV surveys) and 72 beach-
dune profiles, 12 for each of the six considered transects. On
average, we produced three DEMs and collected two beach-
dune profiles per month (Figure 2D). Yet, surveys were also
performed before and after storms, to better describe the
changes induced by the most energetic events. In addition
topographical data collected by the COSMO programme
(https://cosmo.apambiente.pt) was used to provide the
morphological evolution and nourishment works effects
after monitoring topographical dataset.
Morphodynamic Analysis
DEM dataset was used to retrieve the beach width (BW),
the beach volume (BV) and the intertidal beach slope, while
P1-P6 beach profiles were exploited to describe the dune
characteristics. Moreover, a total amount of 230 transects were
extracted from DEMs, with an offset of 10 m (Figure 2C). An
ad hoc automated algorithm was developed to automatise
the analysis.

The BW was considered as the subaerial beach horizontal
distance between the location of shoreline (SL, 1 m) and the most
landward points collected by the ATV, approximately coinciding
with the dune toe (DT) location (Figure 2C). The BV was
computed as the area underneath the BW, between the SL and
DT elevation.

From the dGPS cross-shore transects P1-P6, the dune crest
location (DC) was recognised as the point with the maximum
elevation (Figure 2C). The location and elevation of DT were
identified as the first point with local maximum concave
curvature seaward the DC, found as the local minima of the
beach profile first derivative (similarly to Diamantidou et al.,
2020 and Gonçalves et al., 2020). For both DEMs and cross-shore
transects, the intertidal beach slope was found as the average of
the first derivative values considering the beach profile
comprised between the SL (1 m) and 3 m elevations
(Gonçalves et al., 2020).

Offshore wave conditions (Figure 2D) were obtained from
the hindcast WAM numerical model at the SIMAR point
1044062 (40.50° N; 9.00° W) 10 km from the coast. The
dataset, provided by the Spanish State port authority (http://
www.puertos.es/, Pilar et al., 2008), was composed of hourly
significant wave height (Hs), wave peak period (Tp), wave
direction (Dir) for the period in analysis.

To complete the study of hydrodynamics, the time series of
total water level (TWL) excursion on the beach slope was
computed following Sallenger (2000) as:

TWL = h + R2%

Where h is the mean sea level, and R2% is the wave runup.
The mean sea level h was the hourly average of the tidal level
(Figure 2D) measured by the Aveiro tidal gauge (Figure 1),
which included both astronomical tide and storm surge.

The R2% indicates the vertical swash extent exceeded by 2%
on the beach. Many predictors have been developed over the past
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FIGURE 2 | Workflow and hydrodynamics. (A) Mira beach-dune system aerial photo and study area (red rectangle), with all-terrain vehicle (ATV) trajectories example
(blue lines) on the subaerial beach, and locations of the six beach profiles (P1-P6, white lines) surveyed by the differential Global Positioning System (dGPS); (B)
pictures of ATV (upper) and dGPS (lower) systems; (C) example of digital elevation model (DEM, upper) and series of transects (black lines) used to retrieve
morphological indicators. Idealized beach profile (lower) with indicators used for the analysis:position of the shoreline (SLx), dune toe (DT), dune crest (DC), intertidal
beach slope b (retrieved considering the profile sector between SL and 3 m elevation), beach width (BW) and beach volume (BV); (D) hydrodynamic data with tidal
elevation (h), significant wave height (Hs), wave peak period (Tp) and wave direction (Dir). Black and red vertical lines indicate the dates of ATV and dGPS surveys,
respectively. Wave runup and tidal elevation were combined to compute total water level (TWL) timeseries (right), eventually coupled to DC and DT elevations for
evaluating beach-dune vulnerability.
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decades based on field and laboratory experiments, generally
parametrizing R2% as a function of offshore wave conditions
(HS and wavelength LS) and the intertidal beach slope b (Gomes
da Silva et al., 2020 and references therein). For the computation
of R2%, we considered five among the most common and recent
formulas (Table 1) derived and from field measurements dataset
collected by coastal video monitoring on sandy beaches, namely
Holman (1986); Stockdon et al. (2006); Vousdoukas et al. (2012);
Atkinson et al. (2017) and Didier et al. (2020). Besides being
compiled over a wide range of hydrodynamic conditions and
beach states, the considered formulas incorporate the wave setup
component. Of note that for the computation of R2%, the
intertidal beach slope b was updated for each profile measured
over the monitored period.

The morphological parameters (BW and BV) were analysed
to understand the long-shore beach topographical changes. The
six beach transects and the respective dune characteristics (DT
and DC), along with the intertidal beach slope, were used to
verify the wave impact on the dune ridge, coupling the modelled
TWL timeseries to the spatial information collected by the
surveys. Finally, the beach slope over the long-shore, derived
from DEM dataset, was used to compute the TWL excursion
over the long-shore extent.

To characterise the wave impact on the beach-dune system,
we adopted the Storm Impact Scale (SIS) presented by Sallenger
(2000), which considered distinct impact regimes according to
the relation between the TWL, the DT and DC heights. For
example, in the collision regime the SIS=TWL/DC ranges
between DT/DC and 1.
RESULTS

Beach-Dune Morphodynamics
Figure 3 shows the generated DEMs on a monthly basis, and
the analysis of beach width (BW) and beach volume
(BV) evolution.

The long-shore was characterised by the presence of beach
mega-cusps, with long-shore embayments spacing between 500m
and 700m, and horns protruding zones with an elevation of about
3 m (Figure 3A). The shortest BW and lowest BV values
corresponded to the locations of the embayments. Over the
winter, the mega-cusps gradually disappeared, resulting in more
homogeneous BW and BV values over the long-shore. The
standard deviation of the beach surface elevation (Figure 3B)
revealed that the intertidal zone, which was considered to retrieve
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the beach slope (1-3 m), was the most variable, with the highest
changes in the northern sector (about 1 m).

During the monitoring period, Hs varied between 0.6 and 7
m, with a mean value of 1.9 m, while Tp between 6 and 18 s, with
a mean value of 12 s. These values are in agreement with the
characteristic wave climate at the study site. The average BW
(Figure 3C) increased from October (60 m) to November (80 m)
and then decreased till the end of February (40 m). Overall, the
subaerial beach surface diminished about 20% over the winter.
The BV was most variable in the northern and central sectors,
increasing till middle November, whereas it did not change
significantly in the southern sector (Figure 3D). The BV was
about 400.000 m3 at the start of winter, and decreased of about
27% with a constant trend in February.

Figure 4 shows the results of the 12 surveys of the six cross-
shore transects P1-P6. From P1 to P4, the presence of beach
berm determined the highest volume values, already observed
in Figure 3, during the early winter months. Over the
monitored period, the beach profile became smoother with a
gentler slope. On P5 and P6, instead, the beach profiles did not
change significantly. Overall, the DT elevation varied between
4 m (P2) and 6 m (P6), while the DC was between 5.5 m (P2)
and 15.2 m (P6). The foredune slope differed among profiles,
with the steepest gradient in the central part of the beach
(from P3 to P5).

Figure 4 also shows the number of collisions calculated
considering i) the TWL based on the five R2% formulas
(Table 1), ii) the updated intertidal beach slope iii) the
updated DT elevation, on a three-days basis. In the central part
of the beach, P3 and P4 were less collided than the northern (P1
and P2) and southern (P5 and P6) profiles.

The analysis of TWL timeseries coupling morphologic
features after Sallenger verify the foredune variability and
scarped front dunes (P1, P3 on December, P4 Jan 2017 and P5
Oct 2016) and the signature of previous swash events up in the
dune (P1 P4 Dec 2016, P5 Jan and Feb 2017). Regarding P2,
Figure 4 shows evidence of overwash events collected during
the high-frequency field surveys. It was possible to verify the
occurrence of overwash events during the storm event in the
early February, with the presence of microliter on the foredune,
and the observation of the typical overwash fan on the
backdune (Figure 5).

The TWL estimated with the Stockdon et al. (2006) and
Vousdoukas et al. (2012) formulations, did not indicate
overwash events, suggesting that these formulations
underestimated R2%. On the other hand, the ones computed
TABLE 1 | Wave runup R2% formulas, based on offshore wave significant height (Hs), offshore wavelength (Ls), beach slope (b) and Iribarren number (x).

Formula

Holman (1986) R2%=0.2 Hs+0.83 x
Stockdon et al. (2006) R2% = 1.1(0.35 bf(H0L0)

0.5 + [H0L0(0.563 b2
f + 0.004)]0.5 /2)

Vousdoukas et al. (2012) – (7) R2%=0.53 b (HsLs)0.5 + 0.58 x (Hs3/Ls)0.5+0.45
Atkinson et al. (2017) – M2 R2%=0.92 b (HsLs)0.5 + 0.16 Hs
Didier et al. (2020) - (14) R2%=1.06 [0.058(H0L0)

0.5+0.32(H0L0b)0.5/2]
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according to Didier et al. (2020) methodology predicted
overwash during the December storm, which was not observed
during the field inspection. Finally, Holman (1986) and Atkinson
et al. (2017) R2% formulations estimate a TWL in the overwash
regime, which is in agreement with field observations (Figure 5)

Similar prediction accuracy was registered for P5. The dune
retreat observed at the start of the monitoring period denotes
a collision regime, with a TWL higher than the DT. This
was correctly predicted by Holman (1986) and Atkinson et al.
(2017) R2% formulations. Instead, the formula from Didier et al.
(2020) still overestimated the R2%, while Stockdon et al. (2006)
and Vousdoukas et al . (2012) formulations slightly
underestimated collision.

Overall, evidence collected in the field and the comparison
among different R2% formulas for TWL computations
(Figures 4, 5) confirmed the good performance of Holman
(1986) and Atkinson et al. (2017) when applied in the field, as
already pointed out by works specifically dedicated to evaluate
the general accuracy of different R2% predictions (e.g., Gomes da
Silva et al., 2020). Given this, we further considered Atkinson
Frontiers in Marine Science | www.frontiersin.org 613
et al. (2017) to describe TWL over the whole beach long-
shore extent.

Wave Impact on Dunes
Using data obtained by the ATV for the whole long-shore extent,
Figures 6A shows the intertidal beach slope variation, along with
DT and DC average elevations. The beach slope varied between
0.05 and 0.12. In October, the average slope was about 0.1, with
the highest long-shore variation, and decreased almost regularly
over the monitored period. At the end of winter season, the
intertidal beach slope was spatially more homogeneous, with an
average value of 0.06 changing from reflective to dissipative
beach state. Averaged-over-time beach slope was lowest in the
central part, coinciding with the mega-cusp embayment, and
generally higher on the northern and southern sectors. The
minimum values of beach slope were lowest on the northern
sector and linearly increased till the southern highest value. The
highest points collected by the ATV coincided with the DT
elevation retrieved by profiling surveys. Iribarren number
(Battjes, 1988) had a median value of 0.95, with an
A

B

D

C

FIGURE 3 | Beach width and beach volume changes. (A) Digital elevation models (DEMs) of subaerial beach obtained by ATV surveys, on a monthly basis;
(B) average (upper) and standard deviation (lower) values considering DEMs on a monthly basis. Common to a) and b), dashed orange line indicates the 2 m
elevation contour, while solid black lines the contours of 1 m (seaward) and 3 m (landward) elevations; (C) beach width (BW) evolution over time and space (central
panel), average BW over time (left), average BW over space (lower) and total beach area evolution over time (right); (D) beach volume (BV) evolution over time and
space (central panel), average BV over time (left), average BV over space (lower) and total BV over time (right).
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interquartile between 0.2 and 2. However, it reached 3.5 during
the most energetic events.

In Figure 6B, the TWL timeseries was coupled with the DT
and DC elevations to characterize the wave impact regimes.
Overall, waves collided the dune ridge for the whole long-shore
extent, for a maximum period of 150 hours, corresponding to
one and six days, respectively, over the monitored five months.
Frontiers in Marine Science | www.frontiersin.org 714
Collision events were more numerous in the northern and
southern sectors, corresponding to P2 and P5. In the central
sector, where the mildest slope and lowest intertidal sector
variation were observed over the winter, the dune was the
less impacted.

As already observed in Figure 4, P2 was overwashed for a
total period of 30 hours, and these events extend up to 250 m
FIGURE 4 | Beach profiles changes and total water level (TWL) timeseries. Upper: beach transect location (white lines) within the study area (red rectangle). For
each of the six profiles, colors refer to chronological order of surveys (see colorbar), while black line indicates the average profile. Squares and triangles indicate the
dune toe (DT) and dune crest (DC), respectively, while crosses the shoreline (SL, 1 m). Below each profile plot, graph shows the number of DT collisions and
overwash (registered only on P2) based on Sallenger (2000) method computed considering the five R2% formulas. Letters stand for the initials name of formulas, see
Table 1).
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south of P2, where the DC was lower than 7 m, and the highest
volume change occurred (Figure 3).

Considering all collision and overwash events, Figure 6
characterizes the TWL impacts normalized with the dune ridge
(DC-DT) height, following Sallenger (2000). The mean values of
SIS were lower than 0.2 for the whole long-shore extent, apart for
the northern sector, where the ratio was higher than 0.3. The
northern sector also registered the highest impact during the most
energetic events, with overwash events (values >1) and dune
collision up to 80% of the dune height. Between P3 and P4, the
event of middle February also impacted the dune up to the 67%,
however the impact was mitigated by dune vegetation. Overall,
despite the high number of collision events in the southern sector,
the normalize level of impact was lower than the 40%.

The mechanisms that controls the response of the dune and
beach system at short and medium term (days, months) on high
energetic coasts strongly depended on the collision and overwash
events and morphological configuration.
DISCUSSION

Beach-Dune Morphodynamics
The high-frequency and high-resolution survey campaign was
essential to monitor the short-term morphological variation of
Mira beach. In particular, it was crucial updating beach slope
changes for accurately describing total water level (TWL)
excursion over space and time (Figure 6). On the one hand, the
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ATV provided a complete description of subaerial beach surfaces
(Figure 3), whereas dGPS profiling only allowed to survey a
limited number of transects with high long-shore offset. On the
other hand, dGPS profiling allowed to describe wave collision and
overwash on the dune compartment, along with corroborating
the total water level (TWL)model (Figure 4). Winter 2016/17 was
characterized by energetic waves and more significant events
during 15th December with wave peak at Hs=4.5 m and 2nd

February storm with wave heights above Hs=7.5 m, both with Tp
more than 15 s. Wave directions occurred between 280-295°,
concentrated on W to NNW directions. The morphological
context of Mira as an open beach facing the Atlantic swell
confers a uniformity on shoreline orientation. The sandy barrier
extends in an NNE– SSW direction, with similar wave conditions
in this coastal stretch from north to south. It was found that the
northern sector of Mira beach was the most variable in terms of
beach width (BW) and volume (BV), with the gradual beach berm
formation and disappearing on the intertidal area (Figure 3).
Although the BW was the longest here, the northern sector
resulted in being the most vulnerable to wave impact and
intrusion, with a high rate of dune collision (~150h),
a considerable wave collision elevation relative to the dune
height and, in some sectors overpassing the dune crest (DC). As
previous works showed, no direct relationship between beach
morphodynamics and dune erosion was found (Armaroli et al.,
2013; Cohn et al., 2019). However, spatial variability in total water
levels relative to antecedent beach and dune morphology can
change wave collision % events and therefore exert a substantial
control on dune evolution (e.g. Serafin et al., 2019). The largest
variability and the major vulnerability of northern sector may be
related to the presence of the groin at the northern limit of the
beach (Figure 1). Groins influences the beach behaviour, causes
downdrift erosion and generally affect the natural north-south
littoral drift on the Portuguese coast (Rosa-Santos et al., 2009;
Baptista et al., 2014).

The analysis showed that the DT was also impacted in the
northern sector (between P1 and P3), where it was registered the
highest variation of the upper beach profile (Figures 3, 4), and
the southern sector (P5, P6). However, the relative height of wave
collision in the southern sector is lower than in the northern
sector and small beach profile changes were observed. Where
high dunes exist, the shoreline variation, and vertical elevation of
beach-dune profiles remained more stable. In contrast, a clear
sign of dune degradation was shown at northernmost (P1, P2).
Given these, we emphasise that on a high-energy meso-tidal
coast, the analysis of long-shore variation of shoreline, BW and
BV, may not be sufficient to understand the complex interaction
between hydrodynamic and morphology of a beach-dune
system. We also showed that the local sea level elevation must
be considered for an accurate evaluation of dune vulnerability
since assuming the Hs exclusively as representative of storm
impact may provide unsophisticated and incomplete analysis. As
seen from TWL analysis, impacts on DT and overwash events
occurred not only when the highest offshore wave height Hs was
registered (8 m) but also during lower Hs (about 3 m) and spring
tides (Figure 6).
FIGURE 5 | Observations on P2 and P5 dune-beach profiles of the maximum
swash during the previous high tide. The limit between dry and wet sand shows
the level reached by the total water level in this period (February 06, 2017).
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Total Water Level
Although the search for the most accurate R2% prediction was
beyond the scope of this study, the formula proposed by Atkinson
et al. (2017) was chosen as the best representative for computing the
Frontiers in Marine Science | www.frontiersin.org 916
TWL prediction at Mira beach (Figure 6). As this formula was built
to fit a realistic range of conditions and different runup models
(Atkinson et al., 2017), it has been proven to be best performing
when compared with other formulas (e.g., Gomes da Silva et al.,
A

B

FIGURE 6 | Wave impact on dunes. (A) Beach slope change over time and space (central panel), average slope over time (left panel) and statistical values over the
long-shore (minimum, maximum and average, middle panel). Lower graph shows the average dune toe (DT) and dune crest (DC) elevations; (B) total water level (TWL)
timeseries over time and space (central panel). Black boxes indicate wave impact on DT, while red boxes overwash occurrence. Hydrodynamics (left panel), with peak
period (Tp), significant wave height (Hs) and tide (h). Right panels show maximum values (blue crosses), 95% percentile (black line) and mean values (magenta line) of
TWL. Lower panels show the total events of collisions and overwash (hour values), along with the average and maximum collision SIS of Sallenger (2000).
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2020), and already validated with field data on the Portuguese coast
(Andriolo et al., 2020b; Gonçalves et al., 2020). Instead, we found
that Stockdon et al. (2006) and Vousdoukas et al. (2012)
underestimated the TWL, perhaps since they were parameterized
considering gentler slope, milder Hs and lower wave steepness
ranges (Table 2) than at our study site. Even though the Hs range
for the parameterization of Holman (1986) and Atkinson et al.
(2017) did not reach the Hs of 7 m registered during the monitored
period at Mira beach, the estimation of R2% was more accurate than
Didier et al. (2020). The latest formula overestimated TWL at the
open coast study site, likely due to the fact that it was parameterized
considering sheltered beaches data, where the wave set up
component plays a significant role in the total computation of R2%.

Beach-Dune Surveys
As already mentioned, the good assessment of TWL was prone to
the beach slope update provided by the high-frequency
monitoring program; therefore, the technique can be
considered valuable also for future works. Nevertheless, field
surveys required intense human effort and time spent in the field.

In recent years, remote sensing techniques, such as video
monitoring (Holman and Stanley, 2007; Andriolo et al., 2019),
unmanned aerial systems (Manfreda et al., 2018; Tmusǐć et al.,
2020) and satellite images (McCarthy et al., 2017) have been shown
to be suitable to support coastal studies (Splinter et al., 2018).
However, remote sensing applications still have some limitations
compared to conventional (high resolution) surveys. First, video
monitoring technique may allow the estimation of beach profile
slope with high frequency (Vousdoukas et al., 2011; Valentini et al.,
2017; Andriolo et al., 2018), nearshore wave transformation
(Andriolo, 2019), and wave breaking height (Andriolo et al.,
2020c). Nevertheless, the quantitative use of video imagery is
spatially constrained and dependent on the camera installation
height, with an approximated ratio of 1/10 (10 m camera height
allows to cover approximately 100 m with good spatial resolution).
Second, satellite imagery has been used to retrieve the beach-dune
morphology and beach slope (Almeida et al., 2019; Vos et al., 2020).
Although satellites allow a comprehensive spatial coverage, the use
of Pleiades images (Almeida et al., 2019) is still economically
demanding. On the other hand, the accuracy of the beach slope
estimation from freely-available Sentinel 2 (Vos et al., 2020) seems
not be appropriate for the detailed wave runup modelling yet, as 10
x 10 m spatial resolution may be too low to retrieve the highly
variable foreshore beach slope (Figure 4). Finally, the use of drones
has been shown to be effective for a high-resolution survey of the
subaerial beach (Trembanis et al., 2017; Duo et al., 2018; Pagán et al.,
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2019), coastal dunes (Laporte-Fauret et al., 2019; Taddia et al., 2020)
and cliffs (Gómez-Gutiérrez and Gonçalves, 2020; Gonçalves et al.,
2021) through the Structure-from-Motion technique. Drones also
allow integrating different types of environmental observations to
beach-dune topographical surveys, such as coastal cliffs (Gómez-
Gutierrez and Gonçalves, 2020; Gonçalves et al., 2021), such as
marine litter abundance (Andriolo et al., 2020a; Andriolo et al.,
2020b; Gonçalves et al., 2020; Andriolo et al., 2021a; Andriolo et al.,
2021b) and coastal dune vegetation census (Taddia et al., 2019;
Laporte-Fauret et al., 2020). However, the SfM technique has been
shown to be inadequate to retrieve the foreshore slope, as wet
saturated sand can negatively affects the 3D reconstruction of the
intertidal area (e.g., Brunier et al., 2016). Given the above-cited
remote sensing techniques limitations, the use of conventional
methods was optimal for the detailed description of beach slope
variation all over the monitored 2300 m of Mira beach.

It is worth mentioning that the missing bathymetry data limited
the morphodynamic analysis, since the nearshore bars location may
also influence nearshore wave transformation on the barred coastal
stretch of Mira beach (Rey and Bernardes, 2004), and be spatially
related to wave impact on dunes (Cox et al., 2013; Castelle et al.,
2015; Gomes da Silva et al., 2020). Conventional vessel-based
bathymetric measurements are complex tasks to perform with the
required frequency, in particular on high-energy coasts (Fontán
et al., 2012). Therefore, the depth-inversion method from satellites
(Pacheco et al., 2015; Bergsma et al., 2019a; Pereira et al., 2019),
coastal video stations (Holman et al., 2013; Abessolo Ondoa et al.,
2016; Simarro et al., 2019; Thuan et al., 2019; Santos D. et al., 2020)
and unmanned aerial systems (e.g., Bergsma et al., 2019b;
Hashimoto et al., 2021) imagery may be useful to retrieve
nearshore bottom configuration in future works.

It must be highlighted that the study site is situated in a
sensitive ecosystem adjacent to the Aveiro lagoon, with vast areas
with farms and road axis. Therefore, it is mandatory to preserve
the socio-economic activities. Local authorities and decision-
makers must be well documented to make the best choices in a
cost-benefit approach (Elko et al., 2016). The work results here
provided valuable information to achieve this goal. In fact,
following this work within a local adaptive project for dune
management, Regional authorities (Polis Litoral Ria de Aveiro)
restored the dune ridge of Mira beach, placing natural sand
(260.000 m3) prior the winter 2017-2018 (Figure 7) aiming to
improve shoreline stability and reduction of the vulnerability to
coastal overwash/flooding (Pinto et al., 2020).

Analysing the topographical data collected by the COSMO
programme (https://cosmo.apambiente.pt) in summer 2018
TABLE 2 | Wave runup R2% formulas considered in this work, with the range of conditions tested in the field [from Gomes da Silva et al. (2020)].

Ho Tp Beach slope Iribarren x Wave steepness Hs/Ls

Holman (1986) 0.4 – 4 m 6 s– 16 s 0.07 – 0.2 - -
Stockdon et al. (2006) 0.7 - 2.5 m - 0.01 - 0.16 - 0.0008 – 0.03
Vousdoukas et al. (2012) 0.14 – 3.6 m 2.7 s – 16.5 s 0.04 – 0.15 0.3 – 2.9 -
Atkinson et al. (2017) – M2 0 – 5 m 6 s- 15 s 0 – 0.2 - 0 – 0.14
Didier et al. (2020) (14) - - - 0.3 – 2.5 -
This work 0.7 – 7.5 m 6 s– 18 s 0.02 – 0.21 0.10 - 4 0.002 – 0.05
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(Figure 7), we verified that the intervention on the Mira dune
ridge was efficient to decrease the beach-dune system
vulnerability. On P1 and P2, the DC height was re-established
at 11 m (Figure 7), an elevation sufficient to prevent overwash
events and thus dune erosion. Further monitoring of the Mira
beach-dune system evolution will be necessary to support future
coastal management (Silva et al., 2020; Mendes et al., 2021; Pinto
et al., 2022) and dune vulnerability maps to wave forecast and
predicted sea level rise (e.g., Vousdoukas et al., 2012; Mickey
et al., 2018; Cunha et al., 2021). Besides this, research works point
towards a significant increase in overwash frequency and
magnitude by 2055 and further aggravation by 2100,
particularly at the central part of a barrier (Ferreira et al.,
2021). Thus, nature-based (soft) solutions, such as dune-beach
nourishment, is regarded as the most viable mitigation and
adaptation action, which have been implemented with success
along the Portugal coast during the last decades (Teixeira, 2016;
Pinto et al., 2020; Pinto et al., 2022).
CONCLUSIONS

This work examined the wave impact on the 2300 m long-shore
Mira beach-dune system on the Portuguese coast over the winter
2016-2017. A high-frequency field survey campaign collected
beach topographic data, which were coupled to the description of
total water level (TWL) dynamic. The analysis focused on
evaluating the beach-dune vulnerability to the wave impact,
identifying i) the locations where TWL reached the dune toe
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(DT) causing sand removal and ii) the locations where overwash
of the dune crest (DC) occurred.

The northernmost long-shore 500 m extent was the most
vulnerable to overwash events, and in general the most variable
in terms of beach width (BW) and volume (BV), likely due to
the influence of cross-shore coastal structure that limits the
beach northward. Collision of DT was more significant in the
northern and central part of the beach, where it was registered
the most significant variation of the upper beach profile over
the winter. Instead, DT collision was mildest in the southern
sector, where beach profiles did not change significantly and
dunes were the tallest and best preserved. The analysis
underlined that the total water level excursion on the
foreshore must be taken in account for an accurate evaluation
of dune vulnerability, since impacts on DT and overwash
occurred not only during storm events, but also during spring
tides and mild wave conditions.

Results highlight the importance of uploading the intertidal
beach slope when computing the total water levels on wave-
dominated mesotidal sandy beaches. A consistent monitoring
program of the hydrodynamic drivers (e.g., waves and wind) and
morphological parameters (e.g., topo-bathymetry) which
determine both the sediment transport and waves impact on
foredune is vital for a better knowledge of the state of the coastal
zone environment regarding erosion and accretion and
management decision-making.

This work supported the coastal management of Mira beach-
dune system, where regional authorities nourished and restored
the northern dune ridge to prevent further overwash events and
erosion. The presented framework can be applied to build a
beach-dune system vulnerability map in response to forecasted
and predicting sea level rise, upon a detailed development of a
morphodynamic model for describing the beach slope variation.
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Sand bypassing is one of the promising solutions to rectify jetty-induced

coastal erosion. Estimating alongshore sediment transport rate and

understanding hydrodynamic conditions at a jetty are crucial for successful

downdrift erosion management. This research investigated three major jetties

in Thailand (Cha Am jetty, Krai jetty, and Na Saton jetty) that protrude across the

surf zone and completely intercept alongshore sediment transport. Sub-aerial

and inter-tidal field surveys by Real Time Kinematic (RTK) technique were

undertaken in 2019 and 2020. The collected data was processed and overlaid

to calculate the amount of sediment deposition at the updrift jetty. Numerical

simulations using MIKE21 SW and MIKE21 HD were carried out in order to

understand how waves and water currents interacted with the jetties. From the

results, we found that the Cha Am jetty trapped approximately 38,187 cu.m/yr

of the alongshore sediment. While the Krai jetty intercepted approximately

34,170 cu.m/yr of the alongshore drift, and approximately 65,951 cu.m/yr of

longshore sediment transport was blocked by the Na Saton jetty. Such

estimated amounts of deposited sediment are the quantities that should be

bypassed at each jetty. Budgets and implementation plans for sand bypassing

can be prepared. Decision makers can decide how to manage updrift

deposition and downdrift erosion.
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Introduction

Coastal zone is dynamic (Ariffin et al., 2018). Wind, waves, tides, and currents are

major forcings that influence sediment transport (King et al., 2019; Fan et al., 2019). When

waves break, they create longshore current within surf zone (United States Army Corps of

Engineers, 1984; Lim et al., 2018). The effect of tidal currents is added to wave-generated

currents, mobilizing sediment. Sediment transport, in turn, affects coastal geomorphology
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(Ariffin et al., 2019; Selamat et al., 2019; Saengsupavanich, 2020).

Fan et al. (2019) found that swells induce intensified sediment

resuspension and a flood-ebb symmetry of suspended sediment

concentration. Net horizontal sediment fluxes are significantly

increased in the presence of strong waves. Significant amounts of

suspended sediments can be taken away from shoreline, implying

the occurrence of coastal erosion. Sediment movement also varies

seasonally, depending on incoming wave and water current

characteristics, as well as monsoons (Amalan et al., 2018;

Ratnayake et al., 2018; Ismail et al., 2020; Shetty and Jayappa,

2020; Zulfakar et al., 2021). Based on the theory of sediment

budget (Kamphuis, 2010), coastal erosion can occur when the

quantity of incoming sediment is less than the quantity of

sediment leaving a certain coastal cell. Understanding and being

able to estimate the net quantity of sediment transport is,

therefore, one of the key requirements that lead to sustainable

coastal management (Ariffin et al., 2020; Fortunato et al., 2021).

Many structures are constructed in coastal zones to protect

the coast and to enhance the quality of living (Saengsupavanich,

2013; Oyegbile and Oyegbile, 2017; Saengsupavanich, 2017;

Ariffin et al., 2020; Zulfakar et al., 2020). Jetties are one of the

most encountered coastal structures. They help maintain safe

navigation in and out of inlets. They also help fishermen, who

are vulnerable to climate change (Muhammad et al., 2016), in

terms of convenient catch transportations, while mitigating

inland flooding. However, one of the critical environmental

impacts of je t t ies is s ignificant shore l ine change .

Ghashemizadeh and Tajziehchi (2013) and Rangel-Buitrago

et al. (2015) showed that jetty construction influenced wave

propagation, seabed evolution, and shoreline deposition as well

as erosion. The sediment deposition associated with jetties is one

of the key topics for sustainable coastal zone management.

Previous studies have reported significant beach accretion on

the updrift side in response to jetty constructions (Hapke et al.,

2013; Garel et al., 2015; Wang et al., 2022). Salleh and Nadzir

(2020) showed that flow velocity and current direction around a

jetty significantly affected the deposition of coastal sediments. In

the United States, Hein et al. (2019) presented that the

northwards diffracted/refracted waves induced sediment

accretion proximal to the south of the jetty and delivered the

sediment across the jetty to an adjacent area. Silva et al. (2021)

reported that the immediate updrift shoreline at the Tweed

River, Australia, responded rapidly (from the first few months to

two-three years) to the introduction of coastal management

structures, while the extension of those impacts further updrift

along the beach was gradual and took decades. In Europe,

Žilinskas et al. (2020) showed that a sediment accretion

occurred in a nearshore zone after completing a jetty. In Iran,

Azarmsa et al. (2009) evidently showed the increased

sedimentation, reduction in significant wave height, and

flushing rate after a jetty construction at the Kiashahr lagoon.

Anh et al. (2021) investigated the erosion-deposition process

along a jetty in Vietnam and found that there was 56,442 m3 of
Frontiers in Marine Science 02
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deposited sediment during the northeast monsoon, which was

ten times higher than the amount occurring in the

southwest monsoon.

While a jetty creates an updrift coastline deposition, the

downdrift shoreline is eroded (Bruun, 1995; Saengsupavanich,

2019; Ariffin et al., 2020). Installing more coastal protection

structures, such as revetments or breakwaters, along the

downdrift eroded shoreline cannot solve such a problem,

rather the erosion will be migrated further downdrift (Nassar

et al., 2018; Ariffin et al., 2020; Zulkafar et al., 2020). One of the

possible solutions to downdrift erosion is sand-bypassing (Garel

et al., 2014; Garel et al., 2015; Nassar et al., 2018), which involves

moving the sand deposited at the updrift side to the downdrift

zone. In Palm Beach County Florida, South Lake Worth Inlet

(Boynton Beach Inlet) is a man-made inlet cut in 1927; a sand

transfer plant was installed in 1937 to solve the problematic

accretion and erosion (Zurmuhlen, 1957; Witmer et al., 2018).

Boswood and Murray (2001) listed 53 different bypassing

stations from around the world, including Oceanside Harbor,

USA, with a pumping rate of 75,000–190,000 m3/year, and

Channel Islands, USA, with an average pumping rate of

1,000,000 m3/year. Another example is the fixed system at the

Tweed River Entrance in Australia where pumps located within

and offshore of the entrance channel achieved a maximum daily

rate of over 12,000 m3 (Dyson et al., 2002). The Indian River

inlet, USA, constructed in 1940, experienced downdrift

horizontal shoreline erosion between 10 and 60 m during the

pre-bypassing period, but accreted 10–20 m during the

bypassing period (Keshtpoor et al., 2013). The quantity of the

sand being bypassed must be determined correctly, otherwise it

will not solve the problem, and may create other issues. If the

sediment is bypassed less than what it should be, downdrift

erosion will still occur. On the other hand, if too much sediment

is bypassed, the erosion will take place along the updrift

shoreline instead. Overdredging may destabilize nearby coastal

structures or induce slope instability and sliding because the

counter-weight is taken away, as mentioned in many

geotechnical engineering investigations (Murthy, 2003). Thus,

accurately determining the quantity of sediment that needs to be

bypassed is of utmost importance. Additionally, where to place

the bypassed sediment on the downdrift shoreline must be

clearly understood. For instance, when the bypassed sediment

is blocked by any structure, it will be trapped, and less sediment

will be supplied to another area (Ariffin et al., 2020).

Estimating deposited sediment at a jetty can be carried out

by empirical calculation, numerical simulation, and field

measurement. The empirical formula has been proposed by

many researchers, such as Bayram et al. (2007) and Kamphuis

(1991). Numerical simulation can be undertaken using many

commercially available software packages such as MIKE21

or LITPACK (developed by Danish Hydraulics Institute)

(Nassar et al., 2018; Rautenbach and Theron, 2018) or CMS

(developed by US Army Corps of Engineers) (Wang and
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Beck, 2012). Although the implementations of both empirical

equations and numerical simulations are useful, coastal

engineers are well aware that there are many unknown

parameters, as well as a lot of related calibration procedures,

in such calculations that can lead to inaccurate results. On the

other hand, the field measurements have been applied. Bergillos

et al. (2017) applied topographic measurements over 36 days to

compare them with numerical models predicting cross-shore

distribution of alongshore sediment transport. Each topographic

survey was performed under low tide conditions and the

observations were referenced to the mean low water spring

level. Masselink et al. (2016) collected subaerial beach

morphological data by using RTK-GPS and total station to

estimate the beach volume above the mean sea level along the

Atlantic coast of Europe. Their surveys were then used to

estimate storm impacts on beaches. Nevertheless, there is no

previous publication about quantifying sediment deposition at

jetties in Thailand. This study is the first one of its kind to

estimate intertidal intercepted sediment quantity at jetties in

Thailand. To determine net longshore sediment transport and to

identify the volume of sediment that should be bypassed at

certain jetties in Thailand, this study applies field surveys to

determine the net alongshore sediment transport. Numerical

simulations are carried out to help understand wave and water

current around the jetties. This research will greatly help Thai

coastal managers and the Thai government to solve jetty-

induced downdrift erosion by appropriately estimating the

required amount of sediment that should be bypassed.
Study locations and methodology

Study areas

This research focused on net alongshore sediment transport at

three major jetties in Thailand, being Cha Am jetty, Krai jetty, and

Na Saton jetty (Figure 1; Table 1). All of them extend across the surf

zone, completely intercepting alongshore sediment transport. Each

jetty has created severe downdrift coastal erosion. A responsible

governmental department attempted to mitigate the downdrift

erosion by constructing detached breakwaters at both the Krai

jetty and the Na Saton jetty, while private property owners at the

Cha Am jetty built a revetment along the downdrift shoreline. Such

approaches did not solve the problems, but postponed erosion

further downdrift. Historical coastline change analysis showed that

each jetty simultaneously created updrift deposition and downdrift

erosion. At the Cha Am jetty (Figures 2A, B), the accretion rate at

the updrift jetty was greater than 4 m/yr, while the downdrift

erosion occurring at the endpoint of the seawalls constructed by the

private property owners was more severe than 1.5 m/yr. At the Krai

jetty, the updrift jetty intercepted the alongshore sediment,

inducing coastline deposition at a rate greater than 4 m/yr.

Although the Marine Department attempted to solve the
Frontiers in Marine Science 03
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downdrift erosion by installing fourteen detached breakwaters,

erosion still occurred further downdrift at a rate greater than 2

m/yr (Figures 2C, D). Similarly, the Na Saton jetty created updrift

deposition with a rate of roughly 4.5 m/yr (Figures 2E, F). However,

downdrift erosion was small because the Marine Department had

constructed a series of detached breakwaters along the 7-km

downdrift shoreline (Saengsupavanich, 2012).

The jetties in this study are located along the east side of

southern Thailand (Figure 1). They are exposed to seasonal storms

during the northeast monsoon (November to February). Long-term

tidal statistics near each jetty were collected from the Royal Thai

Navy and the Marine Department (Table 2). To determine an

appropriate time and scope for field surveys, information about wave

climate at the jetties was indispensable. For each jetty, JONSWAP

method (Kamphuis, 2010) was applied with data from the nearest

wind station of the Thai Meteorological Department.

After calibrating the wave hindcasting calculation, the

authors found that dominant waves at the Krai jetty were

from the east. The annual calm period (having a significant

wave height of less than 0.5 m or Beaufort scale level 3) was

approximately 89% (Figure 3). Big waves with wave height

greater than 4 m (Beaufort scale level 6) are from the east.

When considering coastal alignment, it could be concluded that

net alongshore sediment transport at this location was from the

southeast to the northwest. Coastal deposition was expected to

occur along the south side of the Krai jetty. Therefore, the field

survey to determine the net alongshore sediment transport was

carried out along the south side of the jetty. For the Na Saton

jetty, the same approach was undertaken, because the annual

wave characteristics, as well as the shoreline alignments, of the

Krai jetty and the Na Saton jetty are very similar. At the Cha Am

jetty, JONSWAP calculation showed that dominant waves with

height greater than 2 m (Beaufort scale level 5) were from the

south-southeast (SSE). The annual calm period (having a

significant wave height of less than 0.5 m or Beaufort scale

level 3) was approximately 91.4% (Figure 3). Therefore,

sediment accretion was expected to occur along the south side

of the Cha Am jetty, thus, the location of the field survey.
Survey methods

Time for the surveys was determined from the monsoon

period (November to February). Direction of alongshore sediment

transport depends on season. The basic theory of pre- and post-

storm beach morphology suggests that the coast is likely to be

eroded during storms when big waves are present (in this study,

the stormy months are between November to February). Some

sediment deposited at the updrift jetty will be carried offshore and

will again return to the beach berm during the calm period

(March to October). In the meantime, the calm waves that

obliquely approach the shoreline will carry new sediment to

deposit more at the updrift jetty. Thus, the suitable time for the
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survey along the south side of the jetties (Cha Am jetty, Krai jetty,

and Na Saton jetty) was prior to the stormy season. The authors

chose to conduct field surveys in August 2019, September 2019,

August 2020, and September 2020.
Frontiers in Marine Science 04
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The field investigations measured coastal elevation by Real

Time Kinematic (RTK) technique. Benchmark descriptions can

be found in Table 3. The coastal level along 2-km shoreline south

from each jetty was surveyed, with each beach profile being
FIGURE 1

Jetties in this study.
TABLE 1 General information about the jetties in this study.

Jetty
name

Approximate
length(m)

Easting
(m)

Northing
(m)

Year of con-
struction

Shoreline con-
figuration (°)

Jetty impacts

Cha
Am
jetty

1,000 608350 1417000 Prior to 1985 132.66 Coastal deposition has occurred along the south shoreline, while
erosion has occurred along the north shoreline.

Krai
jetty

250 602780 972450 Prior to 2013 89.58 Sediment transport is obstructed. The south shoreline has been
deposited, while the north shoreline has been eroded.

Na
Saton
jetty

550 645800 886410 Prior to 2014 82.85 Erosion has taken place along the north shoreline of the jetty.
Sediment has accumulated at the south jetty.
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FIGURE 2

Updrift deposition and downdrift erosion at the jetties in this study. (A) Shoreline change rate at the Cha Am jetty, (B) historical coastline near
the Cha Am jetty, (C) Shoreline change rate at the Krai jetty, (D) historical coastline near the Krai jetty, (E) Shoreline change rate at the Na Saton
jetty, (F) historical coastline near the Na Saton jetty.
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spaced 25 m apart. In order to cover the sub-aerial and intertidal

zones, the uppermost point of each beach profile was set at a

beach dune foot, while the lowermost point was set at an

elevation of -0.5 m from national mean sea level (MSL). The

number of the RTK survey points at each jetty can be found in

Table 4. Although net alongshore sediment transport should be

measured from the beach dune down to the closure depth, in

order to achieve the perfect result, no echo-sounding was

undertaken because of self-supported financial limitations.

This study focuses on the sub-aerial and intertidal sediment

deposition at the updrift jetties, not in the surf zone. Such

deposition would be a potential source of the sediment that

might be bypassed. This survey scope, which measures only the

sub-aerial and the intertidal beach profiles, has been applied by

many researchers to quantify sediment volume (Masselink et al.,

2016; Bergillos et al., 2017).

Analysis of field data

After acquiring relevant field data, the authors created a

bathymetric map of each survey by AutoCAD 3D software
Frontiers in Marine Science 06
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package, using a bilinear interpolation technique. The ArcGIS

software package was then applied afterwards to overlay the maps

of each month at each jetty (August 2019 versus August 2020, and

September 2019 versus September 2020). The results revealed how

much of the sediment was deposited along the surveyed coastal

strips. Volumetric change of the sediment was then calculated

frommultiplying the difference in vertical beach elevation with the

horizontal area. Since finer sediment may bypass the jetty tip,

leaving coarser sediment trapped at the updrift jetty, the amount

of the deposited sediment at the updrift jetty should be the

amount of the required sediment to be manually bypassed.
Numerical modelling

The two-dimensional MIKE 21 Spectral Wave (SW) and

Flexible Mesh Hydrodynamic Module (FM-HD) model packages,

developed by the Danish Hydraulic Institute, were implemented to

study the 2-dimension significant wave field and free-surface flow

respectively. A flexible mesh was used to simulate the hydrodynamic

model, as it was suitable for irregular boundaries and to determine
TABLE 2 Long-term tidal statistics at stations near each jetty.

MHWS MHWN Local MSL MLWN MLWS

Cha Am jetty +0.90 +0.70 +0.11 -0.54 -0.82

Krai jetty +0.41 +0.31 -0.08 -0.40 -0.46

Na Saton jetty +0.34 +0.280 -0.03 -0.30 -0.35
fronti
FIGURE 3

Annual wave rose at the jetties in this study.
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the wave and current parameters in coastal areas. The model

domain, covering the whole southern South China Sea and the

Gulf of Thailand, had two open boundaries; the north boundary

started from east of Vietnam to west of the Philippines, while the

south boundary started from south of Johor to west of Kalimantan.

General Bathymetric Chart of the Oceans (GEBCO) and MIKE C-

Map were utilized for better water depth coverage in offshore and

coastal waters. The data was processed by a pre-processing tool

called Mesh Generator in MIKE ZERO to prepare the bathymetry.

The unstructured mesh had a medium resolution of 3 km in the

southern South China Sea region and a fine resolution of 1 km in

Thailand’s coastal waters, including the jetty locations.

The numerical simulations started from November 2018 to

December 2019. They were spun up by the six-hourly wind and

wave data retrieved from the Era-Interim European Centre for

Medium-Range Weather Forecast (ECMWF), with a spatial

resolution of 0.125° x 0.125°. Afterward, a model validation was

performed by comparing the simulation outputs with field data

measured by an Acoustic Doppler Current Profiler-Acoustic Wave

and Currents (ADCP-AWAC) at the nearshore area in Terengganu,

Malaysia (5°26’33.936” N, 103°9’37.548” E) for three months with

every 10-min interval. The root-mean-square-error was found to be

0.17 for significant wave height and 0.13 for current speed, which

were considered acceptable, referring to Ariffin et al. (2016) (0.28),

Shariful et al. (2020) (0.18), and Zulfakar et al. (2021) (0.15).

Results

Intertidal intercepted sediment
at Cha Am jetty

This research found that sediment accumulated at the

updrift Cha Am jetty, as expected. Most deposition occurred
Frontiers in Marine Science 07
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on the beach berm. The increase of beach elevation was +0.80

to + 1.0 m in some areas, and the increase decreased further

away from the jetty (Figure 4). On the other hand, the elevation

in a further offshore area did not change much. Beach erosion

was also found near a creek outlet, probably because of creek

discharge. Multiplying the changes in the coastal elevation with

the area and summing them up revealed a volumetric change of

the intertidal intercepted sediment at the updrift jetty. It was

found that the Cha Am jetty trapped approximately 38,187

cu.m/yr (Table 5).

The seasonal pattern of waves at the Cha Am jetty changes

during the southwest (SW) and northeast (NE) monsoons

(Figure 5). During the SW monsoon (May to October),

predominant waves come from the southeast (SE) direction,

transporting sediment northwards. They are not severe, having

wave heights of less than 0.50 m (Figure 5A). However, the

waves are stronger during February to April (the transitional

period), also coming from the SE direction, carrying the

sediment northwards. On the other hand, while the waves

around the Cha Am jetty during the NE monsoon (November

to January) are not aggressive, they come from the NE

direction, moving the sediment southwards (Figure 5B).

Since the Cha Am jetty is located near the bottom of the

Gulf of Thailand, a NE fetch distance is not long enough to

generate high waves. Therefore, at the Cha Am jetty, the waves

during February to October move the sediment northwards,

while the waves during November to January carry the

sediment southwards. Moreover, alongshore water current is

greatly affected by the Cha Am jetty (Figures 5C, D). The water

current flows northwards during flood tides, and vice versa.

Current speed is normally less than 0.3 m/s. The water current

in the shallow zone near the jetty flows very slowly, while the

current speed at the tips is much higher. The Cha Am jetty
TABLE 3 Benchmark descriptions at the jetties in this study.

Cha Am jetty Krai jetty Na Saton jetty

Benchmark 1

Easting (m) 608,115.212 601,475.487 645,676.890

Northing (m) 1,416,902.331 980,373.753 886,413.232

Elevation +3.269 +3.862 +2.500

Benchmark 2

Easting (m) 607,104.923 601,219.068 645,824.293

Northing (m) 1,415,434.736 980,349.384 884,860.520

Elevation +3.408 +2.490 +2.762
TABLE 4 Number of survey points at the updrift jetties in this study.

Number of survey points Cha Am jetty Krai jetty Na Saton jetty

August 2019 (points) 1,647 678 634

September 2019 (points) 1,386 886 1,142

August 2020 (points) 1,067 735 1,069

September 2020 (points) 1,203 858 1,049
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clearly changes the waves and the water currents, thus resulting

in alongshore sediment transport.
Intertidal intercepted sediment at
Krai jetty

As anticipated, the updrift coastal strip at the Krai jetty

experienced noticeable deposition. Most sediment accumulation

took place within 1 km south from the jetty. Further down south,

the coastal elevation did not exhibit much change (Figure 6).
Frontiers in Marine Science 08
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Multiplying the differences of the coastal elevation with the areas

and adding them together showed a volumetric change of the

intertidal deposited sediment at the updrift jetty. As a result, it

was found that the Krai jetty intercepted approximately 34,170

cu.m/yr of the alongshore sediment (Table 5). Such an amount

of the intertidal intercepted sediment was the quantity that

should be bypassed to the downdrift shoreline.

Figure 7 reveals that the Krai jetty influences nearshore wave

regime and water current pattern, resulting in the altered

alongshore sediment transport. During the SW monsoon (May

to October), waves at the Krai jetty are calm. They mainly come
FIGURE 4

Differences in coastal elevation at the updrift Cha Am jetty (August 2019 versus August 2020).
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from the SE direction, moving sediment northwards (Figure 7A).

The Krai jetty is also under the influence of the NE monsoon

(November to January), when large waves approach the shoreline

from the NE (Figure 7B), transporting the sediment southwards.

During the transitional period (February to April), the waves

come from the east, but with a smaller wave height. Therefore, at

the Krai jetty, the waves during February to October transport the
Frontiers in Marine Science 09
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sediment northwards. On the other hand, the waves during

November to January carry the sediment southwards. Moreover,

water current around the Krai jetty is greatly deviated (Figures 7C,

D). The water current flows northwards during flood tide, and

vice versa. Current speed varies with a normal maximum value of

less than 0.3 m/s. The water current flows very slowly around the

downdrift detached breakwaters, while the offshore current
A B

C D

FIGURE 5

Results of MIKE 21 SW and HD at the Cha Am jetty (A) significant wave height and direction (arrows) during the southwest monsoon, (B) significant
wave height and direction (arrows) during the northeast monsoon, (C) current speed and direction (arrows) during flood tide, (D) current speed and
direction (arrows) during ebb tide.
TABLE 5 Volumetric changes at the updrift jetties in this study.

Cha Am jetty Krai jetty Na Saton jetty

August 2019 versus August 2020 (Cu.m.) 45,211.8 33,236.3 75,463.3

September 2019 versus September 2020 (Cu.m.) 31,163.0 35,103.8 56,438.8

Average (Cu.m.) 38,187.4 34,170.1 65,951.1
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speed is faster. The Krai jetty evidently has an impact on

coastal hydrodynamics, resulting in altered alongshore

sediment deposition.
Intertidal intercepted sediment
at Na Saton jetty

The intertidal sediment accumulation rate at the Na Saton

jetty was estimated by the same approach applied to the previous

jetties. It was found that approximately 65,951 cu.m of longshore
Frontiers in Marine Science 10
32
sediment transport was blocked by the Na Saton jetty annually

(Table 5). The increase of beach elevation was +0.80 to + 1.0 m at

some locations, and the accretion decreased further away from

the jetty. The apparent deposition occurred within 1 km south

from the updrift jetty (Figure 8). The alongshore sediment

transport rate at the Na Saton jetty was larger than those of

the other jetties in this study because the wave climate at the Na

Saton jetty was more intense.

Wave and water current characteristics at the Na Saton jetty

are somehow analogous to those of the Krai jetty because their

coastline orientations are similar. During the SWmonsoon (May
FIGURE 6

Differences in coastal elevation at the updrift Krai jetty (August 2019 versus August 2020).
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to October), mild waves are predominantly from the SE

direction, carrying the sediment northwards (Figure 9A). Big

waves, happening during the NE monsoon (November to

January), approaching the shoreline from the NE (Figure 9B),

move the sediment southwards. During the transitional period

(February to April), the waves come from the east, but with

lesser magnitude. Therefore, at the Na Saton jetty, the waves

during February to October bring the sediment northwards,

while the waves during November to January carry the sediment

southwards. Similar to other jetties in this study, the Na Saton

jetty alters water current characteristics. The water current flows

northwards during flood tide (Figure 9C), and vice versa

(Figure 9D). The maximum current speed is less than 0.3 m/s.

The nearshore water current direction is deviated by the jetty’s
Frontiers in Marine Science 11
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tip. The Na Saton jetty clearly changes coastal hydrodynamics,

inducing a change in sediment transport.
Discussion

Beach morphology and sediment volumetric change exhibit

a seasonal variation (Yaacob et al., 2018). Alongshore sediment

transport rate varies from location to location, depending on

wave climate (wave height, wave period, and wave direction),

sediment characteristics, and coastline alignment (Gunasinghe

et al., 2021; Weerasingha and Ratnayake, 2022). Estimating the

alongshore sediment transport quantity allows coastal managers

to mitigate negative externalities generated by coastal structures
A B

C D

FIGURE 7

Results of MIKE 21 SW and HD at the Krai jetty (A) significant wave height and direction (arrows) during the southwest monsoon, (B) significant
wave height and direction (arrows) during the northeast monsoon, (C) current speed and direction (arrows) during flood, (D) current speed and
direction (arrows) during ebb tide.
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that obstruct longshore sediment movement. Influences of wave

propagation and water current pattern should be understood

since they can create different shoreline adjustments between

coastal structures (Adamo et al., 2014; Ratnayake et al., 2019).

Jetties are one of the most encountered coastal structures. They

help maintain safe navigation in and out of inlets. However, one of

the critical environmental impacts of jetties is significant shoreline

change. An updrift coastline will be deposited, while the downdrift

shoreline will be eroded. Numerical simulations at three jetties in

this study indicated that the net sediment transport moves

northwards while the longshore water current flows northwards
Frontiers in Marine Science 12
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and southwards along the shore, depending on flood or ebb tides.

The beach sediment is transported and accumulated on the jetty’s

updrift side as the jetty blocks the sediment movement. The jetty

breaks the sediment budget equilibrium. Figure 10 illustrates how a

jetty, waves, currents, and a beach interact. Swash and backwash

promote sediment accretion at the updrift jetty. In this study, waves

during February to October transport the sediment northwards

(Figure 10A), while the waves during November to January carry

the sediment southwards (Figure 10B). While wave direction

changes seasonally, the water current direction changes daily. If

the wave and the tidal current are in the same direction, a greater
FIGURE 8

Differences in coastal elevation at the updrift Na Saton Jetty (August 2019 versus August 2020).
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amount of the sediment will be transported. The same interaction

was found by Ismail et al. (2020) and Shariful et al. (2020). Ariffin

et al. (2020), who undertook a study in Malaysia, where the

coastline is influenced by northeast monsoon like the jetties in

this study, found that most of the deposition of sediment occurred

near coastal protection structures.

Bypassing the sediment deposited at the updrift jetty can be

one of the good solutions to solve downdrift coastal erosion

(Garel et al., 2014, 2015; Franklin et al., 2021). Downdrift erosion

can extend 8 to 10 times the length of the protrusion of a coastal

structure (Kudale, 2010). However, how much of the sediment

should be bypassed must be correctly estimated because it affects

budget planning. This study is the first one in Thailand that
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estimates the sub-aerial and intertidal sediment deposition at

jetties. Although there have been a few publications that have

dealt with coastal erosion and protection in Thailand, none of

them has elicited the amount of sediment that was intercepted by

those coastal structures. This research found that the sub-aerial

and intertidal sediment deposition at the Cha Am jetty was

approximately 38,187 cu.m/yr, the rate at the Krai jetty was

approximately 34,170 cu.m/yr, and 65,951 cu.m/yr at the Na

Saton jetty. Nevertheless, the sediment transport rate estimated

by this study might be less than the actual quantity, because the

surveys were not expanded to cover the closure depth. The

authors realized that there was a fraction of the alongshore

sediment transport within the surf zone. Such sediment was
A B

C D

FIGURE 9

Results of MIKE 21 SW and HD at Na Saton jetty (A) significant wave height and direction (arrows) during the southwest monsoon, (B) significant
wave height and direction (arrows) during the northeast monsoon, (C) current speed and direction (arrows) during flood tide, (D) current speed
and direction (arrows) during ebb tide.
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carried by the longshore current and would accumulate at the

updrift jetty. It would be washed ashore during calm periods

(especially during the southwest monsoon) and deposited on the

beach berm, as was concluded by a similar study in Sri Lanka

(Ratnayake et al., 2018).

Bypassing sub-aerial and intertidal intercepted sediment can

be a useful and an easy-to-implement approach to mitigate

downdrift erosion, because it does not involve any advanced

construction machinery. It can be seen from the literature that

constructing coastal protection structures, such as revetments

and offshore breakwaters, cannot solve the problem but rather
Frontiers in Marine Science 14
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move the erosion further downdrift (Kamphuis, 2010; Anfuso

et al., 2012; Saengsupavanich, 2019). The construction costs of

such coastal protection structures are not cheap. In Thailand,

protecting a 1-km of shoreline with a revetment may cost

approximately 2.2 million USD. Detached breakwaters may

cost a little more, depending on their configurations such as

gap width, crest height, and breakwater slope. The design

lifetime of these coastal protection structures in Thailand is

usually 50 years (Saengsupavanich, 2017). The overall

construction cost will depend on how many kilometers of

downdrift shoreline must be protected. Such approaches may
A

B

FIGURE 10

Interactions of a jetty, waves, currents, and beach morphology (A) during the southwest monsoon, waves transport sediment from A to F (northwards),
creating accretion at the updrift jetty, (B) during the northeast monsoon, the waves carry the sediment away from the jetty from A to F (southwards).
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induce more coastal erosion further downdrift, and more

revetments/breakwaters will be kept going. On the other hand,

bypassing sediment will not require any additional structural

installation. In Thailand, the cost of sand excavation and

dumping by an excavator is roughly 1 USD/cu.m, and 2 USD/

cu.m by a dredger. The transportation cost varies, depending on

the distance from the borrow to the dump sites. If the land-based

sand bypassing (by excavators, trucks, and lorries) is

implemented at the Na Saton jetty, it would cost at

approximately 2 USD/cu.m or about 131,902 USD/yr, or a

total of 6.6 million USD in 50 years. Decision makers can now

weigh the benefits against the disadvantages before selecting

which approach is more appropriate and sustainable.

Implementing sediment bypassing is not easy in reality.

Many limitations may emerge (Beck & Wang, 2019;

Saengsupavanich, 2020). Firstly, sediment bypassing is a

continuous activity that needs continual budget allocation.

Each year, Thailand must ration the national revenue, and

there is no guarantee that sand bypassing will be given

priority. Secondly, deposited sediment may be under the

authority of different Subdistrict Administration Organizations

(the smallest local government unit taking care of a group of

villages) (SAOs). Moving the sediment from one SAO to another

SAO can create social resistance, as has already happened in

Thailand. The deposited beach at the updrift jetty is usually used

as a recreational area. Bypassing the deposited sediment will

inevitably destroy the wide beach, and deteriorate the updrift

beach’s utilization.
Conclusion

Estimating sub-aerial and intertidal sediment deposition is

necessary to mitigate downdrift coastal erosion caused by

jetties. Along the southern coast of Thailand, there are a few

jetties that have created severe downdrift erosion, particularly

the Cha Am jetty, the Krai jetty, and the Na Saton jetty. At

every jetty, understanding the governing hydrodynamic

interaction and accurately determining the quantities of

sediment that should be bypassed influence a successful

solution of the downdrift erosion. The magnitude of the sub-

aerial and intertidal sediment that should be bypassed,

estimated by this study, was in the range of 34,170 to 65,951

cu.m/yr. Budget planning and implementation preparations

can be set up. Decision makers can choose between 1) a one-off

solution, such as constructing revetments/offshore breakwaters

to solve erosion occurring adjacent to downdrift jetties, which

may induce more erosion further downdrift, or 2) bypassing

the sediment once in a few years without having to install any

coastal protection structures. Each option has different

shortcomings that need to be addressed before downdrift

coastal protection can be achieved.
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(M2C), Normandie Université, Caen, France, 9Gerencia Corporativa Ambiental, Moon Palace Resort,
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As the biomass of pelagic Sargassum spp. increased across the North Atlantic

equatorial recirculation region from 2011 onwards, massive rafts of sargasso

appeared in the Western Caribbean in 2015, 2018, 2019, and 2020. These

events raised concerns regarding their negative consequences on the

environment, local income, and human wellbeing. As adequate monitoring

and analysis tools are needed for designing in-water and on-beach control

strategies to reduce potential negative impacts, more robust and spatially

explicit information is needed in order to improve sargasso management and

focus restoration efforts. In this paper, we offer a spatiotemporal multiscale

description of sargasso distribution and dynamics for 2014–2020 in the

Mexican Caribbean: (1) for the entire region (millions of km2); (2) at the local

scale (thousands of km2) evaluating the dynamics inside the reef lagoon at

Puerto Morelos, Mexico; and finally, (3) specific beach observations (hundreds

of km2) derived from data on beach cleaning volumes. Fifteen areas in the

Mexican Caribbean, with different sargasso dispersions and on-shore

accumulations, were evaluated. The areas around Tulum, Solidaridad, and

Puerto Morelos have the most extreme and most frequent episodes but also

exhibited the greatest seasonal variability. Extreme sargasso presence can

occur in the Western Caribbean in any season, albeit with increasing

coverage and recurrence in the summer. Images from a coastal video

monitoring station at Puerto Morelos showed that massive sargasso

beaching was associated with low energy conditions (Hs< 0.25 m, wind
frontiersin.org01
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speed<4 m/s, neap tide), while non-accumulation of sargasso on the beach

occurred under high energy conditions (Hs >0.4m, wind speed = 8 m/s, spring

tide). Time-series analyses of sargasso beaching showed different periods of

historic maximum sargasso coverage over July–October 2018 and others in

January–February 2019. Wind andwave regimes influenced sargasso in distinct

ways, depending on the coastal section, probably related to coastline

morphology, oceanic regime, or the extent of the continental platform.

This work presents the longest systematic time series (2014-2020) of high

resolution satellite detected sargasso in Mexico. Spatial and temporal patterns

are proposed as fundamental steps for managing sargasso accumulations.
KEYWORDS

satellite detection, numerical model, beach cast, surface drift, Quintana Roo
Introduction

The study of the holopelagic Sargassum species (S. natans and S.

fluitans, Phylum Ochrophyta, Class Phaeophyceae; referred to as

sargasso from hereon) in the NW Atlantic dates back to the 1830s,

with the discovery of the Sargasso Sea (Butler et al., 1983). Sargasso is

the only seaweed that passes its complete life cycle drifting on the

ocean surface. It has elongated, highly ramified thalli, up to 0.5 m in

length, with numerous blades and vesicles, that allow the thalli to

float either singly, or in floating, entangled masses (rafts) that can

extend up to several km at sea (see Supplementary Material 1).

The size and spatial configuration of sargasso aggregations

(rafts) depend on its growth but also on the spatiotemporal

dynamics of oceanic and atmospheric forces, such as wind, wave,

and surface marine currents (Butler et al., 1983; Brooks et al.,

2018; Putman et al., 2020; Marsh et al., 2021; Skliris et al., 2022).

In the Western Caribbean, close to the Yucatan Channel,

sargasso rafts are shaped like cyclonic and anticyclonic gyres,

drops, compact mats, linear formations, or raft aggregations

caused by Langmuir circulation (several short, parallel lines of

sargasso arranged perpendicular to the shore, moving in the

same direction as the wind), their size varying from centimeters

to kilometers, the former found mainly as string lines and spirals

(Guzmán-Ramıŕez et al., 2020). In the north-central Gulf of

Mexico, Powers et al. (2013) reported different types of

aggregations of sargasso: scattered clumps when the winds

were high, small and mesoscale convergence lines, and larger

circular-like rafts that may persist for several weeks or even

months while drifting in the ocean. These pelagic rafts of

sargasso have key ecological roles, serving as a refuge for

marine life, hosting species such as sea turtles, fish (of which

several are commercially important), invertebrates, and birds,

which use the sargasso ecosystem as a refuge, feeding ground,
02
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nursery, and breeding habitat, either permanently or

temporarily (Pendleton et al., 2014).

Unusually large concentrations of sargasso in the tropical

Atlantic near the Equator and SW Caribbean Sea were reported

for the first time in 2011 (Smetacek and Zingone, 2013). Since

then, several studies have reported a sustained increase in the

biomass of pelagic sargasso in this region (Hu et al., 2016; Xing

et al., 2017; Wang et al., 2018) (Figure 1). Schell et al. (2015)

estimated that the concentration of sargasso in the Western

Atlantic in 2014 was approximately 10 times greater than that of

2011 and 300 times higher than that of previous decades. In 2016

and 2017, the sargasso coverage decreased, but in 2018 and 2019

it rose again (Wang et al., 2019). In 2020 and 2021, the volume of

sargasso cover was moderate to high in the Caribbean (Marsh

et al., 2021). The peak sargasso year in the Caribbean Sea and

central Western Atlantic was 2018, with the highest biomass in

June, the rafts covering almost 3,000 km2 in the area bounded by

8°–23°N and 89°–58° W (Wang et al., 2019). Wang et al. (2019)

named this new area of sargasso concentration, extending from

Equatorial Africa to the Gulf of Mexico, the Great Atlantic

Sargasso Belt (Figure 1A).

According to Cuevas et al. (Cuevas et al., 2018), the first

massive arrival of sargasso in the Mexican Caribbean, recorded

with satellite imagery, began in late 2014, reaching a first peak in

September 2015. In 2015, an average of ~2,360 m3 of sargasso

was removed per kilometre of coastline in the north, between

Cancun and Puerto Morelos (Rodrıǵuez-Martıńez et al., 2016)

(Figure 1B). After a decrease in 2016 and 2017, the influx of

sargasso resumed in February 2018 and continued until

September 2019 (Chávez et al., 2020; Rodriguez-Martıńez

et al., 2022). Even though those are the last published time

series, it is known that large amounts of sargasso were collected

in 2020 and 2021.
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Sargasso concentrations (abundance and distribution) in

the tropical Atlantic vary greatly both seasonally and

interannually. Johns et al. (2020) offered a concise, plausible

theory regarding the seasonality of this phenomenon in the

Atlantic, suggesting that the new sargasso aggregations

recirculate in the North Equatorial Recirculation Region

(NERR) and that in early spring (March–April) some masses

move south, causing a summer bloom in the Caribbean. Once

released from the NERR and transported towards the northern

coast of South America, the sargasso flows through the

Caribbean and the Gulf of Mexico (Putman et al., 2018).

However, it is more difficult to understand the large

interannual variations in the abundance of the sargasso

aggregations, as these occur at different spatial and temporal

scales, under distinct environmental forces. Skliris et al. (2022)

recently suggested that in 2015 and 2018, the years with the

highest sargasso bloom, the Intertropical Convergence Zone

(ITZ), an area of maximal trade wind convergence and sargasso

accumulation, shifted southward, thereby enriching the

seawater with nutrients flowing from the Amazon, and

equatorial upwelling in this zone stimulated the growth of

sargasso. The easterly trade winds also transport Sahara dust

into the tropical Atlantic, possibly fertilizing seaweeds in the

Great Atlantic Sargasso belt, although the importance of this

fertilization is still unknown (supplements Wang et al., 2019).

Gower et al. (2013) suggested that the sudden increase in the

sargasso masses may have been the result of the water

discharging from the Amazon containing more fertilizers in

the runoff from agricultural lands in the interior.

However, Jouanno et al. (2021) showed that there was no

significant increase in riverine influence in areas where sargasso

proliferated. On the other hand, Johns et al. (2020) have

proposed that increased winds, created by an anomaly in the
Frontiers in Marine Science 03
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North Atlantic Oscillation in 2010, may have transported large

masses of sargasso from the Sargasso Sea into the NERR. Wang

et al. (2019) and Johns et al. (2020) suggested a regime change in

the NERR, together with changes in the Canaries upwelling, or

discharges from the Amazon, resulting in recurrent blooms of

sargasso and promoting the spatial pattern known as the Great

Atlantic Sargasso Belt (Figure 1). The sargasso aggregation

showed enhanced growth thanks to nutrients entrained in the

upper water column (Johns et al., 2020).

Part of the pelagic sargasso at sea is destined to arrive on

Caribbean shores, causing diverse negative impacts on coastal

ecosystems (Silva et al., 2016; van Tussenbroek et al., 2017;

Chávez et al., 2020; Bartlett and Elmer, 2021; Maurer et al., 2021;

Rodrıǵuez-Muñoz et al., 2021), local and regional economics

(Solarin et al., 2014; Milledge and Harvey, 2016), and human

health (Devault et al., 2021). The impacts include aesthetics (of

the previously pristine white beaches), additional organic matter

input, light attenuation, anoxia, and leaching (van Tussenbroek

et al., 2017; Chávez et al., 2020). The consequences are mortality

of near-shore benthos, including seagrass and coral (Silva et al.,

2016), beach erosion (van Tussenbroek et al., 2017; Silva et al.,

2020), the modification of sediment structure (Maurer, 2019),

changes in the trophic relationships (Cabanillas-Terán et al.,

2019), respiratory and skin health issues in humans (Resiere

et al., 2018), and economic losses for the tourist industry.

Although the latter has not been fully assessed, losses are

estimated to be substantial as the beaches lost their

attractiveness due to the unsightly accumulations of sargasso

(Langin, 2018). In Mexico, enormous human and financial

resources have been invested in preventing the sargasso

reaching the coast, or in removing it from the beaches; most

of these efforts have been insufficient due to the huge

volumes involved.
FIGURE 1

(A) Schematic representation of the main ocean current patterns and areas of sargasso accumulation in the Atlantic Ocean. (The Great Atlantic
Sargasso Belt; July 2011–2018 configuration; made by the authors, using information from Wang et al. (2019). (B, C) Accumulation of beach-
cast sargasso at Puerto Morelos, Mexican Caribbean (June 2021, Photographs by Laura Ribas).
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Understanding the spatial movement patterns of sargasso in

the open sea, as related to oceanographic conditions, is needed.

This knowledge should be a part of the toolbox of decision

makers and stakeholders, to help them when implementing

mitigation strategies and embarking upon restoration actions

(Casas-Beltrán et al., 2020). Coastal and marine management

requires a comprehensive, integral perspective and feasible

environmental frameworks (El Mahrad et al., 2020; Silva et al.,

2020; Guimarais et al., 2021; Silva et al., 2021). Remote sensing

has been shown to be a key piece of any timely detection tool,

furthering the understanding of patterns of sargasso circulation

and accumulation (Wang and Hu, 2017; Brooks et al., 2018;

Berline et al., 2020; Johns et al., 2020; Putman et al., 2020; Wang

and Hu, 2021). While sargasso rafts can be detected during

oceanographic expeditions or using advanced unmanned

vehicles (Butler et al., 1983; Lapointe, 1995; Huffard et al.,

2014), high-resolution imagery from free satellite sensing

inputs is essential for systematic long-term and regional

coverage if we are to understand the ocean-scale dynamics

behind the movements of sargasso (Hu et al., 2015; Wang and

Hu, 2017; Xing et al., 2017 Supplementary Material 2).

Remote sensing techniques can help in establishing early

warning systems that are strategic tools for emergency planning.

They also provide long-term data series with high-resolution

delimitation of the sargasso rafts, necessary for a comprehensive

management plan. A spatially explicit time-series analysis can

contribute to regionalization and prioritization criteria that can

be incorporated in integral marine spatial planning schemes

(Ogden, 2010; Shucksmith et al., 2014; Domıńguez-Tejo et al.,

2016). Remote sensing images are essentially input for influx

trend assessment and to understand the regional and local

dynamics of sargasso that can respond to distinct atmospheric

and ocean forcing variables. In addition to understanding

sargasso circulation in the Central Atlantic basin, regional and

local knowledge of the spatiotemporal dynamics is necessary for

appropriate decision making, preparedness, and adaptive

management (López-Miranda et al., 2021; Oxenford et al.,

2021). Information on the spatial and temporal patterns of

Sargasso would allow more appropriate monitoring, and in-sea

and on-shore recollection efforts, as well as promote protection

and restoration initiatives in the areas most affected, or areas

considered to be of special social, economic, or ecological value.

In this study, we aim to fill knowledge gaps on the

distribution patterns of sargasso at regional and local scales in

the Mexican Caribbean and to describe the oceanographic and

atmospheric features associated with the spatial and temporal

patterns of massive influxes of sargasso, through a multiple-

spatial- and temporal-scale approach. The underlying premises

are that the spatiotemporal patterns of sargasso distribution,

beaching, and accumulation are locally and regionally driven by

atmospheric (wind) and oceanographic (tides, wave power)

conditions operating at different spatial scales. These drive the

sargasso dynamics onshore and offshore and the intra- and
Frontiers in Marine Science 04
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interannual variability of sargasso flux which are the result of

similar variance in patterns of the driving forces.

We adopted different spatial and temporal scales to appraise

sargasso distribution: (a) a regional evaluation (Mexican

Caribbean) using high-resolution remotely sensed imagery; (b)

a local-scale evaluation in the Puerto Morelos reef lagoon; (c) a

beach-scale evaluation considering wrack collection (usually

mostly sargasso) from two beach sections at Puerto Morelos,

Quintana Roo, Mexico; and (d) a time-specific comparison of

detected sargasso rafts captured by both means (satellite and

aerial platform).
Materials and methods

Through a multi-scale analysis, we described and

documented the spatiotemporal distribution patterns of the

sargasso rafts in the Mexican Caribbean at various scales, from

detection of sargasso at sea with satellite imagery to modelling its

movements inside a reef lagoon (Puerto Morelos) (Figure 2).

Our aim was to provide a comprehensive overview of the

spatiotemporal patterns of the sargasso at regional, local, and

micro scales in the northern Mexican Caribbean.
Study area

The Mexican Caribbean, on the east side of the Yucatan

Peninsula (see Figure 3), is a biodiverse area with key

ecosystems, such as coral reefs, seagrass meadows, calcareous

sandy beaches, complex dune vegetation, mangroves, and

submarine springs from one of the most intricate

subterraneous aquifers in the world (Guimarais et al., 2021).

The region has a tropical climate, with two seasons (winter and

summer) reflected in distinct wind patterns and air temperatures.

Winter conditions occur approximately from November to April,

with mean monthly air temperatures of 24°C–25°C, although the

diurnal minima can fall briefly during the passage of cold fronts,

known as “Nortes”. Northeastern winds prevail from October to

February, while northerly and southeasterly winds occur following

the passage of cold fronts. In summer, easterly trade winds

predominate with speeds of 3–9 m s–1. The maximum air

temperature is in August, with a monthly average of 29°C, raising

to above 33.5°C (Coronado et al., 2007). Sea surface temperatures

are between 25°C and 31°C (SAMMO, 2015). Measurements at

buoy 42056 (NDBC-NOAA), in the Caribbean basin, at a water

depth of 4,446 m, show that swell propagates from the Caribbean

Sea (SSE direction), driven by the dominant winds, with an average

significant wave height (Hs) of 0.8 m and a relatively short

dominant wave period (Tp) of 6–8 s in summer (Coronado et al.,

2007;Mariño-Tapia et al., 2011). As for the wave patterns, in winter,

higher-energy waves (Hs >1.75 m) occur as a consequence of the
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passage of cold fronts. In summer, Hs is typically small (Hs<0.3 m)

but can reach 7 m during a hurricane event.

The region has a microtidal regime, with semidiurnal

oscillations averaging 0.40 m. The Yucatan Current has a

strong influence in the region. Its direction varies from

northeastward to northwestward from south of Cozumel
Frontiers in Marine Science 05
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Island and along the western side of Yucatan Channel into the

Gulf of Mexico, where it becomes the Loop Current. From April

to November, there are more intense currents, up to 2 m s–1,

with a decrease in its intensity of 0.9 m s–1 during winter. The

average velocity is 1.5 m s–1 near the surface (Coronado et al.,

2007; Athié et al., 2011).
FIGURE 2

Timeline of the multi-scale analyses conducted into sargasso patterns.
FIGURE 3

Study area within the Caribbean region. The solid blue lines delimit the 15 coastal segments (see 2.2). The bright-red polygon shows the area of
the local-scale analysis, where circulation modelling was conducted (see 2.4); the black dots show locations for the beach-scale analysis, where
time-series analyses of wrack were obtained (see 2.5); the red stars are the nodes for the oceanographic analysis (see 2.3); and the area shaded
brown is in front of the Moon Palace Hotel, where sargasso detected was compared with beach-cast sargasso (see 2.5).
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Puerto Morelos is a small coastal town, in the north of the

Mexican Caribbean (Figure 3). The National Park of Puerto

Morelos Reef has a well-developed fringing reef that delimits a

0.4–3-km-wide reef lagoon. Dense seagrass meadows cover the

bottom of the reef lagoon, which are habitat for local and

regional key species (McHenry et al., 2021). The reef has two

main openings: in the north, a reef discontinuity gives an

entrance 300 m wide and 6 m deep, and in the south there is a

navigational channel 400 m wide and 8 m deep (Coronado et al,

2007). Inside the lagoon, under normal conditions, the average

Hs is 0.3 m. Circulation conditions in reef lagoons normally

consist of a surface wave-induced flow, entering the lagoon over

the shallow reef flat, with strong flows exiting through both

channels. The wave-induced flow in the reef lagoon is modulated

by a low-frequency sea-level change related to a geostrophic

response to the variability of the Yucatan Current, with less

influence of tides and direct wind on the sea surface (Coronado

et al., 2007). Odériz et al. (2020) mentions that the physical

components and dynamics of this lagoon have been extensively

studied over several years. The average current speed is ~0.10 m/

s with a predominantly northward direction and little tidal

influence. In the northern and southern inlets, the mean

current speed is ~0.20 m/s, reaching maximum values of ~1

m/s (Coronado et al., 2007; Mariño-Tapia et al., 2011; Torres-

Freyermuth et al., 2012).
Regional scale using satellite imagery

The Operational Land Imager (OLI) sensor launched with

Landsat 8 mission has proven to be reliable in detecting

sargasso, with high spatial resolution, and this imagery is

freely available, making it a very good option for long-term

sargasso detection (Wang and Hu, 2021). We used Landsat 8

OLI imagery to compile a time series (2014–2020) of sargasso

distribution at the regional scale for the Mexican Caribbean

(Hu et al., 2016; Cuevas et al., 2018; Hardy et al., 2018; Chávez

et al., 2020; Uribe-Martıńez et al., 2020). The imagery has a

spatial resolution of 30 m and a systematic revisiting time of

16 days.

The satellite detection covers 7 years (January 2014 to

December 2020), including observations before the first

anomalous high sargasso influx in this region. A total of 432

Landsat 8 OLI images were processed, using the semi-automated

multi-index classification of Cuevas et al. (2018), for detection of

pixels with and without sargasso. This approach uses the

norma l i z ed d i ff e r ence vege t a t ion index (NDVI) ,

atmospherically resistant vegetation index (ARVI), soil-

adjusted vegetation index (SAVI), enhanced vegetation index

(EVI), and floating algae index (FAI)), plus band 2 Blue (0.452–

0.512 mm) and band 5 near infrared (NIR) (0.851–0.879 mm).

The preprocessing of the images was done using the open-

source software QGIS (QGIS-Association, 2021) starting with
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atmospheric correction, using the Semi-Automatic Classification

Plugin (Congedo, 2021). The land was masked using the Global

Administrative Areas as reference (https://gadm.org/), and

finally, the clouds were masked using the codified quality

assessment bands (BQA). Training polygons were drawn using

the following categories: sargasso, clouds, shadows, saturated

bright sea, and open sea, on a false-colour composition (red =

NIR, green = blue; blue = coastal blue/violet). These datasets

were used in a supervised classification process with the random

forest algorithm.

The quantification of detected sargasso in each Landsat

image was standardized to the effective analysis area in the

images, excluding the cloud cover. The area was divided into 2-

km-diameter hexagons in a lattice that covered the complete

swath of Landsat 8 OLI paths (approximately 150 km). There are

about two monthly observations, so the satellite sargasso

detection per month was averaged for subsequent analysis.

Based on the sargasso coverage detected by satellite for 2014–

2020 per hexagon, we were able to:
(i) Build a time-series plot and boxplots indicating sargasso

coverage in the sea each month

(ii) Perform an autocorrelation analysis through an

autocovariance function, to evaluate possible

correlations between detected sargasso during a certain

month with sargasso coverage in following months, i.e.,

to assess different time lags of association

(iii) Sum all detected coverage along the time series per

hexagon and create a cumulative sargasso cover map

(iv) Classify cumulative sargasso cover in four coverage

categories: low, moderate, high, and very high, based on

the Jenks ranking method that maximizes the variability

between categories and minimizes the variability within

delimited areas (North, 2009)

(v) Create a sargasso recurrence map, i.e., the number of

times that a sargasso raft occurred in each hexagon, and

classify these recurrence values (see iv)

(vi) Classify the spatial patterns of the sargasso, based on

both cumulative sargasso cover and recurrence

categorizations, to spatially identify areas from no

sargasso to extreme sargasso cover (Table 1). This

analysis was done for the entire period and per

season.
The sea off the Mexican Caribbean coastline was divided into

15 segments (≈30 km long and 20 km wide), based on the influx

patterns of sargasso on the shore (Chávez et al., 2020; Uribe-

Martıńez et al., 2020) (Figure 3). For each segment, we estimated

the cumulative sargasso coverage area and recurrence based on

the proportion of the hexagons intersected by the polygonal

segments. This analysis was made for the entire period and per

season. A non-parametric variance test (Kruskal–Wallis) was
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performed to evaluate the significance of possible differences

between the regions.

Putman et al. (2020) and Rutten et al. (2021) explained the

influence of waves, wind, and tides on the sargasso dynamics

close to shore and governing its beach casting; we described

graphically the mean oceanographic conditions (wind and wave

power). To do this, daily mean wave, wind power, and direction

were obtained for eight sampling nodes along the Mexican

Caribbean coast (N1: 21°N 86.5°W; N2: 20.5°N 87°W; N3:

20.5°N 86.5°W; N4: 20°N 87°W; N5: 19.5°N 87°W; N6: 19°N

87.5°W; N7: 18.5°N 87.5°W and N8: 18°N 87.5°W; Figure 3)

from ERA5 climate reanalysis (https://climate.copernicus.eu/

climate-reanalysis) using marine climate data for 2018 and 2019.

Cross-validation of satellite detected sargasso
Pelagic sargasso is constantly moving on the ocean surface

and changing its form as winds and waves force sargasso, giving

very difficult conditions for a typical cross-validation assessment.

In order to validate the location and form of a sargasso raft, it

is necessary to fly over an area known to be covered by a Landsat

8 scene, to find a sargasso raft at the same time that the satellite

will acquire the image, so the location and the form of the raft is

not significantly altered. It is also crucial that there is no cloud

between the raft and the satellite at the time the image

is acquired.

Therefore, a flight was planned, at a maximum height of

about 300 m, to coincide with the passing of the Landsat 8 OLI

satellite on 13 July 2018. Sargasso rafts in the northern Mexican

Caribbean were photographed from the air at around 11:00 a.m.
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(CST) corresponding with the approximate time of passage of

the satellite, and the geographic coordinates of the raft photos

were recorded. We built a multi-index composite (FAI, NDVI,

SAVI) of the Landsat 8 OLI satellite image for that day, following

Cuevas et al. (2018), and visually validated the presumed

sargasso aggregations in the satellite product with the aerial

photographs. To complement the verification using Landsat 8

OLI in sargasso detection at different spatial scales and methods,

we overlaid the areas of detected sargasso using MODIS (Wang

and Hu, 2016) and Landsat 8 imagery (Cuevas et al., 2018).

For this comparison, we selected some clear cases that had

occurred on a date when the two images had the least possible

time difference (~2 h). The georeferenced images were added to

the software QGIS for image compositions. Both detection

approaches were based on the “red-edge” spectral feature of

the sargasso, and the MODIS image were processed based on

thresholds of the alternative floating algae index (AFAI) (Wang

and Hu, 2016).
Local beached sargasso dynamics

The possible relationship between the wrack beaching and

near-shore oceanographic features were evaluated at the Puerto

Morelos reef lagoon, in the north of the Mexican Caribbean

(Figure 4A, see also Figure 3). The daily accumulation of

sargasso was estimated using data from a coastal video

monitoring station located at the Reef Systems Academic Unit

(Unidad Acadeḿica de Sistemas Arrecifales, UASA) of the
TABLE 1 Classification criteria of sargasso presence, based on the cumulative sargasso area and recurrence from 2014 to 2020.

Cumulative area classification
(min–max km2)

Recurrence classification
(min–max number of

images)

Spatial pattern classification Description

No Sargasso No sargasso 0. No sargasso No sargasso detected

Low (1-10) Low (1-3) 1. Low Little presence of sargasso, infrequent

Low (1-10) Moderate (4-7) 2. Moderate Some presence, when cumulative area and
frequency are a combination of low and
moderate

Low (1-10) Moderate (4-7)

Moderate (10-20) Low (1-3)

Moderate (10-20) Moderate (4-7)

Low (1-10) High (8-14) 3. Frequent Repeated presence of sargasso, with low to
moderate coverModerate (10-20) High (8-14)

Moderate (10-20) High (8-14)

High (20-40) Low (1-3) 4. Intense episodes Few episodes, with high or very high cover

High (20-40) Moderate (4-7)

Very high (>40) Low (1-3)

Very high (>40) Moderate (4-7)

High (20-40) High (8-14) 5. Frequent and intense High recurrence and cumulative area is
high or very highHigh (20-40) Very high (>14)

Very high (>40) High (8-14)

Very high (>40) Very high (>14) 6. Extreme Very high recurrence and cover
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National Autonomous University of Mexico (Universidad

Nacional Autońoma de Mex́ico, UNAM) (Figure 4B). Image

analysis techniques were used to evaluate the cover of beached

plant material (mainly sargasso). This information was

integrated in datasets to evaluate the arrival and departure of

sargasso and wind, waves, or tides.

Time average images (timex) were calculated with video

images that were captured at 3.75 frames per second, for 10 min,

every 0.5 h, from September to December 2015. The sargasso

coverage was calculated on the beach section of approximately

210 × 21 m. Detection of sargasso on the beach was performed

using segmentation techniques and the optimal thresholding

methodology (Otsu, 1979). The analysis was systematized

through a series of routines to process the images, where the

colour scale of the area was transformed from RGB (red–green–

blue) to HSV (hue–saturation–value), to improve detection and

better solve colour variations of the sargasso caused by daylight

changes and the degradation of the algae. The segmentation of

the area covered by sargasso was done by optimal thresholding,

and the sargasso coverage polygons were estimated and

transformed to geographic coordinates using georeferenced

control points following Simarro et al. (2017) and Rutten et al.

(2021), showing that this kind of analysis provides a very

valuable insight on the dynamics (arrival and separation) of

onshore sargasso.

The correlation between sargasso cover with wind, wave, and

tidal data was evaluated using daily average offshore wind and

offshore wave power calculated from ERA5 data for Puerto

Morelos (N1: 21°N 86.5°W). The direction corresponds to

where the waves and wind come from and is relative to the

geographic location of the north pole. The local wind and tide

data were obtained at a frequency of 60 s from the records of the

Meteorological and Oceanographic Academic Service (Servicio

Acadeḿico de Monitoreo Meteoroloǵico y Oceanogra ́fico,
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SAMMO) of UNAM in Puerto Morelos. Finally, the offshore

significant wave height (Hsoff) was taken from NOAA buoy

42056 (19°55′6″N, 84°56′18″W) in the Yucatan Basin. To

estimate the significant wave height inside the lagoon, Hslag,

the following transfer function was used.

Hslag =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hsoff =10

q
(1)

To link the video-derived observations with the forcing

variables responsible for sargasso movement, a numerical

model was implemented (see map in Figure 4A). The sargasso

dynamics inside the reef lagoon were simulated by reducing the

process to two basic stages: “inflow” and “outflow.” The Delft3D

model was implemented in 2D mode with a grid resolution of 50

m, which was forced with the observations of wind, tides and

waves obtained from the measured conditions described above.

The model was able to reproduce the general circulation of the

lagoon, as reported in Coronado et al. (2007).

Sargasso inflow into the model domain was simulated using

the “discharges” feature of the hydrodynamic module of

Delft3D-FLOW. This works like a dye, with a given

concentration and discharge rate that spreads through the

modelling area at a specific time, following the hydrodynamics

resulting from the flow–wave coupling. Every “sargasso

discharge” had a concentration of 84 kg/m3 and a constant

discharge rate of 0.01 m3/s for a simulation period of 7 days. This

concentration gave a visualization of the dispersion.

From inspection of the video-derived sargasso coverage and

the measured met-ocean data, the “inflow” scenario was

implemented with mild winds of 3.5 m/s, and low-energy

wave conditions, Hsoff = 0.3 m, Tp = 6 s, from the dominant

direction (SE, 135° according to the Nautical convention). The

“separation” scenario consisted of exacerbated hydrodynamic

conditions with Hsoff = 1.0 m, Tp = 10 s, and a direction of 135°.
BA

FIGURE 4

(A) Puerto Morelos reef lagoon, adapted from Parra et al. (2015). This map also shows the domain of the numerical model (see Figure 3). (B)
Targeted beach section of ~210 m, of the fixed video monitoring.
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In this scenario, two conditions were considered, one assuming a

continuous inflow of sargasso from offshore (4 additional days of

the simulation, 11 days in total) and the second with sargasso

inflow for only the first days of the simulation, assuming a

subsequent absence of offshore sargasso.
Beach cast dynamics

Since 2015, when the first massive sargasso beach casting

occurred, many owners of land on the beach front have

undertaken beach cleaning actions. A few have kept a

systematic log of the volume of sargasso collected every day

or, at least, the accumulated monthly volumes. These data have

given us key temporal patterns at a very fine spatial resolution,

at the local scale (<10 km), and are considered a direct sample

of the proportion of casted sargasso.

Two hotels in Puerto Morelos, Now Jade and Moon

Palace, contributed data on collected vegetation volumes

from their beach cleaning for a combined distance of 3 km,

for 2015 to 2020. The main aim of the beach cleaning in front

of resorts is to have a comfortable, visually attractive, and

smell-free beach. Therefore, the beached sargasso on the

Moon Palace property is collected, mostly mechanically,

and a detailed composition of the collected matter is not

possible. Nevertheless, the log books of the collected sargasso

include a qualitative indicator of what was the dominant

material (seagrass or sargasso), so it contributes to the

interpretation of the long-term sargasso beaching in

this locality.

The time-series analysis of these data was done bimonthly,

to standardize both data sources and make them comparable to

satellite detected sargasso cover in time steps. We identified the

spatiotemporal coincidences and divergences between the

patterns of satellite-detected sargasso inside a 20-km in-water

strip and the sargasso collected on the beach at Puerto Morelos,

similar to Trinanes et al. (2021). The oceanic and atmospheric

conditions were taken into account to analyse the temporal

patterns. This comparison gives a better understanding of the

association between the sargasso detected in the open sea and the

coasting volumes, and volumes collected on the beach, in order

to establish an indicative reference for sargasso influxes in the

context of regional-scale systematic detection.
Results

Structured spatiotemporal patterns at different spatial and

temporal scales were seen in the sargasso influx occurring along

the Mexican Caribbean.
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Regional-scale, high-resolution satellite
detections

This systematic time series of medium-to-high spatial-

resolution satellite detected sargasso coverage data from 2014

to 2020 for the Western Caribbean Sea. The observations start a

year before the massive sargasso arrivals became recurrent,

setting a baseline. The minimum coverage values were

recorded from July to November of 2014, from March 2016 to

December 2017, and then from October 2019 to May 2020. The

highest sargasso coverage at sea was detected from the summer

of 2018 to May 2019. In 2019, three peaks were detected: in

January, April, and August, with minimum values in the period

October 2019 to May 2020, close to zero, which meant 140 times

less satellite detected sargasso than in the previous year. For

2020, there was a very clear summer peak (June–August),

slightly more than half that of the historical maximum (≈160

km2) (Figure 5A).

Even though the maximum medians occur in summer

(Figure 5B), there is great variability throughout the year,

meaning that medium to high sargasso coverage is possible in

any month. This was the case for the sargasso peaks detected in

December 2018 and January 2019, which were almost as high as

the peak of September 2018. Excluding the summer months,

April has the most variability in sargasso coverage, as it usually

has low sargasso volumes, but in 2018 and 2019 there were large

areas covered by the algae. Variability was also high in January

and February, the former to a lesser degree but with the highest

median of both.

Autocorrelation analysis through the autocovariance

function shows that the coverage of sargasso in 1 month is

significantly correlated with the sargasso in lags of 1 to 4 months

(coefficient > 0.2; p< 0.05), with lag = 4 higher than the although

the correlation of lag = 4 is higher than the second and third lags

(Supplementary 3; Figure 1).

The accumulated sargasso coverage varied significantly

between regions in the Mexican Caribbean (H = 36.04, N = 24,

p = 0.0001). The near-shore segments tended to have higher

sargasso coverage and recurrence than areas offshore. The

segments in the north and centre, 04 (Akumal), 02 (Puerto

Morelos), and 03 (Playa del Carmen), had the highest

cumulative sargasso coverage during the analysis period

(Figure 6C). In these segments, some hexagons had over 40-

km2 coverage.

Based on the categories of cumulative sargasso coverage

(Figure 6C; Table 1) segment 04, central-northern Tulum and

southern Solidaridad municipalities, had the largest proportion

of very high and high cumulative areas, totalling almost 75%,

with 25% of the area having moderate and low accumulated

coverage (Figure 6A). In segments 02 and 03, about 50% of the

area had very high and high sargasso coverage.
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The lowest cumulative sargasso coverages per segment were

recorded in the south of the study area (segments 08, 10, and 11),

with less than 25% of area covered with very high and high

cumulative sargasso coverage, although segment 09 (Mahahual)

had very high accumulations in more areas than in the adjacent

segments. It is important to notice that this study did not cover

all of the in-water area of segments 9–11, so their values may be

underestimated. However, different patterns are not expected, as

only a very small part was not accounted for (Figures 6A, B).

Most of the segments have an area of high cumulative

coverage, less than 10 km from shore. There were a few

exceptions, such as at the entrance to the Cozumel channel,

where a strip of areas with more than 40 km2 of accumulated

sargasso was detected, but this was the only segment where the

whole polygon had a high cumulative coverage (Figure 6A)

and the only one to have a strip of over 20 km of high

coverage. Segment 01 (Benito Juarez) also has a different

spatial pattern, with large amounts of sargasso in a shore-

divergent strip and a small amount of accumulated sargasso

on the north shore.

Sargasso was detected in at least 8 months (10% of the time

series) on almost all of the coast, with >17% recurrence (14

months) in the area in front of Puerto Morelos and Tulum

(segments 02 and 04), as well as part of the Felipe Carrillo Puerto

coast (segments 06 and 07) (Figure 6D; Table 1). Almost 75% of

the segments were covered by the classes high and very high

recurrence (Figure 6D). Nevertheless, in segments 02 (Puerto

Morelos) and 06 (Ascension) very high recurrences were
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recorded, as in segment 04 (≈45% of very high–high

categories). The segment with the least cumulative sargasso

coverage and recurrence was segment 11, followed by its

northern neighbour, segment 10, although the underestimation

here must be considered (Figure 6D).

In the open sea, high cumulative sargasso coverages were

recorded along disperse and intricate sargasso streams

(Figure 6A), where recurrence values were mostly less than 7

(months), although north of Cozumel island in the central

eastern area, the sargasso was found more frequently

(Figure 6B). In the central eastern area, the sargasso was more

frequent (four to seven times, i.e., 5% to 8% of the time) than the

southwest and in the north of segment 15 (Marine area)

(Figures 6B, D). It is also important to notice that high

recurrence values were recorded (8—over 14 times) north of

Cozumel island, similar to those in the coastal fringe.

Combining the accumulated coverage and recurrence values

of sargasso (Table 1; Figure 7), segments with frequent and high

coverages of sargasso are found, mainly segments 01 to 06. Off

Puerto Morelos (the north of segment 02 and south of segment

01), and in the inlet of Ascension Bay (06, Ascension), these

extreme sargasso patterns have a well-defined spatial

configuration (Supplementary 3; Figure 2). Classification also

showed areas with frequent, intense events, particularly in

segment 04 (Akumal).

The seasonal dynamics of sargasso coverage in the coastal

segments, with maxima in the summer, are influenced by the

dominant winds, ≤0.2 kW/m2 (≤6.9 m/s), coming from the east/
B

A

FIGURE 5

(A) Coverage of satellite-detected sargasso in the Mexican Caribbean, 2014 2020, and cloud coverage. (B) Area covered by sargasso each
month. Rectangles represent the first and third quartiles, the middle line represents the median, the upper whisker represents maximum values,
and black dots are outliers.
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east–southeast (67.5°–112.5°) and which are stronger in the south

(nodes 5–8) (Figure 7C). In spring, frequent and intense events were

also quite common, as high as summer values in segment 04

(Akumal) (Supplementary 3; Figure 3). The strong influence of

more powerful winds >0.2–0.4 kW/m2 (>6.9–8.7 m/s) from east/

southeast–east (90°–135°) was also observed in spring.

In winter (Figure 7B), sargasso was seen less frequently and

with lower coverage in most of the segments, with only a few

areas in the extreme category (very high recurrence and

coverage), south of Tulum (segments 5–7), where similar or

even larger areas had more frequent and intense sargasso

coverage than in summer. Areas without sargasso were

observed in segments 01–04 and 12–14, increasing from ≈25%

of the area in summer, to more than 50% in the winter, including

areas very close to the shore, a change that occurred to a lesser

degree in segments 05–08. This can be explained by the high

variability in wind direction in winter, from 67.5° to 135°, with
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prevailing wind power of 0.2–0.4 kW/m2, commonly reaching

>0.4–0.6 kW/m2 and even >0.6–0.8 kW/m2 (Figure 7D).

There were intense episodes (Table 1), however, all along the

coastline. The spatial pattern of these intense episodes differs

from those of the summer, in the open sea mainly but also

around Cozumel Island (segments 12–14), Puerto Morelos,

and Solidaridad.

Cross-validation of satellite-detected sargasso
and beached sargasso

On 13 July 2018, from 9 a.m. to 12 p.m. (local time), we flew

over an area covered by the Landsat scene path 018, row 045,

spanning the satellite acquisition time of around 11 a.m. We

took over 800 geolocalized photographs of sargasso rafts, from

the Cancun to the open sea. A subset of well-consolidated

sargasso rafts that were observed from the plane at

approximately 11 a.m., in a cloud-free area, was chosen to
B

C D

A

FIGURE 6

Sargasso coverage (2014–2020) off the Mexican Caribbean coast; the numbered areas are coastal segments ≈30 km long. (A) Accumulated
area, (B) recurrence, (C) categories of accumulated area of sargasso in the coastal segments, and (D) categories recurrence of sargasso per
coastal segment.
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compare with the sargasso multi-index of this site. The selected

rafts were positively detected in the satellite image (Figure 8),

and the spectral features of the objects detected as sargasso in the

Landsat 8 images were radiometrically similar to the sargasso

rafts photographed from the plane. The third largest area of

sargasso detected in this study (Figure 5A), and one of the largest

sargasso volumes collected from the beach (see Section 3.3),

coincided with the date of the aerial observations.
Local beached sargasso dynamics-video
images

Analysis of 1,019 images of the 210-m beach section,

September to December 2015, showed that the largest
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accumulation of beach-cast vegetation (mostly sargasso) along

the beach (area ~4,200 m2) was in September, covering an area

of ≈1,600 m2 (Figure 9). This area subsequently decreased, to less

than 400 m2, by late October.

Although the amount of beach wrack varied daily, a pattern

between the oceanographic parameters and wrack coverage was

observed in this period (Figure 10). When there was over 500-m2

wrack coverage on the beach for more than 3 days, the average

wind speed was<4 m/s, Hslag ≤0.3 m, and tidal range ≤0.25 m,

conditions favourable to arrival. This occurred eight times in the

study period (red boxes in Figure 10), with September being the

month with most wrack coverage. These low-energy conditions,

with gentle winds, low Hs, and neap tides, are typical summer

conditions in the region; this is the season when the massive

arrivals of sargasso have occurred most often in the last 5 years.
B

C D

A

FIGURE 7

Spatial sargasso pattern classifications for (A) summer and (B) winter. The black stars show the nodes where climate data were recorded. Wind
power charts for 2014–2021 in (C) summer and (D) winter.
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Wrack event separation (natural removal), shown by green

boxes in Figure 10, was seen when wrack coverage was less than

160 m2 for 2 or 3 consecutive days and was related to high-

energy conditions—wind speeds over 10 m/s and Hslag > 0.4 m

in the reef lagoon. These high-intensity sporadic events activate

the circulation in the reef lagoon, reducing the residence time

of the wrack and favouring its movement towards the open sea.

The resuspension of beached wrack is induced by spring tides

and waves, which create a wide swash zone where the wrack is

pushed offshore into the reef lagoon, and its eventual exit.
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These results were partly confirmed by hydrodynamic

modelling. The arrival scenario (Figure 11A) of low-energy

winds and waves showed cross-reef (onshore) transport of the

dye through the reef tops, with a maximum velocity of 0.01 m/s.

Two major pathways were observed, in the north and south of

the lagoon, and the interaction caused great accumulations in

the central part of the lagoon. In this scenario, by day 2 of the

simulation, there are inflows from both offshore sources. Day 3

shows the lagoon partially covered with sargasso, and by day 7

the lagoon is completely covered (see Figure 11A). Even though
FIGURE 8

(A) A multi-index composite of a Landsat 8 OLI satellite image and aerial photographs of the same sargasso rafts, from 13 July 2018. (B) Close-
up of the area observed at the time of the image acquisition (11:06 a.m.). Red dots show the photograph locations, and the white to light green
shows the sargasso multi-index detection; (C–F), aerial photographs of sargasso rafts photographed at approximately the time the satellite
passed overhead.
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it is known that sargasso arrives as patches or strands, the

discharge feature does not permit modification of the shape of

the discharge (dye) as it spreads through the area. Therefore, as

an approximation of the dynamics of sargasso inside the lagoon,

it was assumed that the lagoon was fully covered with the algae.

On the other hand, in the separation scenario, with more

dynamic hydrodynamic conditions, the main outflow is through

the main discontinuities of the reef (mouths), to the south and

northeast of the lagoon. Figure 11B shows the first separation

scenario: 4 days of inflow and then a stop. On day 1, the lagoon is

fully covered, especially in the north and centre (light green).

Then, also on day 1, the outflow starts through the reef openings

(southern and northeast regions). On day 2, the north is

completely free of dye, and there is only a minor accumulation

in the south. Finally, on day 3, the lagoon outflow is complete,

sargasso-free, showing that the high-energy conditions can clear

the lagoon of sargasso.
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However, this is not always the case: sometimes the sargasso

arrivals are constant and accumulation continues, mainly in the

north and in zones of flow convergence, despite high-energy

conditions. Figure 11C shows that on day 1 of the second

separation scenario, with high-energy conditions and a

constant inflow, sargasso rafts occurred throughout the reef

lagoon. On day 2, an outflow of sargasso through the mouths

is observed. The northern region seems to clear, but by day 5 of

the simulation, sargasso rafts are present everywhere again, until

the end of the simulation. On day 10, only the central region was

clear and there were two main concentrations of sargasso, in the

north and south of the lagoon.

The simulations only give an approximation of the dynamics

of drifting wrack (sargasso) within the lagoon, since the dye

concentrations do not behave in exactly the same way as the

sargasso rafts, although it helps to understand the potential cover

of the algae and its dispersion.
FIGURE 9

Time series of the coverage of beach-cast vegetation (mostly sargasso) for the beach section studied, at Puerto Morelos, September–
December, 2015. There are no data in mid-October due to camera failure.
FIGURE 10

Time series of oceanographic variables and wrack coverage for the beach at Puerto Morelos, September–December, 2015. The red boxes show
arrival events, and the green boxes separation events.
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Beach cast dynamics

In 2019, when data were available for the beaches at both

Moon Palace and Now Jade, the dynamics of the beach-cast

wrack had the same pattern at both sites. The largest amounts of

beach-cast wrack were collected in May and June, >10,000–

>20,000 m3/km from the Moon Palace Beach (Figure 12A).

Another peak in beach cast occurred in May–June 2018,

a l though the volume was lower (<10,000 m3/km)

(Figure 12A). Although there were marked differences showing

a knowledge gap in the offshore–inshore transition (Figure 12B),
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the satellite-detected sargasso observed in the subarea and the

beach-cast wrack at Moon Palace episodically showed similar

temporal patterns throughout the period.

The beach-cast wrack at Moon Palace is mostly a combination

of seagrasses with sargasso (i.e., sargasso being less abundant),

followed by a mix of sargasso and seagrasses (Supplementary 3;

Figure 4). A cast of pure sargasso occurs mainly in summer but

also in January and to a lesser degree in December, then the

influxes start in April, when a mainly sargasso collection was

recorded, coinciding with the peaks in the satellite detections (see

section 3.1).
B

C

A

FIGURE 11

Concentrations of drifting rafts obtained by numerical modelling of the arrival and separation of sargasso in Puerto Morelos. Lighter (darker)
green shows larger (lower) sargasso concentrations. (A). Arrival scenario;(B) Separation scenario for 4 days of sargasso inflow. (C) Separation
scenario with a constant inflow of sargasso. The black dots in all the panels show the location of the UASA-UNAM (top) and the town of Puerto
Morelos (bottom). The red line indicates the position of the reef crest.
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For March to July 2017, discrepancies between the wrack

collected from the beach and the satellite detected sargasso were

observed, which may be attributable to differences in wrack

composition. Logbook records indicate that in these months

most wrack was seagrass. The largest discrepancies were found

for the time of the highest sargasso fluxes, September–October

2018 and May–August 2019.
Discussion

While there are numerous published works on ocean-scale

monitoring and forecasting sargasso spread and dynamics

(Brooks et al., 2018; Putman et al., 2018; Wang et al., 2019;

Trinanes et al., 2021; Wang and Hu, 2021), local and regional

patterns in countries affected by sargasso in the Caribbean is

limited, when such information is key for management and

decision making. This is the longest (2014–2020) systematic

time series of medium-to-high spatial-resolution satellite-

detected sargasso coverage data for the Western Caribbean Sea

to be published.

Satellite-detected sargasso is the most effective and efficient

strategy for long-term monitoring (Marsh et al., 2021; Wang and

Hu, 2021). There is still room for improvement in this strategy,

as with any methodological approach, but as it is standardized

and systematic, the spatiotemporal patterns give a robust

background and a tool for decision making, management, and
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ecological restoration. As the ocean hydrodynamics are a key

driver of sargasso distribution and dynamics (Brooks et al., 2018;

Putman et al., 2020), knowledge of local and regional

hydrodynamics is essential. By combining analysis of satellite

images at the regional scale, with local observations on sargasso

beaching, and hydrodynamic modelling, we increased our

understanding of the dynamics and potential drivers of the

beaching of sargasso biomass. It is also important to be able to

recognise knowledge gaps in the understanding of variability

closer to the coast, where the transition from oceanic to coastal

dynamics occurs.

The present study offers spatial and seasonal patterns of

sargasso coverage, together with wave and wind climates, to give

a general panorama of the phenomenon, where atmospheric and

oceanographic conditions drive sargasso distribution and

beaching in different ways, depending on the spatial and

temporal observation scales, as well as the location of the

observations. This study did not reveal any particular area of

aggregation of sargasso in open waters, although some complex

shapes of cumulative coverage were detected, presumably

underlining the paths of the dominant ocean currents. The

spatial recurrence patterns of sargasso distribution in the open

sea show no major recurrent areas, maybe because of the highly

dynamic oceanic conditions. The highest cumulative sargasso

coverage and the highest recurrence rates occur on the coast,

mainly in the centre and north of the Mexican Caribbean. How

the maritime climate drives the sargasso influx onto the beaches
B

C

D

A

FIGURE 12

Bimonthly analysis of the beach-cast vegetation and sargasso quantification from satellite detection. (A) The collected wrack from the beaches
at Moon Palace and Now Jade, and the satellite-detected sargasso rafts in the area adjacent to the Moon Palace (for location see Figure 3). (B)
instantaneous normalized difference (t2 – t1) of sargasso quantification from satellite detection and data on Moon Palace collection; (C)
bimonthly mean wave power; (D) bimonthly mean wind power. Both (C, D) were calculated for the nearest ERA5 node (N1: 21.0°N, 86.5°W) (for
location see Figure 3).
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is still patchy, however, and is the subject of several local-scale

oceanographic works.

There are several studies on the hydrodynamics of the

Yucatan Current (Ochoa et al., 2001; Candela et al., 2002;

Candela et al., 2003; Ochoa et al., 2005; Cetina et al., 2006), but

the maritime climate at the local scale has been little studied.

Carrillo et al. (2015) studied the coastal circulation off the

Mesoamerican Barrier Reef System, including the Mexican

Caribbean, and described the influence of the Cayman

Current on the Yucatan and other local currents. This

depends on the latitude where the former encounters the

Mexican Caribbean continental shelf.

The Cozumel island splits the Yucatan Current into two,

while its western shore lies in the highly dynamic Ascencion-

Cozumel Coastal Eddy (Carrillo et al., 2015) and the eastern

shore has oceanic regimes more similar to the Yucatan

Current, with stronger and more focused flows (Chávez

et al., 2003; Ochoa et al., 2005; Athié et al., 2011; Alcérreca-

Huerta et al., 2019) that induce on each side of the island a

specific sargasso spatial configuration. In the present work, the

area south of the Cozumel island was seen to have the highest

cumulative satellite-detected sargasso coverage at sea

(Figures 6A, B), presumably because of the slowing in the

speed of the current in this area. North of Cozumel, where the

Yucatan Current is fully developed (current speeds of

approximately 1 m/s), sargasso is transported by more steady

currents, inducing differences in the accumulations on the east

and west shores of Cozumel.

Sargasso can be found in the Western Caribbean in all

months, with increased coverage and recurrence in the

summer, when the impact on the coasts was severe, mainly

in the north of Quintana Roo (van Tussenbroek et al., 2017;

Casas-Beltrán et al., 2020; Chávez et al., 2020; Rodrıǵuez-

Muñoz et al., 2021). Despite this clear seasonal pattern,

intense episodes are seen all along the coast in fall and

winter, except on the western side of the Cozumel Channel.

The numerical modelling of the Puerto Morelos lagoon showed

that sargasso cast is more likely to occur in summer due to

lower wave energy, while in winter there are stronger energy

pulses with higher magnitudes and a northeastern wind

direction. Onshore sargasso dynamics had already been

described before for Puerto Morelos by Garcia-Sanchez et al.

(2020) and Rutten et al. (2021) who reported similar

interannual variability in the influx to that reported in this

work, although over shorter observation periods. Rutten et al.

(2021) reported that the greatest sargasso beachings were in

2018 and 2019 and that 2016 was a mild year; this pattern is

mostly consistent with the sargasso coverage time series

reported, although in 2020 offshore sargasso coverages are

comparable to those of 2019 (Figure 5).

The higher onshore accumulation of sargasso biomass in

the summer months can be explained by various factors. In

summer (July–September), the greatest and most frequent
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sargasso coverage occurs offshore, coinciding with onshore

beaching events. The greatest sargasso coverages close to

shore were found in calm maritime conditions (≤0.2-kW/m2

winds), with the dominant winds coming from east/east–

southeast (Rutten et al., 2021; this study). However, when

oceanographic conditions are more variable, there are

notable differences between sargasso available at sea and the

wrack cast. The smallest sargasso coverage and beaching events

in winter are related with the most variable wind direction

recorded, as well as the most powerful winds and waves in the

region (Figures 12C, D). These rough atmospheric and

maritime conditions could break up the sargasso rafts and

put them below the detectable threshold for Landsat 8 OLI

imagery, as Wang and Hu (2021) suggested, and a northward

offshore transport could also be the cause of the low

observation of sargasso in the coastal area.

Beaching events were associated with low-energy

conditions (Hs< 0.25 m, wind speed<4m/s, neap tide), and

separation events occurred during high-energy conditions

(Hs > 0.4 m, wind speed = 8 m/s, spring tide), with a great

accumulation in the middle of the lagoon at Puerto Morelos

during arrival events. During separation events, the main

outflow of sargasso is the main opening in the reef, to the

centre and south of the lagoon. A considerable sargasso

biomass remain in the lagoon, if the rafts continue to arrive,

and only when the wrack input ceases the energetic

hydrodynamic conditions flush out the wrack from the

lagoon, over a period of days. However, flushing during

higher-energy events also pushes part of the wrack up to the

beach dune or drives it partially offshore where it settles on the

lagoon floor, especially when it is already in a partially

decomposed state (Rutten et al., 2021).

The greatest sargasso coverage has tended to be in the

northern Mexican Caribbean, an area of major tourism. Some

places here, such as Cancun, depend on tourism almost entirely

for their income and local employment (World Travel and

Tourism Council, https://wttc.org/Research/Economic-

Impact/Cities ); management of the sargasso influx is vital if

tourists are to keep visiting. While evidence shows a decrease in

profits over vacation periods of -3% to -8%, there was a general

increase in revenue (0.4%–2.3%) in the region, prior to

COVID-19, suggesting that the negative impact had not been

devastating until then. Maybe the sargasso was not a relevant

factor in touristic demand or perhaps management strategies

to contain the phenomena have been successful locally

(Espinosa and Li-Ng, 2020).

The information provided here can be used by the tourism

industry and decision makers to plan and prioritize their

monitoring, recollecting, and restoration efforts and also to

allow them to be prepared for anomalous arrivals of sargasso

at any time in the year, correcting strict assumptions regarding

temporal or other patterns, due to the high variability of the

sargasso distribution in the Western Caribbean.
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Final remarks

In the present work, the spatial and temporal patterns of

sargasso coverage at different scales were studied, together with

wave and wind climates, to give a general panorama of the

phenomenon, where such atmospheric and oceanographic

conditions drive sargasso distribution and beaching in

different ways. These findings reinforce the need for ongoing

work in accurately detecting sargasso, using freely available

satellite data (Cuevas et al., 2018). These data were used in this

work not just as a monitoring system, but to better

understanding the situation, as a fundamental step in

managing sargasso accumulations, nearshore and onshore. The

on-site planning and operation of sargasso deflection, collection,

and management are complex tasks that depend on a

multifactorial context that must respond to changes in the

atmospheric and oceanographic conditions.

The spatiotemporal patterns presented in this study

contribute to understand sargasso dynamics. They offer

additional robust reference information for the recent acquis

in regional knowledge that is providing the basis for public

policy makers tasked with developing technical guidelines for

the cr ises caused by the sargasso influxes in the

Mexican Caribbean.

Even though seasonal and spatial patterns were noted, high

variability was observed in them. The flow of sargasso from the

open sea towards the shore, and then onto the beaches, is due to

complex interactions between the amount and location of the

sargasso accumulations with oceanic and atmospheric

conditions at different scales. Caution is therefore needed in

decision making because, under certain conditions, substantial

on- and offshore sargasso accumulations can be found in almost

any season of the year in this region. In situ monitoring

combined with numerical modelling should be carried out at

different spatial scales; numerical assumptions can better address

if field data are available, so as to understand more fully sargasso

dynamics. Further fine-scale modelling is still needed for the

area, in order to forecast accurately, in a resolution at hundreds

of metres. Then, local authorities and other interested parties can

formulate beach cleaning plans and other management actions

more confidently.

Not only should building integral guidelines for sargasso

management contain biological, ecological, and physical

information, but also the integral analyses must include

operative capabilities of the on-site operators, including

harbour location, vessels’ autonomy, and collecting capacity,

length, and type of the different barriers, among other operative

criteria. Only by integrally analysing all these multiple factors

will we reach a complete system capable of emitting direct

recommendations in terms of sargasso contention, collection,
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and management, and this more complete analysis spaces the

scope of this study.

Finally, linking the dynamics of beach-cast wrack to sargasso

raft coverage in the sea using satellite images showed that peak

events in both generally coincide, but not always, because the

wrack may consist of other material, such as seagrass. It is

important to target research and management efforts to

effectively count the volume of beach-cast sargasso, so that this

can be more directly associated with the rafts detected at sea.

Beached sargasso datasets should also be gattered systematically

in other areas of the region.

The recent sargasso phenomenon has attracted the attention

of the scientific community. However, the economic resources

invested in research to fully understand this complex

phenomenon are scarce. If we are to have more effective and

efficient management of the sargasso on- and offshore, a more

concerted effort must be made to monitor/record and make data

public in the Caribbean region.
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Salt marshes play a key role in attenuating wave energy and promoting

sedimentation necessary to potentially adapt to sea level rise. The changes in

the soil surface elevation, as a result of spatially and temporally varied

sedimentation pattern, affect the hydrodynamics, marsh edge extension and

so the sedimentation rate. Little attention has yet been paid to the medium-

term sedim\entation under the influence of marsh extension. To fill this gap, we

performed a 6-year (from 2012 to 2018) field observation to obtain the soil

surface elevation of the cross-shore tidal flats in the center Jiangsu Coast

(China). The salt marsh edge is extracted from remote sensing images using

NVDI technique, which allows us to quantify the seaward extension of salt

marshes. Results highlight that soil surface elevation in the salt marsh region

varies spatially and temporally as a function of marsh topography, inundation

frequency and distance to the salt marsh edge. The sedimentation rate reduces

linearly shoreward as a result of increasing soil surface elevation in the marsh

region. At the transition of salt marshes and bare flats, the sedimentation rate

follows a parabolic relationship with the increase in distance to the salt marsh

edge but decreases linearly at the more landward sites. The maximum

sedimentation rate is initially located around the mean high-water level and

moves towards the edge of the salt marsh as a result of marsh extension and

increasing soil surface elevation. Our field observations reveal these medium-

term marsh dynamics and provide a unique dataset for development, testing

and validation of numerical simulations to enhance predictions of the overall

evolution of tidal flats.
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1 Introduction

Tidal flats are the transition region of sea and land. They are

important geomorphological and ecological systems providing

habitat for aquatic species (van Eerden et al., 2005; Friedrichs,

2011), preventing coastal inundation (Möller et al., 2014), and

protecting against sea level rise (Krauss et al., 2010; Webb et al.,

2013; Kirwan et al., 2016). The morphology of tidal flats is

continuously modulated by the interactions between

hydrodynamics (e.g., tidal currents, waves, storm events),

sediment supply, global climate change (i.e. storm events and

sea level rise), and biological factors (e.g., salt marshes, biofilms)

(Le Hir et al., 2000; D’Alpaos et al., 2007; Green and Coco, 2007;

Kirwan et al., 2010; Friedrichs, 2011; Fagherazzi et al., 2012;

Chen et al., 2019; Zhao et al., 2021; Jin et al., 2022). Salt marshes

in front of coastal infrastructure provide important ecological

services in attenuating wave and current energy, trapping

sediment and accelerating sedimentation (Temmerman et al.,

2003; van de Koppel et al., 2005; Anderson and Smith, 2014;

Gong et al., 2017). Sedimentation in salt marshes, in turn,

facilitates the further growth and extension of salt marshes,

forming the so-called “biogeomorphic feedback loop” (Wang

and Temmerman, 2013; Bouma et al., 2016; Schwarz et al.,

2018). Increasing attention has been paid to field investigations,

which focus either on the limit of the salt marsh edge controlled

by a dynamic retreat behavior (Marani et al., 2011; Bendoni

et al., 2016; Zhao et al., 2022) or on the survival of salt marshes

under the threat of sea level (Mudd et al., 2004; Fagherazzi et al.,

2012; Wang and Temmerman, 2013; Möller et al., 2014; Rogers

et al., 2014; Lovelock et al., 2015; Bouma et al., 2016; Swales et al.,

2016; Brückner et al., 2019). Short-term (e.g., days, months, <1

year) field work has been widely performed to investigate the

hydrodynamics or the morphodynamic response to forcing

conditions on tidal flats (e.g., Fan, 2010; Shi et al., 2014; Zhang

et al., 2021). The impact of the seaward growth of salt marshes is

usually ignored. In terms of the long-term (e.g., >10 years)

morphological evolution of tidal flats, the marsh dynamics (e.g.,

seaward growth, sediment trapping) exert a large impact on the

sedimentation and the morphological evolution in the marsh

region. However, the long-term morphological evolution is

usually studied using numerical simulation rather than field

observations. Field investigations on sedimentation patterns

over a medium-term to long-term timescale are scarce, and

the association with the constant seaward extension of salt

marshes remain unclear.

Past studies have revealed important features of the

dynamics of salt marshes: (1) Salt marshes dampen velocities,

enhance turbulence and promote sedimentation through their

leaf, stem, and root networks (Nepf, 2012; Tinoco and Coco,

2018; Yang and Nepf, 2018; San Juan et al., 2019; Tinoco et al.,

2020). (2) Laboratory experiments show that salt marshes can

cause up to 60% of wave height reduction (Möller et al., 2014).

(3) The stem and leaves capture and settle suspended sediment
Frontiers in Marine Science 02
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effectively, exceeding 70% of the overall amount of

sedimentation under dense salt marsh and rapid flow (Mudd

et al., 2010; Chen et al., 2018). (4) The density of stems partly

determines the sedimentation rate (Gleason et al., 1979). (5) Salt

marsh roots also contribute to sedimentation by enhancing the

soil strength and preventing erosion. Therefore, salt marshes are

an important factor in promoting sedimentation and affecting

the marsh topography.

The presence of salt marshes causes large temporal and

spatial variability in sedimentation in the upper-intertidal flats.

This has been studied through field observations and bio-

geomorphological numerical simulations (Temmerman et al.,

2003; Temmerman et al., 2005; Bouma et al., 2007; D’Alpaos

et al., 2007; Fagherazzi et al., 2012; Zhou et al., 2016; Brückner

et al., 2019; Geng et al., 2021). Existing field investigations have

shown continuous and seasonal sedimentation associated with

inundation frequency in the marsh region (Gong et al., 2017;

Willemsen et al., 2018). The largest bed level change occurs in

the spring and summer seasons (March to May and June to

August). Numerical simulations have compared the

sedimentation with and without the coverage of salt marshes

(D’Alpaos et al., 2007). Without the cover of salt marshes, the

sedimentation rate displays a linear relationship from the marsh

edge to the landside. The increasing distance from the marsh

edge corresponds to the decreasing sedimentation rate. With the

presence of Spartina alterniflora, the accretion rate is high at the

elevation of Mean Sea Level (MSL) and decreases progressively

with the increase in the marsh elevation. The lowest limit of the

vegetation is set at the MSL in the numerical model. The

maximum sedimentation appears in the vicinity of the salt

marsh edge owing to the rapid reduction of the suspended

sediment concentration in this region (D’Alpaos et al., 2007).

Field observations also found a similar increase in the

sedimentation rate (SR) near the edge (Willemsen et al., 2018).

However, medium to long term field observations in the marsh

region are st i l l scarce . To bet ter unders tand the

morphodynamics of tidal flats, the sedimentation rate along

the cross-shore profile and the impact factors need

further investigations.

The soil surface elevation and inundation frequency are

known to affect the sedimentation pattern. The sedimentation

rate increases exponentially with the inundation period, while an

increase in the soil surface elevation corresponds to a decreased

sedimentation rate (Pethick, 1981; French, 1993; Allen, 1994;

Cahoon et al., 1995). No direct link has been found between

waves and bed level change in the marsh region (Willemsen

et al., 2018). Marsh sedimentation alters the hydrodynamics

(e.g., water level and inundation frequency) and feedbacks to the

following sedimentation rate and marsh edge extension. Once

the hydrodynamics (e.g., water depth or inundation frequency)

and disturbance period allow the survival of salt marshes

(Bouma et al., 2016), salt marshes will establish and the border

extends seaward (D’Alpaos et al., 2007; Hu et al., 2011; Zhou
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et al., 2016; Brückner et al., 2019; Geng et al., 2021). It has been

pointed out that when the Spartina colonizes seaward, the

overall accretion rate increases (D’Alpaos et al., 2007). The

distance to the marsh edge can also affect the sedimentation.

However, the influence of salt marsh extension on sedimentation

rate has not been well considered.

Researchers have focused on the establishment and

extension of salt marshes as a function of hydrodynamics

(Morris et al., 2002; Mudd et al., 2004; D’Alpaos et al., 2007;

Hughes et al., 2012; Balke et al., 2016). According to a long

record of plant productivity in an estuary, Morris et al. (2002)

proposed a linear relationship between plant biomass and marsh

topography. The biomass is highly related to the marsh

properties (e.g., the plant density). Spatially, the increase in the

soil surface elevation results in a linear decrease in biomass.

Later, Morris (2006) suggested a parabolic relationship between

the soil surface elevation and biomass. With the increase in the

water depth in the seaward direction, the biomass first increases

until reaching a maximum value, and then drops as it goes

farther in the seaward direction. The lowest border of the salt

marsh survival has also been widely studied. Researches in

different locations have indicated that the lowest border could

be located at the Mean Low Water Level (MLWL), Mean Sea

Level (MSL, D’Alpaos et al., 2007), or at a certain elevation below

the Mean High Water Level (MHWL), e.g., 20 - 40 cm and 50 -

60 cm below MHWL suggested by Bakker et al. (2002) and

Morris et al. (2002), respectively. Mckee and Patrick (1988)

found the lowest elevation of Spartina alterniflora is relative to

MLWL and increases with the tidal range. Wang and

Temmerman (2013) analyzed remote sensing images and

noted rapid shifts of tidal flats from bare to vegetated states

once a threshold of a certain elevation (0.5 m below MHWL) is

exceeded. Rather than relative elevation and inundation

duration, inundation frequency is suggested to better

determine the marsh edge than inundation duration (Balke

et al., 2016; van Belzen et al., 2017). Moreover, van de Koppel

et al. (2005) further highlight the importance of slope at the

marsh edge through a theoretical and empirical study. The

sedimentation promotes the salt marsh growth, and the salt

marsh stops growing when a steep slope at the salt marsh edge is

reached. However, there is still no agreement on the lowest limit

of the salt marsh edge.

Overall, a large number of studies have focused on the

morphological evolution of tidal flats considering the effects of

salt marshes through numerical simulations, but the

sedimentation related to the seaward extension of salt marshes

is less investigated through field observations. The objective of

this study is to investigate the impact of the seaward extension of

salt marshes on the morphological evolution of tidal flats. We

performed medium-term field observations (6 years) on the soil

surface elevation in the cross-shore profile of the tidal flats and

extracted the marsh edge from remote sensing images. We then
Frontiers in Marine Science 03
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evaluated the sedimentation characteristics in association with

the marsh elevation and the distance to the marsh edge. This

manuscript is structured as follows. In section 2 we introduce the

methodology of the topography measurement and marsh edge

extraction. In section 3, we describe the variation of the

sedimentation and the marsh edge. The results are discussed

in section 4, followed by conclusions provided in section 5.
2 Methodology

2.1 Field observations

We performed monthly field observations of the soil surface

elevation (SSE) at the south tidal flat of Chuandong Estuary in

the center of Jiangsu coast (China) from 2012 to 2018 (Figure 1).

This region is the most rapidly propagating mudflat on the

Jiangsu coast. The width of the tidal flat is about 2-6 km and the

slope is 0.1% to 0.3%. As it is affected by a combination of the

counterclockwise rotary tidal wave and progressive tidal waves,

the tide is irregular, and semi-diurnal, with an average tidal

range of 3.68 m. The maximum current velocity ranges from 0.5

m/s to 1 m/s, and there is a weak component of the longshore

current according to a previous field study (Zhang et al., 2016).

The flood duration is shorter than the ebb duration with a ratio

of 0.73. The velocity during the flood tide is larger than that

during the ebb tide. Waves tend to be small with the maximum

significant wave height of 1.0 m in winter and 0.5 m in summer.

The MHWL is 2.19 m and the MLWL is -1.87 m (Figure 1C).

The substrate consists of a mixture of clay, silt, and sand (Gong

et al., 2017). The grain size becomes coarser from the upper

intertidal flats to the lower intertidal flats, but the occasional

storm events can bring the coarse sand to the upper intertidal

flats. We collected the bedload samples at sites S3 and S7 in

January 2021 and analysed the grain size distribution using

MasterSizer3000. The median grain size (d50) is 15.2µm at site S3

while 69.8µm at site S7. From the sea dyke to the lower intertidal

flat, the cross-shore profile can be divided into four distinctive

zones: (1) grass flats (freshwater or brackish water wetland), (2)

Suaeda salsa and Spartina alterniflora salt marshes, (3) muddy

flats, and (4) silt or sand flat (Jin et al., 2018).

Nine benchmarks (S1-S9) were set up on the cross-shore

profile from the upper to the lower intertidal flat in July 2012

(Figure 1A). At the beginning of field observations, sites S1-S4

are located in the salt marsh region and sites S5-S9 are on the

bare flat (Figure 1B). Site S5 is located at the edge of the salt

marsh surrounded by low-height salt marshes (Figure 1C).

During our field survey, severe erosion occurred around some

benchmarks in the lower intertidal flat. Therefore, four more

sites were added (SG6, SG7, SG8 and SG89).

The soil surface elevation is calculated from the

measurements using a Rod Surface Elevation Table (Rod-SET),
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an instrument originally developed by Cahoon et al. (2002). This

instrument measures the distance from the top of the

benchmark to the soil surface (see Figure 2B). The changes in

distance from the top of the benchmark to the soil surface

indicate the variation of the soil surface elevation. The absolute

elevation at the top of the benchmark is measured and re-

evaluated using Real-Time Kinematic GPS (RTK-GPS) every

half a year to assess any subsidence of the benchmark. We then

obtain the absolute elevation by subtracting the distance from

the benchmark to the soil surface from the absolute elevation at

the top of the benchmark. Readers are referred to Gong et al.

(2017) for more detailed settings of benchmarks and

components of the Rod-SET instrument.

The tide level is predicted using a dataset from the nearest

tidal level station (Zhang et al., 2016; Gong et al., 2017). The

inundation duration is quantified by counting the inundation

hours within a month. The inundation frequency (f) is defined as

the proportion of the submerged time in a month. The

sedimentation rate (SR) is calculated as the difference of the

soil surface elevation in two adjacent months.
2.2 Assessment of the salt marsh edge

The salt marsh edge is extracted from the remote sensing

images obtained by Landsat series satellites. Image quality and
Frontiers in Marine Science 04
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tide level are considered when choosing the images. Only images

with cloud cover less than 10% and salt marshes not submerged

are selected. We selected images taken in October each year from

2012 to 2018 since they coincide with the time of our field

observations. To extract the edge of salt marshes, we further

calculated the Normalized Difference Vegetation Index (NDVI).

The location where a significant change in NDVI occurs is

defined as the marsh edge. The obtained location is then visually

validated in the remote sensing images. As it is shown in

Figure 2, the edge of salt marshes advances seaward from 2013

to 2017. The observation site S5 is fully covered by salt marshes

since 2014.
3 Results

We focus on the morphological evolution of salt

marshes (S2-S5) and the variation of the soil surface

elevation in association with the inundation frequency,

topography, and salt marsh extension. Site S1 is close to

the sea dyke and is less affected by tidal currents compared

to rainfall and longshore currents. Sites S6-S9 are on the

bare flat, where the morphological evolution is dominated

by tide currents and storm events. The sedimentation and

erosion, however, are less relevant to the salt marsh growth

on the bare flat.
FIGURE 1

Observation sites, Jiangsu coast, China. (A) Map of the study site. (B) Location of observation sites S1-S9 from the upper to lower intertidal flat.
Image is taken in 2013. (C) Cross-shore profile in 2012.
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3.1 Soil surface elevation

Site S2 locates at the highest elevation of the cross-shore

profile. It can only be submerged during high tide between June

and November. The overall inundation frequency is extremely

low (<0.05 of the overall time in a month, Figure 3B). The

maximum variation in the soil surface elevation is 5 cm

throughout the period of observations (Figure 3A). This is

attributed to the high soil surface elevation and the resultant

low inundation frequency. Although the suspended sediment

transported to this site is significantly reduced, the change of the

soil surface elevation still correlates with inundation frequency

(Figures 3A, B). In particular, the soil surface elevation increases

slightly with the inundation frequency period from June to

November. Low inundation frequency also means less

hydrodynamic interaction with the bed at S2. It may allow

substrate accretion from the build-up of the local generated

organic matter within the salt marsh. On the other hand, there is

a time lag between the increase in the soil surface elevation and

the inundation frequency. For example, the inundation

frequency at this site (S2) increases from September 2014 to

October 2014, followed by a drop from October 2014 to

November 2014, but the soil surface elevation increases from

October 2014 to November 2014, and later decreases

subsequently. Our previous measurements have indicated that

the variation of the soil surface elevation is alternatively
Frontiers in Marine Science 05
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controlled by the consolidation of the subsurface soil and

surface sedimentation (Gong et al., 2017). When the

inundation frequency is low, the subsurface soil consolidates,

and the elevation reduces slightly. During months with

increasing inundation frequency, there is suspended sediment

transported to this site. The increase in the soil surface elevation

is thus explained by surface sedimentation.

The variation of the soil surface elevation near MHWL is

strongly associated with the inundation frequency and salt

marsh propagation, and it displays a strong seasonal

characteristic. Sites S3 and S4 are located around the MHWL

(Figure 1). These two sites are about 1 km and 500 m from the

salt marsh edge and covered by the densest salt marshes in the

cross-shore profile. In general, the soil surface elevation keeps

rising during the period of observations, and the seasonal

variation is evident (Figure 3C). The inundation frequency

increases from April to November, which corresponds to the

increase in the soil surface elevation. During months with

decreasing/low inundation frequency, little change in the soil

surface elevation is observed (Figure 3D). With the continuous

increasing soil surface elevation, the inundation frequency drops

correspondingly, which in turn results in the decline in the

sedimentation rate. In 2018, both sites reach an elevation that

minimizes inundation and so morphological change. The

sedimentation rate drops by an order of magnitude, from 0.1-

0.2 m/y in 2013 to 0.02-0.04 m/y in 2018 (Figure 4A). This is due
FIGURE 2

Photos taken at the observation site S5 in (A) 2013, (B) 2014, (C) 2015, and (D) the location of salt marsh edge as a function of time. The
resolution of the remote sensing image (30 m) is shown by the errorbar.
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to the feedback between the soil surface elevation and

inundation frequency (Temmerman et al., 2005; Fagherazzi

et al., 2012). High inundation frequency induces large

sedimentation in salt marshes. The increase in the soil surface

elevation in turn reduces the inundation frequency. Therefore,

the sedimentation rate decreases.

Sedimentation rates at Site S3 to S4 are highly related to

inundation frequency (Figure 4B). We calculate the mean
Frontiers in Marine Science 06
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inundation frequency and monthly sedimentation rate from

June to November at sites S3 to S4. Clearly, a larger

inundation frequency corresponds to a higher sedimentation

rate, and the best fitting of these dots is described by a linear

function (SR = 0.31f - 0.007, R2 = 0.84, p = 0.00005) can be

obtained from the curve fitting. The inundation frequency at S2

is not sensitive to the variation of inundation frequency due to

the high elevation and low sedimentation rate (~mm), while the
B

C

D

E

F

A

FIGURE 3

Variation of the soil surface elevation at sites (A) S2, (C) S3 and S4, (E) S5, and (B, D, F) their corresponding inundation frequency. Light yellow
shades highlight the months June to November with the increase in the inundation frequency. Red arrows highlight the increasing trend of the
soil surface elevation and inundation frequency.
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sedimentation rate at Site S3 and S4 has a strong relation to

changes in the inundation frequency.

Site S5 was located at the salt marsh edge at the beginning of

our field campaign in 2012 (Figure 1). Although its inundation

frequency is higher than S3 and S4 due to the lower elevation at

this site (Figure 3E), the magnitude of the variation in the soil

surface elevation is rather low compared to S3 and S4 since the

site is not fully covered by salt marshes (only patches of salt

marshes can be found, see pictures in Figure 2). The

sedimentation and erosion are almost in balance at this site

and there is no evident seasonal variation as in sites S3 and S4.

After this site is gradually covered by salt marshes (Figure 2), the

soil surface elevation increases by nearly 40 cm from 2014 to

2018 (Figure 3F), with noticeable seasonal variation after 2014.

The soil surface elevation is nearly constant before June, while it

increases from June to November.

The morphological elevation of the cross-shore profile from

2012 to 2018 is shown in Figure 5. The overall amount of

sedimentation increases from S2 to S4 (~0 m to 0.44 m from

2012 to 2018) and then drops from S4 to the marsh edge (See

inset of Figure 5). The maximum deposition region occurs

around S4, which is about the elevation of MHWL. With the

increase in the soil surface elevation, the slope between S3 and S4

reduces. S5 is initially located at the deposition-erosion balance

point before 2014 when the nearby flats are not fully colonized

by salt marshes. Once S5 is covered by marshes, the deposition-

erosion balance point moves gradually seaward direction due to

sedimentation but does not change as much as the marsh edge

(Figure 5). The bare flat experienced significant erosion during

the 6-year field observations. Together with the rapid

sedimentation near the marsh edge, the bed slope at the marsh

edge (S5 to S6) increases significantly from 0.001 to 0.003. The
Frontiers in Marine Science 07
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most severe erosion (about 1.5m) occurs at the lower intertidal

flat which can be attributed to the storm events. Site S7 was

entirely eroded, and it has not recovered during the past 6 years.
3.2 The soil surface elevation, salt marsh
extension and sedimentation rate

Using remote sensing, we obtained the salt marsh edge and

calculated the distance from the salt marsh edge to site S1 in the

cross-shore profile (Figure 2). Note that our field measurements

cover the time scale from the rapid growth to the relatively

steady stage of the salt marsh with minimum seaward growth.

From 2012 to 2016, the salt marsh expands and propagates

rapidly seaward with an average rate of 92 m/y. The salt marsh

edge reached site S5 in 2014. After, the salt marsh extension

slows down and displays a slight retreat. The turning point of the

salt marsh extension occurs at the end of 2015, which coincides

with the major change in the sedimentation rate (Figure 4A).

The variation trend of the sedimentation rate changed abruptly

at sites S3, S4 and S5 in 2015. The final distance from the salt

marsh edge to site S1 is about 2.26 km.

In order to evaluate the amount of sedimentation as a

function of distance to the salt marsh edge, we considered the

soil surface elevation and the edge of the salt marsh in 2012 as

the baseline and displayed the relative soil surface elevation at

sites S2-S5 in Figure 6. Since the magnitude of the surface

sedimentation/erosion is much higher than the subsurface

consolidation/expansion at sites S3-S5, we simply consider the

changes in the soil surface elevation as the amount of

sedimentation. In 2013, the relative soil surface elevation of

sites S2 and S5 is lower than S3 and S4. The maximum amount
BA

FIGURE 4

(A) Sedimentation rate at S2 to S5 as a function of time. (B) The relationship between sedimentation rate and averaged inundation frequency
from June to Nov at sites S2 to S4.
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of sedimentation occurs at about 0.8 km from the edge of the salt

marsh. With the extension of the salt marsh edge, the soil

surface elevation at sites S3-S5 increases. The most rapid

deposition position moves to 0.64 km from the salt marsh

edge (Figure 6). Overall, the accumulated sedimentation

displays a parabolic relationship with the distance to the salt

marsh edge which is consistent with the simulation results of

D’Alpaos et al. (2007).

The annual sedimentation rate is calculated and quantified

as a function of the relative soil surface elevation (relative to the

MHWL) (Figure 7A). The overall sedimentation rate displays a

parabolic relationship with the soil surface elevation. The

maximum sedimentation rate appears near the MHWL (zero

on the x-axis, Figure 7A). When only the sites above the MHWL

(>0 on the x-axis) are considered, the sedimentation rate follows

an exponential relation, which is partly consistent with

Temmerman et al. (2003). the sedimentation rate reduces to 0

gradually, with the increase in the soil surface elevation.

Figure 7B displays the sedimentation rate as a function of

distance to the salt marsh edge. At sites S3 and S4, which are

around the MHWL, the sedimentation rate decreases linearly

with the propagation of the salt marsh. At the salt marsh edge

(site S5), the sedimentation rate first increases and then drops

due to the marsh extension following a parabolic relationship.

Since S5 locates at the marsh edge and the sedimentation rate is

dynamic, here we further plot the normalized SR as a function of

non-dimensionalized distance to the marsh edge for sites S2 to

S4. SR is normalized by the soil surface elevation (Figure 7C).

The distance to the marsh edge is non-dimensionalized by the

distance to the marsh edge in 2018 when the salt marsh edge

does not expand seaward any further. We note that the dataset

congregates indicating that the SR is correlated to both the soil
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surface elevation and the distance to the marsh edge. With the

further extension of the salt marsh edge, Dis/Disend is close to 1.

In the meantime, the sedimentation rate reduces but soil surface

elevation increases faster, which finally results in the reduction

in the normalized SR. Compared to S3 and S4, S5 is more

unstable at the marsh edge experiencing an increase to decrease

in the sedimentation rate (Figure 7B). The rapid increase in soil

surface elevation causes the normalized SR slightly lower than S3

and S4. Overall, a linear fitting well describes the relationship

between the normalized SR and the non-dimensionalized

distance to the marsh edge. This result might provide a

comparison for future observations and numerical simulation

of marsh dynamics.
4 Discussions

Our field observations focused on the morphological

evolution of the cross-shore tidal flats and quantified

sedimentation rate as a function of the soil surface elevation

and the distance to the salt marsh edge.
4.1 Morphological evolution of salt
marshes

The morphological evolution of the central Jiangsu coast is

mostly controlled by tide inundation, which can be considered as

a representative of the tidal forcing (Gong et al., 2017). From

June to November, the mean tidal level and inundation

frequency increased. High inundation frequency indicates

stronger tidal flows and larger suspended sediment
FIGURE 5

Variation of the cross-shore profile from 2012 to 2018. The shade highlights the changes of the salt marsh edge from 2012 to 2018. The
changes of marsh edge and the erosion-deposition balance point is highlighted with the blue arrows.
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concentration transported landward (Fan, 2010). Due to the

progressive tidal wave, there is slack at the flood tide which

allows sediment to deposit. In the meantime, the strong ability of

salt marshes in attenuating wave energy and trapping sediment

prevents the further suspension and seaward transport of the

settled sediment (Temmerman et al., 2005; Mudd et al., 2010).

Therefore, the soil surface elevation increases with inundation

frequency. During the remaining months, the soil surface

elevation varies slightly due to the low inundation frequency

and suspended sediment transported to the salt marsh. This

seasonal variation in the salt marsh has also been reported in

other estuaries, e.g., meso- to macro-tidal Scheldt estuary (e.g.,

Temmerman et al., 2003) and Nanhui Mudflat (Fan, 2010). Our

study further reveals the variation of the soil surface elevation at

the edge of the salt marsh, which has been rarely investigated.

When the observation site at the edge is not covered by salt

marshes, there is less reduction in the flow velocity, and no

significant sedimentation occurs in this region. Such tidal flats

are affected by occasional wind-wave action, resulting in the

occasional erosion. This could explain the erosion-deposition

balance at the salt marsh edge when salt marshes are not present.

Additionally, tidal flow-vegetation interactions at the edge of

vegetated coastal areas create high turbulent zones that pick up

more sediments around the fringe (Norris et al., 2017). When

salt marshes are present, strong attenuation of forcing conditions

causes rapid sedimentation near the salt marsh edge.
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Our field data indicate that the sedimentation rate is a

function of the soil surface elevation and the distance to the

salt marsh edge. The sedimentation rate above the MHWL

follows an exponential relationship. This result is consistent

with Temmerman et al. (2003), who reported that the

sedimentation rate declines exponentially with the increase

of the distance from the salt marsh edge or the marsh soil

surface elevation, but slightly different from Cahoon et al.

(2011), who obtained that sedimentation rate reduces linearly

as the increase in the relative site elevation through 6 years

field investigations. However, when we further consider the

sedimentation rate at the salt marsh edge, the sedimentation

rate follows a parabolic relationship with the soil surface

elevation. This can be explained by the development stage of

the salt marsh. Before 2015, the salt marsh keeps propagating

in the seaward direction. The salt marsh at the edge is sparse

and characterized by low height. The density of salt marsh first

increases and then drops in the landward direction. It has been

previously reported that the local sedimentation rate is a

function of the density of salt marsh (Gleason et al., 1979).

Therefore, the sedimentation rate is low and unstable at the

marsh edge, while it is higher in the more landward direction.

When the edge site (S5) is covered by salt marshes, the soil

surface elevation increases with a low sedimentation rate.

With the fur ther ex tens ion of sa l t marshes , the

sedimentation rate increases, but is still not as large as sites
FIGURE 6

The relative soil surface elevation as a function of distance to the salt marsh edge. The shade highlights the changes in the soil surface elevation
from 2012 to 2018 at sites S2-S5. The soil surface elevation is relative to that in 2012. Dashed lines and solid lines show the parabolic fitting of
all the relative elevations in each year. Red stars highlight the maximum deposition position in each year and the variation trend is highlighted by
red arrows.
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around MHWL (Figure 7A). The identified parabolic

relationship is generally consistent with the numerical

results of D’Alpaos et al. (2007) demonstrating a sharp

increase and then gradually drops of the sedimentation rate

from the elevation of MWL to MHWL when the salt marsh is

dominated by Spartina alterniflora. Since there are no dense

observation sites set up near the marsh edge, we are unable to

detect a more detailed sedimentation pattern at the very edge

region. Our study reports a gentler variation of the

sedimentation rate in early stages (before 2015) when salt

marshes keep propagating seaward (Figure 6). However, after

the edge of the salt marsh reaches a steady status (after 2015),

the maximum deposition position shift rapidly towards the

marsh edge. This should be explained by the density of the salt

marshes at the edge. After reaching the steady status, the low-

height and low-density salt marshes could be slowly destroyed

leaving the high and dense salt marshes at the edge. In this

case, the mean velocity reduces more significantly and

more sediment is settled down near the edge. Therefore,

the maximum deposition point could shift towards the

marsh edge, but more investigation on the marsh density

is needed.
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4.2 On the limit of the salt marsh growth

Our field observations also reveal the limit of the growth of

salt marshes. As it is shown in Figure 2, salt marshes stop

propagation in 2015 at this cross-shore tidal flat profile. The final

location of the salt marsh edge is 2.27 m from Site S1 where the

soil surface elevation is 1.3 m, which is 0.8 m below the MHWL.

This is greater than that reported by Morris et al. (2002) that the

lowest limit is located at 0.5 - 0.6 m below the MHWL which

could be attributed to the larger tidal range. The lowest limit of

the marsh edge increases with the tidal range (Mckee and

Patrick, 1988). The inundation frequency is 0.32 in 2016 when

salt marshes stop further extending in the offshore direction.

This is close to values reported by van Belzen et al. (2017)

indicating that the maximum inundation frequency for salt

marsh recovery is around 40%. Besides the water depth and

the inundation frequency which limit the extension of salt

marshes, here we further assume that the slope at the salt

marsh edge might also be an important parameter affecting

the salt marsh growth. With the increase in the soil surface

elevation of site S5, the slope at the salt marsh edge increases

gradually from 0.001 to 0.003 (Figure 5). When the slope reaches
B

C

A

FIGURE 7

The yearly sedimentation rate as a function of (A) the relative soil surface elevation and (B) the distance from the salt marsh edge. (C) The
normalized sedimentation rate by the soil surface elevation (SSE) as a function of the non-dimensionalized distance to the marsh edge (Dis) by
the distance to the marsh edge in the year 2018 (Disend).
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a certain threshold, it will be difficult for the salt marsh seedlings

to survive and establish in the seaward direction. Hence the salt

marsh cannot propagate any longer.

Previous studies have reported two different types of

relationship, parabolic and linear, between the water depth and

the biomass. In this study, we did not quantify the biomass, but

the density of salt marshes is linearly related to the biomass.

According to our field observations, we noted the salt marsh is

sparse at the edge before reaching a steady status with minimum

changes in the marsh edge, which indicates low biomass at the

salt marsh edge with a large water depth. Visually, the density of

salt marshes increases and then decreases in the landward

direction, indicating that the biomass seemingly follows a

parabolic relationship. However, after the salt marsh reaches a

steady status, it stops propagating seaward. The sparse salt marsh

at the edge is exposed to strong tidal currents and occasional

wave conditions and they may not survive or further extend in

the offshore direction. This will potentially cause the retreat of

the salt marsh, leaving a high and dense salt marsh at the edge. In

this situation, the biomass might follow a linear relationship.

Overall, our study implies that both models well describe the salt

marsh dynamic, but at different developing stages.
4.3 Implications for morphodynamic
modelling

We have demonstrated a medium-term temporal and spatial

variation of the sedimentation in the marsh region using field

observations, which is rarely investigated. Our results further

revealed that the sedimentation rate is associated with

hydrodynamics, distance to the marsh edge and the soil

surface elevation. The outcomes of the relationship between

sedimentation rate with the soil surface elevation and the

distance to the marsh edge can provide a potential function

for large-scale numerical simulations, which might lead to a

better prediction of the evolution of tidal flats considering the

influence of marsh extension.

The morphological evolution of the tidal flat is an extremely

complicated process, and more field observations are imperative

to understand the underlying mechanism of sedimentation in

the salt marsh region. Even though the adaption to sea level rise

can make salt marshes reach equilibrium in the vertical direction

(Kirwan et al., 2010), they are inherently unstable in the

horizontal direction due to the marsh edge retreat (Feagin

et al., 2009; Francalanci et al., 2013; Bendoni et al., 2016; Zhao

et al., 2022), leading to a dynamic behavior of marsh border

retreat and vegetation colonization. As a result, the feedback

between the soil surface elevation, salt marsh expansion, lateral

marsh edge retreat and hydrodynamics should be all taken into

account. Further investigations are needed to better understand

salt marsh dynamics providing robust predictions of the

morphological evolution of tidal flats.
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5 Conclusions

We performed medium-term field observations of salt marsh

elevations in the central part of the Jiang coast (China) and extracted

the marsh edge from remote sensing images. Our field observations

cover a period of rapid marsh extension until they reach a steady

status with a minimum change in the location of the salt marsh edge.

The salt marsh edge moved 400 m from 2012 to 2014 in the seaward

direction and stopped propagating afterwards. The marsh elevation

increases constantly, and the slope becomes steeper at the marsh

edge. The soil surface elevation consistently increases with the

inundation frequency from June to November. The monthly

sedimentation rate is linearly related to the mean inundation

frequency. The sedimentation rate changes abruptly in 2015

because of the growth stage of salt marshes. Overall, the spatial

sedimentation rate is a function of the distance to themarsh edge and

the marsh topography. The sedimentation rate displays a parabolic

relationship with the surface topography with the maximum

sedimentation rate occurring around MHWL. Meanwhile, the

sedimentation rate decreases with the distance to the marsh edge.

This study adds to the understanding of the morphological evolution

of tidal flats in relation to the salt marsh edge and provides a

formidable dataset to test models of biomorphodynamics.
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Cohesive sediment is ubiquitous in aquatic systems, which often forms fractal

aggregates due to cohesive and adhesive forces between particles and is

generally eroded as aggregates at low bed shear stresses. The erosion of

aggregates plays a significant role in cohesive sediment dynamics. However,

the effects of fractal bed aggregation on the erosion threshold of sediment

have not been well understood. The incipient motion condition of cohesive

sediment is investigated, in which particle aggregation is taken into account by

employing the fractal theory and the van der Waals force between particles. A

formula for the critical shear stress for surface erosion of cohesive sediments

composed of fractal aggregates is developed based on the balance analysis of

momentums acting on an aggregate in the bed surface. The developed formula

has been successfully applied to different kinds of cohesive sediment. The

fractal dimension is found as a function of the solid volume fraction and the

diameter of primary particles. The contribution rate of the effective weight of

aggregate to the erosion threshold of cohesive sediment is quantified.

KEYWORDS

erosion threshold, critical shear stress, surface erosion, cohesive sediment, sediment
transport, fractal aggregates, coastal erosion
Introduction

Cohesive sediments are composed primarily of clay- and silt-sized particles usually

mixed with organic matters, microorganisms, etc. They are ubiquitous in aquatic systems

and have significant ecological functions, including habitats for benthic organisms, stores

for organic carbon, and sites of biogeochemical cycling (Grabowski et al., 2011).

Therefore, the transport of cohesive sediments plays an essential role in water quality,

aquatic ecosystem, and morphological evolution (Hua et al., 2019; Yuan et al., 2021).

Erosion of the sedimentary bed is one of the controlling processes of sediment dynamics

(Winterwerp et al., 2012; Li et al., 2021; Li, Zhang, Dai, et al., 2022). It has been attracting

numerous interests and studied extensively.
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The erodibility of bed sediment is usually measured by an

erosion threshold and an erosion rate (Forsberg et al., 2018; Li et al.,

2022). The erosion threshold describes the critical hydrodynamic

condition that initiates sediment erosion, while the erosion rate

specifies the mass of sediment eroded per unit time once the

threshold is exceeded. The erosion rate is often a function of the

erosion threshold (Mehta et al., 1989; Sanford & Maa, 2001).

Therefore, accurately determining the erosion threshold is one of

the most crucially important steps in modeling the erosion process

of cohesive sediments and solving those erosion-related problems.

There are mainly two approaches to the threshold of

cohesive sediments. One adopts an empirical method, which

relates the erosion threshold of cohesive sediments to their

physicomechanical properties, usually based on experimental

results. Relations have been proposed between the critical shear

stress or critical velocity and dry (wet) bulk density (Owen, 1970;

Thorn & Parsons, 1980; Ockenden & Delo, 1988; Amos et al.,

2004; Xu et al., 2015), total water content (Jacobs et al., 2011),

water content of the mud matrix (Dickhudt et al., 2011); solid

volume fraction (Kusuda et al., 1984), solid/void volume ratio

(Wu et al., 2017), plasticity index (Smerdon & Beasley, 1959;

Jacobs et al., 2011), yield stress (Zhang & Yu, 2017; Zhang et al.,

2017), etc. Some have been widely used, e.g., Smerdon and

Beasley (1959) and Wu et al. (2017). The other approach

attempts to quantify the cohesive force between particles and

study the erosion threshold of cohesive sediment by analyzing

the balance between hydrodynamic forces that cause erosion and

the forces within the sediment that resist it. Several formulae for

the critical shear stress or velocity have been developed by this

approach. A few threshold curves have been also proposed for

cohesive sediment based on those formulae, which are similar to

the Shields curve but sort according to the consolidation degree.

Detailed introductions of this approach and the formulae for the

critical shear stress and critical velocity based on this approach

have been given by Chen et al. (2018).

According to current studies, cohesive sediment usually

forms aggregates due to cohesive and adhesive forces between

particles. Field and laboratory observations have indicated that

cohesive sediment in unidirectional flow is generally eroded

aggregate-by-aggregate at low bed shear stresses and in form of

large chunks of sediment masses being removed from the bed at

high bed shear stresses (Thomsen & Gust, 2000; Amos et al.,

2003; Sharif, 2003; Righetti & Lucarelli, 2007; Grabowski et al.,

2011; Forsberg et al., 2018; Perkey et al., 2020). The former mode

of erosion is referred to as surface erosion or aggregate erosion,

and the latter is called mass erosion or bulk erosion (Winterwerp

& Van Kesteren, 2004; Mehta, 2014).

Experimental studies have verified that the eroded

aggregates from the bed surface are an important component

of the flocs typically observed in water bodies in aquatic systems

(Righetti & Lucarelli, 2007; Forsberg et al., 2018). The eroded

aggregates can transport in suspension or bedload on the order

of tens of meters to many kilometers under the right conditions
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(Schieber et al., 2010; Perkey et al., 2020). Therefore, erosion of

bed aggregates plays a significant role in cohesive sediment

dynamics as it affects not only the water-bed boundary but

also the subsequent transport and settling of the eroded

materials (McAnally & Mehta, 2000; McAnally & Mehta, 2002;

Amos et al., 2003; Chang et al., 2006; Forsberg et al., 2018). The

characteristics of erosion, transport and settling of bed

aggregates are considerably different from that of the fine

particles composing the aggregates (Amos et al., 2003; Roberts

et al., 2003; Forsberg et al., 2018; Perkey et al., 2020). This could

significantly alter the fate of fine sediments in the aquatic

systems and further influence the geomorphology and aquatic

ecosystem. However, the examination of the erosion and

transport processes for bed aggregates remains largely

unknown, which limits the progress of elaborate simulation of

cohesive sediment transport processes.

Besides, the strength resisting erosion in cohesive sediment

has been believed principally coming from the cohesive and

adhesive forces, and the effective gravity of cohesive sediment is

often considered negligible (Yang & Wang, 1995; Righetti &

Lucarelli, 2007; Debnath & Chaudhuri, 2010; Chen et al., 2021).

However, for aggregate erosion of cohesive sediment, how much

the effective gravity contributes to the erosion threshold has been

a mystery, and no one has quantified it.

The present study investigates the erosion threshold of

cohesive sediment composed of fractal aggregates in which

fractal bed aggregation is taken into account. The fractal

theory is employed to describe the sediment aggregates, and

the van der Waals attraction is introduced to quantify the

cohesive force. The contribution of the effective weight of

aggregate to the erosion threshold of cohesive sediment is

quantified. The theoretical consideration, formula application,

and discussion are described in the following sections.
Theoretical consideration

Fractal aggregates of cohesive sediment

Fine-grained cohesive particles often form complex

structures called aggregates due to cohesive and adhesive

forces among the sediment. Such aggregates are of much

larger size and smaller density than that of primary particles.

Krone (1963, 1986) and Partheniades (1965) were the pioneers

of studying the structure of cohesive sediment aggregates. They

found the primary particles of cohesive sediment form small

aggregates and the small aggregates join together to form large

aggregates, which would further combine to form larger

aggregates, etc. Krone introduced the order of aggregation

concept to describe the structure of aggregates and showed

experimentally that aggregate density, yield strength, and

viscosity depend on the order of aggregation. The findings of

the two pioneers and many subsequent studies have suggested
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the structure of cohesive sediment aggregates can be often

approximately described in terms of self-similarity

(Kranenburg, 1994; Chen & Eisma, 1995; Winterwerp, 1998).

The fractal theory initially proposed by Mandelbrot (1967,

1975) provides a useful mathematical framework for describing

those structures of self-similarity. According to the fractal

theory, the number of primary particles in an aggregate is

related to its size and the fractal dimension:

Np =
da
dp

 !F

(1)

where Np is the number of primary particles in the aggregate; da
is the aggregate size; dp is the diameter of the primary particles;

and F is the fractal dimension characterizing the space-filling

ability of the aggregates (Logan & Kilps, 1995; Serra &

Casamitjana, 1998). The value of F varies from 1 to 3, with

F=1 meaning linear self-similarity; F=2 meaning area self-

similarity; and F=3 meaning volumetric self-similarity.

Aggregates with a low fractal dimension close to 1 are tenuous

and stringy. The pure coalescence of particles is of a fractal

dimension F equaling 3 (Kranenburg, 1994). Suspended

macroflocs in the estuary and coastal environments usually

have a fractal dimension around 2 (Khelifa & Hill, 2006; Son

& Hsu, 2009; Fall et al., 2021).

Following the fractal theory, the effective density of an

aggregate is given as a function of the size of the aggregate, the

size and density of the primary particles (Kranenburg, 1994):

ra − r
rs − r

=
da
dp

 !F−3

(2)

where ra is the density of the aggregate; rs and r are the densities
of primary particles and water, respectively.

By analyzing the conservation of mass of a captured bed, the

average density of aggregates could be estimated by:

raja = rsjs + r ja − jsð Þ (3)

where js is the volume fraction of primary particles in the bed

(i.e., the solid volume fraction or the solid volumetric

concentration) and ja is the volume fraction of aggregates in

the bed (i.e., the volumetric concentration of aggregates).

Considering equations (2) and (3), the representative aggregate

size of a cohesive bed is given by:

da
dp

 !F−3

=
js

ja
(4)
Cohesion force

Interparticle attraction is the defining characteristic of

cohesive sediment. There are two principal forms of attraction,
Frontiers in Marine Science 03
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cohesion and adhesion, which are essential to the discussion of

erodibility. According to the definition by Israelachvili (1985),

cohesion describes attraction between chemically similar

particles, while adhesion is used to describe the attraction

between particles of dissimilar media. In terms of soil and

sediment erosion research, cohesion usually refers to the

bonding between fine-grained particles by electrochemical

forces, and adhesion refers to the binding of sediment

components by an additional inter-particle substance, such as

organic polymers or iron oxides, via cation bridging or

polymerization (Grabowski et al., 2011). In this study, we

particularly focus on cohesive force between particles induced

by electrochemical actions. The adhesive force due to the

presence of additional media, e.g., organic matters and

biofilms, is not taken into account.

Deriagin and Malkin (1950) confirmed the existence of

cohesive forces between quartz particles by the experiment of

cross-quartz fibers. They found the cohesive force between two

particles scales with the particle diameter. After Deriagin and

Malkin, numerous researchers found that the cohesive force not

only scales with particle diameter but also is enhanced by the

increasing compactness degree of sediment. Researchers

including Tang (1963); Yang and Wang (1995); Li et al.

(1995); Dou (2000); Zuo et al. (2017); Chen et al. (2018), etc.,

used a power function of the ratio of the dry bulk density of

cohesive sediment to its stable dry bulk density (i.e., the dry bulk

density of the sediment when it gets fully consolidated) to reflect

the effect of the compactness of sediment. However, this method

has two defects, limiting the application of the formulae for the

erosion threshold based on those empirical functions for the

cohesive force. One defect is although the stable dry bulk density

is clear in the physical meaning, it is difficult to determine its

value in practice accurately. A minor mistake of the stable dry

bulk density would induce a massive error in the erosion

threshold. The second defect is according to those studies

mentioned above, the exponent of the power function seems

not a constant but varies between 2 and 10.

The van der Waals attraction has been believed to be the

fundamental source of cohesion caused by electrochemical

actions (Han, 1982; Lick et al., 2004; Righetti & Lucarelli,

2007; Ternat et al., 2008). The van der Waals forces are

intermolecular forces arising from the instantaneous dipole-

induced dipole interactions among adjacent apolar atoms and

molecules. Independently but similarly, Han (1982) and

Israelachvili (1985) proposed the expression for the van der

Waals force between two spherical particles by integrating the

van der Waals forces between molecules in the two particles:

fc =
Ah

24
dp

1
l2D

(5)

where dp is the diameter of cohesive particles; lD is the

separation distance between the two particles (i.e., the

smallest distance between the surfaces of the particles); Ah is
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the Hamaker constant which reflects the strength of the van der

Waals force.

Some researchers also considered the additional water

pressure induced by the overlapping of the bound water layers

as a fake cohesive force (Dou, 1962; Han, 1982; Dou, 2000;

Zhang, 2012; Zuo et al., 2017). The fine-grained particles usually

carry a negative electric charge on their surfaces. The electric

charge on a particle surface attracts the surrounding water

molecules to form a so-called bound water layer coating the

particle. The bound water does not transmit hydrostatic

pressure. Therefore, when two bound water layers overlap, the

water pressure would induce an additional force acting on the

overlapping area. This kind of additional force has been verified

by the experiment with cross-quartz fibers (Dou, 1962; Dou,

2000). However, the relative magnitude between the additional

force and the cohesive force induced by electrochemical actions

has not been quantified. Besides, most of the existing erosion

tests of cohesive sediments were conducted in small-depth water

flumes. Therefore, the additional force induced by water

pressure is not taken into account in this study.

Back to the van der Waals force between particles, studies

have shown it is a short-range force with the effective acting

range typically around 0.1 µm, being on the same order of

magnitude as the thickness of the bound water layer (Han, 1982;

Chien & Wan, 1999; Mehta, 2014; Hoath, 2016). Han (1982)

pointed out that the van der Waals force is negligible when the

separation distance between the two particles is beyond twice the

thickness of the bound water layer. Accordingly, the van der

Waals force is only significant between two contacted particles

with the bound water layer overlapping. The average separation

distance between contacted particles decreases with the

increasing compactness degree of cohesive sediment, with the

average van der Waals forces between contacted particles

increasing with the increasing compactness degree. However,

it is difficult to determine the average separation distance

between two contacted particles accurately. This makes it

impossible to apply Eq. (5) in cohesive sediment directly.

Although the average separation distance between two

contacted particles is difficult to determine, the average

separation distance between neighboring particles could be

obtained. From a geometrical consideration, the average

center-to-center distance between neighboring particles, s, in

cohesive sediment could be computed by (Yang & Wang, 1995;

Chauchat et al., 2013):

d3p
s3

= js (6)

According to Eq. (6), the average separation distance between

neighboring particles is given by s−dp=dp(js−1/3−1) , showing its

value decreases with increasing compactness degree of cohesive

sediment. Considering the solid volume fraction is in the range of

0.05 - 0.35 (a typical range for cohesive sediment), the average

separation distance between neighboring particles, (s−dp ), is on
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the same order of magnitude as the particle diameter, far beyond

the effective acting range of the van der Waals force. This means

the van der Waals force is not always effective between

neighboring particles, which is expectable as not all

the neighboring particles are contacted with each other because

of the structure of aggregates, especially in a newly

deposited sediment.

According to the above analysis, the dimensionless average

separation distance between two contacted particles, lD/d (where
d is the thickness of the bound water layer), and the

dimensionless average separation distance between

neighboring particles, (s−dp)/dp=js−1/3−1 , are two measures of

the compactness degree of sediment. As a first approximation,

the two dimensionless average separation distances are assumed

proportional:

lD
d
= h

s − dp
dp

(7)

where h is a coefficient. By substituting Eqs. (6) and (7) into Eq.

(5), the average van der Waals force between two contacted

particles in cohesive sediment is obtained:

fc =
Ah

24h2d 2 dp j−1=3
s − 1

� �−2
(8)
Analysis of incipient motion of
aggregates

Consider a horizontal cohesive sediment bed exposed to

unidirectional flow and an aggregate located at the water-bed

interface as presented in Figure 1. The stability of the aggregate

depends on the balance of the hydrodynamic forces (i.e., the drag

and lift forces of the overlying flow) and the erosion-resisting

forces (i.e., the submerged weight of the aggregate and the

cohesive forces). The aggregate is assumed a rigid body to

possess a physically recognizable identity considering the

entrainment of aggregates into flow is usually completed

instantaneously. The movement initiation of aggregates usually

comes from a rotation around a pivot. The momentum balance

for the critical condition of the incipient motion of the aggregate

leads to the following equation:

Fdk1da + Flk2da = Gak3da + Fck4da (9)

where Fd and Fl are the drag and lift forces, respectively; Ga is the

submerged weight of the aggregate; Fc is the resultant of the

cohesive forces acting on the aggregate; k1da ,k2da , k3da and k4da
are the moment arms of the drag force Fd , lift force Fl , submerged

weight Ga , and resultant cohesive force Fc , respectively, with k1 ,

k2 , k3 and k4 being the proportionality coefficients.

The drag and lift forces acting on the aggregate are given by

Fd=Cdru*2a1da
2 and Fl=Clru*2a1da

2 , respectively (Torfs et al.,
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2000; Righetti & Lucarelli, 2007; Vollmer & Kleinhans, 2007),

where Cd and Cl are drag and lift coefficients, respectively; r is

the density of water; u* is the shear velocity and a1 is the area

shape factor of the aggregate.

The submerged weight of the aggregate is given by Ga=a2

(ra−r)gda3 , where a2 is a volumetric shape coefficient of the

aggregate and g is the gravitational acceleration.

The resultant Fc could be obtained by integrating the van der

Waals forces between the particles in the surface of the aggregate

and those particles surrounding the aggregate: Fc=k5ncnfc, where

fc is the van der Waals force between two contacted particles; n is

the number of cohesive particles in the buried surface of the

aggregate; cn is the coordination number, i.e. the average number

of the contacted particles of a cohesive particle; and k5 is

a coefficient.

The coordination number cn is dependent on the solid

volume fraction. According to the study of Meissner et al.

(1964), cn can be calculated by:

cn = 2 exp 2:4jsð Þ (10)

The number of cohesive particles in the buried surface of the

aggregate, n , could be computed by: n=(1−hD)pda2Npa , where

(1−hD)pda2 denotes the buried surface area of the aggregate with
hD being the relative protruding fractal height of the aggregate

(i.e., the ratio of the protruding fractal height to the diameter of

the aggregate); and Npa is the number of cohesive particles per

unit area of the aggregate surface. It is assumed that the number

of cohesive particles per unit area of the aggregate surface is
Frontiers in Marine Science 05
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proportional to the number of cohesive particles per unit area of

the bed surface (Npb ):

Npa = k6Npb (11)

where k6 is a coefficient. Npb could be estimated by:

1 · Npb ·
p
6
d3p = 1 · s · js (12)

where 1 denotes a unit area of the bed surface and p
6 d

3
p denotes

the volume of the primary particle. Considering Eqs. (11) and

(12), n is given by n=6(1−hD)k6js2/3(da/dp)2 . Further considering
Eqs. (10) and (8), the resultant cohesive force Fc is obtained:

Fc =
Ah 1 − hDð Þk5k6

2h2d 2

1
dp

d2aj
2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ (13)

Substituting the expressions for Fd , Fl , Ga and Fc into Eq. (9)

and considering u* =
ffiffiffiffiffiffiffiffiffiffi
tb=r

p
in which tb is the bed shear stress,

the critical shear stress for surface erosion of cohesive sediment,

tcr , is given by:

tcr =
a2k3

a1 k1Cd + k2Clð Þ ½ ra − rð Þgda +

Ah 1 − hDð Þk4k5k6
2a2k3h2d 2

1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ�

(14)

Eq. (14) shows the erosion threshold of cohesive sediment

comes from two parts respectively contributed by the effective
FIGURE 1

Aggregate at the water-sediment interface and force balance.
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gravity of the aggregate [corresponding to the first term in the

square brackets in Eq. (14)] and the cohesive strength of the

sediment (corresponding to the second term). If ignoring the

cohesive forces acting on the aggregate, Eq. (14) would be

reduced to:

tcr =
a2k3

a1 k1Cd + k2Clð Þ ra − rð Þgda (15)

Eq. (15) denotes the critical shear stress of a cohesionless

particle of a density of ra and a diameter of da . This yields

qcr0 da*

� �
=

a2k3
a1 k1Cd + k2Clð Þ (16)

where qcr0(da*) is the critical Shields parameter of noncohesive

sediment of a dimensionless diameter da* , which is defined as

da*=da[(ra/r-1)g/υ2]1/3 with υ being the kinematic viscosity of

water. Considering Eqs. (3) and (4), da* could be calculated by:

da* = dp*
js

ja

� � F
3 F−3ð Þ

(17)

where dp* is the dimensionless particle diameter, defined as

dp*=dp[(rs/r-1)g/υ2]1/3 . qcr0(da*) could be calculated by the

Sh i e ld s d i ag ram or the formula o f Sou l sby and

Whitehouse (1997).

Substituting Eq. (16) into Eq. (14), the critical shear stress for

surface erosion of cohesive sediment is obtained:

tcr = qcr0 da*

� �
ra − rð Þgda + C

1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ
" #

(18)

where C=0.5Ah(1−hD)k4k5k6a2
−1k3

−1h−2d−2 . The

dimensionless form of Eq. (18) is given by:

qcr = qcr0 da*

� � js

ja

� �F−2
F−3

+C
1

rs − rð Þgdp
1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ
" #

(19)

where qcr is the critical Shields parameter, qcr=tcr/[(rs−r)
gdp] .

Eq. (19) is the formula we developed for predicting the

threshold of surface erosion of cohesive sediment in which

particle aggregation has been taken into account. Eq. (19)

shows the critical Shields parameter of a cohesive sediment

bed is a function of the diameter of the primary particles, the

volume fraction of solid and the volume fraction of aggregates.

The volume fraction of aggregates ja of suspended cohesive

sediment in a water body is usually lower than 1.0 (Winterwerp,

2002). However, when a cohesive sediment bed is formed from

the deposition of flocs, the structure of the sediment changes

from that of a high concentration of suspended sediment in the

water to a flocculated matrix with a space-filling network

(Kranenburg, 1994; Whitehouse, 2000; Winterwerp & Van

Kesteren, 2004). Therefore, for cohesive sediment beds, ja=1.0
Frontiers in Marine Science 06
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. However, we prefer to keep ja in Eq. (19) as keeping it in the

formula makes the formula consistent with the existing theory

for noncohesive sediments. For noncohesive sediment that is

eroded particle-by-particle, the primary particles could be

treated the same as the aggregates here. For such condition,

the aggregate volume fraction equals the solid volume fraction,

i.e. ja=js , and Eq. (19) is therefore changed into:

qcr = qcr0 dp*

� �
1 + C

1
rs − rð Þgdp

1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jð
"

(20)

If ignoring the cohesion between particles, i.e., ignoring the

second term in the square brackets, Eq. (20) is simplified to the

general formula for the critical Shields parameter of noncohesive

sediment: qcr=qcr0(dp*) . In fact, the second term in the square

brackets in Eq. (20) tends to vanish with the increase of the

particle diameter as it is inversely proportional to the square of

the particle diameter provided a low value of C. This makes that

Eq. (20) also applies for coarse-grained noncohesive sediment.

The values of C will be discussed in a later section.

There are two coefficients in Eq. (19): F and C . The fractal

dimension F is a fundamental parameter of the aggregate

structure, whose value reflects the space-filling ability of the

aggregates. Structures with a high fractal dimension are usually

compact and dense, whereas those with a low fractal dimension

are more open. As the aggregate structure is formed by primary

particles mainly characterized by the particle diameter, and

changes during the consolidation process of the sediment, the

fractal dimension of cohesive sediment is supposed to be a

function of the particle diameter and the consolidation degree.

Measurements of the fractal dimension of macroflocs of cohesive

sediment in the water column reveal values from about 1.6 to

2.4, with a median value of 2 (Dyer & Manning, 1999; Khelifa &

Hill, 2006; Son & Hsu, 2009; Fall et al., 2021). The fractal

dimension of cohesive bed is often reported in the range of 2.0

to 2.8 (Kranenburg, 1994; Winterwerp & Van Kesteren, 2004;

Sharif & Atkinson, 2012). Hasmy et al. (1997) reported a type of

transition into a gelation stage takes place when the solid volume

fraction exceeds the gel point resulting in a high value of the

fractal dimension larger than 2.0. Therefore, the fractal

dimension of cohesive sediment beds is considered between 2

and 3 in this study. The coefficient Cmainly reflects the cohesive

strength of the sediment. Currently, determination of its value is

unavailable as coefficients involved in the expression for C, e.g.,

Ah , h , and d , are usually unknown. The fractal dimension F and

the coefficient C are treated as empirical coefficients that will be

determined by the measured erosion thresholds of sediments.

In some research areas and practices, the bulk density is the

more common variable than the solid volume fraction. By

assuming the average dry and wet bulk densities of aggregates

to be the same as the dry and wet bulk densities of the bed,

respectively, the solid volume fraction has the following relations
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with the dry and wet bulk densities of a cohesive bed according

to Eq. (3):

js =
rb − r
rs − r

=
rd
rs

(21)

where rb is the wet bulk density and rd is the dry bulk density.

Equivalent forms of Eq. (19) which express the Shields

parameter of cohesive sediment as a function of the wet or dry

bulk density of sediment are given below:

qcr = qcr0 da*

� � rb−r
rs−r

� �F−2
F−3
+

C 1
rs−rð Þgdp

1
dp

rb−r
rs−r

� �2=3 rb−r
rs−r

� �−1=3
−1

� �−2
exp 2:4 rb−r

rs−r

� �

2
6664

3
7775

(22)

qcr = qcr0 da*

� � rd
rs

� �F−2
F−3
+

C 1
rs−rð Þgdp

1
dp

rd
rs

� �2=3 rd
rs

� �−1=3
−1

� �−2
exp 2:4 rd

rs

� �

2
6664

3
7775

(23)

where

da* = dp*
rb − r
rs − r

� � F
3 F−3ð Þ

= dp*
rd
rs

� � F
3 F−3ð Þ
Formula application

In this section, the developed formula for the threshold for

surface erosion of cohesive sediment, i.e., Eq. (19), is applied to a

series of experimental data with two approaches. One is treating

the fractal dimension F as a constant and the other is regarding

the fractal dimension F as a function of the diameter of primary

particles and the compactness degree of sediment. The two

approaches are employed to seek a complete solution to

predicting the threshold of surface erosion of cohesive sediment.

Experimental data of different cohesive sediments are

collected from previous studies. Those sediments include three

groups of kaolinite, two groups of quartz, nine groups of lake

and pond mud, and nine groups of coastal mud. In each of the

collected experiments, the sediments prepared of different bulk

densities were tested and the critical shear stresses of those

sediments are measured. The adequacy of the experimental data

has been carefully checked. The synopsis of the collected

experimental data and data sources are presented in Table 1. It

is noted that quartz also exhibits significant cohesion when the

particle size is small enough despite that quartz is one of the

common minerals in noncohesive sediment. According to

Roberts et al. (1998) and Roberts et al. (2003), the sediment

consisting of quartz particles behaves in a cohesive manner when

the particle diameter is smaller than 40 microns and is eroded as
Frontiers in Marine Science 07
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aggregates when the particle diameter is smaller than

19 microns.
The fractal dimension F being constant

Figures 2–4 show the applications of Eq. (19) in kaolinite,

quartz, lake and pond mud and coastal mud with the fractal

dimension F being treated as a constant in each application. The

best-match values of F and C are used in each application, which

are obtained by performing the nonlinear regressions. The

figures show although constant values of F are used, the

calculated critical Shields parameters agree well with

the measured values. This would be because the contribution

rate of the effective weight of aggregates to the erosion threshold

is relatively low for most of the sediments (i.e., the first term in

the square brackets in Eq. (19) is much lower than the second

term). Therefore, Eq. (19) could match the data well when a

suitable value of C is provided. The contribution rate of the

effective weight of aggregates to the erosion threshold of cohesive

sediment will be further analyzed in a later section after the

function for F is formulated.

The obtained fractal dimension F and coefficient C are listed

in Table 2. As shown in Table 2, the obtained fractal dimension F

varies between 2.0 to 2.76, with an average value being 2.36 and a

standard deviation being 0.25. The covariance between the

obtained fractal dimension F and the obtained coefficient C is

nearly zero, which shows there are not any clear relations

between the two variables. It is emphasized here that although

Eq. (19) could reproduce the critical Shields parameters

provided a constant F and C, the obtained values of F and C

cannot reflect the property of the sediment aggregates accurately

as F is insufficiently constrained in this approach.
The fractal dimension F being a function

The fractal dimension of an aggregate with a diameter closer

to the size of the primary particles should approach the value of

3, which applies to coalescence of particles. By reference to

Khelifa and Hill (2006) and Maggi et al. (2007), the following

power law would present the reasonable approximation for F:

F = 3
da
dp

 !b

(24)

where b is a coefficient. Maggi et al. (2007) found Eq. (24)

matches well with the floc size for flocculated kaolinite minerals

in their experiments when b is taken a value of -0.1. Khelifa and

Hill (2006) considered b is a function of the primary particle

diameter of flocs. They proposed two models for the settling

velocity and effective density of flocs under this consideration,

which reproduce well the experimental data. By reference to
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Khelifa and Hill (2006), we also assume that the value of b is a

function of the primary particle diameter of cohesive sediment

beds in this study. As the critical shear stresses of the sediments

prepared of the same primary particles and different bulk

densities are measured in each collected experiment, the value

of b will be constant in each dataset.

Substituting Eq. (4) into Eq. (24), the fractal dimension F of

aggregates of cohesive sediment can be computed by:

F
3
=

js

ja

� � b
F−3

(25)

Eq. (19) is then applied to the experimental data of kaolinite,

quartz, lake and pond mud and coastal mud with the fractal

dimension F being calculated by Eq. (25). The applications are

shown in Figures 2-4, which show good agreements between the

calculated and measured values. The best-match values of b and C
for each dataset are used in the applications, which are obtained by

the nonlinear regressions. They are also listed in Table 2 along

with the ranges of the fractal dimension calculated by Eq. (25).
Frontiers in Marine Science 08
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Discussion

Function for the fractal dimension

As presented in Table 2, the fractal dimension of cohesive

sediment aggregates predicted by Eq. (25) is in the range of 2.01

to 2.80, being consistent with the reported ranges in cohesive

beds by Kranenburg (1994); Sharif and Atkinson (2012) and Xu

et al. (2014). The value of b is in the range of -0.02 to -0.14, being

also consistent with the study of Maggi et al. (2007), in which a

value of -0.1 was reported for flocculated kaolinite minerals.

Figure 5 shows the obtained values of b decreases with increasing
primary particle diameter and could be predicted by a linear

function:

b = −
dp
dpr

− 0:02 (26)

where dpr is a reference primary particle diameter,

dpr=0.000290 m. Since here, Eqs. (19), (25) & (26) constitute a
TABLE 1 Summary of collected experimental data of and data sources.

Kind of
sediment

Sediment Median diameter
(mm)

Solid volume
fraction

Critical shear stress
(Pa)

Data source

Kaolinite Kaolinite (Group 1) 0.006 0.06 ~ 0.23 0.29 ~ 1.69 Sharif (2003)

Kaolinite (Group 2) 0.006 0.15 ~ 0.23 0.34 ~ 1.06

Kaolinite (Group 3) 0.0065 0.10 ~ 0.27 0.13 ~1.46 Otsubo and Muraoka
(1988)

Quartz Quartz (5.7 mm) 0.0057 0.41 ~ 0.53 0.22 ~ 1.33 Roberts et al. (1998)

Quartz (14.8 mm) 0.0148 0.41 ~ 0.59 0.08 ~ 0.61

Lake and pond
mud

Kasumi Lake mud 0.0207 0.06 ~ 0.11 0.12 ~ 1.18 Otsubo and Muraoka
(1988)Kasumigaura Lake mud 0.0277 0.03 ~ 0.06 0.07 ~ 0.65

Teganuma Pond mud 0.0256 0.05 ~ 0.10 0.19 ~ 1.43

Ushikunuma Pond mud 0.0173 0.06 ~ 0.10 0.16 ~ 0.88

Hinuma Lake mud 0.0118 0.05 ~ 0.08 0.20 ~ 0.78

Yunoko Lake mud 0.0165 0.04 ~ 0.07 0.15 ~ 0.94

Suwako Lake mud 0.011 0.05 ~ 0.07 0.31 ~ 0.75

Harunako Lake mud 0.0345 0.05 ~ 0.07 0.12 ~ 0.65

Inbanuma Lake mud 0.0154 0.07 ~ 0.08 0.24 ~ 0.45

Coastal mud Chikugo Estuary mud 0.0073 0.03 ~ 0.11 0.02 ~ 0.18 Kusuda et al. (1984)

Tianjin New Port mud (Location
1)

0.0053 0.05 ~ 0.36 0.02 ~ 3.40 Hong and Xu (1991)

Tianjin New Port mud (Location
2)

0.004 0.04 ~ 0.13 0.01 ~ 0.31 Dou (2000)

Lianyungang Port mud 0.004 0.07 ~ 0.23 0.12 ~ 2.39 Huang (1989)

Lianyungang Waterway mud 0.00512 0.09 ~ 0.23 0.08 ~ 1.34 Yang et al. (2018)

Hangzhou Bay mud 0.0104 0.15 ~ 0.24 0.19 ~ 0.55 Yang & Wang (1995)

Zhejiang Coastal Mud (Location
1)

0.0041 0.14 ~ 0.20 0.29 ~ 0.76 Li et al. (1995)

Zhejiang Coastal Mud (Location
2)

0.0054 0.16 ~ 0.21 0.31 ~ 0.73

Huangmaohai Estuary mud 0.007 0.06 ~ 0.33 0.03 ~ 4.19 Xu et al. (2015)
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complete solution to predicting the threshold of surface erosion

of cohesive sediment.

Figure 6 shows the fractal dimension calculated by Eqs. (25)

& (26) varying with the solid volume fraction and the primary

particle diameter. It shows the fractal dimension increases with

increasing solid volume fraction for sediments of the same

primary particle diameter, and decreases with increasing

primary particle diameter for sediments of the same solid

volume fraction. The aggregate structure in the sediment of a

high solid volume fraction is usually tightly packed, leading to a

high value of the fractal dimension. The effect of the solid

volume fraction on the fractal dimension has also been

observed by other researchers, e.g., Sharif and Atkinson

(2012), who reported that the fractal dimension of a cohesive

sediment bed increases with increasing consolidation time. This

effect is also consistent with the observations of suspended flocs

in water bodies and colloids. Aubert and Cannell (1986)

reported the fractal dimension of silica aggregates increases

from 1.75 to 2.05 with the increase of silica concentration.

Monte Carlo studies showed the rather compact clusters

formed in the DLCA range exhibit the fractal dimension

ranging between 1.8 (js!0 ) and 2.5 (js≈0.5 ), significantly

larger than the typically reported values, of about 1.8 (Lazzari

et al., 2016). The increase in the fractal dimension is ascribed to

cluster collisions occurring close to the cluster centers rather

than at their tips. Bowers et al. (2017) reported that the lowest

mean value of the fractal dimension of marine flocs is observed
Frontiers in Marine Science 09
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off the west coast of Scotland, a region of relatively clearwater,

and the highest values of the fractal dimension are observed in

areas of fast tidal currents and high turbidity.

The finding of the fractal dimension decreasing with

increasing particle diameter has seldom been reported in

cohesive sediment research. It is consistent with a recent study

on colloidal aggregation conducted by Wu et al. (2013). By

analyses of a significant amount of data involving colloidal

suspension of various types (e.g., polystyrene, silica, hematite)

and performing adhoc experiments with differently sized

polystyrene particles, they found the value of the fractal

dimension decreases significantly as the primary particle size

increases. Currently, there is an absence of a theoretical

explanation for the effect of the particle diameter. Lazzari et al.

(2016) suggested that small dipolar interactions could be at the

root of the effect.
Cohesion coefficient C

The coefficient C denotes the cohesion strength of cohesive

sediment, whose value is related to the Hamaker constant, the

thickness of the bound water layer, the volumetric shape

coefficient of the aggregates, the microstructure of aggregates

in the bed surface, etc. Since the Hamaker constant and the

thickness of the double water layer are usually a function of both

the sediment material and the intervening medium, the
A B

D E

C

FIGURE 2

Applications of the developed formula in kaolinite and quartz.
frontiersin.org

https://doi.org/10.3389/fmars.2022.847985
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Chen et al. 10.3389/fmars.2022.847985
coefficient C would be affected by the mineral composition of

particles, the shape and roughness of the particles, the sort and

concentration of cations in pore waters, the pH value and

temperature of the pore water, etc. As those data were often

missing in research on the erosion of cohesive sediment, the

relationship between the value of C and those affecters

is unavailable.

As the mineral composition of sediment, the particle shape,

and the pore water environment often vary from site to site, the

value of C is supposed to be site- or sediment- specific. This

property makes it futile to develop a universal formula with

constant parameters for all sediments. A database of the value of

C corresponding to the kind (or site) of sediment, like Table 2,

would be necessary and valuable for practical applications.

As presented in Table 2, the value of C is generally on the

order of magnitude of 10-6 to 10-3 J m-2. Specifically, the value of

C is the range of 7.44×10-5 ~ 19.04×10-5 J m-2 for kaolinite;
Frontiers in Marine Science 10
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1.02×10-6 ~ 2.28×10-6 J m-2 for quartz; 0.80×10-3 ~ 3.93×10-3 J

m-2 for lake and pond mud; and 1.93×10-5 ~ 12.97×10-5 J m-2 for

coastal mud. The value of C for coastal mud is near to that of

kaolinite. This may be because kaolinite is one of the common

clay minerals of coastal mud. The value of C for quartz is one or

two magnitudes lower than the value of C for kaolinite, which is

consistent with the general recognition: kaolinite, as one of the

common clay minerals, is much more cohesive than quartz, as

one of the common minerals in noncohesive sediments. The

value of C for the lake and pond mud is one or two magnitudes

higher than the values of C for kaolinite and coastal mud. The

reason may lie in that the lake and pond muds used in the

experiments contain 11 ~ 19% organic matters that greatly

enhance the adhesion of mud. Since adhesion is not

considered in this study, the adhesive force brought by organic

matter is regarded as part of the cohesive force, leading to a high

value of C for the lake and pond mud.
A B

D E F

G IH

C

FIGURE 3

Applications of the developed formula in lake and pond mud. (A) Kasumi Lake mud; (B) Kasumigaura Lake mud; (C) Teganuma Pond mud;
(D) Ushikunuma Pond mud; (E) Hinuma Lake mud; (F) Yunoko Lake mud; (G) Suwako Lake mud; (H) Harunako Lake mud; (I) Inbanuma
Lake mud.
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Although the coefficient C is site- and sediment- specific,

one expects a guideline or reference value of C, with which Eq.

(19) can give a reasonable estimate of critical shear stress of a

certain kind of cohesive sediment. The guideline value, 9.12×10-5

J m-2, is suggested for pure kaolinite; 1.05×10-6 J m-2 for pure

quartz; 1.60×10-3 J m-2 for natural mud of 11 ~ 19% organic

matters; 6.49×10-5 J m-2 for natural mud with almost no organic

matter. These guideline values are respectively obtained based

on the experimental data of kaolinite, quartz, lake and

pond mud, and coastal mud by the following approach. For

each kind of sediment, the value of C is allowed to increase

step by step from 1.00×10-7 J m-2 to 1.00×10-2 J m-2 with

an increment of each step 1.00×10-7 J m-2. For each step,

Eq. (19) is applied to the sediments and the logarithmic root-

mean-square error of the predicted critical shear stress is

calculated. The logarithmic root-mean-square error, defined as
Frontiers in Marine Science 11
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log Erms =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
N

i=1
flog½(tcr,c,i + 1)=(tcr,m,i + 1)�g2=N

s
, is used as an

indicator to evaluate the performance of Eq. (19) as the

measured erosion threshold varies in several orders of

magnitude. The fractal dimension in Eq. (19) is calculated by

Eqs. (25) & (26). The guideline value of C is gained when the

logarithmic root-mean-square error reaches its minimum value.

The comparisons of Eq. (19) with the experimental data of

kaolinite, quartz, lake and pond mud, and coastal mud are

shown in Figure 7. In the calculations of Eq. (19), the

guideline values of C are used and the fractal dimension F is

computed by Eqs. (25) & (26). As shown in the figure, Eq. (19)

can give acceptable predictions when the guideline values of C

are used and the fractal dimension is calculated by Eqs. (25)

& (26).
A B

D E F

G IH

C

FIGURE 4

Applications of the developed formula in coastal mud. (A) Chikugo Estuary mud; (B) Tianjin New Port mud; (C) Tianjin New Port Waterway mud;
(D) Lianyungang Port mud (L1); (E) Lianyungang Port mud (L2); (F) Hangzhou Bay mud; (G) Zhejiang coastal mud (L1); (H) Zhejiang coastal mud
(L2); (I) Huangmaohai Estuary mud.
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Although some guideline or reference values of C are given

here, it is emphasized that these values can be optimized when

Eq. (19) is applied to a specific site. The accurate value of C for a

specific site can be obtained by applying Eq. (19) to a sediment

sample of known critical shear stress collected in the site.
Effects of particle aggregation

Figure 8 shows the predicted diameter of aggregates and the

average number of primary particles in an aggregate varying

with the particle diameter and the solid volume fraction. The

predicted diameter of aggregates is calculated by Eq. (4) and the

average number of primary particles in an aggregate is calculated

by Eq. (1), with the fractal dimension F being computed by Eqs.

(25) & (26). The figure shows both the predicted aggregate

diameter and the average number of primary particles in an

aggregate decrease with increasing solid volume fraction, which

indicates reshuffling of particles occurs during the consolidation

process of cohesive sediment. The predicted aggregate diameter

behaves with the primary particle diameter in a relatively

complicated manner. For a relatively high value of solid

volume fraction, the predicted aggregate diameter increases
Frontiers in Marine Science 12
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monotonously with increasing primary particle diameter.

While for a relatively low value of solid volume fraction, the

predicted aggregate diameter increases with the primary particle

diameter first, but decreases with increasing primary particle

diameter at the diameter around 0.01 mm, and then converts to

increase again.

The predicted diameter of aggregates is mainly on the order of

magnitude of tens of microns to hundreds of microns for cohesive

sediment of a solid volume fraction in the range of 0.05 ~ 0.35 (a

typical range for cohesive sediment). The range of the predicted

diameter of aggregates is consistent with the observations of the

surface erosion of cohesive fractal aggregates by Thomsen and

Gust (2000); Righetti and Lucarelli (2007) and Forsberg et al.

(2018). However, some researchers observed the eroded

aggregates from cohesive bed surfaces could be up to 2 ~ 4 mm,

e.g., Amos et al. (2003); Sharif (2003); Mostafa et al. (2008). This

would be because the aggregates are usually of a broad size

distribution range, which has been observed by Thomsen and

Gust (2000); Righetti and Lucarelli (2007) and Forsberg et al.

(2018). While the diameter of aggregates calculated by Eq. (4) is

only the average diameter.

Eq. (19) suggests the erosion threshold of cohesive sediment

comes from two parts, respectively contributed by the
TABLE 2 Application results of the developed formula in different cohesive sediments.

Kind of sediment Sediment F being a constant F being a function

F C b C F

Kaolinite Kaolinite (G1) 2.67 10.47 -0.02 19.04 2.58 ~ 2.69

Kaolinite (G2) 2.62 13.00 -0.02 11.06 2.65 ~ 2.70

Kaolinite (G3) 2.59 8.16 -0.04 7.44 2.49 ~ 2.58

Quartz Quartz (5.7 mm) 2.76 0.17 -0.02 0.23 2.77 ~ 2.80

Quartz (14.8 mm) 2.55 0.07 -0.06 0.10 2.66 ~ 2.71

Lake and pond mud Kasumi Lake mud 2.24 144.93 -0.09 151.60 2.19 ~ 2.28

Kasumigaura Lake mud 2.02 369.17 -0.12 393.19 1.97 ~ 2.08

Teganuma Pond mud 2.15 329.32 -0.10 357.23 2.11 ~ 2.21

Ushikunuma Pond mud 2.22 114.20 -0.09 129.70 2.21 ~ 2.28

Hinuma Lake mud 2.26 121.33 -0.07 130.10 2.24 ~ 2.29

Yunoko Lake mud 2.21 226.50 -0.08 242.12 2.19 ~ 2.25

Suwako Lake mud 2.29 131.24 -0.07 134.69 2.27 ~ 2.31

Harunako Lake mud 2.02 296.78 -0.14 305.83 2.01 ~ 2.06

Inbanuma Lake mud 2.25 78.72 -0.08 80.40 2.24 ~ 2.26

Coastal mud Chikugo Estuary mud 2.34 6.68 -0.05 9.83 2.32 ~ 2.44

Tianjin New Port mud (L1) 2.00 1.69 -0.03 8.43 2.54 ~ 2.71

Tianjin New Port mud (L2) 2.61 1.81 -0.06 1.93 2.27 ~ 2.42

Lianyungang Port mud 2.63 7.18 -0.02 12.97 2.58 ~ 2.70

Lianyungang Waterway mud 2.64 2.10 -0.10 2.80 2.23 ~ 2.39

Hangzhou Bay mud 2.63 6.43 -0.03 7.03 2.62 ~ 2.67

Zhejiang Coastal Mud (L1) 2.00 6.31 -0.03 4.58 2.57 ~ 2.60

Zhejiang Coastal Mud (L2) 2.12 6.58 -0.04 4.82 2.56 ~ 2.59

Huangmaohai Estuary mud 2.38 2.51 -0.03 11.92 2.58 ~ 2.69
fron
C is in 10-5 J m-2.
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submerged weight of the aggregate (which corresponds to the

product of qcr0(da*) and the first term in the square brackets) and

the cohesive strength (corresponding to the product of qcr0(da*)
and the second term). The contribution rate of the submerged
Frontiers in Marine Science 13
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aggregate weight to the erosion threshold equals the ratio of the

first term in the square brackets in Eq. (19) to the sum of the first

term and the second term. Figure 9 shows the critical Shields

parameter of cohesive sediment and the contribution rate of the
FIGURE 5

The value of b varying with the diameter of primary particles.
FIGURE 6

The fractal dimension varying with the diameter of primary particles and the solid volume fraction.
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submerged aggregate weight varying with the particle diameter

and the solid volume fraction. In the calculations, the coefficient

C is taken the guideline value for natural mud of no organic

matter, i.e., 6.49×10-5 J m-2. The threshold band and the mean

threshold curve for noncohesive sediment are also plotted in the

figure. The upper and lower boundaries of the threshold band

are calculated by the formulae of Paphitis (2001). The mean

threshold curve is calculated by the formula of Soulsby and

Whitehouse (1997). As shown in Figure 9, the calculated critical

Shields parameter increases with increasing solid volume

fraction for the same particle diameter and decreases with

increasing particle diameter for the same solid volume

fraction. It is found that for those sediments of large particle

diameters and low solid volume fractions, the calculated critical

Shields parameters could be lower than the threshold values of

noncohesive sediments. In fact, this would not happen in

practical circumstances as a sediment bed consisting of

relatively large particles is only formed with enough high solid

volume fraction. From this point of view, the applicable range

for Eq. (19) in natural mud of no organic matter is given by:
Frontiers in Marine Science 14
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js > dp=dp0
	 
0:15−0:45 (27)

where dp0 is a reference diameter, being 0.001 m.

As shown in Figure 9, the contribution rate of the effective

weight of aggregate decreases with increasing solid volume

fraction for the same particle diameter and increases with

increasing particle diameter for the same solid volume

fraction. It is found that the contribution rate of the effective

weight of aggregate is sufficiently low to be negligible for the

sediment of relatively small particle diameter and high solid

volume fraction, e.g., the contribution rate is approximately

0.6 ~ 2.1% for the sediment of the particle diameter 0.004 mm

and the solid volume fraction in the range of 0.25-0.35.

However, for those sediments of relatively large particle

diameters and low solid volume fractions, the contribution

rate of the effective weight of aggregate could be high that

cannot be ignored. For example, for the sediment of the

particle diameter 0.02 mm with the solid volume fraction in

the range of 0.10~ 0.15, the contribution rate of the effective

weight is between 33 and 53%.
A B

DC

FIGURE 7

The calculated versus measured critical Shields parameters in the datasets of (A) kaolinite, (B) quartz, (C) lake and pond mud and (D) coastal mud.
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FIGURE 8

The predicted aggregate diameter and the average number of primary particles in an aggregate varying with the primary particle diameter and
the solid volume fraction.
FIGURE 9

The critical Shields parameter and contribution rate of effective gravity of aggregate versus diameter of primary particles and solid volume fraction.
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Here a critical contribution rate is further proposed, being

30%, below which the contribution rate of the effective gravity of

cohesive sediment to the erosion threshold is considered

negligible, while beyond which the contribution rate of the

effective gravity is significant that should be taken into

account. According to the calculations of Eq. (19), for natural

mud of no organic matter, the contribution rate of the effective

gravity of cohesive sediment is higher than the critical

contribution rate when

js ≤ dp=dp0
	 
0:47 (28)

While for the sediments of js>(dp/dp0)0.47, the contribution
rate of the effective gravity of sediment is lower than the critical

contribution rate. For those sediments, Eq. (19) can be simplified

to the following form:

qcr = A
1

rs − rð Þgdp
1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ (29)

where A=qcr0(da*)C . The value of qcr0(da*) varies in a narrow
range for the sediments of js>(dp/dp0)

0.47 .Therefore, the value of

A could be approximately constant.

Eq. (29) shows the critical Shields parameter approaches

zero with the increase of the particle diameter provided a low

value of A as it is inversely proportional to the square of the

particle diameter. Since the critical Shields parameter of non-
Frontiers in Marine Science 16
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cohesive sediment, i.e., qcr=qcr0(dp*) , is generally far lower than
the critical Shields parameter of the cohesive sediment for fine

particles, Eq. (29) is further revised into the following form to

make it applicable for both cohesive sediment and non-cohesive

sediment:

qcr = qcr0 dp*

� �

+ A
1

rs − rð Þgdp
1
dp

j2=3
s j−1=3

s − 1
� �−2

exp 2:4jsð Þ (30)

According to the collected experimental data, the guideline

or reference values of A obtained by the same approach of the

reference values of C are given as: 5.24×10-6 J m-2 for kaolinite;

1.00×10-7 J m-2 for quartz and noncohesive sediments; 6.54×10-5

J m-2 for natural mud of 11 ~ 19% organic matters; and 3.71×10-

6 J m-2 for natural mud of no organic matter. Figure 10 shows the

comparison of Eq. (30) and the measured critical Shields

parameters of those sediments of solid volume fractions higher

than (dp/dp0)
0.47 in the series of coastal mud. The agreement is

generally good.

Figure 11 shows the critical Shields parameter predicted by

Eq. (30) varying with the particle diameter and the solid volume

fraction for A = 1.00×10-7 J m-2. The critical Shields parameters

of quartz of different particle diameters measured by Roberts

et al. (1998) are also plotted in the figure. It shows that Eq. (30)

could reproduce well the critical Shields parameter of both fine
FIGURE 10

Comparison of the calculated critical Shields parameters by Eq. (30) and measured critical Shields parameters for sediments of the contribution
rate of effective gravity lower than 30% in the datasets of coastal mud.
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cohesive quartz and coarse non-cohesive quartz, demonstrating

the capacity of Eq. (30). It is emphasized here that A in Eq. (30)

is an empirical coefficient. Its value not only reflects the cohesion

strength of cohesive sediment but also covers part of the effect of

particle aggregation and accounts for part of the compensation

of the neglected aggregate weight. Compared with Eqs. (19), (25)

& (26), Eq. (30) is simpler that could be used where the

characteristics of aggregate erosion are not necessary to be

considered. While Eqs. (19), (25) & (26) provide a complete

solution to the threshold of surface erosion of cohesive sediment,

in which the fractal bed aggregation is appropriately taken

into account.
Conclusion

The threshold of surface erosion of cohesive sediments

composed of fractal aggregates is investigated in this study.

The fractal theory is employed to describe the size and density

of cohesive sediment aggregates and the van der Waals force is

introduced to quantify the cohesive force between particles. A

formula for the critical shear stress for erosion of cohesive

sediment aggregates is obtained by analyzing the momentum

balance of an aggregate at the bed surface under the critical

condition of initial motion. It is expressed as a function of the

diameter of primary particles and the solid volume fraction, and
Frontiers in Marine Science 17
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has two coefficients: the fractal dimension F and the cohesion

coefficient C.

The developed formula, i.e., Eq. (19), has been successfully

applied to three groups of kaolinite, two groups of quartz, nine

groups of lake and pond mud, and nine groups of coastal mud

with two approaches. One is treating the fractal dimension F as a

constant and the other is regarding the fractal dimension F as a

function of the diameter of primary particles and the

compactness degree of sediment. The first approach is not

recommended as the fractal dimension F is insufficiently

constrained to give any meaningful value. Formulae [i.e., Eqs.

(25) & (26)] are developed for predicting the fractal dimension F

based on the application results of the developed formula. The

two formulae for predicting F constitute a complete solution to

the threshold of surface erosion of cohesive sediment along with

Eq. (19).

The cohesion coefficient C denotes the cohesion strength of

sediment, with its value usually being site- or sediment- specific.

Guideline or reference values of C are given based on the

collected experimental data.

According to the function for the fractal dimension and the

fractal theory, the average diameter of aggregates is mainly on

the order of magnitude of hundreds of microns. The

contribution rate of the submerged aggregate weight could be

high and cannot be ignored for the sediments of relatively large

particle diameters and low solid volume fractions. While for the
FIGURE 11

The critical Shields parameter predicted by Eq. (30) varying with the diameter of primary particles and solid volume fraction and being compared
with the critical Shields parameters of quartz of different particle diameters measured by Roberts et al. (1998).
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sediments of relatively small particle diameter and high solid

volume fraction, the contribution rate of the submerged

aggregate weight is sufficiently low that could be negligible.

For those sediments, the developed formula could further be

simplified into a simple formula with only one coefficient.
Notation

A = coefficient (J m-2)

Ah = Hamaker constant (J)

C = coefficient (J m-2)

Cd, CI= drag and lift coefficients (-)

Cn = coordination number (-)

dɑ = aggregate diameter (m)

dp = diameter of primary particles (m)

dpr = reference particle diameter (m)

dp0 = reference particle diameter (m)

dɑ* = dimensionless diameter of aggregates (-)

dp* = dimensionless diameter of primary particles (-)

Er = relative error (-)

F = fractal dimension (-)

Fc = resultant cohesive force (kg m s-2)

Fd = drag force (kg m s-2)

FI = lift force (kg m s-2)

fc = van der Waals force (kg m s-2)

Gɑ = submerged weight of the aggregate (kg m s-2)

ɡ = gravitational acceleration (m s-2)

K1, K2, K3, K4, K5, K6, = coefficients (-)

̸Δ = separation distance between two particles (m)

log Erms = logarithmic root-mean-square error (-)

N = total number of the data (-)

n = number of particles in the buried surface of the

aggregate (-)

Np = number of primary particles in the aggregate of a

diameter dɑ (-)

Npɑ= number of cohesive particles per unit area of the

aggregate surface (-)

Npb = number of cohesive particles per unit area of the bed

surface (-)

s = average center-to-center distance between neighboring

particles (m)

u͙ = shear velocity (m s-1)

ɑ1 = area shape factor of aggregate (-)

ɑ2 = volumetric shape coefficient of aggregate (-)

b = coefficient (-)

d = thickness of the water film coating particles (m)

ƞ = coefficient (-)

ƞΔ = relative protruding height of an aggregate (-)

Ɵcr0 = critical Shields parameter of noncohesive sediment (-)

ʋ = kinematic viscosity of water (m2 s)

r = density of water (kg m-3)

r ɑ = density of aggregate (kg m-3)
Frontiers in Marine Science 18
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r b = bulk density of sediment (kg m-3)

r s = density of primary particles (kg m-3)

tb = bed shear stress (Pa)

tcr = critical shear stress (Pa)

tcr,c = calculated critical shear stress (Pa)

tcr ,m = measured critical shear stress (Pa)

j ɑ = volume fraction of aggregates (-)

j s = volume fraction of primary particles (-)
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Undeveloped and developed
phases in the centennial
evolution of a barrier-marsh-
lagoon system: The case of
Long Beach Island, New Jersey

Christopher Tenebruso1, Shane Nichols-O’Neill 1,
Jorge Lorenzo-Trueba1*, Daniel J. Ciarletta2 and
Jennifer L. Miselis2

1Department of Earth and Environmental Studies, Montclair State University, Montclair,
NJ, United States, 2U.S. Geological Survey, St. Petersburg Coastal and Marine Science Center,
St. Petersburg, FL, United States
Barrier islands and their associated backbarrier environments protect mainland

population centers and infrastructure from storm impacts, support biodiversity,

and provide long-term carbon storage, among other ecosystem services.

Despite their socio-economic and ecological importance, the response of

coupled barrier-marsh-lagoon environments to sea-level rise is poorly

understood. Undeveloped barrier-marsh-lagoon systems typically respond to

sea-level rise through the process of landward migration, driven by storm

overwash and landward mainland marsh expansion. Such response, however,

can be affected by human development and engineering activities such as

lagoon dredging and shoreline stabilization. To better understand the

difference in the response between developed and undeveloped barrier-

marsh-lagoon environments to sea-level rise, we perform a local

morphologic analysis that describes the evolution of Long Beach Island (LBI),

New Jersey, over the last 182 years. We find that between 1840 and 1934 the

LBI system experienced landward migration of all five boundaries, including 171

meters of shoreline retreat. Between the 1920s and 1950s, however, there was

a significant shift in system behavior that coincided with the onset of groin

construction, which was enhanced by beach nourishment and lagoon

dredging practices. From 1934 to 2022 the LBI system experienced ~22

meters of shoreline progradation and a rapid decline in marsh platform

extent. Additionally, we extend a morphodynamic model to describe the

evolution of the system in terms of five geomorphic boundaries: the ocean

shoreline and backbarrier-marsh interface, the seaward and landward lagoon-

marsh boundaries, and the landward limit of the inland marsh. We couple this

numerical modeling effort with the map analysis during the undeveloped phase

of LBI evolution, between 1840 and 1934. Despite its simplicity, the modeling

framework can describe the average cross-shore evolution of the barrier-

marsh-lagoon system during this period without accounting for human
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landscape modifications, supporting the premise that natural processes were

the key drivers of morphological change. Overall, these results suggest that

anthropogenic effects have played a major role in the evolution of LBI over the

past century by altering overwash fluxes and marsh-lagoon geometry; this is

likely the case for other barrier-marsh-lagoon environments around the world.
KEYWORDS

barrier island, marsh, lagoon, overwash processes, coastal development, beach
nourishment, hold the line
Introduction

Barrier islands and their associated backbarrier environments,

including salt marsh, lagoon, bay, and tidal flat environments, front

10–13% of the world’s coastlines; this percentage is even higher in

the United States, which has the greatest length of barrier shoreline

and the largest number of barriers of any country in the world

(Stutz and Pilkey, 2011). These barrier-marsh-lagoon systems

commonly serve as buffer zones between the coastal ocean and

mainland development, protecting investments in infrastructure,

human population centers, and agricultural lands from the impacts

of storm surge and wave energy during storm events (Gedan et al.,

2011; Ferreira et al., 2014; Anarde et al., 2018; Passeri et al., 2018;

Kopp et al., 2019). In addition to coastal protection, barrier-marsh-

lagoon environments also support diverse ecologic communities

(Boesch and Turner, 1984; Erwin, 1996; Day et al., 2008), and

provide long-term carbon storage (Mcleod et al., 2011; Kirwan and

Mudd, 2012; Theuerkauf and Rodriguez, 2017), recreation, and

tourism (Barbier et al., 2011).

Notwithstanding recent improvements in understanding the

response of barrier islands to anthropogenic effects (Stutz and

Pilkey, 2005; Werner and Mcnamara, 2007; McNamara and

Werner, 2008a; McNamara and Werner, 2008b; Roberts and

Wang, 2012; Hapke et al., 2013; Lazarus and Goldstein, 2019;

Lazarus et al., 2021), the interplay between natural processes and

human development over decadal to centennial time scales

remains poorly quantified. Simultaneous with the increase in

human influence on the coasts, the rate of sea-level rise has

accelerated from 1.4 mm/year throughout most of the twentieth

century to 3.6 mm/year between 2006–2015 (IPCC, 2014; Kopp

et al., 2019), which in the absence of coastal engineering can lead

to an increase in the rate of barrier island retreat (Deaton et al.,

2017; Odezulu et al., 2017). Rapid sea-level rise can also result in

drastic changes in the backbarrier environment, including

lagoon deepening and lateral expansion, with the associated

squeeze of the marsh platforms (Mariotti and Fagherazzi, 2013;

Kirwan et al., 2016; Miselis and Lorenzo‐Trueba, 2017;

Fagherazzi et al., 2020; Zhang et al., 2020). The rate of

overwash sedimentation can be influenced by nearshore and
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foreshore influences (Houser et al., 2008), as well as changes in

backbarrier geometry, which can enhance the ocean-lagoon tidal

exchange and increase the rate of barrier landward migration

(Walters et al., 2014; Lorenzo-Trueba and Mariotti, 2017;

FitzGerald et al., 2018; Lauzon et al., 2018; Reeves et al., 2020).

Many coastal communities have decided to limit these effects by

investing in either soft (i.e. beach nourishment) or hard (i.e.

groins, revetments) engineering structures (Kolodin et al., 2021;

Janoff, 2021; Janoff et al., 2020). Additionally, morphological

changes in backbarrier environments have been often

counteracted with engineering efforts such as hardening of

marsh shorelines to prevent marsh-edge erosion, removal of

embankments in previously reclaimed saltmarsh land, opening

dikes, (re)creating or deepening tidal channels, or vegetating

intertidal dredge disposal areas (Weinstein et al., 2001; Teal and

Weishar, 2005; Wolters et al., 2005; Hein et al., 2021). It is

unclear, however, what the relative effect of these anthropogenic

changes is on the evolution of barrier-marsh-lagoon systems

over decadal to centennial time scales.

To address this, here we study and quantify the geomorphic

change contrast between the undeveloped and developed phases of

Long Beach Island (LBI), New Jersey over the past two centuries.

Specifically, we analyze historical maps and images that describe the

evolution of LBI between 1840 and 2022 and separate it into

undeveloped and developed phases. We then couple the

undeveloped phase with a numerical model for barrier-marsh-

lagoon evolution. LBI (Figure 1) is an ideal location to study the role

of anthropogenic effects on barrier-marsh-lagoon evolution as it

transitioned from an undeveloped outpost for hunters and fishers to

a populated and developed region that hosts an additional 100,000

inhabitants seasonally over the last ~180 years (Lloyd, 2005).
Physical setting and morphology

LBI is a ~34 km long barrier island located on the southern

half of the New Jersey coastline, separated from adjacent barriers

by Barnegat Inlet and Little Egg Inlet, and from the mainland by

Barnegat Bay, Manahawkin Bay, and Little Egg Harbor
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(Figure 1A). LBI is generally characterized as a mixed-energy,

semidiurnal micro-tidal barrier with a neap range of 0.9 m, a

spring range of 1.5 m, and southward alongshore sediment

transport (Cialone and Thompson, 2000; McBride et al., 2013).

From an idealized cross-section of a barrier-marsh-lagoon

system such as LBI (Figure 1B), we typically see different

ecogeomorphic environments such as the subaqueous

shoreface, the subaerial portion of the barrier, and the

backbarrier region, which can be separated into backbarrier

marsh, lagoon, and inland marsh habitats. The boundaries

between these environments are generally visible on maps and

represent fundamental transitions in terms of sediment

transport, plant growth, and organic sediment accumulation.
Frontiers in Marine Science 03
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From ocean to the mainland, we find the ocean shoreline,

associated with the transition from subaqueous shoreface to

the subaerial barrier, the backbarrier-marsh interface, where the

sandy subaerial barrier converts into organic-rich backbarrier

marsh, the seaward and landward lagoon-marsh boundaries,

and the mainland limit of the inland marsh (Figure 1B). The

trajectories of these boundaries describe the morphological

evolution of the system over decadal to millennial time scales

(Lorenzo-Trueba and Ashton, 2014; Lorenzo-Trueba and

Mariotti, 2017), and can be used to describe the long-term

geomorphic and stratigraphic evolution of the barrier-marsh-

lagoon system (Ciarletta et al., 2019a; Ciarletta et al., 2019b;

Ciarletta et al., 2019c; Shawler et al., 2021).
A

B

FIGURE 1

(A) Regional setting: Long Beach Island New Jersey. (B) Idealized cross-shore geometry of the barrier-marsh-lagoon system, including the key
geomorphic moving boundaries. Base map image is the property of Esri and is used herein under license. Copyright © 2022 Esri and its
licensors. All rights reserved.
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The geological setting on which LBI has developed

comprises channel and baymouth deposits dating back to the

Pleistocene and slopes gently upward from offshore towards the

mainland (Uptegrove et al., 2012). Overlying layers contain bay/

estuarine deposits and then barrier/shoal deposits (where the

barrier is currently located) of Holocene age, indicative of a

landward retreating barrier system. However, based on historical

imagery, we know that this landward migration has stalled over

the past few decades. To better understand the circumstances

leading to this behavioral shift, we analyze different historical

records in the next section.
Phases of LBI evolution: From
undeveloped to fully developed

In this section, we use historical maps from National

Oceanic and Atmospheric Administration (NOAA), images

from the U.S. Army Corps of Engineers, and records from
Frontiers in Marine Science 04
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state departments (New Jersey Department of State, 1906;

United States Bureau of the Census, 1912; New Jersey State

Data Center, 2001) to quantify changes in morphology,

population, and human development at LBI over the past two

centuries. We georeference NOAA T-sheets and nautical charts

from 1840, 1879, 1934, 1957 and 2022 to quantify the magnitude

of change of each geomorphic boundary in the system (Figure 2).

Boundary positions for the ocean shoreline, the backbarrier-

marsh interface, the seaward and landward lagoon-marsh

interfaces, and the marsh-mainland boundary were identified

for each year (Supplementary Figures 1, 2). We then compute

the cross-shore location for each by averaging over the length of

the island. Additionally, we determine changes in the areal

extent of the primary environments, including the marsh

platforms (Figure 2C). We note that publicly available GIS

datasets for this period, including those from Smith and

Terrano, 2017, do not account for backbarrier and inland

marsh areas. Thus, the dataset that we provide for the years

1840, 1879, 1934, 1957, and 2022, is novel as it spans both the

barrier and its backbarrier environment, digitizing inland and
A

B

C

FIGURE 2

Long Beach Island cross-shore evolution between (A) 1840 and 1934, and (B) 1934 and 2022. (C) Average marsh width and ocean shoreline
location respect to 1840 over time.
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backbarrier marsh areas, along with ocean and bay shorelines

(Supplementary Figure 3). We also use historical images from

1920, 1944, 1962 of three communities in LBI: Beach Haven,

Barnegat Light, and Ship Bottom (Figures 1A) to illustrate the

morphological transition the island underwent over this time

period (Figure 3). All historical images, maps, and GIS files used

in this analysis are included in a Zotero database described in the

Supplementary Information.

The construction of the first tended lighthouse at LBI in 1834, a

railroad connecting the island to the mainland in 1886, and the

establishment of Beach Haven in 1872 and Barnegat Light in 1878

did not prevent LBI from maintaining an overall landward

migration. We find evidence of this dynamic and associated

morphological change in NOAA T-sheets and nautical charts

from the 1800s and early 1900s (Figure 2A). In the late 1920s

and early 1930s, the population of Beach Haven, Barnegat Light,

and Ship Bottom was on the order of a few hundred people each

(Supplementary Figure 4), and coastal protection measures such as

wooden jetties were implemented for the first time at a few locations

during this time period (U.S. ArmyCorps of Engineers, 1999; Lloyd,

2005). Given the limited effect of development and coastal

engineering, LBI continued to undergo substantial morphological

changes between 1920 and 1944, including the expansion of

backbarrier marshes into the lagoon (Figure 3). After 1944, this

trend changed with increased levels of development and coastal

engineering, including the onset of beach nourishment activities in

1954 (Trembanis et al., 1999; U.S. Army Corps of Engineers, 1999;

Valverde et al., 1999), the opening of a four-lane highway in 1956 to

replace a railroad and a 1914 wooden bridge, and LBI population
Frontiers in Marine Science 05
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doubling between the 1944 and 1970 (Supplementary Figure 3).

With coastal engineering and development accelerating and

spanning a larger portion of the island, morphological changes

between 1944 and 1962 were substantially reduced compared to the

previous period, between 1920 and 1944 (Figure 3).

Based on this temporal variation in morphological change

(Figure 2) and human development (Supplementary Figure 3)

between 1920 and 1944, we separate the evolution of LBI into two

phases: a largely undeveloped phase 1 between 1840 and 1934, and

a developed phase 2 between 1934 and 2022.We selected 1934 as a

breakpoint that corresponds to the 1920 to 1944 period that

separates phases 1 and 2 based on the availability of NOAA T-

sheets and nautical charts; the purpose of this selection, however,

is just to mark a significant change in morphological behavior.

During phase 1 all geomorphic boundaries migrate landwards,

including a 171 m retreat of the ocean shoreline, an 89 m

migration of backbarrier marshes into the lagoon, and a 203 m

migration of inland marshes into the mainland (Figure 3A).

Backbarrier marshes contract as barrier-island migration

outpaces their expansion into the lagoon. Similarly, marsh

erosion in the lagoon drives inland marsh loss despite their

expansion towards the mainland. Overall, the marsh platform

area is reduced by 4% during phase 1. Phase 2 is characterized by

the reversal of the dynamics in phase 1, with seaward growth of

the ocean shoreline, erosion of the marsh platforms on both sides

of the lagoon, and marsh loss to development on both the

backbarrier and the mainland environments (Figure 3B). The

overall marsh loss during phase 2 is ~20% (Figure 3C), a

significant increase with respect to phase 1.
A B C

FIGURE 3

Historical images that demonstrate the transition from undeveloped to developed barrier-marsh lagoon system between 1920 and 1962 of
three coastal towns in LBI: (A) Beach Haven, (B) Ship Bottom, and (C) Barnegat Light. Aerial photographs from archives of Beach Erosion Board
(BEB), United States Army Corps of Engineers (USACE). Original prints digitized by USACE Engineer Research and Development Center for use
by coastal managers and researchers. See https://rsm.usace.army.mil/shore/index.php.
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The migration of all the different geomorphic boundaries

during phase 1 is the result of a complex interaction between

physical and biological processes, whereas in phase 2 anthropogenic

effects dominate. To quantify such complex interplay during phase

1, we present a numerical modeling framework that describes the

rates of migration of each boundary as a function of the leading

physical and biological processes. A key aspect of this modeling

framework is the treatment of the geomorphic moving boundaries

as internal boundaries, whose location must be defined as part of

the numerical solution to the overall morphodynamic problem

(Swenson et al., 2000; Lorenzo-Trueba et al., 2009; Lorenzo-Trueba

et al., 2013; Lorenzo-Trueba and Mariotti, 2017; Anderson et al.,

2019; Ciarletta et al., 2019a).
Barrier-marsh-lagoon numerical
model for the undeveloped phase

Our starting point is a morphodynamic model for cross-shore

barrier-marsh-lagoon evolution recently developed by Lorenzo-
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Trueba and Mariotti (2017) (Figures 1A, 4A). With this modeling

framework, we account for the dynamics of the ocean shoreline,

driven by overwash processes, and the expansion/contraction of the

marsh and lagoon environments in terms of wave energy and

sedimentation processes in the lagoon. Unlike Lorenzo-Trueba and

Mariotti (2017), the model introduced here does not account for

changes in shoreface geometry or vertical dynamics of the marsh-

lagoon environment. In thisway, we characterize the geometry of the

system with the average barrier width W and height H, shoreface

depth DT, lagoon depth respect to mean high water (MHW) zL,

lagoon width bL, marsh platform depth respect to MHW zm,

backbarrier marsh width mb, and inland marsh width mi

(Figure 4B). Below, we describe the dynamic changes of this

idealized geometry as a function of key processes that operate on

the barrier and marsh-lagoon domains.

Barrier dynamics

Given the idealized geometry included in Figure 4, we can

describe the evolution of the barrier in terms of the ocean
A

B

C

FIGURE 4

Cross-shore barrier-marsh-lagoon model set up, including (A) the different geomorphic domains and their moving boundaries, (B) state
variables, and (C) the key processes that drive the evolution of the moving boundaries.
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shoreline x1 and the backbarrier-marsh interface x2 locations.

We express the rate of migration of the ocean shoreline (i.e., ẋ1 =

dx1/dt) as a function of the total sediment flux from the front to

the top and back of the island Qow, and the net sediment loss at

the shoreface via alongshore sediment transport E (Figure 4C),

as follows:

_x1 =
Qow

H + DT
− E (1)

In an undeveloped barrier island, natural processes such as

storm overwash and aeolian processes drive landward migration

of the backbarrier-marsh interface during storms and growth of

the subaerial volume of the barrier during fair weather. Thus, to

first order we compute Qow as follows:

Qow = Qow,B + Qow,H (2)

where Qow,H and Qow,B are the top-barrier and backbarrier

overwash components (Figure 4C). Given the limited

information on barrier height dynamics in LBI while it was

undeveloped during the 1800’s and early 1900’s, we assume that

barrier height keeps pace with the rate of sea-level rise z ̇ (i.e.,
Qow,H = W·z)̇. Additionally, following Lorenzo-Trueba and

Ashton, 2014, we compute Qow,B in terms of the maximum

overwash flux Qow,max, its associated maximum deficit volume

Vd,max, and the backbarrier deficit volume Vd,B, i.e.,

Qow,B = Qow,max
Vd,B

Vd,max
(3)

We partition the backbarrier flux into a barrier-marsh edge

flux Qow,Bm and a marsh-lagoon edge flux Qow,Bl (i.e., Qow,B =

Qow,Bm+Qow,Bl; see Figure 4C), and define the backbarrier deficit

volume Vd,B as (Lorenzo-Trueba and Mariotti, 2017):

Vd,B = max 0, (We −W)(H + j(zm − r=2) + (1 − j)(zL − r=2))½ �
(4)

where We is the critical barrier width (first defined by

Leatherman, 1979) beyond which the deficit volume and

therefore the backbarrier overwash flux is equal to zero (i.e.,

Qow,B = 0). Similarly, we define the partitioning coefficient f =

min (1,mb/mbc) in terms of the critical width of the backbarrier

marsh platform mb mbcmbc and compute the backbarrier fluxes

as follows:

Qow,Bm = f · Qow,B (5)

Qow,Bl = 1 − fð Þ · Qow,B (6)

As stated in equations (5) and (6), when the backbarrier marsh

width is greater than its critical value (i.e., mb > mbc), overwash

sediment does not reach the backbarrier marsh-lagoon edge (i.e.,

Qow,Bl = 0). In contrast, when the backbarrier marsh completely

erodes away (i.e., mb = 0), the backbarrier flux only contributes to

the landwardmigration of the backbarrier-marsh interface (i.e.,Qow,
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Bm = 0), and therefore we recover the formulation introduced by

Lorenzo-Trueba and Ashton, 2014. In intermediate cases, whenmbc

>mb > 0, the backbarrier overwash is partitioned between the

barrier and the backbarrier marsh platform. In this way, we can

describe the rate of migration of the backbarrier-marsh interface ẋ2
= dx2/dt as follows:

_x2 =
Qow,Bm

H + zm − r=2
(7)

where r is the tidal range. Thus, as captured by equations (5),

(6), and (7), the rate of backbarrier-marsh interface migration is

a function of marsh-lagoon geometry.
Marsh-lagoon dynamics

The geometry of the backbarrier environment can be

described by the width of the marsh platforms mb and mi the

lagoon width bL (Figure 4B), which can in turn be expressed in

terms of the locations of the seaward and landward lagoon-

marsh boundaries x3 and x4, and the upland limit of mainland

marsh x5 as follows:

mb = x2 − x3 (8)

mi = x4 − x5 (9)

bL = L −mb −mi − (x2 − x20) (10)

where x20 is the initial location of the backbarrier-marsh

interface (i.e., x2(t = 0) = x20), and L(t) is the backbarrier cross-

shore width. We define L as a function of the change in sea level

and the mainland slope ß as follows:

L = L0 +
Z − Z0

b
(11)

where Z is sea level, Z0 is the initial sea level (i.e., Z0 = Z (t=0)),

and L0 is the initial basin length (i.e., L0 = L (t = 0)). Given the range

of physical and biological feedbacks that allow marshes to keep up

vertically with sea-level rise (Kirwan and Megonigal, 2013), we

assume to first order that marsh-lagoon lateral changes dominate

backbarrier dynamics (Mariotti and Fagherazzi, 2013). We can

therefore fully describe the dynamics of the backbarrier

environment as a function of the backbarrier marsh ṁb = dmb/dt

and the inland marshṁi = dmi/dtwidth change rates. Such changes

are driven by the rates of barrier migration ẋ2, backbarrier mash

expansion into the lagoon ẋ3 = Qow,Bl/(zL-zm)-v, marsh-lagoon edge

progradation ẋ4 = v, and mainland marsh expansion ẋ5 = z/̇ß

(Lorenzo-Trueba and Mariotti, 2017), which leads to the following

state equations:

_mb =
Qow,Bl

zL − zm
− v − _x2 (12)
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_mi =
_z
b
− v   (13)

We calculate v as a balance between erosion driven by lagoon

waves and progradation due to lagoon sedimentation (Mariotti

and Fagherazzi, 2013). The rate of progradation is computed in

terms of a reference suspended sediment concentration in

the lagoon Cr, the settling velocity of suspended sediments at

the marsh-lagoon edge ws, a shape factor that represents the

geometry of the marsh-lagoon edge ka, and the average sediment

bulk density r. The rate of erosion is defined based on the wave

power density at the marsh-lagoon edge Wp, an erodability

coefficient kϵ, and the marsh boundary cliff face height zL-zm, i.e.,

v =
keWP

zL − zm
−
kawsCr

r
(14)

We define the wave power density as WP = 1=16g cgH2
s

(Marani et al., 2011; Mariotti and Fagherazzi, 2013), where g is

the specific weight of water,Hs is the significant wave height, and cg
is the group velocity, computed using the wave period T. We use

basic formulations to determine the significant wave height and

wave period T as a function of the average wind speed u, and the

lagoon width, i.e., Hs = 3:63 · 10−4 · u1:23 · b0:5L (Komar, 1998), and

T = 6.238·10-2·(u·bL)
1/3 (U.S. Army Corps of Engineers, 1984).
Numerical solution

The evolution of the coupled barrier-marsh-lagoon-marsh

system is fully determined by the rates of change of the ocean

shoreline ẋ1 and the backbarrier-marsh interface ẋ2, described in

equations (1) and (7), and the rates of back-barrierṁb and inlandṁi

marsh width change, described by equations (10) and (11). To

examine system behavior, we numerically solve equations (1) to

(14) using a simple Euler scheme. All the variables and input

parameters involved in the calculation are included in

Supplementary Tables 1, 3, and the initial barrier-marsh-lagoon

geometry is included in Supplementary Table 2.
A process-based perspective on
LBI’s evolution

In this section we use the numerical model and our analysis of

historical maps and images to describe the evolution of LBI during

phase 1, with the geometry of the barrier-marsh-lagoon system in

1840 as our initial condition (Supplementary Table 2).

Furthermore, we extend the map analysis from section 3 to

include supplementary data points; in addition to 1840, 1879,

1934, 1957 and 2022 (see Figure 3 and Supplementary Figure 4),

we georeference and analyze nautical charts from 1983, 1993, 2007,
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and 2012 to better constrain the last few decades of phase 2. We

then analyze and contrast the process-based context provided by

the numerical model during the phase 1 evolution with our map

analysis of LBI during phases 1 and 2.
Parameter estimation

We include a full list of the input parameters of the model in

Supplementary Table 3. We define the majority of the parameter

values based on the historical image analysis from section 3, Google

Earth to estimate mainland slope or additional constraints from the

literature. Additionally, we estimate those parameters that are not

well constrained over centennial time scales (Supplementary

Table 4) by minimizing the differences in moving boundary

positions between the model and the map analysis of the barrier-

marsh-lagoon phase 1 evolution. We compute this difference in

terms of the root mean square error ϵ, which we define as follows:

ϵ =om
j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
on

i=1
Dxi
xi

� �2
s

(15)

where Dxi/xi is the normalized boundary movement difference

between the model and observations, i = 1,2,…n is a counter to

specify each geomorphic moving boundary, with n = 5 (Figures 1B,

4B), and j = 1,2,…m is a counter to describe the points in time used

for comparison, with m = 5 (i.e., 1840, 1879, and 1934). Note that

we normalize the boundary movements to avoid giving a higher

weight to those that undergo larger displacements. We compute ϵ
for a wide parameter space (Supplementary Table 4) and select the

combination of parameter values associated with the total

minimum error. The selected values are sensitive to neither the

resolution nor the boundary limits employed for each parameter

and fall within the range of values reported in the literature

(Supplementary Table 4). We use these parameter values to

produce the results presented below.
Undeveloped phase: Observations-
model coupling

We first present the evolution of each geomorphic boundary

of the system during phase 1 as described by field observations

constrained by data points in 1840, 1879, and 1934 (Figure 5,

open circles). We find that the ocean shoreline eroded on

average at ~2m/y during phase 1, with an increase in this rate

to ~3m/y after 1879 (Figure 5A). The backbarrier-marsh

interface migrated seaward initially due to backbarrier marsh

migration onto the barrier island (Supplementary Figure 5); this

trend was followed by landward migration at ~3m/y after 1879

(Figure 5B). The lagoon-backbarrier marsh boundary also

reversed its direction of migration during phase 1, with mild

marsh erosion initially and followed by lagoonward expansion at
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2-3m/y (Figure 5C). In contrast, erosion of the inland marshes

on the lagoon side was maintained during phase 1 at 2-3m/y

(Figure 5D), whereas the mainland boundary remained stable on

average before 1879 and then expanded landward at 3-4m/y

(Figure 5E). The initial stability of the mainland-inland marsh

boundary location was due to a balance between natural

landward expansion and marsh conversion to agricultural

fields (Supplementary Figure 6).

Using the numerical model (Figure 5, solid and dashed lines),

we can provide a process-based explanation of the dynamics

captured by field observations. During the initial portion of phase

1, the barrier was too wide for overwash fluxes to reach the

backbarrier environment (Figure 5F). Without this sediment

source and natural disturbance, the backbarrier-marsh interface

was relatively stable (Figure 5B), and the marsh edges eroded at

similar rates on both sides of the lagoon (Figures 5C, 5D). As the

ocean shoreline retreated (Figure 5A) and the barrier narrowed

below a critical value (Figure 5F), overwash fluxes activated and

drove landward migration of the backbarrier-marsh interface

(Figure 5B), as well as backbarrier marsh expansion into the

lagoon (Figure 5C). Although inland marshes eroded on the

lagoon side, they also migrated up the mainland slope (Figure 5E)

and approximately maintained their aerial extent during phase 1

(Supplementary Figure 1). Although our model does not account
Frontiers in Marine Science 09
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for the conversion of marshes to agricultural land, the average rate

of inland marsh expansion towards land matched the ratio between

sea-level rate and the average mainland slope (i.e. z/̇ß) as described

in equation (13) and depicted in Figure 4C.

In Figure 5, we also include an example of the sensitivity of the

results to changes in the input parameter values. We find that the

higher the Qow,max value, the faster the migration of the ocean

shoreline, backbarrier-marsh interface, and lagoon-backbarrier

marsh boundary towards land after the barrier width threshold

condition is met (i.e.,W<Wϵ). Despite the change in the magnitude

of the migration rates, the system’s dynamics are qualitatively the

same under the different Qow,max scenarios. Similarly, when we

change the values of other key input parameters (i.e., kϵ,Wϵ, mbc, and

E, in Supplementary Figures S5–S7), the migration rates and the

timing at which the width threshold condition is met can vary. Still,

the direction of migration of all geomorphic boundaries is the same

under the full range of explored input parameter values.
Developed phase observations

As expected from an undeveloped barrier-marsh-lagoon

system responding to sea-level rise, all boundaries migrate

landwards during phase 1. In contrast, during phase 2 the
A B

D

E F

C

FIGURE 5

Evolution of the geomorphic moving boundaries (panels A–E) with landward directed migration assumed to be positive, and overwash fluxes and
barrier width (panel F), during phase 1. Sensitivity of barrier-influenced geomorphic boundaries to variations in maximum overwash are indicated for
rates of 60, 80, and 100 m2/yr. See Figure 4B for a schematic of model geometry that includes the boundaries being tracked, x1 to x5. The input
parameter values are included in Supplementary Table 3.
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dynamics of the barrier and the backbarrier environment were

decoupled due to human development, with an associated

reversal in the migration direction of most geomorphic

boundaries. The ocean shoreline transitioned from a landward

migration rate of above 1m/y during phase 1 to less than 0.5m/y

during the first half of phase 2, and a complete reversal during

the last two decades of phase 2 with substantial seaward growth

(Figure 6A). Although there is some natural variability, this shift

in the rate and direction of migration of the ocean shoreline can

be explained by the exponential increase in beach nourishment

volumes that took place in New Jersey during phase 2

(Figure 6B). Such excess sand added to the coastline helped

counteract the long-term geomorphic signal of storm events

such as Ash Wednesday in 1962 or Hurricane Sandy in 2012 in

Figure 6B. Additionally, the quick expansion of residential/

commercial infrastructure at LBI significantly reduced the

overwash reaching the backbarrier environment, which led to

rapid wave-driven erosion of backbarrier marshes during the

first couple of decades of phase 2 (Figure 6D). Soon after 1957,

however, housing and infrastructure occupied the majority of

barrier and backbarrier marsh environments (Figure 2). Under

such a level of development, the separation between the barrier

and backbarrier marshes fades (Figures 2, 6C), and the lagoon-

backbarrier marsh boundary location remained fixed until

present (Figure 6D). While inland marsh erosion on the
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lagoon side continued at a similar pace as in phase 1, human

structures such as roads, seawalls, dikes, and revetments

prevented the expansion of marshes on the mainland

(Figure 6F and Supplementary Figure 2). Moreover, large

portions of the inland marsh were lost to development during

phase 2 (Supplementary Figure 2).
Discussion

Barrier island and backbarrier evolution are generally treated

separately; however, our spatial analysis demonstrates that all key

geomorphic boundaries of the barrier-marsh-lagoon system

migrate towards land during the LBI undeveloped phase (i.e.,

phase 1). Such behavior suggests important relationships exist

between LBI and its associated backbarrier environment during

this period. We further explore these relationships by integrating

the spatial analysis with a process-based numerical model and find

that the cross-shore evolution of LBI in phase 1 can be to a large

extent explained by natural processes. That is, with the exception of

the mainland-inland marsh boundary between 1840 and 1879,

which was partially affected by an expansion of agricultural

practices (Supplementary Figure 6), the rate of migration of all

boundaries can be quantified by the processes included in themodel

and with a set of parameter values that are within the range reported
A B

D

E F

C

FIGURE 6

Evolution of the geomorphic moving boundaries (A–F) during phases 1 and 2. See Figure 4B for a schematic of model geometry that includes
the boundaries being tracked, x1 to x5. The input parameter values are included in Supplementary Table 3. Ocean shoreline position compared
to decadal Long Beach Island beach nourishment volume (VN) (B).
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in the literature (see Supplementary Tables S3, S4). Moreover, the

mechanics of the numerical model used to describe the dynamics of

these boundaries are consistent with several recent studies on

different barrier islands along the U.S. East and Gulf Coasts (e.g.,

Walters et al., 2014; Rogers et al., 2015; Walters and Kirwan, 2016,

and Bernier et al., 2021). For instance, barrier width can exert a

primary control over the magnitude of overwash fluxes (Figure 5F),

which not only drive barrier landward migration (Figure 5B) but

also are an important sediment source for backbarrier marshes

(Figure 5C), allowing lower rates of erosion in comparison to

isolated marshes (Figures 5D). Additionally, despite the role of

marsh conversion that partially affected the migration of the

mainland-inland marsh boundary, we find that the ratio between

the rate of sea-level rise and mainland slope is a first-order control

of the average response of this boundary (Figure 5E); in other

words, the steeper the mainland slope, the lower the rate of inland

marsh upland migration as discussed by Kirwan et al., 2016,

Fagherazzi et al., 2019, and others.

Although the integration between the geomorphological

analysis and the numerical model provides a novel process-based

understanding of the evolution of LBI during phase 1, we do not

account for the impacts of event-scale processes (e.g., individual

storms) or alongshore variability on the morphological response of

the coupled system. We focus on decadal to centennial timescales,

which are consistent with the resolution of our field observations,

and use conceptual relationships between barrier geometry and

overwash fluxes instead of laboratory-validated sediment transport

formulations from engineering approaches (e.g., Roelvink et al.,

2009; Lin et al., 2010, Lin et al., 2014; Orton et al., 2015). In

particular, in our current version of the numerical model, we

assume the existence of an average ‘characteristic’ event that

merges the effects of storms and recovery periods and drives the

long-term geomorphic evolution of the barrier in conjunction with

sea-level rise and backbarrier processes. In future work, however, we

plan to integrate individual storm events and account for the effect

of changes in the frequency and intensity of storms and recovery

periods. We will then assess if this updated version of the model

offers improvements over the storm-integrated approach presented

here. Additionally, we neglect the alongshore variability captured by

our map analysis to focus on the average cross-shore evolution;

future efforts aim to integrate a more detailed analysis of the

historical maps, records, and images we have collected with

recent modeling efforts that account for the plan view evolution

of the barrier (Ashton and Lorenzo-Trueba, 2018; Nienhuis and

Lorenzo-Trueba, 2019a; Nienhuis and Lorenzo-Trueba, 2019b).

The current model version does not incorporate land-use

changes and human development, which would be required to

model the migration of the geomorphic boundaries in phase 2.

For instance, the reversal in the direction of migration of the

mainland-marsh boundary between phase 1 and phase 2

(Figure 6F) cannot be explained by the ratio between sea-level

rise rate and mainland slope as the model suggests; a seaward

migration of this boundary requires a loss of inland marshes to
Frontiers in Marine Science 11
104
development (Supplementary Figure 2). Similarly, the migration

reversal of the ocean shoreline (Figure 6A) cannot be explained

without accounting for beach nourishment volumes at LBI or

from updrift locations (Figure 6B). Soon after the beginning of

phase 2, the backbarrier-marsh interface disappears and the

lagoon-backbarrier marsh remains stagnant, as development

occupies the subaerial portion of LBI and the backbarrier

marsh platform (Figures 2, 6C). Highlighting this stark

contrast in landscape change between the undeveloped and

developed phases of LBI is the focus of this manuscript; in

future work, we aim to extend the moving-boundary framework

to account for human development, land-use changes, and

different coastal protection strategies.
Implications for coastal
management

Overall, our analysis of the undeveloped phase of LBI

evolution supports previous work that indicates that barrier-

marsh-lagoon systems can be analyzed using a variety of moving

boundaries to predict their response to global climate change.

This statement is most applicable when human development is

absent and barrier systems are allowed to evolve naturally and

can freely roll over and migrate landward in response to sea-level

rise (Figure 7A). Such an approach has been taken by The

Nature Conservancy along much of the Virginia Eastern Shore

coast since the 1970s. The opposite approach is to “hold the line”

(Figure 7B) with either the placement of sand fill on the beach or

the construction of hard infrastructures, such as groins, jetties,

dikes, seawalls, or revetments (Titus et al., 1991; Valverde et al.,

1999; Hapke et al., 2013; Kolodin et al., 2021). The U.S. Army

Corps of Engineers has followed this approach by engineering a

significant portion of the U.S. coast, including LBI after the

1930s (Figure 6), using a combination of hard infrastructure and

localized beach replenishment, allowing economic benefits for

coastal living and tourism to continue to be realized.

The two approaches illustrated in Figure 7 do not cover the

full range of coastal responses and management decisions we see

today or will likely see in the future (Janoff et al., 2020; Janoff,

2021; Kolodin et al., 2021). First, the “no action” management

plan adopted in Virginia (Figure 6A) can lead to a substantial loss

of marsh platforms due to the squeezing of the backbarrier

environment (Deaton et al., 2017). Such rapid loss of valuable

ecosystem services may make this approach unlikely to become

widely implemented. On the other hand, it is unclear whether

coastal communities will be able or willing to continue to cover

the costs associated with holding the line as sea-level rise

accelerates (IPCC, 2014; Kopp et al., 2019), large storms

potentially become more frequent (Emanuel, 2005; Emanuel,

2013; Kirshen et al., 2020), and the cost of sand for

nourishment practices increases (McNamara et al., 2011). We
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can therefore envision a third management option that balances

the costs and benefits of barrier stabilization and ecosystem

services by recognizing the interconnected nature of barriers

and their backing marshes and lagoons (Miselis et al., 2021) but

retreats at a lower rate than the undeveloped scenario. Relatively

little is known about the mechanisms of such an approach, and

efforts such as the one presented here can contribute to obtaining

t h e r e q u i r e d q u a n t i t a t i v e u n d e r s t a n d i n g f o r

practical implementation.
Conclusions

Linking the evolution of barrier island and backbarrier

environments through biogeomorphic feedback under a
Frontiers in Marine Science 12
105
geomorphic moving-boundary framework represents an

innovative approach for coastal management and scientific

study; yet, our approaches remain largely untested with

specific field locations over decadal to centennial time scales.

Here, we test whether these concepts indeed govern the

integrated evolution of barrier systems by analyzing the 180-

year evolution of LBI using a moving-boundary approach. The

first step of our approach is to map the location of five

geomorphic boundaries over time: the ocean and bay

shorelines, the marsh-lagoon boundaries on the landward and

seaward sides of the lagoon, and the mainland-marsh boundary.

This map analysis demonstrates that LBI transitioned from an

undeveloped and coupled barrier-marsh-lagoon system with all

its geomorphic boundaries moving landwards to a second phase

in which anthropogenic effects overwhelmed the expected
A

B

FIGURE 7

Conceptual illustrations depicting the evolution of (A) an undeveloped and (B) a fully developed barrier-marsh-lagoon system.
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morphological natural response, with the ocean shoreline

migrating seaward, the absence of overwash fluxes reaching

the backbarrier environment, and a faster rate of marsh loss.

For the second step of our approach, we integrate our map

analysis with a numerical model of barrier-marsh-lagoon

evolution; this effort demonstrates that the cross-shore

dynamics of LBI during the undeveloped phase can be solely

explained by the natural processes accounted by the numerical

model, whereas the second or developed phase requires

additional factors associated with human development and

coastal protection. Such approaches for analyzing the

morphological evolution of LBI are portable and have the

potential to inform best practices for managing coupled

barrier-marsh-lagoon systems under different sea-level

rise scenarios.
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Underwater Cultural heritage
risk assessment methodology
for wave-induced hazards: The
showcase of the Bay of Cadiz

Tomás Fernández-Montblanc1*, Manuel Bethencourt2

and Alfredo Izquierdo3

1Earth Sciences Department, University of Cadiz INMAR, Puerto Real, Spain, 2Department of
Materials Science, Metallurgy Engineering and Inorganic Chemistry, University of Cadiz INMAR,
Puerto Real, Spain, 3Applied Physics Department, University of Cadiz INMAR, Puerto Real, Spain
Coastal areas are characterized by high energetic conditions associated to the

wave transformation process and by numerous underwater cultural heritage

(UCH) sites whose preservation is crucial given their cultural and economic

value. UCH management requires a decision support system to prioritize UCH

interventions and actions for long-term preservation. This paper presents a

novel UCH risk assessment methodology to quantitatively assess the impact of

wave-induced hazards on UCH in coastal environments at a local level and the

screening of UCH sites at risk. The UCH risk is calculated as a function of

vulnerability (depending on archaeological materials, slope, and seabed type),

hazard (decontextualization, scouring, and erosive wear), and exposure

computed for the UCH sites registered in an archaeological database. The

procedure was validated at two shipwreck sites, Bucentaure and Fougueux, in

the Bay of Cadiz. An agreement between the risk index value and the in situ

measurements of the rates of scouring and corrosion (used as a proxy of

erosive wear) was observed. The methodology was tested in the Bay of Cadiz

using an archaeological database containing 56 UCH sites. It allowed

identifying the UCH sites at high risk: six are at risk of decontextualization,

four are in peril of scouring erosion, and two are at risk of erosive wear. Two

UCH sites at high risk of at least two hazards were also identified. This UCH risk

assessment methodology is a stepping stone towards a decision support

system that will give priority to research, prospection, management, and

protection measures in the UCH sites analyzed to ensure their preservation

in a context of climate change in the era of a sustainable blue economy.
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1 Introduction

A large number of underwater cultural heritage (UCH) sites

are characteristic of coastal areas as a result of the intense use of

those areas for human settlement as well as commercial and

military purposes for centuries. The concentration of UCH sites

is also a direct consequence of coastal sailing and perils such as

stormy weather conditions, rocky shoals, or other hazards

existing in those areas used for coastal navigation. Shallow

coastal waters therefore contain numerous UCH sites.

Intensive exploitation of ocean resources, along with the

advances in acoustic seafloor mapping, and the expansion of

scuba diving in recent decades have contributed to their

discovery. Considering the abundance of shipwreck sites and

other underwater archaeological structures, an archaeological

study or in situ protection of all of them is currently

unaffordable. Adopting measures to protect underwater

archaeological remains, in accordance with the Convention on

the Protection of the Underwater Cultural Heritage United

Nations Educational, Scientific and Cultural Organization

(UNESCO), is challenging when a large number of sites

should be managed and considered for interventions with a

limited budget.

Furthermore, shallow coastal waters are a very energetic

environment where oceanographic agents such as waves,

currents, and sediment characteristics determine a dynamic

equilibrium. Changes in energetic (e.g., seasonal) conditions

can generate the successive burial and exposure of UCH sites

(Gregory et al., 2012; Fernández-Montblanc et al., 2016;

Fernández-Montblanc et al., 2018), affecting the stability and

degradation of UCH materials (Bethencourt et al., 2018;

Gregory, 2020). These agents can control the proliferation of

harmful organisms for the materials (Ruuskanen et al., 2015;

Cámara et al., 2017; González-Duarte et al., 2018), sediment

transport, and elimination of concretion layers that act as

protective covers of certain archaeological objects (Bethencourt

et al., 2018). Therefore, the degradation of UCH sites (Pournou,

2018; Gregory, 2020) may be aggravated in shallow water areas.

At the UCH sites located in coastal waters, the degradation rates

may experience episodic fluctuations associated with changes in

the energetic conditions in the system (Ward et al., 1999). Waves

can be considered a major hazard driver for the conservation of

UCH sites in wave-exposed coasts. Given the magnitude of the

wave force exerted and the sediment transport capacity in

shallow water depths, waves contribute to the scattering of

archaeological objects and induce scouring or abrasion by

displacing sand grains. This results in the loss and degradation

of archaeological material.

The scattering of archaeological objects or shipwreck remains

caused by waves leads to archaeological decontextualization. It

occurs when archaeological objects are transported from their

original wreckage location, losing connectivity with their original

context and other re la ted archaeologica l objects .
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Decontextualization of UCH artefacts occurs when drag forces

induced by waves on the seabed are large enough to transport

objects located at the UCH site. Additionally, wave forces and wave

load can damage and transport part of the structure of a shipwreck,

p roduc ing the d i s i n t e g r a t i on and decay o f t h e

archaeological structure.

Wave-induced oscillatory flow and turbulence may lead to

scouring around the shipwreck or other UCH sites (Quinn,

2006; Fernández-Montblanc et al., 2016). Scouring is a key

process for the conservation of UCH because it is able to

control the sediment budget around UCH sites. It is the result

of the intensification offlow velocity by its interaction with near-

seabed objects (Whitehouse, 1998). Scouring largely controls the

integrity of the UCH sites. A wooden hull structure can collapse

if a scour pit is formed around the archaeological remains. It

determines the exposure of the archaeological material to the

abrasive effect caused by the suspended sediment particles and

also produces drastic changes in other environmental variables

(i.e., oxygen concentration, benthic communities) governing the

deterioration process (Ward et al., 1999; Quinn, 2006;

Bethencourt et al., 2018; Gregory, 2020), for example, scour

can increase the oxygen concentration that accelerates the

microbial degradation process of the wooden remains (Björdal

et al., 2000; Björdal and Nilsson, 2008) and increase the

corrosion rates of active metals such as copper or iron

(Angelini et al., 2013). Scour also controls the composition of

the benthic community that affects the conservation of metallic

objects (Bethencourt et al., 2018) or the degradation of stone

materials (Cámara et al., 2017). The amplification of maximum

orbital velocity and the appearance of shear stress and coherent

flow structures caused by waves and seabed structure

interactions are the main mechanisms in generating scour

associated to waves (Sumer and Fredsøe, 2002). Wave-induced

scour will vary depending on the structure’s size and wave

conditions (McNinch et al., 2006; Fernández-Montblanc

et al., 2016).

Suspended sediment transported by currents or waves can

produce abrasion by impacting on the surface of the

archaeological materials [see Thompson et al. (2011)]. Erosive

wear, a wave-induced hazard on UCH, is the process of

progressively removing material from a surface due to the

repeated impacts of solid particles present in the flow. If there

is enough energy, each particle re-suspended in the flow can cut

or fracture a small amount of material from the surface. If this is

repeated over a long period of time, a significant loss of material

may occur. The rate of erosive wear depends on several factors.

The characteristics of the suspended particle and its shape,

hardness, impact velocity, and impact angle are key factors,

along with the properties of the surface being eroded

(Bitter, 1963).

Hence, given the profusion of UCH sites in coastal areas and

the hazardous conditions linked to wave action, the development

of tools and methodologies to select and identify sites prone to
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damage is necessary. This is especially relevant in a context of

climate change, given the significant changes in wave energy

expected by the end of the century (Mentaschi et al., 2017).

These methods will allow the screening of UCHs that are more

susceptible to be impacted by waves. It provides UCH managers

with a tool for decision support in order to prioritize UCH

interventions. This tool gives precedence to UCH sites where

special measures must be implemented for in situ protection or

where excavation and documentation must be a priority, as the

loss of archaeological information is highly likely.

The present work therefore aims to develop a risk

assessment method that takes into account the impact of

wave-induced hazards on underwater cultural heritage. This

paper is structured as follows: The Methods section describes

the methodology developed and the datasets used to validate the

proposed methodology; the Results section outlines the main

results, including validation and UCH risk assessment in the

case of the Bay of Cadiz; in the Discussion section, the

applicability, limitations and potential of the methodology are

analyzed based on the achieved results; and, finally, the main

findings of this paper are summarized.
2 Methods

2.1 Study area

The Bay of Cadiz is an inlet located in the Gulf of Cadiz

(southwest coast of the Iberian Peninsula) extending from Punta

Candor to Sancti Petri tidal creek (Figure 1A). The seafloor

mainly consists of unconsolidated sediments in which the mean

grain size varies from very fine quartz sand to very fine gravel.

Exceptions in this general pattern are the bedrock crops in the

study area (Figure 1A). Wind waves can be considered the key

hydrodynamic agent in the area with regard to UCH

preservation. The active sector is defined between NNW and

SE, with W being the most frequent and WSW the most

energetic direction (Figure 1B). Mean wave climate is

characterized by low energy [90% of significant wave height

(Hs) is<1 m], although Hs can exceed 3 m for 105 hours in an

average year (Figure 1C). The peak wave period (Tp) is rarely

over 18 s, and the Hs–Tp joint probability plot shows two peaks

from 5 to 9 s, and Hs =1 m, which are representative of mean

conditions, whereas for storm wave conditions, it is represented

by Tp ~8–12 s and Hs > 3 m (Figure 1D). Tides are semi-diurnal,

and the tidal range can be defined as meso-tidal (mean spring

range of 2.96 m). Tidal current velocity decreases rapidly in

shallow water areas with the exception of the channels and tidal

creeks in the Bay of Cadiz.

From a historical and archaeological point of view, because

of how old the Bay of Cadiz is as a center of sustained port

dominance and the dynamism of the region in terms of maritime

cultural activity for millennia, an incredibly large number of
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UCH sites are observed. Among the existing archaeological sites,

two coetaneous shipwrecks were selected to validate the UHC

risk assessment methodology: the Fougueux and Bucentaure

shipwreck sites. Both ships sank during a violent storm after

the Battle of Trafalgar (1805). The Bucentaure represents a

scattered shipwreck site including a total of 22 iron guns and

the remains of an anchor (Figure 1E) seated at 12-m depth in the

outer Bay of Cadiz (Figure 1A). The seafloor is a combination of

a rocky seabed and gravelly quartz sand (D50 = 1.095 mm).

Meanwhile, the Fougueux shipwreck site preserves an important

portion of the wooden hull structure along with 31 cannons and

an anchor (Figure 1F). Fougueux is seated at 7-m depth, and the

seabed is mainly composed of unconsolidated sediments,

medium and fine quartz sands (D50 = 0.177 mm), and a little

rock shoal attached to the hull remains of the shipwreck.
2.2 Environmental and archaeological
datasets

2.2.1 Bathymetry and sediment
characterization

The present work is based on an eco-cartographic study

including bathymetry and sediment characterization performed

in 2011 (Spanish Ministry of Agriculture, Food and

Environment, 2012). Multibeam-derived bathymetry was used

for seafloor characterization in the wave model and to calculate

the seabed slope. Seafloor mapping from multibeam backscatter

was used to classify the seabed type (rocky/unconsolidated

sediment). We used data from a field study in the whole Bay

of Cadiz comprising 460 samples collected using a Van Veen

grab sampler for sediment grain size characterization. A grain

size analysis was conducted using the dry sieving method. The

statistics of particle size distributions were calculated using the

Folk and Ward method with the GRADISTAT software

developed by Blott and Pye (2001).

2.2.2 Archaeological database
We created a dedicated archaeological database (ADB) for

the Bay of Cadiz based on a scientific literature review including

books, papers, and/or conference proceedings. Several

bibliographic sources were employed (Guillemot and

Meanteau; Lagostena, 2009; Lakey, 1987; Garcıá Rivera and

Alonso Villalobos, 2005; Alzaga Garcıá et al., 2022). The ADB

encompasses the archaeological resources identified and geo-

localized in the outer Bay of Cadiz. The geolocation of the

different UCH sites was established by georeferencing maps and

figures of the scientific data sources in ARCGIS 10.1. The ADB

contains relevant information about the main characteristics of

the UCH sites including origin or provenance, chronology,

composed materials organized into five categories (metallic,

stone, glass, ceramic, and wood/organic materials), dominant

material, and metadata regarding the data source. Basic
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environmental characteristics of the sites (depth and seabed

type), when available, were also added.

2.2.3 Wave database
A simplified version of the hybrid downscaling method

(Camus et al., 2011; Diaz-Hernandez et al., 2021) was used to

propagate the historical wave hindcast (SIMAR-44) in the outer

Bay of Cadiz (Figure 1A). At first, a manual selection of a

reduced number of sea states representative of the offshore wave

hindcast climate was performed. Then, the selected N sea-states

were propagated into the outer Bay of Cadiz using the SWAN

third-generation wave model (Booij et al., 1999) implemented on

a regular mesh (~37-m resolution). Finally, the whole wave

hindcast in each cell of the computational domain was

reconstructed based on the interpolation in a 3D matrix of
Frontiers in Marine Science 04
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propagation coefficients for wave direction, peak period,

significant wave height, and maximum near-bottom

orbital velocity.
2.3 UCH risk assessment

The present work uses the 2009 UNISDR terminology on

disaster risk reduction (https://www.undrr.org/terminology),

and risk (R) is calculated as a function of the hazard (H) with

a given probability, vulnerability (V), and exposure (E) [R = f(H,

V, E)] (Field and Barros, 2014). We developed an UCH risk

assessment methodology, whose workflow is schematized in

Figure 2. The UCH risk assessment presented here is based on

the risk index calculated at each specific location in accordance
A B

D

E F

C

FIGURE 1

(A) Location of the studied sites. (B) Wave rose diagram of significant wave-height for directional wave buoy. (C) Scalar wave climate of
significant wave height. (D) Joint distribution of significant wave height (Hs) and peak period (Tp). (E) Bathymetry of the Bucentaure site. (F)
Bathymetry of the Fougeux site (Fernández-Montblanc et al, 2016).
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with the main environmental and UCH site characteristics

following an object-oriented approach. Each specific site

registered in the archaeological database was considered an

asset to be potentially damaged by the considered hazard. This

paper focuses on the identification and screening of those UCH

sites at high risk, where waves may imperil the sites, thus

facilitating the loss of archaeological information and the

degradation of archaeological materials and hampering the in

situ preservation of UCH sites considered as a priority option.

This conservation approach is included in Rule 1 of the

Guidelines to the Annex of the Convention on the Protection

of the Underwater Cultural Heritage—UNESCO that establishes

in situ preservation as the first option for UCH protection. The

methodology followed the scheme used in previous studies on

coastal risk assessment at the regional scale [i.e., CRAFT1

(Armaroli and Duo, 2018; Ferreira et al., 2018)]. A GIS index

and a simple empirical model-based approach were integrated to

support decision making and prioritizing the investment in

available resources and actions to counteract the effect of wind

waves in the UCH sites at high risk.

The methodology was designed to be applied from the local

to the regional scale ≈O (10–100 km), targeting to avoid the

request of very detailed environmental information (e.g., DEM

resolution<1 m).

A complete risk assessment would require exposure

quantification based on the valuation of UCHsites. This high

level of baseline information is rarely available at the local or

regional scales. Therefore, we considered a similar market and

not market value for all the UCH sites in the database, assuming

equal exposure values for all the UCH sites. The risk index was

then calculated as the root geometric mean of the hazard

multiplied by vulnerability scores according to Eq. 1 (Gornitz,

1990; Viavattene et al., 2018).
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UCHRi
H =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SiH · SiV

q
Eq: 1

where UCHRi
H is the UCH risk index for each hazard (H) at

each specific archaeological site (i), SiH is the score of the hazard,

and SiV is the score of the vulnerability at site i. UCHRi
H is an index

(integer values from 0 to 5) associated to each UCH site that allows

quantitatively comparing different UCH sites located in the region

of analysis and showing the UCH sites at high risk of the specific

hazards. The SiH is a six-class score ranging from 0 to 5 which

correspond to none, low, low-medium, medium-high, high, and

very high hazard. The level of hazard is defined in accordance with

the magnitude of the hazard associated to a given non-exceedance

probability expressed as a return period. The SiV is a score which

ranges from 1 to 5 (low to very high classes) that represents the

vulnerability of the UCH sites according to the characteristics of the

archaeological material prevalent in the UCH site, its propensity to

be affected by a certain hazard, and the environmental factors that

increase or reduce the susceptibility of the UCH sites to the impacts

produced by the considered hazards.

AnUCH site is considered at risk if the risk indexUCHRi
H >3.2.

This threshold corresponds to the rounded root square of low (2)

and very high (5) classes (Viavattene et al., 2018). UCH sites with

higher values are those subject to the combination of medium and

very high classes of vulnerability and hazard.

The vulnerability and hazard levels at each UCH site are

specified in the sections below and summarized in Tables 1, 2.

There is a lack of information relative to the definition of the hazard

and vulnerability threshold to define the different categories of

hazard and vulnerability levels. Therefore, those levels have been

defined by expert judgment with local knowledge in oceanography

and UCH conservation. The group of experts includes

oceanographers, archaeologists, conservators, biologists, physicists,

chemists, and engineers.
FIGURE 2

Workflow of the developed underwater cultural heritage risk assessment methodology.
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2.4 Hazard assessment

Previous studies have identified physical factors (Ward et al.,

1999) and, more particularly, wind waves to be key in preserving

UCH and in the evolution of UCH sites in shallow water sites

(Quinn, 2006; Fernández-Montblanc et al., 2016). This work

therefore focuses on wave-induced hazards on archaeological sites

in shallow water. Three wave-induced hazards were selected

considering their impact in the long-term preservation of UCH:

archaeological decontextualization), scouring (SC), and

erosive wear (EW). For those hazards, risk assessment was

performed independently without taking into account multi-

hazard interactions.

A simple three-step workflow was applied for the hazard

assessment (Ferreira et al., 2018; Viavattene et al., 2018). First, the
Frontiers in Marine Science 06
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time series of the hazard indicator was calculated in accordance

with bathymetry, sediment, grain size, wave characteristics, and

water level. Second, a fit to an extreme value distribution was

applied to calculate the associated probability. In this case, the

transformed-stationary methodology was applied, including a 72-h

time window for storm decluttering and a constant threshold (97th

percentile) to select the extreme event. Then, the selected hazard

events were fit into the generalized Pareto distribution [see

Mentaschi et al. (2016) for further details]. Finally, the hazard

scores were defined by ranking the hazard indicator for the

selected probabilities.

This methodology followed the so-called response approach

(Garrity et al., 2007), which is widely used for coastal storm impact

assessment. This approach consists in calculating the probability of

occurrence of the hazard (i.e., archaeological decontextualization),
TABLE 2 Vulnerability scores in common materials in underwater cultural heritage sites for decontextualization, erosive wear, and scour hazard.

Material
category

Material
type

Property: density
(kg·cm3)

Property:
Brinel hardness

scale

Proxy sensitivity to aerobic biological
communities

Vulnerability
score

Decontextualization

Metallic Gray iron 6.95–7.25 1

Stone Marble 2.6–2.8 2

Glass Glass ~2.52 3

Ceramics Coarse ware ~2.0 4

wood/organic Oak 0.71 5

Erosive wear

Glass Glass 482–550 1

Metallic Gray iron 140–250 2

Ceramics Coarse ware 120–125 3

Stone Marble 35 4

Wood/organic Oak 4–8 5

Scour

Stone Marble – 1

Metallic Gray iron – 2

Ceramics Coarse ware + 3

Glass Glass ++ 4

Wood/organic Oak +++ 5
The increase in sensitivity to biologial degradation is indicated from low sensitivity (–) to very high sensitivity (+++).
TABLE 1 Hazard indicator scores for decontextualization, erosive wear, and scouring.

Critical size of decontextualized object,
Dcr (m) RT10

Erosive wear potential, EWP
(J/m3)RT1

Scouring volume, SV (m3)
RT10

Scores Level of
hazard

Dcr< 0.02 -20 ≥ EWP<-18 SV< 0.05 0 None

0.02 ≥ Dcr<0.04 -18 ≥ EWP<-16 0.05 ≥ SV<0.1 1 Low

0.04 ≥ Dcr<0.08 -16 ≥ EWP<-13.5 0.1 ≥ SV<0.15 2 Low/medium

0.08 ≥ Dcr<0.12 -13.5 ≥ EWP<-12.5 0.15 ≥ SV<0.3 3 High/medium

0.12 ≥ Dcr<0.16 -12.5 ≥ EWP<-11.5 0.3 ≥ SV<0.4 4 High

Dcr ≥ 0.16 EWP ≥ -11.5 SV ≥ 0.4 5 Very high
RT10 corresponds to the value of a 10-year return period and RT1 to a 1-year return period.
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but not of the driver, or variables governing the hazard (i.e., water

level, wave period and significant wave height).

2.4.1 Archaeological decontextualization
hazard

The decontextualization of an UCH artefact occurs when

drag forces induced by waves on the seabed are sufficient to

transport objects located in the UCH site. Furthermore, wave

forces and wave load can damage and transport part of the

damaged structure away from the shipwreck site, producing the

disintegration and decay of the archaeological structure (Ward

et al., 1999). The potential damage of scattering and loss of

archaeological artifacts induced by waves was evaluated using

Eq. 2 as proposed by Soulsby (1997) for the threshold motion of

large-diameter particles, taking into account the sole action of

wind waves.

Dcr =
97:9U3:08

b

Tp1:08 g rs
r

� �
− 1

� �h i2:08

0
B@

1
CA

0:5

Eq: 2

where Ub is the undisturbed near-bed orbital velocity, Tp is

the peak wave period, g is the gravitational constant, rs is the
density of the grain sediment, and r is the seawater density.

The scattering and loss of archaeological objects at UCH sites

depends on the material, size, and shape of the archaeological

objects. For the sake of simplicity, in the present study, a spherical

shape and quartz density (2,600 kg m-3) was assumed based on the

shape and density of the material employed to derive the empirical

Eq. 2. This assumption does not represent the specific shape and

density of the archaeological materials but allows calculating the

potential decontextualization comparing the hazard of the different

UCH sites without requesting specific and detailed information on

the size, shape, or density of the objects or structures in the UCH

sites. This information is incorporated into the risk assessment by

specifying the vulnerability in accordance with the type of the

archaeological material. Table 1 shows the decontextualization

hazard scores. In this case, the selected probability corresponds to

the 10-year return period, an intermediate value in the extreme

distribution. The ranges of the hazard magnitude to score the

hazards were defined and compliant with expert judgment based on

local knowledge.
2.4.2 Scour hazard
The potential scour was estimated using the equilibrium

scour depth. Calculating the equilibrium scour depth was based

on Eq. 3 for maximum scour depth and Eq. 4 (Sumer and

Fredsøe, 1990) for the maximum scour length for wave-induced

scour on pipelines. A constant archaeological object/structure of

a cylindrical shape of 1 m in diameter was assumed.

Smax = D · 0:1 ·
ffiffiffiffiffiffiffi
KC

p
Eq: 3
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LSmax = D · 0:35 · KC0:65 Eq: 4

where KC=Ub ·Tp /D i s the Keulegan–Carpenter

dimensionless number, Ub is the maximum undisturbed near-

bed orbital velocity, Tp is the peak wave period, and D is the

structure diameter (1 m).

In the of case of breaking or near-breaking wave conditions,

the equilibrium scour depth was calculated according to

expressions Eq. 5 and Eq. 6 proposed by Young and Testik

(2009) for vertical and semicircular breakwaters applied for

conditions 0.6<KCH=≤9.0 and 0.4<fb=≤1.7,

where KCH is the Keulegan–Carpenter number expressed as

a function of the significant wave height (Hs, KCH=Hs·p/D), and
fb is the ratio of the water depth and structure height (h – D)/Hs,

h is the water depth, and D is the structure/object diameter:

Smax = D · 0:125 · KCH
ffiffiffiffi
y

p
Eq: 5

LSmax =

(
D=2 · KCH ,    KC >   p ,   detached   scour  

D · KC,    KCH   ≤     p   attached   scour  

Eq: 6

Both equations allow calculating the maximum scour depth

and the length of the scour hole. If the scour mark is approximated

to a triangular shape, the volume of scour can be calculated (Eq. 7)

and used as an indicator of the magnitude of the scour.

SCV =
1
2
SmaxLSmax Eq: 7

Table 1 presents the scour hazard scores. In this case, the

selected probability corresponds to the 10-year return period, an

intermediate value in the extreme distribution.
2.4.3 Wear hazard
Wear hazard refers to the erosive wear caused by solid particle

erosion, the process that occurs on archaeological structures/

artifacts in the seabed exposed to the impact of suspended

sediment particles transported by waves. The optimal approach

to evaluate this hazard includes estimating the volume of material

eroded by a single grain impact (Vi) according to the impact wear

equation proposed by Bitter (1963). However, this approach

requires specific measurements and the details of the threshold

energy required for impact aswell as the kinetic energy necessary to

erode a unit of volume of material, depending on the status of the

different archaeological materials.

This information is not available at the regional or local scale

for all the archaeological sites. Therefore, the erosive wear

potential (EWP=log(KE·IR)) is used as an erosive wear hazard

indicator. It is calculated using the kinetic energy

(KE = 1
2 (MspU

2
i ) (where Ui is the grain velocity and Msp the

mass of the particle) of the impacting grain considering the

direction that maximizes the erosion (a=90°) multiplied by
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the impact rate (Thompson et al., 2011) (IR=C/Msp assumed to

be proportional to the sediment concentration divided by the

mass of the sediment particle.

We can assumeUi≅Ub considering the low velocity lag between

flow and sediment particles in non-concentrated flows (Nian-

Sheng, 2004). Msp = ( 43 ) · p(
D50  
2 )3( rsr ) is calculated assuming

spherical particles, quartz density (rs=2600kg·m-3), and seawater

density (r=1025kg·m-3). Sediment concentration was calculated at a

reference level of 0.5m above seabed, assuming a logarithmic profile

(van Rijn, 1993).

C zð Þ = Co h −
z
z

� � a
h − a

� �� � ws
ku* Eq: 8

where h is the water depth accounting for the tidal variability

of the sea surface, z is the height above bed, a is the reference

level (a=10D50) (Nielsen, 1986), D50 being the median particle

size; ws the particle settling velocity, k the von Karman’s constant

(0.4), and u* the wave friction velocity.

The reference concentration (Co) is given from equation Eq.

9, and shield entrainment (qs) is given from Eq. 10 as proposed

by Zyserman and Fredsøe (1994):

Co =
0:331 qs − 0:045ð Þ1:75

1 + 0:331
0:46 qs − 0:045ð Þ1:75 Eq: 9

qs =
fwUb

2g rs
r

� �
− 1

� � Eq: 10

and the critical shield parameter for the initiation of motion

is given by the expression proposed by Soulsby (1997):

qcr =
0:3

1 + 1:2D*
+ 0:055 1 − exp −0:02D*

� �� �
Eq: 11

where D* is the dimensionless grain diameter:

D* = D50

g rs
r

� �
− 1

� �

ϑ2

2
4

3
5
1=3

Eq: 12

fw is the wave friction factor for oscillatory flow assuming the

sheet flow estimated as follows (van Rijn, 1993):

f =

exp( − 6 + 5:2 Aw
Ks

� �−0:19
) rough oscillatory flow (Re ≥ 1e6)

0:09(UbAw=ϑ)
−0:2 smooth oscillatory flow (1:5e5 ≤ Re < 1e6)

2(UbAw=ϑ)
−0:5  laminar oscillatory flow (Re ≤ 1:5e5)

8>>><
>>>:

Eq: 13

Aw = Tp
2p Ub is the peak orbital excursion, Tp is the peak wave

period, Ub is the undisturbed near-bed orbital velocity, ϑ is the

kinematic viscosity (1.075e-6 m2s-1), Ks=2.5D50 is the bed

roughness (Soulsby, 1997) , and Re=UbAw/ϑ i s the

Reynolds number.

The settling velocity ws is calculated in accordance with the

equation proposed by Soulsby (1997):
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ws =
ϑ

   D50
(10:362 + 1:049D3

*)
0:5 − 10:36

h i
Eq: 14

The friction velocity is estimated in accordance with the

equation proposed by van Rijn (1993):

u* =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4
  rfwU2

b=r
r

Eq: 15

The suspended sediment concentration is calculated for

those sea states where the shield number exceeds the critical

value (qs>qcr), and friction velocity is larger than settling velocity

(u*>ws). If any of these conditions is not met, the suspended

sediment concentration is assumed to be zero.

Table 1 presents the scores of the erosive wear hazard. In

this case, the indicator is based on a high probability event

corresponding to a 1-year return period. This high frequency

value in the extreme distribution was selected to account for

the continuous effect of erosive wear to damage UCH

materials rather than the occasional (longer return periods)

erosive wear effect that takes place for a limited time in an

extreme event.
2.5 Vulnerability assessment

According to the 2009 UNISDR terminology, vulnerability is

defined in terms of the conditions determined by physical, social,

economic and environmental factors or processes which increase

the susceptibility of an individual, a community, assets, or systems

to the impacts of hazards. In this paper, vulnerability of UCH

assets is determined by the characteristics of the archaeological

material that prevails in the UCH site (metal, stone, wood,

ceramic, and glass) and its tendency to be affected by a certain

hazard and the environmental characteristics that increase the

susceptibility of the UCH assets to be impacted by a hazard. The

vulnerability index for the prevalent materials was established

according to the specificity of the UCH site types in the study

area and the main characteristics of the archaeological material.

Thus, the vulnerability of metallic materials is defined in

compliance with the specific properties of gray iron, the most

frequent metallic material in the archaeological database of the

case study. The ceramic vulnerability was established according

to the properties of coarse ware, the type of archaeological

artifact most represented in the ADB.

The vulnerability index related to the materials (smi
vm) is

sensitive to the hazard considered. It is therefore defined in

conformity with the specific properties of each material to cope

with a certain hazard—for instance, stone materials (marble in

our ADB) may be more vulnerable to erosive wear hazard than

metallic (gray iron) ones, as they stand lower in the Brinell

hardness scale or the equivalent hardness scale. However, marble

is less vulnerable than gray iron to the impact of the

decontextualization hazard based on the higher density
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property used to define the propensity of materials to be

transported by waves.

The vulnerability index related to the materials ranges from

1 to 5 after assigning a score (1 to 5) to the types of materials

(metal, stone, wood, ceramic, and glass). The vulnerability

assigned by materials and hazards is summarized in Table 2. It

includes the categories and types of materials as well as the

properties selected to assign the vulnerability.

Regarding the decontextualization hazard, we did not have

real data of the objects in each site. We decided to establish the

rank based on the density of the main materials that can be

found in the sites. The values in Table 2 are commercial, except

in the case of ceramics, and obtained from Vila Socias

et al. (2007).

With respect to the erosive wear hazard, Table 2 shows the

hardness values of the main types of materials located in the sites

on the Brinell scale (Vander Voort, 2000). In the case of stone

and wood, the value is established by comparison with another

material capable of scratching it. Coarse ware is scratched with

steel, which has a Brinell hardness number (BHN) of 125, and

oak is scratched with copper, which has a BHN of 35.

In the case of scour hazard, Table 2 ranks the material

according to its sensitivity of the aerobic biological communities.

The scour processes facilitate the increase of dissolved oxygen

transforming the anoxic condition of the sediment into well-

oxygenated waters. The aerobic biological communities living in

this environment produce the deterioration of the different

materials depending on their nature (Pearson, 1987), for

example, in the waters of the Bay of Cadiz, wood is badly

affected by mollusks of the genus Teredo.

Moreover, vulnerability was defined accounting for the

environmental factors (seabed slope sivss and seabed typology sivst),

which increase or decrease the susceptibility of the UCH sites to the

impacts of each assessed hazard. In this case, the vulnerability index

related to the environmental factors was considered constant for all

the hazards. According to expert judgment, the higher values of

vulnerability level (5) were established for those conditions that

significantly amplify the vulnerability, the lower value (1) was

established for those conditions that significantly decrease the

vulnerability, and a neutral value of 3 was established for those

conditions that do not modify the vulnerability. Following this

approach, the seabed slope increased the vertical and horizontal

velocities and the turbulence because of the modification of waves

and current velocity fields. These amplifications cannot be

addressed properly with the resolution and processes

parametrized in commonly used wave propagation models for

coastal applications. They could lead to greater susceptibility of

the UCH sites located at a sloped seabed to the impact of the

decontextualization, erosive wear, and scour hazards. Therefore, a

sloped seabed (>10%) was scored as high vulnerability class (sivss=5)

and a gentle sloped seabed as medium vulnerability class (sivss=3).

The second environmental factor considered is the type of seabed.

In this paper, two categories, rocky and non-consolidated seabed,
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were established in accordance with the seabed characteristics in the

case study. However, they can be adapted to other categories (salt

marsh vegetation, seagrass meadows, etc.). In this case, the UCH

sites lying on a rocky seabed were scored as low vulnerability class

(sivst=1) and those on a non-consolidated one as medium

vulnerability class (sivst=3). Although the rocky seabed may house

sand patches, the limited quantity of sediment potentially reduces

the scour, and erosive wear is limited in comparison with the non-

consolidated seabed. The decontextualization hazard is reduced

because the irregularities in a rocky seabed may protect the

archaeological objects hampering scattering by wave action.

Table 3 lists the vulnerability scores according to the slope and

the type of seabed.

The final vulnerability index SiV was calculated as the geometric

mean of all the vulnerability indicators, the material-related

vulnerability index (smi
vm) established from the ADB, and the

environmental vulnerability indicator (seabed slope index (sivss)

and seabed type index ( sivss). These values were stablished from

the DEM dataset and the seabed type dataset. The final value of SiV
may take values from 1, indicating low-vulnerability class, to 5, for

the very-high-vulnerability class.

SiV = smi
vm · sivss · s

i
vst

� �1=3
Eq: 16
2.6 Validation of the UCH risk
assessment methodology

The Fougueux and Bucentaure sites were monitored, and

metallic archaeological artifacts from each site were analyzed

using archaeometric techniques to evaluate their degree of

stability (Bethencourt et al., 2018). The result was used to

validate the method for UCH risk assessment presented in this

paper, focusing on erosive wear and scour hazards.

Unfortunately, there are no data available to evaluate the

decontextualization hazard in the study area.

At both sites, several cannons and anchors were selected as

targets to establish their current conservation condition and to

assess their prospects for in situ conservation. First, partial de-

concretion was carried out, which allowed performing in situ

measurements of the pH and corrosion potential of the iron

object, Ecorr [see Bethencourt et al. (2018) for further details].

The conservation status of the cannons was assessed by
TABLE 3 Vulnerability scores by environmental factors in underwater
cultural heritage sites.

Slope, b
(%)

Vulnerability
score

Bed type Vulnerability
score

b< 10 3 Rock 1

b ≥ 10 5 Not
consolidated

3
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measuring the thickness of the surface corrosion layer. Then, the

mean corrosion rate of the archaeological object was estimated

by dividing the surface corrosion layer by the number of years

since wrecking.

The spatial pattern of the corrosion rates measured in the

cannons of the Fougueux site was analyzed with regard to the

seabed type and slope in order to evaluate the vulnerability index

related to environmental factors. The method to estimate the

erosive wear risk was also validated by comparing the corrosion

rates calculated from in situmeasurement at both sites as a proxy

of the erosive wear at the sites.

The accretion–erosion model derived by subtracting different

DEM from time lapsed bathymetric surveys conducted in the

Fougueux and Bucentaure sites [see Fernández-Montblanc et al.

(2016) and Bethencourt et al. (2018) for further details] was used to

evaluate the UCH risk assessment for the scour hazard.
3 Results

3.1 Archaeological database

The ADB incorporated a total of 56 UCH sites located at the

outer Bay of Cadiz. Regarding the archaeological material, ceramic

(34%) and metallic (23%) materials are the most commonly

prevalent materials in the UCH sites where this information is

available. In the ADB, UCH sites are rarely composed of prevalent

materials such as wood and stone (~4%). The ADB included 36% of

the UCH sites without information relative to the archaeological

material corresponding to the modern period (Figure 3A). For that

period, metal was the most common material in the rest of the

UCH sites included in the database when that information was

available in the bibliographic references. Therefore, we assigned the

metallic material as prevalent in those UCH sites lacking

information relative to the material composition. Most of the sites

(~47%) range from 8 to 12 m in depth, and few of them (5%) are in

very shallow water (<4 m) (Figure 3B).

The bibliographic sources used to build the ADB include the

main materials present in these sites. We divided them into five

categories, each represented by the most common material,

namely: metallic (gray iron), stone (marble), glass (glass),

ceramics (coarse ware), and wood/organic (oak).
3.2 Hazard assessment in the Bay of
Cadiz

3.2.1 Decontextualization hazard
Figure 4A shows the distribution of the maximum critical

size of an object that could be moved due to wave action in a 10-

year return period (RT10). Overall, the area is characterized by

an average value of 0.12 m. Values larger than 0.15 m of critical

size were observed in 25% of the outer bay, mostly in shallower
Frontiers in Marine Science 10
118
regions. Figure 4B relates the number of UCH sites located in

areas with the different classes of hazard. Seven UCH sites are

located in very-high-hazard areas (Dcr ≥ 0.16 m) and nine in

high-hazard areas (0.12 ≤ Dcr< 0.16).

3.2.2 Scour hazard
The spatial pattern of scour hazard represented by the

potential scour volume corresponding to RT10 is presented in

Figure 5A. A potential scour volume of 0.32 m3 is observed in

most of the area, while values >0.5 m3 can be observed in the

north, central, and southern coastal areas. Most of the UCH sites

(~38%) show SC hazard values ranging from 0.3 to 0.4 m3. Only

one UCH site is located in an area with a very high hazard

category (>0.7 m3), while four UCH sites (0.5–0.6 m3) are in

areas categorized as high-hazard areas (Figure 5B).

3.2.3 Erosive wear hazard
The erosive wear hazard ranges from -16 to -12 (Figure 6A).

Most of the area is characterized by -13.5. The higher erosion

potential (< -12.5) was observed in the mouth of the bay and in

the southern areas. These areas combine higher wave bed shear

stress and orbital velocity with finer sediment that can be easily

resuspended. Most of the sites (~70%) in the central area are

located in medium–high hazard areas, whereas only one UCH

site was affected by high EW hazard (Figure 6B).
FIGURE 3

Archaeological database. (A) Prevalent archaeological material:
NA, not assigned; CE, ceramics; ME, metallic; ST, stone; WO,
wood/organic; GL, glass. (B) Depth of the underwater cultural
heritage sites (referring to the mean sea level).
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3.3 UCH risk assessment in the Bay of
Cadiz

3.3.1 Decontextualization risk
The calculated UCHRDE risk indexes are distributed around

the median value of 2.5 (Figures 7A, B). The UCH sites with

higher UCHRDE values (>3) are located in the southern area of

the mouth of the Bay of Cadiz (Figure 8A), where six UCH sites

exceeding the threshold of 3.2 are located (Figure 7B). Metallic

materials are prevalent in five of them, and only one is a ceramic

material site showing a higher UCHRDE value (3.6). The UCHs

composed of wood—therefore with a higher vulnerability index

related to the prevalent material—are located in a low-energy

area at the sandy coast of the inner bay characterized by low-

wave orbital velocities.
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3.3.2 Scour risk
The UCHRSC index oscillates between low–medium and

medium–high values (1.5-2.5) in most of the UCH sites

registered in the ADB (Figures 8A, B). A total of four UCH sites

were identified as high-risk sites, all of them in the southern side of

the mouth of the Bay of Cadiz (Figure 8A). Three of these UCH

sites correspond to sites where metallic materials prevail, including

the site with a higher UCHRSC (3.94). Only one site is composed of

ceramic material (UCHRSC =3.87). The risk index in wooden UCH

sites increases compared with the decontextualization hazard, with

maximum values of 2.7.

3.3.3 Erosive wear risk
The risk imposed by the erosive wear hazard is depicted in

Figure 9. The UCHWRWE index shows the lower spread (Sd = 0.35)
FIGURE 5

(A) Map of scour hazard (scour volume) in the outer Bay of Cadiz. (B) Histogram of the hazard at underwater cultural heritage sites and hazard
classes (background color).
FIGURE 4

(A) Map of decontextualization hazard (critical diameter moved under wave action) in the outer Bay of Cadiz [black dots mark the position of
the underwater cultural heritage (UCH) sites]. (B) Histogram of the hazard at UCH sites and hazard classes (background color).
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among the hazards analyzed. The most frequent categories of

erosive wear risk for the UCH sites in the Bay of Cadiz are

medium–high and high (Figures 9A, B). However, only two sites

exceed UCHRWE >3.2. As in the previous cases, these sites are

located in the area with a higher concentration of UCH sites. Those

UCH sites include one site composed of metallic artifacts

(UCHRWE = 3.24) and another site where ceramic is the

prevailing material (UCHRWE = 3.27).
3.4 Validation of the UCH risk
assessment methodology for erosive
wear and scour hazards

The qualitative assessment of the vulnerability index related

to the environmental factors in comparison with the estimated
Frontiers in Marine Science 12
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corrosion rates (CR) of cannons at the Fougueux site indicates a

good correlation between the higher values of corrosion rates in

metallic artefacts and the seabed type and slope. Higher values of

CR are associated to cannons located in sandy seabeds and

slopes >10% (Figure 10). The statistical significance of the

differences in the averages of CR of each group of cannons

according to the environmental factor was evaluated through a t-

test. A comparison between cannons located on a sandy bottom

(0.20 mm·year-1) and on a rocky bottom (0.22 mm·year-1)

indicates significant differences (p-value = 0.03) at 0.05%

significance level. No significant differences were found

between gentle slope seabeds (<10%) (0.21 mm·year-1) and

sloped seabeds (0.24 mm·year-1), although only one cannon

was on a sloped seabed, thus reducing the test validity.

Regarding the risk assessment, good agreement was

observed between CR, the proxy used to estimate the erosive
FIGURE 7

(A) Decontextualization risk in the outer Bay of Cadiz. Warm colors indicate a higher risk index, and the different shapes refer to the prevalent
material (diamond, metallic; square, ceramics; filled circles, stone; triangles, wood/organic). The red circles represent the underwater cultural
heritage (UCH) sites where UCHRDE >3.2. (B) Histogram of the decontextualization risk index. The red dashed line shows the threshold (3.2)
used to identify UCH sites at risk.
FIGURE 6

(A) Map of erosive wear hazard (log of erosive wear potential) in the outer Bay of Cadiz. (B) Histogram of the hazard at underwater cultural
heritage sites and hazard classes (background color).
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wear impact, and the erosive wear risk index calculated at the

Fougueux and Bucentaure sites (Table 4). The averages of the

cannons’ CR were 0.11 mm·year-1 at the Bucentaure site and 0.22

mm·year-1 at the Fougueux site. The difference is statistically

significant according to the t-test (p-value = 2e-9). These values

of corrosion rates correspond to 0 and 3.27 erosive wear risk

index, indicating a large difference that marks the Fougueux site

over the threshold to mark high-risk sites. No re-suspension was

observed for the Bucentaure site that could lead to erosive wear

potential (EWP) (SH=0), whereas the EWP for RT10 was 9.5e-13

(SH=4) at the Fougueux site. The vulnerability score was similar

at both sites (SV = 2.67), which is the result of gentle slopes

(svss=3) and sandy seabed as the dominant seabed types in the
Frontiers in Marine Science 13
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sites (svst=3) and gray iron as the prevalent material (smvm=2).

Although the corrosion rates provide integrated information of

all degradation processes related to the marine conditions,

erosive wear was recognized as the key process after

completing a meticulous monitoring program in the sites4.

With respect to the scour risk assessment evaluation, the

methodology highlights both sites as UCH sites at risk. The

scour risk index presents higher values at the Fougueux site

(3.65), whereas at the Bucentaure site (3.27) it slightly exceeds

the threshold (3.2). This classification reflects the observations of

the drastic morpho-dynamic changes (Smax = 0.7 m) at the

Fougueux site compared with those observed at the Bucentaure

site (Smax = 0.3 m) (Table 4).
FIGURE 9

(A) Erosive wear risk in the outer Bay of Cadiz. Warm colors indicate a higher risk index, and the different shapes refer to the prevalent material
(diamond, metallic; square, ceramics; filled circles, stone; triangles, wood/organic). The red circles represent underwater cultural heritage (UCH)
where UCHRSC >3.2. (B) Histogram of the erosive wear risk index. The red dashed line shows the threshold (3.2) used to identify UCH sites at
risk.
FIGURE 8

(A) Scour risk in the outer Bay of Cadiz. Warm colors indicate a higher risk index, and the different shapes refer to the prevalent material
(diamond, metallic; square, ceramics; filled circles, stone; triangles, wood/organic). The red circles represent the underwater cultural heritage
(UCH) sites where UCHRSC >3.2. (B) Histogram of the scour risk index. The red dashed line shows the threshold (3.2) used to identify UCH sites
at risk.
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4 Discussion

As a part of maritime cultural heritage, UCH constitutes a

non-renewable cultural resource that must be preserved. UCH is

only related to tangible assets and resources, while maritime

heritage includes intangible assets (Kyvelou et al. 2022). Hence,

UCH is a finite resource affected by natural threats (e.g.,

shipworms, microbiological decay, erosion, natural hazards) or

anthropogenic pressures (e.g., pollution, dredging, bottom

trawling using a dragnet, pillage). Among the natural threats,

wave-induced hazards are a key player for the preservation of

UCH in shallow water. This paper adapts the CRAFT1

methodology for coastal risk assessment (Armaroli and Duo,

2018; Ferreira et al., 2018) and presents a new methodology for

UCH risk assessment associated to wave-induced hazards. This

methodology can be adjusted and expanded to include other

natural or anthropogenic-induced hazards. There are some
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studies that focus on other specific hazards such us ship

anchoring damage (Aps et al., 2020) or damage caused by

bottom trawling to ancient shipwreck sites (Brennan et al.,

2016) . To the best of our knowledge , no simi lar

methodological developments have been applied to UCH risk

assessment to evaluate wave impact. This risk assessment

method includes the quantification of the probability of the

hazard and the vulnerability of UCH sites at risk in a systematic

and transparent manner that facilitates the adoption of the

methodology for UCH managers as well as the adaptation to

their necessities.

Identifying UCH sites at risk is the first step in UCH

protection and preservation. It requires a concentrated effort

and allows optimizing protection measures at specific sites.

Additionally, risk assessment enables identifying the

threatened UCH sites, which is key to include UCH in

maritime spatial planning (Kyvelou et al. 2022; Papageorgiou,
TABLE 4 Qualitative validation of erosive wear risk (average corrosion rates ± standard deviation) and scour risk (maximum scour) measured in
the sites.

Site RT1 E erosive wear
potential (J/m3)

RT10-scouring
volume (m3)

SH SV Erosive wear risk
index

Scour risk
index

Corrosion rates
(mm·year-1)

Smax
(m)

Erosive wear

Bucentaure 0 0 2.67 0 0.11 ± 0.04

Fougueux 9.5e-13 4 2.67 3.27 0.21 ± 0.03

Scour

Bucentaure 0.62 4 2.67 3.27 0.3

Fougueux 1.09 5 2.67 3.65 0.7
frontie
FIGURE 10

Box plot of corrosion rates by group according to the environment factor (vulnerability index assessment at the Fougueux site) and location
(erosive wear risk at the Fougueux and Bucentaure sites).
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2018). This is particularly important in the era of a sustainable

blue economy where UCH, beyond its undeniable social and

cultural value, can be considered a resource with uses of socio-

economic relevance (Papageorgiou, 2019).

The proposed methodology is based on indicators that

follow the principles of acceptability, reliability, simplicity of

application, and low data requirements (Alexandrakis and

Poulos, 2014). The acceptability of this methodology relies on

the transparency of the methods for hazard and vulnerability

computation as well as on the flexibility to be adapted for a

specific coastal environment and the completeness of the ADB—

for instance, the protective role of some ecosystems diminishing

wave energy such as seagrass meadows (Infantes et al., 2012) can

be incorporated by defining new categories in the seabed

vulnerability index. Similarly, the ADB could be completed by

incorporating other archaeological materials. The expertise and

know-how of the managers and decision-makers could also be

considered as well as changing the ranks of the hazards and

vulnerability or the chosen probabilities (i.e., RT1 for erosive

wear or RT10 for scour and decontextualization hazards).

The methodology, built upon simple empirical models for the

hazard computation, reduces the uncertainties associated to the

many parameters appearing in more complex process-based

models. It increases the reliability of the hazard computation

methods considering the target of hazard intercomparison

between different UCH sites. The reliability of the methodology

including hazard and vulnerability components was evaluated for

scour and erosive wear showing a good correlation with in situ

measurements of scour and corrosion rates (used as a proxy of

erosive wear). It is difficult to validate the UCH risk assessment for

the decontextualization hazard given the lack offield measurements

to quantify UCH decontextualization. The validation of UCH risk

assessment should be expanded to different coastal environments

covering various wave energy conditions and sediment

characteristics and UCH sites containing different archaeological

materials. The additional advantages of the method are the

simplicity of the application and the low amount and availability

of the required data. These advantages are related to the use of a

simple empirical model and to the fact that the environmental

information about depth and seabed type is readily available from

nautical charts. The use of process-based models, i.e., hydro-

morphodynamic models, would be more accurate from the

physical–chemical point of view, but there would be more

uncertainties, and the simplicity of the interpretation of results

would be reduced. They would also require a large amount of high-

quality data for proper regional applications.
4.1 Limitations and challenges for UCH
risk assessment

The use of a simple empirical model for hazard quantification

overlooks several processes of major relevance for the analyzed
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hazards, such as flow speed and turbulence enhancement, because

of flow–structure interaction (Fernández-Montblanc et al., 2018;

Quinn and Smyth, 2018). The inclusion of these processes would

request high-resolution bathymetry (<1 m) and an enormous

computational effort necessary for computational fluid dynamics.

These limitations can be overcome at a later stage when a new risk

assessment including these processes is targeted at UCH sites at

high risk in order to provide accurate solutions to design protection

measures. Other secondary processes such as the enhancement of

bed shear stress due to the effect of wave–current interaction

(Soulsby and Clarke, 2005) and wave–tide interaction (Kagan

et al., 2001), accounting for the influence of bottom mobility

(Kagan et al., 2005), sediment load stratification (Kagan et al.,

2003), or the modification sediment concentration by the bed forms

(Nielsen, 1986), can be incorporated using empirical and

theoretical models.

In this paper, risk assessment was conducted for each hazard

separately. Nevertheless, Figure 11 illustrates the concurrency of the

three analyzed hazards in a single UCH site (Id15) and scour and

decontextualization hazard concurrency (Id17). A multi-hazard

analysis should be incorporated to evaluate if the hazardous

events occur simultaneously in a cascading or cumulative manner

over time (UNISDR, 2017)—for example, scour in sites Id15 and

Id17 would facilitate the decontextualization of buried

archaeological objects in those sites.

Regarding the vulnerability quantification, the limitations

are linked to an ADB built upon bibliographic research.

Underwater ADBs are very scarce, incomplete, or not publicly

available to prevent illicit actions (Papageorgiou, 2019). These

databases would allow identifying patterns affecting UCH and

taking actions, which is often hampered by the lack of accessible

data (Andreou et al., 2022). A more complete ADB in terms of

UCH site characterization would allow the improvement of

vulnerability quantification, i.e., including chronology or

conservation status as an additional vulnerability index.

Additionally, it would allow expanding the analysis from a

single prevalent material to all the materials that constitute the

UCH site, thus providing a more complete UCH risk assessment.

Exposure is considered equal for all the UCH sites included

in the ADB because of a lack of information. Quantifying

exposure should be addressed through the valuation of UCH.

The valuation of UCH includes the cultural capital or non-

extractive value and the extractive or market-associated value as

well as cultural tourism and recreational activities (Claesson,

2011). This information is key to know if an UCH site is worth

being protected. Including this information could change the

nine UCH sites at risk identified in the Bay of Cadiz.

Finally, the risk index definition should take the objectives

and expertise of the stakeholders involved in UCH management

into account by means of a participative process. It has been

demonstrated in other disciplines that the involvement of

stakeholders in risk assessment for the definition of

vulnerability, hazard type, and risk thresholds allows gathering
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useful information to improve the indicators and to increase

confidence in the risk assessment (Meadow et al., 2015;

Viavattene et al., 2018).
5 Concluding remark

This paper presents a novel UCH risk assessment

methodology to quantitatively assess the impact of wave-

induced hazards on UCH in the coastal environment and to

give precedence to the UCH sites at high risk. The risk

assessment was performed for decontextualization, scour and

erosive wear, and major natural hazards threatening the

preservation of UCH in shallow water areas.

The methodology was validated at the Bucentaure and

Fougueux sites through a comparative analysis including in situ

measurements. The validation showed a good correlation between

the risk index and the in situmeasurements of scour and corrosion

rates (used as a proxy of erosive wear). The methodology was tested

in the Bay of Cadiz using an ADB containing 56 UCH sites, with

metallic and ceramic materials being prevalent inmost of them. The

sites are seated at a depth ranging from 6 to 12m. Themethodology

allowed identifying the UCH sites at high risk in the Bay of Cadiz:

six are at risk of decontextualization, four are in peril of scour, and

two are at risk of erosive wear. Moreover, the UCH risk assessment

revealed the concurrency of at least two hazards in two of the UCH

sites at high risk.

Even though the methodology has only been validated in a

specific coastal environment, showing limitations related to the

completeness of the ADB, it is a steppingstone towards a

decision support system that will give priority to research,

prospection, management, and protection measures in the

UCH sites analyzed to ensure their preservation in the context

of climate change in the era of a sustainable blue economy.
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FIGURE 11

Risk index in the underwater cultural heritage sites located at the Bay of Cadiz. (A) Decontextualization risk. (B) Scour risk. (C) Erosive wear risk.
frontiersin.org

mailto:tomas.fernandez@uca.es.
https://doi.org/10.3389/fmars.2022.1005514
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Fernández-Montblanc et al. 10.3389/fmars.2022.1005514
Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated
Frontiers in Marine Science 17
125
organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed

or endorsed by the publisher.
References
Alexandrakis, G., and Poulos, S. E. (2014). An holistic approach to beach erosion
vulnerability assessment Sci. Rep. 4, 6078. doi: 10.1038/srep06078
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Andalucıá: 1/50.000 - publicaciones - junta de andalucıá. Available at: https://
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Extreme coastal water
levels with potential
flooding risk at the low-
lying Saint Louis historic
city, Senegal (West Africa)
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Emmanuel K. Brempong2,3,4, Adélaïde Taveneau4,
Rafael Almar4, Boubou Aldiouma Sy1

and Donatus Bapentire Angnuureng2
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Cape Coast, Ghana, 3Department of Fisheries and Aquatic Sciences (DFAS), University of Cape
Coast, Cape Coast, Ghana, 4Laboratory of Geophysical and Oceanographic Spatial Studies (LEGOS),
University of Toulouse/CNRS/IRD/CNES), Toulouse, France
In a context of global warming characterized by a mean sea level rise and

extreme meteorological events, the study of the causes for coastal flooding is

essential to protect communities and ecosystems. Densely urbanized, and

rather unprotected cities in developing countries such as the historic Saint

Louis city in Senegal are particularly vulnerable to coastal flooding and sea

hazards. From satellite-derived high resolution DEM and global ocean

reanalyses, here we quantify the extreme coastal water level in order to

identify the neighborhoods and places of particular socio-economical

interest of Saint-Louis potentially vulnerable to flooding. The results reveal

that the most severe levels have the potential to flood up to almost half of this

low-lying river mouth plain. Social, economic and heritage stakes are exposed,

and the artisanal fisherman district of Gueth Ndar, is particularly vulnerable to

coastal flooding because of its low elevation and situation on the sand barrier.

The co-occurrence of high tides and wave-induced runup contributes most to

ECWL but they do not present a significant trend over the study period. The

results show that over the period 1994-2015, potential flood risk increased by

nearly one day per year, primarily due to sea level rise, sounding a warning

signal to take countermeasures to protect communities and infrastructure.

KEYWORDS

coastal flooding, extreme coastal water level, satellite-derived DEM, heritages issues,
sea level rise, wave runup
frontiersin.org01
127

https://www.frontiersin.org/articles/10.3389/fmars.2022.993644/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.993644/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.993644/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.993644/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.993644/full
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmars.2022.993644&domain=pdf&date_stamp=2022-12-01
mailto:cheikhomartidjaniciss@yahoo.fr
https://doi.org/10.3389/fmars.2022.993644
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/marine-science#editorial-board
https://www.frontiersin.org/marine-science#editorial-board
https://doi.org/10.3389/fmars.2022.993644
https://www.frontiersin.org/journals/marine-science


Cisse et al. 10.3389/fmars.2022.993644
Introduction

In a global context marked by global warming leading to an

increasing rise in sea level, coastal areas are increasingly

threatened by the risks of erosion and coastal flooding

(Woodruff and Stults, 2016; Kulp and Strauss, 2019; Almar

et al., 2021; Kirezci et al., 2020). Coastal areas are among the

most vulnerable ecosystems and will be gradually exposed to the

effects of climate change over the course of the century (IPCC

report, Oppenheimer et al., 2019). According to recent studies,

for instance in Almar et al. (2021), the IPCC RCP8.5 scenario

would give 50x increase in coastal overtopping by 2100, worldwide.

These hazards occur when strong winds and low atmospheric

pressure act on the sea surface to cause a temporary rise in sea level

(Wells, 2011; Prime et al., 2016), becoming a real environmental

concern for anthropized coastlines (e.g. LeRoy et al., 2015). Knowing

that more than 600million people reside in the low elevation coastal

zone (<10 m, Ganguli and Merz, 2020), that the coastal activities

expose the population to floods and storms (Dupuis, 2016) and that

3/4 of the world’s largest cities are located on those vulnerable areas

(Melet et al., 2018), the combinationof currentmassiveurbangrowth

and climate change impacts exposes coastal cities to increased and

unprecedented coastal risks and environmental issues (Cain et al.,

2015; Bongarts Lebbe et al., 2021). Whether riverine or coastal,

flooding is one of the most devastating coastal hazards in the world,

causing numerous deaths and significant socio-economic

consequences each year (Kupfer et al., 2022). According to

Vousdoukas et al. (2016), coastal flooding will increase in the

context of future storm variability and sea level rise. Nowadays,

flooding represent one of the most important issues facing coastal

communities (Woodruff et al., 2013).

On the Atlantic coast of Central and West Africa, coastal

flooding is one of the greatest threats to the socio-economic and

environmental balances of countries south of the Sahara

(Tchindjang et al., 2019; Alves et al., 2020; Dada et al., 2021;

Vousdoukas et al., 2022). Most West African major cities are

exposed to flooding there, and current forecasts show that sub-

Saharan Africa and the low elevation, flat deltaic and island coastal

regions are among the most affected areas by climate change

(Gemenne et al., 2017; Giardino et al., 2018). Extreme Coastal

Water Level (ECWL) at the coast results from the combination of

several different coastal processes (Eq. 1); the regional sea level

anomaly (here referred to as SLA) due to the steric effect, ocean

circulation and transfer of mass from the continents (ice sheets,

glaciers, land water) to the ocean, storm surge or “Dynamic

Atmospheric Correction” (DAC) due to atmospheric pressure

and winds, astronomical tide (T) and wave effects here referred to

as runup (R) which includes a time-averaged component (setup)

and an oscillatory component (swash) (seeMelet et al., 2018;Dodet

et al., 2019; Almar et al., 2021).

The West Africa coast is generally considered a storm-free

environment, dominated by North Atlantic distant swells (Sadio,

2017; Almar et al., 2019; Ndour et al., 2020). The evolution of the
Frontiers in Marine Science 02
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sandy coast is controlled by strong longshore sediment drift

resulting from oblique waves (Laïbi et al., 2014; Almar et al.,

2015; Giardino et al., 2018; Almar et al., 2019; Anthony et al.,

2019). Tidal amplitude is typically micro to meso at open

stretches of coasts, with the highest amplitudes recorded in

deltas and estuaries of Guinea, Guinea-Bissau and Sierra

Leone (2.8 - 4.7 m; Diop et al., 2014). Senegalese urban coastal

areas, which are low elevated and made of loose or low-strength

materials (Weissenberger et al., 2016; Ndour et al., 2018; Ndour

et al., 2020) often lying on barrier and at delta, are particularly

exposed to marine flooding, which has severe consequences on

coastal development (Quiroga et al., 2021). Located at the mouth

of the Senegal River, Saint-Louis has a mixed environmental

problem with respect to flooding, affected by both coastal

flooding and river flooding (Sall, 2006; Wade et al., 2008;

Ndour et al., 2018). Although this situation is well known in

the history of this city, the situation recently worsened (Durand

et al., 2010; Sadio, 2017; Bergsma et al., 2020) due to the rising

sea level together with the increase in ocean influence induced by

a breach made in the Langue de Barbarie in 2003, a coastal spit

that previously protected the city from the Atlantic. When large

storm surges occur during rainy periods, when the agitation of

the sea hinders the evacuation of river water (Sadio et al. 2017),

large-scale events can occur, including those of August 2017 and

February 2018, which caused the destruction of 100 houses and

the displacement of 2600 people (Diagne, 2020).

In the context of ongoing climate change and the prediction

of an increase in climatic instability, the extension offlood-prone

areas, in relation to a given climatic hazard, is a scientific

concern with strong societal implications (Breilh et al., 2012),

but in Senegal, there is almost non- existent work on marine

flooding and the anticipation of their impact and mitigation/

adaptation (Cisse et al., 2022). In addition, given the gradual

artificialization of Saint-Louis coastline, which is reflected in the

emergence of numerous coastal protection projects (Alves et al.,

2020) such as a riprap built between 2020 and 2022 it is of the

essence to study coastal flooding. According to Tebaldi et al.

(2012) understanding coastal flooding vulnerability is essential

to the decision-making logic and to the protection policies of

coastal communities and assets.

Using satellite-derived data and model hindcast data, this

paper aims to evidence the vulnerability of the historic Saint-

Louis city to potential coastal flooding where it endangers

property and people, economic activities, and cultural and

religious heritage.
Study area

The city of Saint-Louis is located in northern Senegal

(Figure 1). It has the characteristics of an amphibious city, as

it is built partly on the mainland, partly on an island in the

Senegal River and partly on the Langue de Barbarie (Sall, 2006).
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The latter is a sandy coastal spit that extends for 40 km and has a

variable width of about 100 m. Bounded by the Atlantic Ocean to

the west and the Senegal River to the east, the Langue de Barbarie

forms an elongated peninsula running north-south (Kante and

Fall, 2019; Brüning, 2022). It is a highly urbanized site with the

presence of human settlements, artisanal landing ports, tourist

facilities, and a national park of high environmental value.

Indeed, like other sections of the Senegalese coastline, the

Saint-Louis coastline is among the most vulnerable to flooding

and erosion risks. It has a flat topography (most neighborhoods

are built less than 2 m above sea level), sandy soil, and a site

dominated by water, which exposes the population to many

natural hazards, the most recurrent of which are floods (Durand

et al., 2010; Sy et al., 2011).
Materials and methods

Topographic data

The Digital Elevation Model (DEM) used in this study is

derived from the very high- resolution optical imagery from

Pleiades satellite (CNES/Airbus) - see Figure 1. Using Pleiades

panchromatic image (0.5 m ground pixel resolution), a tri-
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stereogrammetry method is performed using the NASA software

ASP (Ames Stereo Pipeline; Shean et al., 2016) to extract the

topography of the Langue de Barbarie (Almeida et al., 2019;

Salameh et al., 2019; Taveneau et al., 2021). The use of tri-stereo

method (three images) is preferred over stereo one (two images) as

it significantly improves the derived-topography (Almeida et al.,

2018; Collin et al., 2018; Taveneau et al., 2021; James et al., 2022).

The images selected for this work are 3 acquired inMarch 2019, and

further processed using the method further described by Taveneau

et al., 2021. The obtained DEM has a 2 m ground pixel resolution

and is map-projected into the UTM 28 coordinates system thanks

to the RPC (Rational Polynomial Coefficient) geometric file

provided with each Pleiades product.

This satellite-derived DEM-generation method allows a

good relative map-projection of the data, but the vertical

values “float” in absolute as no elevation information is

provided within ASP. Ground control points are essential to

give reference points to the DEM and correct the offset. With

ground surveys carried out few days apart from the satellite

acquisition using a RTK-GPS (Real Time Kinematic - Global

Positioning System) with a centimetric-precision (performed by

the SHOM, the French Navy Hydrographic and Oceanographic

Service) over 13 km of the Langue de Barbarie), the DEM

elevation is vertically-corrected (Garlan et al., 2020) thanks to
FIGURE 1

Location of the study area and satellite images acquisition. (Left) Pleaides satellite (CNES/Airbus) tri-stereo acquisition (made using Google
Earth). (Right) North-oriented Pleiades satellite image of Saint Louis city.
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the collected ground control points. Overall, although it depends

on the nature of the ground (e.g., buildings, flat terrain,

vegetation), sub-metric to metric accuracy is obtained from

Pleaides mission-derived DEMs after offset correction

(Almeida et al., 2019; Taveneau et al., 2021).
Hydrodynamic data

Quantification of extreme coastal water levels requires the

availability of hydrodynamic, meteorological and tidal

parameters. Tide data are extracted from the global tide

FES2014 model (Finite Element Solution, Carrere et al., 2016)

at hourly resolution and gridded worldwide at a 1/16° resolution

and produced by Laboratory of Geophysical and Oceanographic

Spatial Studies of Toulouse (LEGOS). Atmospheric pressure and

winds component (DAC) is produced by the Collecte

Localisation Satellites (CLS) Space Oceanography Division

using the MOG2D model from LEGOS and distributed by

AVISO (Archiving, Validation and Interpretation of Satellite

Oceanographic data), with support from Centre National

d’Etudes Spatiales (CNES) (http://www.aviso.altimetry.fr/).

Altimetric-derived SLA, including global mean level rise, is

extracted at the closest altimetry gridded data point from

AVISO and it corresponds to offshore regional sea level (Marti

et al., 2021). ERA-Interim reanalysis data (global climate and

weather data available from 1979 onward) at a 0.5° x 0.5°

resolution developed by the European Center for Medium-

Range Weather Forecasting (ECMWF) model are used for

waves data at a 6-hour resolution over the 1994-2015 period.

Wave runup R is computed following the dissipative beach form

of Stockdon et al., 2006 (see Almar et al., 2021):

R = 0:043
ffiffiffiffiffiffiffiffiffiffi
HsLo

p

Where Hs and Lo are offshore significant wave height and

wavelength. All the above-mentioned parameters are resampled on

an hourly basis over the 2013-2015 period. All the hydrodynamic

data used in this study are global dataset available worldwide are all

extracted at the nearest point from Saint Louis city (latitude 16.23°,

longitude -16.21°) in the corresponding grids, which ensures here a

maximum distance of 50 km from the coarsest grid. They

correspond to off the coast forcing and does not reflect local

coastal complex processes that might occur (i.e. interactions

between drivers, waves refraction, morphology changes – see

Idier et al., 2019; Bergsma et al., 2022).
Quantification of the extreme coastal
water level

To quantify the extreme coastal water level at Saint-Louis,

we use the formula of Almar et al. (2021) (Eq. 1):
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ECWL =     SLA   +  DAC   +T   +  R (1)

The extreme levels are generated following the combination

of several parameters, this model incorporates the sea level

anomaly (SLA), the height of the storm surge (DAC) due to

atmospheric pressure and winds, the level of the astronomical

tide (T) and the height of wave breaking (R). In order to

physically determine the impact of extreme water level reached

by the sea in Saint-Louis, we define the severe water levels

corresponding to the top 2%, thus the 98th percentile (following

a common definition of extreme storms). The cumulative annual

occurrence of the of the time spent over this threshold is

computed over the study period.

To compute overtopping and flooding potential, the

topographic data in this work are set to a geoidal coordinate

system (vertical datum). Here, the ECWL are converted to

geodetic data using the vertical datum value (0.981m) of

Wöppelmann et al. (2008), so that they can be superimposed

with the topographic data. It should be recalled that the vertical

datum used is that of the tide gauge in Dakar, because there is no

one in Saint-Louis.

To study the trend of evolution of the extremes in Saint-

Louis on the basis of annualized data, the regress function of the

Matlab software (linear regression) is used. In addition, the

statistical test p-value is calculated to determine the level of

significance of the trend.
Flood zone and mapping and risk
for infrastructures

The methodological approach to flood mapping adopted in

this work is based on the calculation of the percentage of

potentially floodable surface through the satellite-derived DEM

and the raster calculator tool of the Arc Gis software. Then, from

the OSM (Open Street Map) databases, the properties (buildings,

parcels, etc.) are vectorized in Arc Gis. To identify the

infrastructures potentially exposed to flooding, spatial queries

similar to the selection by location are made in order to extract

the properties that are under the spatial extension of a certain

ECWL threshold.
Results

Evolution of extreme coastal
level occurrences

The thresholds representing the percentiles of low (30%),

moderate (60%) and severe (98%) ECWL correspond to -0.05 m,

0.78 m and 1.98 m, respectively (Figure 2A). Figure 2B shows the

evolution of the most severe threshold that presents a strong

interannual variability. The maximum temporal occurrence of
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the 1.98 m level was 180 hours between 1995 and 2000, but since

2005, there are 3 years out of 5 where it does not exceed 100 h,

with a minimum value of 54h. By extension, the occurrence of

floods has weakened over the sequence 2005-2010. On the other

hand, from 2010, there is an increase in the frequency of

flooding, with a maximum value of 220h, which reflects an

increase in the total annual duration of extreme sea levels, and

probably the frequency of coastal flooding in Saint-Louis.

Overall, the increasing trend in occurrence (significant at 95%

level) is 1h per year which correspond to almost a day spent with

flooding over this 23 years period.
Flood-prone areas and associated
impacts

To show the potential of extension of the coastal flooding in

Saint-Louis, a mapping of flood-prone areas is performed based

on the two highest percentiles, 60th and 98th, combined with

satellite-based DEM (Figure 3). This because the 30th (-0.05 m)

percentile does not generate any risk of flooding in Saint-Louis.

Figure 3 shows a significant variation in the extent of

flooding between the 60th and 98th percentiles and highlights

a spatial contrast of the Saint-Louis coastline sections submerged

by extreme water-levels. The used-approach reveals that 10% of

the Saint Louis area would be potentially flooded under the 60th

ECWL threshold, in this low-lying river mouth alluvial plain.

This surface potentially submerged under the severe 98th ECWL
Frontiers in Marine Science 05
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threshold reaches 45% of the area is floodable, reaching key

urbanized areas.

The results reveal that some neighborhoods of Saint-Louis

are potentially exposed to extreme coastal water levels. Indeed,

much of the area covered by the Langue de Barbarie is

submersible. Figure 4 shows that the district of Gueth Ndar

(the most densely populated of Saint Louis and Senegal; Diop,

2017) is the most exposed to coastal flooding, followed by Ndar

Toute and Goxxu Mbacc. On the other hand, important

governmental infrastructures located on the island of Saint-

Louis appears to be preserved: the spatial extent of the severe

water level (98th percentile) does not affect this part of Saint-

Louis (north and south island). Moreover, the spatial disparity of

the flood extension observed on the Langue de Barbarie is

similar to that observed in the Sor suburb. In this part of

Saint-Louis, only the neighborhoods located in front of the

Senegal River are subject to flooding and the Pikine

neighborhood located inside the Sor suburb. From the 10 sites

(Goxxu Mbacc, Ndiolloféne, Gueth Ndar, North and South

Islands, Corniche, Balacos, Diamaguene, Léona and Pikine),

Gueth Ndar remains the most vulnerable to coastal flooding.

This is explained by its elevation characteristics largely below the

hydrodynamic extreme levels (i.e. 1.98 m). In terms of

infrastructure, the spatial queries performed reveal that 140 of

the 24588 buildings and 452 plots of land (or parcels) on 13796

can be flooded. This means that many social, economic, cultural

and religious assets are potentially endangered if not protection

is deployed.
A B

FIGURE 2

(A) Distribution of different percentiles of extreme coastal water level (ECWL), from 1994 to 2015. (B) Number of hours per year that coastal sea
level at Saint-Louis reaches the 98th percentile (1.98 m).
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Hydrodynamic factors contributing to
coastal flooding

Since the estimation of EWCL from the Almar et al. (2021)

model involves four parameters, we estimate here the relative

weight of each of them in the 98th percentile for the period 1994-

2015. Figures 5A–E shows hourly overall timeseries and annual

means of each component. Figure 5F shows the aggregated

annual conditions that produced a level above the 98th

percentile. The tide (T) contributes the most with 71%,

followed by wave run-up (R) with 25%, sea level anomaly

(SLA) drives 3%, with a negligible contribution (<1%) of

storm surge height due to atmospheric pressure and winds

(DAC) in this storm free environment. Noteworthy, while SLA

and DAC are dominated by interannual low varying evolutions

(i.e. season to years), waves and particularly tide have rapid

changes (i.e. hours to days).

The analysis of the evolution of the extreme level of coastal

waters in Saint-Louis reveals that despite his minor influence on

ECWL events, only SLA shows a significant 3.5 mm/yr trend at

the 95% level (pvalue less than 0.05), which contributes to the

increase in potential flooding. However, the large variability of

wave runup T and R during the events prevent a robust overall
Frontiers in Marine Science frontiersin.or06
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trend assessment of ECWL on the study period and is a clear

source of uncertainty for coastal flooding risk prediction in Saint

Louis and elsewhere. This is due to the combined effect of their

large amplitude with high frequency signal with a random

phasing: waves randomly reach the coast during neap or

spring tides, low or high tides.
Discussion

The estimation of the extreme coastal water level in Saint-

Louis reveals that this section of the Senegalese coastline is

extremely vulnerable to ocean-induced flooding. Being a highly

urbanized site with an urban growth of 5% (Sidibe, 2013), there

is no doubt that the shores are highly exposed to coastal

flooding. Therefore we cannot talk about risk or vulnerability

without the existence of stakes (Pont, 2015): socio-economic or

environmental. The potential flood events of the Langue de

Barbarie are likely to affect social, cultural, economic, heritage

and cultural matters. Flooding in Saint-Louis causes a wide

range of impacts (Sall, 2006). From a spatial point of view, the

potential impacts manifest themselves in variable geometry. Of

the 10 sites (Goxxu Mbacc, Ndiolloféne, Gueth Ndar, North and
FIGURE 3

Spatial extent (red) of potential flooding for the moderate and severe ECWL scenarios, i.e. the 60th and 98th percentile.
g
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South Islands, Corniche, Balacos, Diamaguene, Léona and

Pikine), the site of Gueth Ndar remains the most vulnerable to

coastal flooding. The district of Gueth Ndar is the most exposed

to flooding likely to be induced by the 1.98m water level. Given

its high human density, it is the most populated neighborhood of

the Saint Louis, but also of Senegal and West Africa (Diop, 2017;

Brüning, 2022). This high human concentration combined with

its sensitivity to flooding, makes it particularly vulnerable. Many

of the social assets (including historical cemetery) present in this

part of the Langue de Barbarie would be impacted by flooding,
Frontiers in Marine Science 07
133
which would also have consequences for the population as well

as for socio-economic activities, particularly fishing, which is the

dominant activity. This situation of vulnerability should incite

decision makers and coastal managers to consider the protection

of this section of the Saint-Louis coastline. Efforts concerning the

protection of coastal communities of the Langue de Barbarie

have been made through the construction of a protective dyke of

3m height in 2022. However, beyond the hard methods of

coastal protection, other alternatives of protection should be

adopted such as soft and nature based solutions (Alves et al.,
frontiersin.o
FIGURE 4

Map of infrastructures and assets of Saint Louis likely to be potentially flooded under the 98th ECWL percentile (i.e. 1.98 m).
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2020). Indeed, our results show that more and more extreme

coastal water levels are expected and could overtop and overflow

the protective dike. To this end, the use of soft development

measures would be an effective solution. Soft solutions are less

damaging to the environment than hard solutions (Schoones

et al., 2019). Moreover, Baldé et al. (2021) showed that beach

nourishment in the Langue de Barbarie, in this case the beaches

of Pilote Bar, played an important role in that it contributed to

beach widening. This method can also be efficient in dealing

with coastal flooding. A wide, fattened beach provides good

protection against erosion and overwash by decreasing runup

propagation, as well as the probability of crossing (Duvat, 2001;

Balouin et al., 2012; Itzkin et al., 2021). Moreover, it is likely to

encounter the phenomena of land subsidence of this densely

populated Gueth Ndar neighborhood. Continued subsidence

catalyzes sea level rise, which in turn increases water levels,

which exacerbates coastal flooding (Moller et al., 2014).

According to Woodruff et al. (2013), the impacts of coastal

flooding can be mitigated in part through the implementation of

adaptation strategies using conservative sediment management

and human-induced subsidence reduction. The protection of

this sandy strip (Langue de Barbarie) is of paramount

importance, as its disappearance could have significant

impacts on the city of Saint-Louis and the Sor suburb. In fine,

the relocation of populations may be a possible solution to
Frontiers in Marine Science frontiersin.o08
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protect people. Moreover, a relocation project to offer long-term

protection to the populations of the Langue of Barbarie in Saint-

Louis is underway. A 14-hectare relocation site located in

Diougop outside the city of Saint-Louis is being developed. On

this site, 600 housing units will be built to accommodate 10,000

people (Brüning, 2022). This relocation project is currently

encountering a number of pitfalls related to the issue of social

acceptability. The populations of Gueth Ndar, who are mostly

fishermen, feel that this policy of relocation inland would take

them away from their place of work, the sea. However, a

participatory approach should be adopted to facilitate

acceptance of the project if their cultural and socio-economic

contribution to the identity of Saint-Louis is to be maintained.

Given that the drivers of coastal flooding are varied (Prime

et al., 2016), we attempted to separately analyze the factors

contributing to coastal flooding in Saint-Louis. Our results show

that the tide is the dominant driver of coastal flooding in Saint-

Louis. This observation is also made by Durand et al. (2010) on

the Langue de Barbarie. This finding is consistent with Almeida

et al. (2018) and Dada et al. (2019) works showing at other low-

lying coasts exposed to energetic waves that coastal flooding in

Nha Trang (Vietnam) and low-lying mud coast in Nigeria Delta

(Gulf of Guinea) are due to the interaction between waves and

tide. Durand et al. (2010) also points out that the tidal range has

significantly increased after the opening in 2003 of a breach in
A F
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FIGURE 5

(A–E) ECWL components hourly (black) and yearly (red) timeseries and (F) contribution of each ECWL component passing the 98 percentile and
potentially causing severe flooding in Saint-Louis between 1994 and 2015. In (F) the components are aggregated yearly during the moments
overpassing the 98 percentile. Blue line in (E) stands for the 98th percentile of the ECWL timeseries, and referred to as “severe” value.
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the sandspit and water levels in Saint-Louis lagoon are

increasingly aligned with the rhythm of the tides. However,

due to the lack of long-term tide gauges in Saint Louis, more

generally along the African coast (Abessolo Ondoa et al., 2019;

Marti et al., 2021; Almar et al., 2022), our current study is limited

by the use of the FES2014 tide data which are harmonic-based,

off-shore, and do not reflect change over time (Figure 5D); any

trends or changes in local tides in could not be determined. Our

results also show interannual variability in the temporal

occurrence of extreme water levels at Saint-Louis. Especially

since our results reveal that the tide is the main factor

contributing to coastal flooding in Saint- Louis, and that in a

global context of global warming the sea level is expected to

increase. Thus, the impact of flooding in Saint-Louis will

strongly impact coastal communities. Due to the presence of

the river, the study area is at great risk of flooding as the sea level

rises gradually. Sea level rise by 2100 will strengthen coastal

flooding in Saint-Louis (Sall, 2006). Our data reveal that waves

have a significant impact on the occurrence of ECWL events at

Saint-Louis. As a difference with tides, the action of waves on

extreme events is likely to take significant proportions especially

in a context of climate and climate variability change, it should

be remembered. In particular, waves have a strong interannual

fluctuation controlled by the North Atlantic Oscillation (Almar

et al., 2019). Climate change, - which is reflected in the sea level

rise, has the effect of strengthening the action of waves (Costa,

1995; Wang et al., 2003; Melet et al., 2018), and will influence the

generation of swells of high intensity at the coast (Sergent et al.,

2010; Vitousek et al., 2017). This concern is confirmed by the

global simulations of Vitousek et al. (2017) that identify the

inter-tropical zone as particularly exposed to future increase in

coastal flooding.

In St. Louis, we find that this increase in potentially

inundated area with ECWL is rather linear (Table 1).

Interestingly, while there is considerable climate-induced

variability in waves, model predictions do not indicate clear

long-term trends (Melet et al., 2020a), nor does the R runup.

While current ECWLmaxima are about 2 m, with a 1 m sea level

rise offset, as predicted (Oppenheimer et al., 2019) for the late
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21st century, the inundated area can be expected to increase by

25% if no protective measures are taken.

Lastly, it should be noted that when interpreting the

consequences of overtopping on coastal flooding, the

occurrence of overtopping does not necessarily imply that the

entire low elevation coastal zone is flooded. Rather, overtopping

drives localized coastal flooding, immediately adjacent to areas

of overtopping, which would likely be both temporally and

spatially variable due to the combined effects of temporal and

alongshore gradients in breaking wave heights, and alongshore

variations in coastal elevation maxima (Almar et al., 2021). Even

if a standalone use for coastal studies (e.g. without ground

control point) is not yet conceivable at this stage with

operational accuracy (Taveneau et al., 2021; Turner et al.,

2021), considering the encountered accuracy limitations,

satellite-based topography monitoring appears as a

breakthrough in decade-old monitoring technological barriers

(Benveniste et al., 2019; Melet et al., 2020b), in support of

coastal engineering.
Conclusion

By combining satellite-derived DEM with reanalyzes and

satellite observations of sea level components, this paper assessed

the vulnerability of the Saint-Louis coastline to the potential risk

of coastal flooding. Testimonies already reported various

impacts on economic, cultural, patrimonial and infrastructural.

Our results confirm that this site is extremely vulnerable to

coastal flooding potential almost half of this low lying river

mouth plain flooded under severe water levels. Spatially, the

different neighborhoods of Saint-Louis are unequally affected

with the most exposed one, also one of the poorest with

vulnerable communities, being located on the Langue of

Barbarie sandspit. Sea level rise is the main factor for the

trend. However, the fact that on top of rising sea, that the

compound influence of waves and tide that is predominant

responsible for the events induce a large uncertainty on the

prediction of coastal risk. This study documents coastal risk

flooding potential and its drivers which is not sufficiently

quantified and understood on the Senegalese coasts and West

Africa, and whose knowledge is an essential element in the

elaboration of coastal development schemes and protection of

coastal communities.
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Improving multi-decadal
coastal shoreline change
predictions by including model
parameter non-stationarity

Raimundo Ibaceta*, Kristen D. Splinter, Mitchell D. Harley
and Ian L. Turner

Water Research Laboratory, School of Civil and Environmental Engineering, UNSW Sydney, Sydney,
NSW, Australia
Our ability to predict sandy shoreline evolution resulting from future changes in

regional wave climates is critical for the sustainable management of coastlines

worldwide. To this end, the present generation of simple and efficient semi-

empirical shoreline change models have shown good skill at predicting

shoreline changes from seasons up to several years at a number of diverse

sites around the world. However, a key limitation of these existing approaches

is that they rely on time-invariant model parameters, and assume that beaches

will evolve within constrained envelopes of variability based on past

observations. This raises an interesting challenge because the expected

future variability in key meteocean and hydrodynamic drivers of shoreline

change are likely to violate this ‘stationary’ approach to longer-term

shoreline change prediction. Using a newly available, multi-decadal (28-year)

dataset of satellite-derived shorelines at the Gold Coast, Australia, this

contribution presents the first attempt to improve multi-decadal shoreline

change predictions by allowing the magnitude of the shoreline model

parameters to vary in time. A data assimilation technique (Ensemble Kalman

Filter, EnKF) embedded within the well-established ShoreFor shoreline change

model is first applied to a 14-year training period of approximately fortnightly

shoreline observations, to explore temporal variability in model parameters.

Then, the magnitudes of these observed non-stationary parameters are

modelled as a function of selected wave climate covariates, representing the

underlying seasonal to interannual variability in wave forcing. These modelled

time-varying parameters are then incorporated into the shoreline change

model and tested over the complete 28-year dataset. This new inclusion of

non-stationary model parameters that are directly modelled as a function of

the underlying wave forcing and corresponding time scales of beach response,

is shown to outperform the multi-decadal predictions obtained by applying the

conventional stationary approach (RMSEnon-stationary = 11.1 m; RMSEstationary =
frontiersin.org01
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254.3 m). Based on these results, it is proposed that a non-stationary approach

to shoreline change modelling can reduce the uncertainty associated with the

misspecification of physical processes driving shoreline change and should be

considered for future shoreline change predictions.
KEYWORDS

ShoreFor, shoreline change model, ensemble kalman filter, Gold Coast, Australia
1 Introduction

Sandy coastlines vary at time scales of individual storms to

longer-term variability due to changes in waves, water levels, and

sediment supply (Vitousek et al., 2017a; Jackson and Short, 2020).

Reliable predictions of shoreline evolution that span this range of

time scales, both now and by the end of the century, are required

for assessing coastal vulnerability in a changing climate

(Ranasinghe, 2020; Toimil et al., 2020). This is particularly

important given the uncertainty and possible changes in

regional wave climates and/or ocean water levels due to climate

variability that have the potential to influence the coast (Wong

et al., 2014; Ranasinghe, 2016; Vousdoukas et al., 2020; Odériz

et al., 2022). As such, significant research effort has been directed

towards the development of relatively simple and efficient semi-

empirical shoreline change models to predict shoreline evolution

over time scales ranging from seasons to decades (e.g., Miller and

Dean, 2004; Castelle et al., 2014; Jaramillo et al., 2020; Roelvink

et al., 2020; Yates et al., 2009; Splinter et al., 2014; Vitousek et al.,

2017b). These models are now being used to explore shoreline

changes that may occur during the 21st century (e.g., Toimil et al.,

2017; Vitousek et al., 2017b; D’Anna et al., 2021; D’Anna et al.,

2022) assuming that beaches will evolve within constrained

envelopes of variability based on past measurements (Luijendijk

et al., 2018; Vousdoukas et al., 2020). However, the expected

future changes in key meteocean and hydrodynamic drivers of

shoreline evolution (e.g., Wong et al., 2014; Morim et al., 2019)

suggest that predictive models of longer-term shoreline changes

should also include the capability to adapt to changing wave

forcing, as well as corresponding time scales of shoreline response

(Montaño et al., 2021; Schepper et al., 2021; Splinter and

Coco, 2021).

Semi-empirical shoreline change models are simplified

representations of the complex sediment transport processes

occurring between the shoreface and beach face, and therefore

inherit uncertainties from the imprecise representation of physical

processes in the model structure and from the forcing inputs (Le

Cozannet et al., 2019; Le Cozannet et al., 2016; Kroon et al., 2020;

Montaño et al., 2020; D’Anna et al., 2021; Toimil et al., 2021;

Vitousek et al., 2021). This misspecification of physical processes
02
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is typically addressed via site-specific model calibration, whereby a

set of stationary (or time-invariant) model parameters are

optimized for a specific time period using observed forcing and

co-located shoreline data (Long and Plant, 2012; Splinter et al.,

2013). For example, Yates et al. (2011, 2009) applied a semi-

empirical cross-shore shorelinemodel to five beaches in California

(USA) spanning up to 5 years of data and found inter-site

variability in the magnitude of their four model parameters.

Splinter et al. (2014) applied a different cross-shore shoreline

change model to datasets obtained from seven diverse beaches

across the USA, Europe and Australia, each spanning more than 5

years. These authors similarly found large inter-site variability

between the magnitude of model parameters.

In addition to site-specific dependencies on model

parameter calibration, recent research suggests that the

calibration period and associated characteristics of the wave

climate may also introduce parameter biases (D’Anna et al.,

2022, D’Anna et al., 2020; Ibaceta et al., 2020; Montaño et al.,

2020). For instance, Splinter et al. (2017) analysed 8 years of

wave and shoreline observations at the Gold Coast, Australia,

finding a substantial difference in optimized model parameters

between two independently calibrated 4-year time periods. This

was shown to be consistent with a relatively subtle difference in

the annual distribution of storm wave events during each of the

two consecutive 4-year observation periods. More recently,

D’Anna et al. (2022) used a climate-based wave emulator to

produce ensemble-based past and future projections of shoreline

evolution spanning the 21st century at Truc Vert, France. Using

two different semi-empirical shoreline change models, it was

shown that different wave chronologies produced by the

emulator can significantly alter the modelled shoreline

response. Based on these findings, the authors advocated for

more research into the underlying link(s) between model

parameters and wave climate variability.

To achieve this objective, data assimilation techniques offer

the possibility to estimate non-stationary (i.e., time-varying)

parameters and explore their links to changes in natural

forcing (Pathiraja et al., 2018; Deng et al., 2019, Pathiraja

et al., 2016a; Xiong et al., 2019; Zeng et al., 2019). More

specifically, Kalman filter variants (Kalman, 1960) are data
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assimilation techniques that are already employed in semi-

empirical shoreline change modelling to assist with model

calibration (e.g., Long and Plant, 2012; Vitousek et al., 2017b;

Muir et al., 2020; Alvarez-Cuesta et al., 2021a). By this approach

model parameters are continually adjusted as additional state

(i.e., shoreline) observations become available (Evensen, 2009).

Optimized shoreline predictions are achieved by efficiently

weighting and combining the spread of the shoreline

observations (represented by the shoreline measurement

accuracy) with the spread of the model simulations (referred

to as ‘parameter process-noise’). Most commonly, these existing

applications have used a Kalman filter to estimate the stationary

(i.e., time-invariant) magnitude of shoreline model parameters,

by assuming a very low level of parameter process-noise

(Vitousek et al., 2017b; Alvarez-Cuesta et al., 2021b; Vitousek

et al., 2021). However, Ibaceta et al. (2020) presented a dual

state-parameter Ensemble Kalman Filter (EnKF) variant

(Pathiraja et al., 2016a, Pathiraja et al., 2016b) and showed its

suitability to explore non-stationary, or time-varying parameters

within the context of the established cross-shore shoreline

change model, ShoreFor (Davidson et al., 2013; Splinter et al.,

2014). Specifically, it was found that using a sufficiently high

magnitude of parameter process-noise, the EnKF was able to

track non-stationary parameters as demonstrated by several

synthetic scenarios that were designed to emulate differing

modes of shoreline behaviour. The method was also applied to

an 8-year real-world shoreline dataset presented in Splinter et al.

(2017), that – as was previously noted above - exhibited a

distinct shift in shoreline behaviour. In this prior work the

EnKF technique successfully reproduced the observed shift in

shoreline behaviour and revealed that the resulting non-

stationary model parameters were related to changing

characteristics of the wave forcing. While this application was

limited to past periods where shoreline observations were

available for data assimilation, the next challenge is to

investigate strategies for extrapolating the detected time-

varying parameters out of the training period where the EnKF

is applied. To this end, the recent availability of longer and

publicly available satellite-derived shoreline datasets (Luijendijk

et al., 2018; Vos et al., 2019b; Almeida et al., 2021; Castelle et al.,

2021) offers for the first time the opportunity to significantly

expand the application of the EnKF methodology, with a

particular focus on future shoreline change predictions under

climate projections where multi-year variability in wave climate

forcing is expected (e.g., D’Anna et al., 2021).

In this work, the EnKF technique that was introduced in

Ibaceta et al. (2020) is now applied to an extended multi-decadal

dataset of satellite-derived shorelines at the Gold Coast,

Australia. As described in Section 2 (Methodology), the

technique is first used to estimate the magnitude of non-

stationary parameters when applied to the established cross-

shore shoreline change model, ShoreFor (Davidson et al., 2013;

Splinter et al., 2014). Importantly, the magnitude of these time-
Frontiers in Marine Science 03
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varying parameters is then physically related and numerically

parametrized as a function of the multi-year variability in wave

forcing. Using these new insights, Section 3 incorporates the

results of this EnKF time-varying model parameter estimation to

predict nearly three decades of observed shoreline changes at the

Gold Coast. A comparison of these newly obtained results to the

more common ‘stationary’ modeling approach is discussed in

Section 4, along with a discussion of the physical interpretation

of time-varying model parameters.
2 Methodology

2.1 Study site and data

The Gold Coast is located on the east coast of Australia

(Figure 1A). This region spans ~30 km of relatively straight,

open-coast sandy beaches characterized by energetic

intermediate beach states that typically exhibit double-barred

morphology (van Enckevort et al., 2004; Price and Ruessink,

2011). Beach sediments have a median grain size of 0.25 mm and

tides are microtidal with mean spring tidal range of 1.5 m

(Davidson and Turner, 2009; Splinter et al., 2017). The

predominant direction of wave incidence is from S to SE

directions, with mean offshore significant wave height (Hs)

and spectral peak wave periods (Tp) of 1.1 m and 9.4 s,

respectively (Davidson and Turner, 2009). The wave climate of

this region generally displays a seasonal nature with more

easterly (and smaller) waves in the summer and more

southerly (larger) waves in the winter (Zarifsanayei et al.,

2022). In general, this results in a seasonal response to

shoreline variability as well, with more accreted beaches in the

summer and more eroded beaches in the winter that are also

modulated at interannual time scales by changes in storminess

patterns (Splinter et al., 2017). At interannual time scales, the

wave climate is also modulated by the El Niño-Southern

Oscillation (Phinn and Hastings, 1995; Barnard et al., 2015).

Time series of three-hourly wave data (Hs and Tp) are

available from a waverider buoy located approximately 4 km

to the north and 2 km offshore of the study site in 17 m water

depth (Figure 1C). Gaps in the wave buoy time series were filled

using values from the closest grid point of the CAWCR

reanalysis dataset (Durrant et al., 2014, see Figure 1C). A

comprehensive assessment of this wave dataset quality for the

Australian region is presented in Hemer et al. (2017).

The portion of coastline examined in this work coincides

with the same stretch of coast that was previously analysed over

shorter time periods by Splinter et al. (2017) and Ibaceta et al.

(2020). Specifically, a 1 km stretch of sandy beach at Surfers

Paradise (Figure 1B) was selected. Previous investigations

showed that this stretch of coastline is outside the influence of

down-drift engineering interventions (Turner, 2006), including

the construction of an artificial reef and the placement of a sand
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nourishment (Boak et al., 2000; Black and Mead, 2001; Turner,

2006). And importantly, Splinter et al. (2011) also showed that

minimal gradients of alongshore sediment transport have been

observed at this location, necessary for the assumptions of the

cross-shore shoreline change model used here (Section 2.2).

The CoastSat toolbox (Vos et al., 2019b) was used to extract

satellite-derived shorelines at ten shore-normal transects spaced

every 100 m alongshore (Figure 1B, yellow lines). Briefly,

CoastSat retrieves time series of cross-shore shoreline position

(accuracy ~10-15 m) at any sandy beach from 30+ years of

publicly available satellite imagery (Landsat 5,7, 8 and Sentinel 2)

at a revisit period of ~2 weeks. At the Gold Coast, 28 years of

suitable satellite imagery is available spanning the period 1992-

2020. To remove high-frequency shoreline changes related to

tidal variations, the resulting time series at each transect were

tidally corrected to a fixed datum (MSL) using water levels from

a global tide model and an average beach slope (Vos et al., 2020).

An average beach slope was used in line with previous studies on

satellite-derived shorelines, where using a time-evolving beach

slope did not result in better shoreline mapping (Castelle et al.,

2021). The reader is referred to Vos et al. (2021) for further

details on this dataset.
Frontiers in Marine Science 04
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As the final step in shoreline data pre-processing, the

resulting 28-year time series of tidally corrected shorelines

were alongshore-averaged over the 1 km long study site, to

remove the effect of smaller-scale shoreline features such as

beach cusps, commensurate to previous studies at this same site

(e.g., Splinter et al., 2017).

Figure 2 summarizes the complete 28-year wave and

shoreline Gold Coast dataset. In Figure 2A the wave data is

represented by the single parameter dimensionless fall velocity,

Ω =Hs,b/wTp, where w is the sediment fall velocity, which in turn

is a function of the site-specific median grain size (i.e., d50 =

0.25 mm). Tp is the 3-hourly peak wave period measured at the

wave buoy, and the significant breaking wave height (Hs,b) is

estimated from the 3-hourly offshore conditions by reverse-

shoaling of the inshore (17 m depth) wave buoy data (after

Splinter et al., 2014). In summary, a clear seasonality in the Gold

Coast wave climate is evident (Figure 2A), and in addition to

this, calculation of the 5-year backwards running mean ofΩ (i,e.,
�W) also reveals longer-term interannual wave climate variability

(Figure 2B). The corresponding alongshore-averaged shoreline

time series is shown in Figure 2C. Of relevance to this work, both

seasonal and interannual shoreline changes are evident during
A B

C

FIGURE 1

Study site and data. (A) Location of the Gold Coast on the east coast of Australia. (B) Satellite image (source: Google Earth) of the study site and
the location of ten shore-normal transects (yellow lines) used for extraction of satellite-derived shoreline time series. (C) Map of the Gold Coast
location showing specific location of the study site (red point). Black crosses indicate the location of the waverider buoy and the CAWCR
gridpoint used to fill gaps in wave measurements.
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the 1992-2020 period with the shoreline position negatively

correlated with the multi-year wave climate variability W, (r =

- 0.3, p< 0.01). The previously identified links between �W and

model parameters of the ShoreFor shoreline change model

(Splinter et al., 2014) are now investigated and quantified in

the following sections.
2.2 Shoreline change model: ShoreFor

The generalized version of the semi-empirical shoreline

change model, ShoreFor (Splinter et al., 2014) is used in the

present study to model cross-shore driven shoreline evolution

at the Gold Coast study site. ShoreFor is based on the

behavioural concept that shorelines continuously evolve

towards a time-varying equilibrium position (Davidson

et al., 2013), with the cross-shore rate of shoreline change

(dx/dt) given by:
Frontiers in Marine Science 05
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dx
dt

= caFa + ceFe + b (1)

In this formulation, the forcing term Fa,e = P0.5DΩa,e/sDΩ Fa,e

is a function of the wave power at the breaking point (P) and the

disequilibrium dimensionless fall velocity (DW). The wave power

at the breaking point is calculated as P = 1
16= rgH2

s;b

ffiffiffiffiffiffiffi
ghb

p
assuming a breaking criterion hb = Hs,b/0.78 (Splinter et al.,

2014). The variables r, g are the water density and acceleration

due to gravity, respectively. Importantly, the disequilibrium

dimensionless fall velocity (DW) dictates the potential direction

of cross-shore sediment transport as either offshore (DWe,when

DΩ< 0) during erosive conditions or onshore (DWa,for DΩ > 0)

during accretionary conditions. From this, the disequilibrium

component DΩ = (Ωeq -Ω) and its associated standard deviation

sDΩ are computed from the 3-hourly dimensionless fall velocity

W = Hs,b
Tpw

.
at the wave breaking point, where Tp is the peak

wave period and w is the sediment fall velocity. The time-varying

equilibrium expression (after Wright et al., 1985) is given by:
A

B

C

FIGURE 2

Wave and shoreline datasets. (A) Time series of dimensionless fall velocity spanning the 1992-2020 period (black line). The red line is the 3-
month running mean. (B) Interannual variability of the dimensionless fall velocity, here represented by a 5-year running backwards mean. (C)
Time series of shoreline evolution at the Gold Coast relative to a local datum. This data was obtained from satellite-derived shorelines (red dots
with grey error bars representing the accuracy of the satellite-derived shorelines, here given by R =10 m). The black line is the 6-week centered
running mean used to facilitate visualization of the seasonal to interannual variability at this study site. The dataset is split into 3 different time
periods (P1, P2, P3). P2 is used for training and all three are used for testing purposes.
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Weq = o2f
i=110

−i=f
h i−1

o
2f

i=1
Wi10

−i=f     (2)

Of particular relevance to the new work presented here is the

physical interpretation of the underlying model parameters in

Equation 1. These include three wave-driven cross-shore

sediment transport-related parameters ca, ce and f that in this

study are estimated and permitted to vary independently using

the EnKF technique (as described in Section 2.3 below). The two

rate parameters ca and ce (units: m1.5s-1W-0.5) are proxies for the

accretion/erosion sediment transport efficiency and the response

factor parameter f (in days) represents a beach response time.

This model parameter (f) has also been described as a proxy for

‘beach memory’ as it represents the time length to which

predicted shorelines ‘remember’ antecedent wave conditions

(Vitousek et al., 2021).

Based on previous testing of the ShoreFor model at a diverse

range of seasonal and storm-dominated sandy coastlines in

Australia, Europe and the USA, Splinter et al. (2014) showed

that the magnitude of these parameters can be related to the

mean interannual (≥ 5 years) dimensionless fall velocity �W (e.g.,

Figure 2B), consistent with well-established relationships (e.g.,

Wright and Short, 1984) between modal beach states and cross-

shore processes. Conceptually, mild-slope beaches experience

slower rates of shoreline changes (i.e., f > 100 days) and

decreased sediment exchange efficiency (lower ca and ce

values) between the surf zone and beach face. Conversely, the

breaker line tends to be closer to the beach face at steeper

beaches, enhancing efficient (larger ca and ce magnitudes) and

rapid (i.e., f < 100 days) sediment exchange. Note that the

additional b term in Equation 1 is a residual term accounting for

any unresolved processes. The reader is referred to Splinter et al.

(2014) and Davidson et al. (2013) for a full description and

formulation of the ShoreFor model.
2.3 Shoreline modelling with
non-stationary parameters

The new methodology that is developed here for predicting

shoreline change using non-stationary parameters is comprised

of four steps:
Fron
(1) Non-stationary model parameters are estimated using

the EnKF methodology presented in Ibaceta et al.

(2020). The same EnKF algorithm is also tuned to

calculate stationary (i.e., time-invariant) or ‘converged’

parameters (e.g., Long and Plant, 2012; Vitousek et al.,

2017b) to compare with this new non-stationary

approach;

(2) Correlation analyses between estimated non-stationary

parameters and wave forcing covariates (e.g., �W) are

undertaken using the Pearson correlation coefficient (r).;
tiers in Marine Science 06
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(3) Linear regression is used to develop expressions of the

non-stationary parameters based on the results from (2)

and a Pearson correlation coefficient |r| > 0.7; and

(4) The performance of the ShoreFor model predictions for

the full 28-year time period is assessed using the newly

modelled non-stationary parametrizations, and

compared with the predictions of the conventional

stationary approach.
Each of these four steps is outlined in further detail below.

2.3.1 Parameter estimation using the EnKF
(Step 1)

The EnKF technique first presented in Pathiraja et al.

(2016a) and adapted to the ShoreFor model in Ibaceta et al.

(2020) is used to estimate model parameters (ca, ce, f, b) for the
multi-decadal Gold Coast dataset. The EnKF is a Monte Carlo

application of the well-known Kalman Filter (Kalman, 1960),

which produces optimal state and parameter estimates for

Gaussian systems by optimally combining noisy observations

and model simulations (Evensen, 2009). Optimized state (e.g.,

shoreline) predictions are achieved by efficiently weighting the

model predictions and shoreline observations, represented by

ensembles of simulations (i.e., process-noise) and noisy data

characterized by an observational error (R), respectively. In

addition, the EnKF provides the best estimate of the (time-

varying) model parameters resulting in this optimized

shoreline predictions.

While it is possible to define a parameter evolution model

within the EnKF (i.e., an equation describing parameter

variability in time), this requires some a priori knowledge

about the parameter non-stationarity (Pathiraja et al., 2016a).

Here, no a priori knowledge is assumed and thus a random-walk

approach is adopted, allowing the model parameters to vary

freely in time when observations become available (Deng et al.,

2019). In brief, at each 3-hourly time-step corresponding to each

new observation of the forcing wave data Hs,b and Tp, the

shoreline model uses inflated (i.e., process-noise included)

background parameter ensembles modelled as a random-walk

to estimate shorelines at the next time-step. This procedure

continues until a new shoreline observation is available, which in

turn is dependent on the particular sampling frequency, here

given by the satellite’s revisiting period of approximately two

weeks (Vos et al., 2019b). At this point, parameter ensembles are

updated based on the shoreline observation ensembles (i.e.,

mean with error statistics representing the measurement

accuracy, R). These updated parameters are then used to

provide new shoreline estimates that are then state-updated

using the same observations of the parameter update step.

Importantly, Ibaceta et al. (2020) found that a sufficiently high

magnitude of parameter process-noise successfully tracked the

magnitude of non-stationary parameters as demonstrated by

several synthetic scenarios emulating natural shoreline
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behaviour. Otherwise, low (or null) process noise magnitudes

resulted in updated estimates with lower variance than the

previous time-step and time-invariant parameter estimation

(e.g., Long and Plant, 2012; Vitousek et al., 2017b).

The EnKF technique was run over 50% of the dataset (P2

time period, 2000-2014, Figure 2C) for model training purposes.

This period was selected due to the higher temporal resolution of

the satellite-derived shorelines coinciding with the launch of an

additional satellite in April 1999 (Landsat 7, Vos et al., 2019a).

This higher temporal frequency can improve non-stationary

parameter estimation, as demonstrated in Ibaceta et al. (2020).

To avoid filter divergence by large differences in the order of

magnitude of the different cross-shore driven parameters, the

EnKF algorithm was set-up to estimate the magnitude of j =

log10 (f), from which the magnitude and uncertainty of f is then

calculated. Initial model parameter estimates (cao , c
e
o, fo, bo ) were

determined from the generalized parametrizations provided in

Splinter et al. (2014) applied to the first 4 years of the wave

record, along with the initial seed value of bo = 0. Initial

parameter ensembles are generated from truncated normal

distributions to ensure that parameters fall within their feasible

range (Splinter et al., 2014). Following the analyses of Ibaceta

et al. (2020), single EnKF experiments (NE=1) are run using n =

500 ensemble members. In addition, a shoreline observation

accuracy value of R = 10 m is allocated to each measurement, to

represent the expected satellite-derived shoreline position

accuracy. This magnitude is consistent with a previous

assessment of the accuracy of satellite-derived shorelines along

the east coast of Australia (Vos et al., 2019a).

To estimate non-stationary parameters, the EnKF technique

was set-up so that b = 0 in Equation 1, to align with previous field

observations showing that gradients in alongshore transport

along this 1 km stretch of coastline are minimal (Splinter

et al., 2011). This is arranged in the EnKF algorithm by

allocating a null magnitude of process-noise to this term such

that the initial seed value (bo = 0) does not vary in time. In

contrast, the magnitude of process-noise of the cross-shore

driven parameters (ca, ce and f) is set sufficiently high enough

to track non-stationary parametrizations. By this approach, the

contribution of model parameters to the EnKF shoreline time

series hindcast is explained by temporal changes in the cross-

shore driven parameters (ca, ce and f) only.
In addition to the above non-stationary approach to time-

varying parameter estimation, the EnKF algorithm was also

modified to track stationary (i.e., converged or time-invariant)

wave-driven parameters at the end of the P2 training period (e.g.,

Long and Plant, 2012; Vitousek et al., 2017b; Alvarez-Cuesta

et al., 2021a). This was achieved by modifying the magnitude of

process-noise for all model parameters. Following previous

approaches (e.g., Vitousek et al., 2021), a null magnitude of

process-noise for the cross-shore wave driven parameters (ca, ce

and f) and a finite but sufficiently high magnitude for b is

expected to provide time-invariant estimates of ca, ce, f and a
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time-varying estimation of the residual term b representing

unresolved model processes (Vitousek et al., 2017b).

2.3.2 Correlation analysis between model
parameters and wave climate
covariates (Step 2)

Using the results from Step 1 and following the guidance of

previous studies in which non-stationary parameter estimation

has been undertaken within the context of hydrological models

(e.g., Westra et al., 2014; Deng et al., 2019; Xiong et al., 2019;

Zeng et al., 2019), the physical links between non-stationary

parameters obtained in Step 1 and the underlying variability in

natural forcing was explored via correlation analysis. This step

assumes that the contribution of the underlying wave forcing

overwhelms the effect of sea-level changes over this training

period (e.g., D’Anna et al., 2021, D’Anna et al., 2020).

Furthermore, the effects of sea-level changes over the past

three decades are neglected since previous studies suggested

that beaches in southeast Australia are unlikely to begin receding

by sea-level rise within the present century (Short, 2022).

Consistent with previous research on beach morphodynamics

and shoreline change modelling (e.g., Wright and Short, 1984;

Davidson and Turner, 2009; Yates et al., 2009; Ludka et al., 2015),

three wave climate indicators of coastal change were used to

compare to the temporal variability of ca, ce and f found from the

non-stationary EnKF in Step 1 above. These variables included the

dimensionless fall velocity (W), the significant wave height at the
breaking position, Hs,b and its square magnitude H2

s,b, the latter a

proxy for wave energy. Rather than correlating the three-hourly

time series of these variables, the focus here was on lower-

frequency seasonal to interannual variability. Therefore, the

backwards-calculated running average and standard deviation

(std) of the three-hourly W, Hs,b and H2
s,b time series were

obtained at varying time window lengths. Given the

acknowledged dependence of model parameters on the duration

and selection of the calibration period (e.g., Splinter et al., 2013;

D’Anna et al., 2020), running-average windows ranging in length

from 6 months to 10 years (updated every 3 months) were used

for averaging prior to correlation analysis. The Pearson

correlation coefficient (r) between the six wave climate

indicators and three model parameters was then calculated

using values from time steps when shoreline observations were

available in the EnKF recursion (Step 1). The statistical

significance (95% level) of the correlations was verified using a

two-sample Student t-test. To reduce the impact of uncertain

initial conditions in Step 1, the first 6 months of model run were

disregarded from the correlation analysis and considered as a

‘warm-up’ period (Deng et al., 2019; Ibaceta et al., 2020).

Modelling non-stationary parameters (Step 3)
Using the results from Step 2, the EnKF non-stationary

parameters found during the P2 time period (Figure 2C) were

then modelled as linear functions of the identified wave climate
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indicators:

bqt =   bZt + d (3)

where q̂t is the modelled non-stationary parameter at time t

(i.e., ĉa , ĉe or ĵ , where j = log10(f) as described in Step 1), Zt is

the running average or standard deviation of a selected wave

climate covariate (W, Hs,b or H2
s,b) and b, d, are the

hyperparameters representing the slope and intersect of the

regressed linear function, respectively. These hyperparameters

are estimated using least squares regression from pairs (qt, Zt) of
values obtained from time steps when shoreline observations

become available in the EnKF recursion. The assumption here is

that the three cross-shore driven parameters can be

independently modelled as a function of an external wave

climate covariate (W, Hs,b or H
2
s,b)

Only correlations at window lengths leading to statistically

significant (95% C.I.) and strong correlations (here defined as |r|

> 0.7) were used to develop relationships described by Equation

3. This magnitude of correlation is more conservative than

previous hydrological studies that used a lower cut-off value (|

r| > 0.6) but found better model predictions from the strongest

magnitude correlations (Deng et al., 2019; Zeng et al., 2019).

2.3.4 Predicting shoreline change and
performance criteria (Step 4)

In this final step to include non-stationary parameters in

the modelling of shoreline change, all possible combinations

(i.e., |r| > 0.7) of linearly modelled ĉa , ĉe and ĵ relationships

determined in Step 3 were used to generate deterministic multi-

decadal time series of shoreline evolution using Equation 1,

spanning the complete 28-year period. Equation 1 was

calculated forward in time at a three-hourly time-step, starting

from the first available magnitude of shoreline position in

Figure 2C (~ January 1992). The performance of each

hindcasted shoreline time series was assessed during P2 to align

with the time period used in the previous Steps 1-3. The

hyperparameters defining the optimal ĉa , ĉe and ĵ combination

resulting in the best ShoreFor model prediction during P2 were

selected and used for test purposes (i.e., ‘blind predictions’) during

P1 and P3 (Figure 2C). Two different metrics were used to assess

the performance of shoreline predictions; the root mean square

error (RMSE, Equation 4) and the skill index (Equation 5)

between the modelled, s, and observed data, sm:

RMSE =  

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

on
1

s − smð Þ2
n

s
(4)

skill = 1 −   o s − smj j2

o s − smj j + sm − smj jð Þ2 (5)

where n is the total number of samples, | | indicates absolute

value, and an overbar represents the mean of the sample. The

skill index (e.g., Jaramillo et al., 2021) is a standardized metric
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bounded between 0 and 1. A skill value equal to 0 is indicative of

complete disagreement between modelled and observed

shoreline time series, whereas a maximum skill (1) is

indicative of a perfect agreement.

To compare the new non-stationary parameter modelling

approach with the existing stationary parameter approach, a

long-term stationary prediction was also obtained from

Equation 1. The modelled shoreline time series makes use of

time-invariant parameters obtained from ‘converged ’

magnitudes of ca, ce and f at the end of the stationary EnKF

recursion, previously described in Step 1. While b is allowed to

vary in time during the shorter 14-year stationary EnKF run of

Step 1, note that this longer-term 28-year stationary prediction

assumes b = 0 during the 28-year period (e.g., Vitousek et al.,

2017b), since this parameter represents unresolved processes

that can’t be explained by the mathematical structure of the

employed shoreline model during future predictions.
3 Results

3.1 EnKF parameter estimation (Step 1)

Application of the EnKF algorithm shown in Figure 3 (left

panels) to estimate non-stationary parameters for the Gold

Coast dataset during the 14-year training period P2 (2000-

2014) shows a clear temporal variability in the ShoreFor model

parameters. Figure 3A indicates shoreline time series obtained

from the EnKF, while Figures 3C, E, G show the corresponding

values of non-stationary model parameters ca, ce, f = 10j and b.

As was previously observed in Ibaceta et al. (2020) using a

shorter (8-year) shoreline dataset derived from more limited

video-imagery, the left panels of Figure 3 demonstrate that

parameter estimation is sensitive to the study time period.

Provided a sufficiently high magnitude of process-noise for the

cross-shore driven parameters (ca, ce and f) is assumed, the

corresponding uncertainty bands remain approximately

constant so that the EnKF continuously adjusts the magnitude

of the model parameters as shoreline observations become

available. On the other hand, a null magnitude of process-

noise for the b term results in minimal contribution from this

term to the overall shoreline variability (b ~ 0, Figure 3G). The

rate parameters (ca and ce) vary on seasonal to interannual time

scales and are approximately proportional to each other over the

training period P2. Both parameters remain approximately

constant until around 2004, when they rapidly increase and

then exhibit a decreasing trend until the end of the training

period in 2014. The response parameter f (Figure 3E), here

numerically represented as f =10j also varies at interannual time

scales with some additional higher frequency variability

attributed to the more challenging estimation of this

parameter (Ibaceta et al., 2020). Figure 3E shows that f is

relatively high (f > 100 days) at the start of P2, and then shifts
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towards smaller magnitudes (f < 100 days) in subsequent years,

more indicative of a storm-dominated shoreline behaviour. The

time-varying response of these cross-shore driven model

parameters suggest that shoreline predictions out of this

training period (P2) may be enhanced by allowing these

parameters to evolve in response to changes in wave forcing.

This is analyzed in the next steps and discussed in Section 4.

Applying the EnKF algorithm using the stationary parameter

approach during the same 14-year time period is shown in the

right panels of Figure 3. For both the non-stationary and stationary

approaches, the EnKF produces a skillful shoreline hindcast

because shoreline observations are available for data assimilation

(Figures 3A, B). However, in contrast to the non-stationary EnKF

results that assumed process-noise in the wave-driven parameters

(ca, ce and f), the stationary case that assumes negligible process-
Frontiers in Marine Science 09
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noise in these same three parameters results in ca, ce and f
(Figures 3D, F) varying more slowly as their uncertainty bands

continuously reduce, leading to parameter convergence and

approximately constant parameter magnitudes around ~2013.

Additional model parameter contribution to the overall shoreline

variability in this stationary approach is given by temporal

variability in the residual term b (Figure 3H). The variability of

this residual term compensates the minimal variability of the cross-

shore driven parameters (ca, ce and f, Figures 3D, F) and shows

seasonal to interannual variability attributed to processes not

resolved by the contribution of stationary cross-shore

parameters. These unresolved processes contributed up to +/- 10

(m/year) of shoreline change at this site over this period.

The potential to physically relate the time-varying

parameters of the nonstationary approach (Figures 3C, E, ca, ce
D

A B

E F

G H

C

FIGURE 3

EnKF application to a multi-year (2000-2014) portion of the long-term dataset at the Gold Coast. Left and right panels show the non-stationary
and stationary approaches, respectively. From top to bottom, each approach shows the shoreline observations and shoreline EnKF estimates
(black line), ca and ce (dashed and dotted lines, respectively), f = 10j and b. Blue bands indicate uncertainty, represented by the standard
deviation of the ensemble (n=500). Magenta dots in the right panels indicate the converged parameters used for predicting shoreline time series
with a stationary approach.
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and f) to the underlying changes in wave forcing is now

explored in the following section.
3.2 Correlation between estimated
model parameters and wave climate
covariates (Step 2)

Correlation analyses between non-stationary model

parameters and wave climate covariates over the central 14-

year time period (P2) are summarized in Figure 4. Panels A, B

and C show the magnitude of the Pearson correlation coefficient

(r, vertical axes) for ca, ce and j, respectively. These include the
correlation with the backwards running-average and standard

deviation of W, Hs,b and H2
s,b (see colour lines in legend) at

window lengths varying from 6 months to 10 years (horizontal

axes). For ca and ce, the strongest negative and statistically

significant correlations are given for the running-average

dimensionless fall velocity at approximately 5-year time
Frontiers in Marine Science 10
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windows ( �W, red continuous lines). Other wave climate

covariates show similar but weaker correlation patterns. For

the j parameter (f = 10j), all wave climate covariates show

statistically significant and strong correlations for averaging

windows larger than ~4-5 years. The existence of strong (|r| >

0.7) and statistically significant correlations enables the creation

of linear parametrizations of ca, ce and j as a function of the

underlying physical changes in wave forcing.
3.3 Non-stationary parametrizations,
model predictions and performance
(Step 3-4)

Strong (|r| > 0.7) and significant (95% C.I.) correlations for

different wave climate covariates and averaging windows resulted

in 744 combinations of non-stationary ĉa , ĉe ,  ĵ parameterizations

(i.e., Equation 3) and an equivalent amount of modelled shoreline

time series spanning the multi-decadal period. Figures 4D-F shows
D

A B

E F

C

FIGURE 4

Summary results from Step 2 (Correlation analysis) and Step 3 (Parameterization) for each of the three wave-driven parameters (ca, ce and j, left
to right). Upper panels (A-C) show the Pearson correlation coefficient (vertical axes) for different wave climate covariates (coloured lines, see
legend) at different averaging windows (horizontal axes). Horizontal and dotted black lines indicate the cut-off magnitude for strong correlations
(|r|>0.7). Green open circles (panels a-c) indicate the time-window and wave climate covariate combination (here W at roughly ~5 years for all
three parameters) resulting in the best shoreline prediction (using Equation 1) during the P2 period. Lower panels (D-F) show the data and linear
parametrizations (Equation 3) resulting from the best non-stationary shoreline prediction.
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the linear parametrizations (ĉa , ĉe , ĵ ) of the combination that

produced the optimal shoreline hindcast (minimum RMSE and

maximum skill). All three linear expressions are derived from �W
averaged at a ~5-year running window (open green circles in

Figures 4A-C). Figure 5 shows the shoreline model hindcast (green

continuous line) corresponding to this combination of ĉa , ĉe , and

ĵ . Additionally, the shoreline model hindcast using a conventional

stationary approach is shown in magenta using the converged

values (magenta dots in Figure 3) and b = 0 for prediction purposes

(e.g., Vitousek et al., 2017b). Setting b = 0 is also a reasonable

assumption based on previous work that showed alongshore

gradients in sediment transports are negligible at portion of the

Gold Coast (Splinter et al., 2011) and neither the wave climate, nor

the shoreline time series (see Figure 2) show a distinct long-

term trend.

Visual inspection of the prediction based on stationary model

parameters exhibits a distinct long-term negative trend between

1992-2014 that accumulates in time despite setting b = 0. This

suggests an overall long-term imbalance in the wave-driven cross-

shore processes captured in the ShoreFor model using the

stationary approach for model calibration. Encouragingly, the

new non-stationary model that now enables model parameters

to vary as a function of the underlying wave forcing, results in

improved shoreline predictions over the full 28-year period,

compared to the stationary approach (RMSEnon-stationary =

11.1 m; RMSEstationary = 254.3 m). Performance statistics over

the three different periods for both stationary and non-stationary

approaches are summarized in Table 1. Notably, the RMSE

magnitudes of the non-stationary prediction are on the order of

the satellite-derived shorelines accuracy (~10-15 m) used to

develop the non-stationary parametrizations, while the skill

metric is strong (~>0.7) for all periods.

Of particular interest to this study, the non-stationary

prediction is able to reproduce the long-term shoreline behaviour

from seasonal to interannual time scales. Interestingly, post-2014

both the stationary and non-stationary approaches predict seasonal

oscillations of the shoreline in the absence of any noticeable long-

term trend. These results indicate a large difference in model

performance and predicted shoreline evolution between both

approaches at multi-decadal time scales, including the increasing

divergence of the stationary model hindcasts at time scales greater

than ~10 years.
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4 Discussion

4.1 The non-stationary versus
stationary approach

While the assumptions of using stationary parameters to

model shoreline change may be valid for shorter-term

prediction horizons of seasons to a few years (e.g., Splinter

et al., 2013; Splinter et al., 2014; Davidson et al., 2017; D’Anna

et al., 2020), the new results presented here demonstrate that

improved shoreline predictions at decadal time scales can be

achieved through the inclusion of non-stationary model

parameters in the ShoreFor model. Provided a sufficiently high

magnitude of parameter process-noise is defined, the non-

stationary EnKF approach (Figure 3, left panels) allows for the

time-varying estimation of model parameters (ca, ce, f and b ~ 0)

that best hindcasted the observed shoreline response. While this

non-stationary approach has been embraced within the

hydrological and water resources modelling communities in

recent years (e.g., Milly et al., 2008; Pathiraja et al., 2018), it

differs from previous Kalman Filter applications to shoreline

modelling (e.g., Alvarez-Cuesta et al., 2021a,b; Long and Plant,

2012; Vitousek et al., 2017b; Vitousek et al., 2021) that assumed

negligible magnitudes of process-noise to achieve time-invariant

parameter convergence (e.g., stationary approach). While these

previous Kalman Filter shoreline applications were based on the

Yates et al. (2009) model rather than ShoreFor, bothmodels follow

the same underlying principles of wave driven equilibrium-based

shoreline change and perform similarly from seasonal to

interannual time frames (Castelle et al., 2014; Montaño et al.,

2020; D’Anna et al., 2021). Although the ShoreFor model

equilibrium formulation is determined from past wave

conditions alone (Equation 2), the Yates et al. (2009)

formulation depends on the shoreline observations seen during

calibration to relate shoreline position to wave energy. The

implication of these two assumptions is that ShoreFor shoreline

predictions are sensitive to the wave forcing, whereas the Yates

et al. (2009) approach tends to result in the modelled shorelines

oscillating more persistently around the same long-term position

irrespective of the underlying variability in wave forcing (D’Anna

et al., 2021). This difference was also discussed by Vitousek et al.

(2021), who analytically demonstrated that the ShoreFor model
TABLE 1 Summary statistics of the stationary and non-stationary approaches for different time periods.

Non-stationary Stationary

Period RMSE (m) skill RMSE (m) skill

Long-term (1992-2020) 11.1 0.78 254.3 0.08

P1 (1992-2000) 10.3 0.81 210.0 0.1

P2 (2000-2014) 8.4 0.87 246.2 0.1

P3 (2014-2020) 12.9 0.69 271.7 0.07
frontiers
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structure has a ‘perfect beach memory’, such that initial shoreline

conditions and subsequent evolution are accumulated in time and

‘never forgotten’ (see Figure 5, magenta line). If b = 0, the

stationary version of ShoreFor cannot produce a stable (i.e.,

zero-trend) shoreline hindcast in the absence of a balanced

wave climate where erosive and accretive conditions equally

contribute to the long-term shoreline behaviour. While both

model assumptions are likely to have some merit in long-term

equilibrium shoreline behaviour, the present work demonstrates

that adjusting the ShoreFor model structure in response to the

multi-year variability in wave forcing overcomes the issue of

perfect beach memory and provides more realistic long-term

predictions that are not as sensitive to a particular training

period as is evident in the stationary approach (Figure 5).

Both the choice of model and calibration period become

important when considering long-term shoreline predictions.

Previous studies used stationary cross-shore parameters to

explore future shoreline changes (Vitousek et al., 2017b;

Alvarez-Cuesta et al., 2021b) without the inclusion of a

residual term (b = 0). Using stationary model parameters,

D’Anna et al. (2022) concluded that ShoreFor was sensitive to

the chronology of the wave time series at various time scales.

When examining the results from the Gold Coast, the stationary

model hindcast reproduces the overall magnitude of seasonal

and some interannual variability observed in the data, but what

is most noticeable is an erroneous long-term erosional trend

predicted between 1992-2014 before the model appears to

stabilize and oscillate at a seasonal scale around a mean value

between 2014-2020 (Figure 5). This clearly demonstrates the
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sensitivity of the model to variability and/or trends in the wave

forcing and that a non-stationary version of ShoreFor can

improve long-term shoreline predictions when future regional

wave climates are expected to change.
4.2 Physical interpretation of
model parameters

It is now of interest to physically interpret the observed (Step

1) and modelled (Steps 2 and 3) non-stationary parametrizations

at the Gold Coast study site. Correlation analysis of six different

wave climate covariates (mean and std of W, Hs,b and H2
s,b) at

different window lengths revealed strong correlations for the

non-stationary parameters during P2 (Figure 4). Specifically, ca

and ce, which were previously observed to co-vary proportionally

(Figure 3C), showed strong negative correlations with �W at 5-

year running average windows. This negative relationship with
�W agrees with previous physical interpretations of these

parameters as proxies for sediment transport efficiency

(Splinter et al., 2014). Conceptually, this result implies that

more/less energetic beach state systems (�W) are less/more

efficient (ca and ce) at transporting sediment between the surf

zone and beach face. For instance, high-energy dissipative beach

states typically have a deep offshore sand bar that rarely welds to

the beach face. Lower-energy reflective beach states meanwhile

are much more vulnerable to erosion and the sediment

subsequently returns to the beach face during calmer periods

(Phillips et al., 2017).
FIGURE 5

Comparison of shoreline predictions using non-stationary (green line) and stationary (magenta line) parameters with the ShoreFor model when
b = 0. Both hindcasts were initialized from the same shoreline position in ~January 1992 and run forward in time using Equation 1.
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Interannual changes in waves and the intra-annual

distribution of storminess (e.g., Splinter et al., 2017) may also

influence the nearshore morphology (Price and Ruessink, 2011;

Price and Ruessink, 2013) and net offshore bar migration events

(Ruessink et al., 2009) at this site that all contribute to the

observed shoreline dynamics. The observed co-variability and

proportionality between ca and ce suggests that, in the absence of

a residual term (b), multi-year changes in the wave forcing and

the ShoreFor model parameters can reproduce the observed

interannual shoreline variability (See Figure 5). However, over

the longer-term spanning several decades, the integrated

response of the slowly-varying wave climate produces a zero-

trended shoreline response as discussed above.

The response parameter f is used within the Shorefor model

to low-pass filter the wave forcing to determine the equilibrium

response (Equation 2). Incrementally increasing the response

parameter for longer time periods has decreasing effect on the

resulting filtered time series (see Figure 7 in Davidson et al.,

2013). The response parameter f, here represented by j (f =

10j) showed strong negative correlations with all wave climate

covariates at averaging windows longer than ~4-5 years

(Figure 4C). The less distinct peaks (or troughs) in correlation

observed for j compared to ca and ce are likely due to the more

challenging estimation of this parameter by the EnKF due to the

model insensitivity to small changes in f for f > 100 days as

demonstrated in Ibaceta et al. (2020). Specifically, the

combination of modelled ĉa , ĉe and ĵ (Figures 4D-F) resulting

in the best shoreline hindcast during the 14-year time period P2

(Figure 5) did not coincide with the maximum observed

individual correlation for j of approximately ~6 years.

Instead, the best shoreline prediction occurred for the

parametrization of ĵ as a function of the ~5-year averaged �W
(Figures 4A-C). Fortuitously, this 5-year window coincides with
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the minimum duration identified by Splinter et al. (2013) as

optimal to calibrate the same shoreline numerical model used in

this study for long-term hindcasts (> 5 years). To explore the

negative relationship between �W and f in further detail, Figure 6

shows the multi-decadal (year to year) and intra-annual

(summer and winter) distribution of storm events at the Gold

Coast (bar chart, left axis), as well the estimated and modelled f
(right axis). In line with previous work exploring the links

between f and time scales of shoreline evolution (Splinter

et al., 2017; Montaño et al., 2021; Schepper et al., 2021,

Splinter et al., 2014), P2 (2000-2014) shows an initial period

(~2000-2003) of few (<10), seasonally distributed storms and

slow beach response (f > 100 days). Then, the shoreline response
shifts towards a more rapid shoreline behaviour (decreasing f)
coinciding with more storm events per year (>10, ~2005-2012)

that are also more evenly distributed throughout individual years

(e.g., Splinter et al., 2017). This increasing number of storm

events coincides with slowly varying increases in �W (Figure 2B)

and match with the empirical negative relationship between �W
and f, providing a physically-interpreted approach to adjust the

shoreline model structure to periods of varying levels

of storminess.
5 Conclusions

This paper presents a new methodology for identifying and

incorporating time-varying model parameters to predict

shoreline response to changes in regional wave climate forcing,

spanning seasonal to multi-year time periods of up to several

decades. Extending on the Ensemble Kalman Filter technique

developed by Ibaceta et al. (2020), new correlation analysis

spanning a ~14-year period at the Gold Coast Australia study
FIGURE 6

Bar chart and left axis: multi-decadal distribution of storm events per year and season (summer and winter). Storm events were obtained using a
peak-over-threshold method over the long-term timeseries of significant wave height at the breaking position (i.e., Hs,b > H95% and Hs,b > H75%

for at least 24 hours, Masselink et al., 2014). The green and red dashed lines (right axis) show the estimated (EnKF) and modelled magnitude of
the f parameter (pearson correlation with total number storms per year = -0.26, pvalue = 0.16).
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site, shows that all three cross-shore associated parameters of the

ShoreFor model were negatively correlated with the mean

dimensionless fall velocity, W, at 5-year running average

windows. By expressing this time-variability using simple

linear regressions, an enhanced model that incorporates model

parameter non-stationarity outperformed the predictions of a

more conventional stationary approach over the 28-year period

(see Figure 5).

Consistent with the conclusions of two recent review papers

(Toimil et al., 2020; Splinter and Coco, 2021), the new analyses

presented here demonstrate that adjusting the magnitude of

time-varying model parameters at multi-year time scales can be

interpreted as a physical adjustment of the shoreline response to

changes in multi-year variability in the wave climate represented

in the mathematical model structure. This may reduce the bias

and uncertainty for future long-term shoreline predictions

where the forcings associated with coastline change are

expected to change (Morim et al., 2019; D’Anna et al., 2021).

As suggested in D’Anna et al. (2022) the wider application of this

methodology is now encouraged within different semi-empirical

shoreline models and at a broad range of study sites that exhibit

a range of differing wave and water level forcing, to further

explore model adjustment to multi-year wave climate variability.

It is realistic to anticipate that this can lead to the development of

more generalized approaches (e.g., Splinter et al., 2014) to

shoreline change modelling that are well suited to applications

where time-variability of the model parameters is expected. By

linking the magnitude of non-stationary model parameters to

the underlying variability in wave forcing, this work presented

the first effort to enhance multi-decadal shoreline predictions

and provides an important step to achieve more reliable future

shoreline projections in a changing wave climate.
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Persistence of southern
California giant kelp beds and
alongshore variation in nutrient
exposure driven by seasonal
upwelling and internal waves

James J. Leichter1*, Lydia B. Ladah2, P. Ed Parnell1,
M. Dale Stokes1, Matthew T. Costa3, James Fumo4

and Paul K. Dayton1

1Scripps Institution of Oceanography, University of California San Diego, La Jolla, CA, United States,
2Department of Biological Oceanography, Centro de Investigación Cientı́fica y de Educación Superior
de Ensenada (CICESE), Carretera Ensenada-Tijuana, Ensenada, Baja California, Mexico, 3Marine
Science Center, Northeastern University, Boston, MA, United States, 4Marine Biology Graduate
Program, University of Hawaii, Honolulu, HI, United States
Kelp beds provide significant ecosystem services and socioeconomic benefits

globally, and prominently in coastal zones of the California Current. Their

distributions and abundance, however, vary greatly over space and time. Here,

we describe long-term patterns of Giant Kelp (Macrocystis pyrifera) sea surface

canopy area off the coast of San Diego County from 1983 through 2019 along

with recent patterns of water column nitrate (NO3
-) exposure inferred from in

situ temperature data in 2014 and 2015 at sites spanning 30 km of the coastline

near San Diego California, USA. Site-specific patterns of kelp persistence and

resilience were associated with ocean and climate dynamics, with total sea

surface kelp canopy area varying approximately 33-fold over the almost 4

decades (min 0.34 km2 in 1984; max 11.25 km2 in 2008, median 4.79 km2).

Site-normalized canopy areas showed that recent kelp persistence since 2014

was greater at Point Loma and La Jolla, the largest kelp beds off California, than at

the much smaller kelp bed off Cardiff. NO3
- exposure was estimated from an 11-

month time series of in situ water column temperature collected in 2014 and

2015 at 4 kelp beds, using a relationship between temperature and NO3
-

concentration previously established for the region. The vertical position of the

14.5°C isotherm, an indicator of the main thermocline and nutricline, varied

across the entire water column at semidiurnal to seasonal frequencies. We use a

novel means of quantifying estimated water column NO3
- exposure integrated

through time (mol-days m-2) adapted from degree days approaches commonly

used to characterize thermal exposures. Water column integrated NO3
-

exposure binned by quarters of the time series showed strong seasonal

differences with highest exposure in Mar - May 2015, lowest exposure in Sep -

Dec 2014, with consistently highest exposure off Point Loma. The water column

integrated NO3
- signal was filtered to provide estimates of the contribution to

total nitrate exposure from high frequency variability (ƒ >= 1 cycle 30 hr-1)

associated predominantly with internal waves, and low frequency variability

driven predominantly by seasonal upwelling. While seasonal upwelling
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accounted for > 90% of NO3
- exposure across the full year, during warm periods

when seasonal upwelling was reduced or absent and NO3
- exposure was low

overall, the proportion due to internal waves increasedmarkedly to 84 to 100% of

the site-specific total exposure. The high frequency variability associated with

internal waves may supply critical nutrient availability during anomalously warm

periods. Overall, these analyses support a hypothesis that differences in NO3
-

exposure among sites due to seasonal upwelling and higher frequency internal

wave forcing contribute to spatial patterns in Giant Kelp persistence in southern

California. The study period includes anomalously warm surface conditions and

the marine heatwave associated with the “Pacific Warm Blob” superimposed on

the seasonal thermal signal and corresponding to the onset of a multi-year

decline in kelp canopy area and marked differences in kelp persistence among

sites. Our analysis suggests that, particularly during periods of warm surface

conditions, variation in NO3
- exposure associated with processes occurring at

higher frequencies, including internal waves can be a significant source of NO3
-

exposure to kelp beds in this region. The patterns described here also offer a view

of the potential roles of seasonal and higher frequency nutrient dynamics for

Giant Kelp persistence in southern California under continuing ocean surface

warming and increasing frequency and intensity of marine heatwaves.
KEYWORDS

kelp forests, temperature, nutrient dynamics, internal waves, kelp forest ecosystem,
Macrocystis pyrifera
1 Introduction

The size and abundance of Giant Kelp (Macrocystis pyrifera)

beds are highly dynamic (e.g. Dayton, 1985; Steneck et al., 2002).

Kelps are foundation species (sensu Dayton, 1972) providing high

biodiversity habitats in the coastal zone. Kelp forest ecosystems offer

valuable contributions to coastal communities including the

harvesting of kelp biomass, invertebrates, and fish, as well as non-

consumptive activities including recreation and tourism (Wheeler

and North, 1980; Dayton, 1985). Because of the ecological and

socioeconomic importance of kelp beds, understanding the factors

driving the spatiotemporal variation in their distribution and

abundance can directly benefit coastal management.

Kelp beds are distributed heterogeneously in space, and exhibit

highly variable abundance through time, influenced by both

physical and biological factors promoting growth interacting with

disturbances that remove biomass and rapidly reset succession

(Dayton, 1985). The ability of kelps, especially the Giant Kelp

(Macrocystis pyrifera) which has a broad distribution in the

northern and southern hemispheres, and the Bull Kelp

(Nereocystis luetkeana) which ranges from the Aleutian Islands to

central California, to dominate subtidal habitats and support

complex associated species assemblages is dependent on the

availability of rocky substrata at suitable depths (generally depths

< 25 to 30 m), the quantity and spectral quality of light penetrating

the water column (Gerard, 1984; Reed and Foster, 1984), complex

species interactions between kelp grazers, particularly urchins, and

their predators and pathogens (Steneck et al., 2002; Estes et al.,
02156
2004; Feehan and Scheibling, 2014); and the supply of critical

nutrients (Jackson, 1977; Gerard 1982a; Jackson, 1983;

Zimmerman and Kremer, 1984; Foster and Schiel, 1985; Kinlan

et al., 2003). However, despite the complex factors and feedbacks

driving the variability in kelp bed distributions and abundance,

some locations consistently show long-term ecosystem persistence

through multiple disturbances, and thus likely represent hot spots

of successful kelp recruitment and growth linked to habitat quality

(Parnell et al., 2006; Parnell et al., 2010; Young et al., 2016;

Cavanaugh et al., 2019; Bell et al., 2020). For example, some kelp

beds contain core areas where rapid post-disturbance recovery

consistently occurs due to a combination of seascape structure

(Parnell, 2015), depth distributions, competition between surface

canopy and understory guilds, and post disturbance nutrient

climates (e.g., see Figure 1 in Parnell et al., 2006). Recognizing

and protecting core areas of long-term persistence and

understanding environmental and habitat drivers of kelp

resilience through time can contribute to improved management,

conservation, and restoration, as these ecosystems confront

increasingly complex challenges of a rapidly changing ocean

climate including a deepening thermocline depth in southern

California and the increasing frequency of anomalous warm

temperatures and marine heatwaves (e.g. Arafeh-Dalmau et al.,

2019; Cavanaugh et al., 2019; McPherson et al., 2021).

The exceptional productivity of kelps, especially M. pyrifera in

California, depends in large part, on availability of dissolved

inorganic nutrients which limit primary productivity in coastal

environments (Dayton et al., 1992; Dayton et al., 1999). Nitrogen
frontiersin.org
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uptake in macroalgae, including kelps, is related to water column

concentrations (Harrison and Hurd, 2001), photosynthetic energy,

temperature-dependent kinetics, and water motion impacting

boundary layer concentrations and dynamics (Hepburn et al.,

2007; Gerard 1982b). Biological characteristics such as tissue

morphology, type, ontogeny, and nutritional history also impact

incorporation of nitrogenous nutrients (Rosenberg and Ramus,

1984; Duke et al., 1989; Lobban and Harrison, 1994; Pedersen,

1994; Pedersen and Borum, 1996; Neori et al., 2004). Importantly,

kelps have the ability to translocate nitrogen sources, including

amino acids, from blades in deeper water to the surface canopy, and

therefore can take advantage of varying nutrient concentrations and

availability throughout the water column (Schmitz and Srivastava,

1979; Manley, 1983; Konotchick et al., 2012).

For coastal waters of the California Current, there is a well-

established relationship between temperature and forms of

biologically available nitrogen, with NO3
- concentrations inversely

related to temperature below approximately 14°C to 15.5°C

(Zentara and Kamykowski, 1977; Zimmerman and Kremer, 1986;

Dayton et al., 1999), principally because remineralized organic

nitrogen mainly in the form of NO3
- occurs at elevated

concentrations in deeper colder waters, typically below the

thermocline (Strickland, 1970; Jackson, 1977; Zentara and

Kamykowski, 1977; Eppley et al., 1979; Zimmerman and Kremer,

1986; Ladah, 2003; Parnell et al., 2010). Above the threshold

temperatures, NO3
- becomes low to undetectable (i .e.

concentrations < 0.1 μmol L-1). Ammonium and urea associated

primarily with runoff and biological nitrogen recycling in surface

waters (Bray et al., 1986; Smith et al., 2018), and potentially with

recycling by epibiont communities (Hurd et al., 1994), may also be

relevant and intermittent sources of nitrogen in coastal waters.

A range of oceanographic mechanisms can deliver nitrogenous

nutrients to kelp beds (McPhee-Shaw et al., 2007) with strong

spatial and temporal variation, including zonal variability in

upwelling-favorable winds (Checkley and Barth, 2009), jets

associated with coastal headlands (Mooers and Robinson, 1984),

proximity to deep-water canyons (Ryan et al., 2005; Walter and

Phelan, 2016), and variable exposure in both frequency and

intensity to internal wave forcing (Filonov et al., 2014). In

southern California kelp beds, ambient nutrient concentrations

can vary dramatically on time scales of hours to days, associated

with variation in upwelling strength which determines the depth of

the thermocline and nutricline, as well as with periods of elevated

internal wave activity that deliver pulses of cool, sub-thermocline

water to inshore habitats (Jackson, 1977; Jackson andWinant, 1983;

Zimmerman and Kremer, 1984; Konotchick et al., 2012). However,

the causes and consequences of nutrient variability among kelp

forest sites, especially within the same upwelling region, remain

largely unexplored, and we have limited understanding of the ways

in which local nutrient climates contribute to kelp forest persistence

and resilience.

The primary sources of inorganic nitrogen along the coast of

California include sub-thermocline NO3
- transported by wind-

driven upwelling as well as higher-frequency pulses associated

with internal waves (Jackson, 1977; Zimmerman and Kremer,

1984; McPhee-Shaw et al., 2007; Fram et al., 2008). Upwelling in
Frontiers in Marine Science 03157
the Southern California Bight occurs on large scales extending to ~

200 km off the coast, and on more local scales that are quasi-

synchronous, for example in San Diego occurring approximately

twice per month in summer lasting approximately 6 to 24 days

(Dorman and Palmer, 1981). Additionally, there is long-recognized,

extensive internal wave activity in the Southern California Bight

(e.g., Ewing, 1950; Jackson, 1977; Jackson and Winant, 1983;

Zimmerman and Kremer, 1984; Pineda, 1991; Lucas et al., 2011)

with spatial variability in internal wave forcing at relatively smaller

scales (Filonov et al., 2014). Internal waves are vertical oscillations

generated along density gradients forced by wind or tidal currents

as they flow across abrupt landscape features with critical slope

contours, such as at the continental shelf break, offshore banks, or

sea mounts (Holloway, 1987; Lamb, 1997). The complex

bathymetry in the Southern California Bight, combined with

persistent vertical water column density stratification during most

of the year, and strong barotropic tidal forcing create significant

potential for conversion of barotropic to baroclinic energy and

resulting shoreward propagating internal waves. For the study

region near San Diego, numerical modelling indicates that the

large 9 Mile Bank is a zone of high barotropic to baroclinic

energy conversion and source of internal wave formation (Ponte

and Cornuelle, 2013).

Once formed, depending on slope angle, internal wave energy

can propagate shoreward along the wave guide of the greatest

density difference, which in arid temperate upwelling regions with

little salinity change over depth occurs at the thermocline and

associated nutricline. Nonlinear shoaling and breaking of internal

waves result in turbulent energy dissipation in shallow waters

leading to mixing and cross-shelf transport of sub-thermocline

water (Sandstrom and Elliott, 1984; Helfrich and Melville, 2006;

Sharples et al., 2007). This process has been estimated to account for

up to 25% of annual nitrate contribution on the Mauritanian shelf

(Schafstall et al., 2010) and up to 15% in the Santa Barbara channel

(McPhee-Shaw et al., 2007). Because tidal forcing is likely to be both

semidiurnal and diurnal in nature due to the M2 or O1 tide, and

because wind forcing is usually diurnal due to daily warming and

cooling affecting the sea breeze and wind forcing patterns, their

frequencies and consequences can be distinguished in time series of

both temperature and related NO3
-. Internal waves are biologically

relevant in a range of ecosystems, including the coastal shelf of the

Southern California Bight. Evidence exists that seaweeds can

incorporate nutrients from semidiurnal internal waves (Ladah

et al., 2012) and that kelps can take up and store nutrients on

time scales of days to months (Wheeler and North, 1980; Gerard,

1982a). Prior inshore oceanographic and ecological work has shown

strong physical gradients in temperature and modeled NO3
-

exposure between two sites at North and South La Jolla

(Konotchick et al., 2012) as well as large variation in kelp

persistence throughout southern California’s kelp forest “Region

9” (Parnell et al., 2010).

Here we first examine patterns of kelp canopy abundance

through time for the distinct kelp beds in San Diego using the

annual maximum canopy area measured from aerial surveys

conducted since 1983 (MBC Aquatic Sciences, 2020). There are

large differences in the total size among these kelp beds, primarily
frontiersin.org

https://doi.org/10.3389/fmars.2023.1007789
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Leichter et al. 10.3389/fmars.2023.1007789
determined by differences in availability of benthic rocky substrata

at suitable depths (i.e. ~5 to 25 m). However, there also are

differences in the trajectory of relative canopy cover normalized

by maximum cover, suggesting that additional factors that vary

alongshore contribute to kelp persistence through time. We

hypothesize that differences in high frequency shoaling of the

nutricline associated with the impact of internal waves contribute

to the variation in persistence among sites and analyze a recent

dataset of water column temperature observations at the seaward

edge of 4 kelp beds in the San Diego region.
2 Methods

2.1 Long-term kelp canopy survey data

Data on the annual maximum kelp canopy cover from 1983

through 2019 were obtained from a published dataset for the

southern California study region (MBC Aquatic Sciences, 2020).

The data were collected via quarterly infrared aerial imaging

surveys covering 24 distinct kelp beds conducted for the Region

Nine Kelp Survey Consortium. The data are reported as the annual

maximum cover across the quarterly surveys, with annual data

available starting in 1983, along with categorization of yearly

thermal data from the Multivariate ENSO Index (MBC Aquatic

Sciences, 2020). We analyzed the data for 3 sites at Cardiff, La Jolla,

and Point Loma (CAR, LJ, PTL) corresponding to locations of our

instrument mooring deployments. Although our mooring

deployments (see below) included sites at the north and south of

the La Jolla kelp bed, the kelp canopy data are reported as one

contiguous kelp bed at La Jolla. The dataset was used to construct

and plot an annual time series of kelp bed area (km2) for each site.

Because the kelp beds differ greatly in area, with PTL > LJ >> CAR,

we also calculated the annual proportional kelp cover for each site

normalized by the maximum area observed at each site across the

37-yr time series. The time series of site-normalized cover were used

to estimate kelp bed persistence starting in 2014 corresponding to

the mooring deployments and for the subsequent 5 years through

2019. Following Cavanaugh et al. (2019), kelp canopy persistence

for each site was calculated as the proportional cover in each year

relative to a baseline of the site-specific mean kelp cover over the

preceding 5 years.
2.2 In situ temperature observations

Vertical moorings with affixed recording temperature sensors

were deployed on the 36 m isobath approximately 100 to 200 m

seaward of established kelp beds at each of 4 sites along the coast of

San Diego, CA (Figure 1) . The moorings were deployed from the

ship R/V New Horizon with ~250 kg anchors, and instruments were

subsequently retrieved and re-deployed by scuba divers using

standard air and non-decompression diving. The moorings were

deployed off the kelp beds at Cardiff (CAR, 33.01503°N, 117.30386°

E), North La Jolla (NLJ, 32.85772°N, 117.29111°E), South La Jolla

(SLJ, 32.80270,°N, 117.30107°E), and Point Loma (PTL, 32.69866°
Frontiers in Marine Science 04158
N, 117.27696°E). To prevent boat strikes, subsurface floats at the

tops of the moorings were located approximately 4 m below the sea

surface relative to mean low tide. Each mooring was initially

instrumented with 5 Seabird Electronics SBE 39 temperature

sensors (0.01°C resolution, ~ 10 sec response time) placed at

heights of 1, 6, 12, 18, 24 m above the sea floor with an

additional Seabird Electronics SBE 39+ temperature/pressure

sensor 29 m above the seafloor. The pressure records near the top

of the mooring lines were used to assess potential knock-down of

the moorings by currents. Depth deviations were less than 2 m at

almost all times except in one case at North La Jolla when the

mooring had been entangled with lobster trapping gear and the top

of the mooring pulled down to a depth of ~8 m for multiple days.

After the initial deployment, redeployed instruments included

Seabird Electronics SBE 56 temperature sensors (0.01°C

resolution, ~10 sec response time) and RBR 1050 temperature

sensors (0.01°C resolution, ~30 sec response time). All

instruments were factory-calibrated and sampled at 1 min

intervals, with deployment durations typically 4 to 6 months.

Moorings were deployed on 17 June 2014 with all instruments

synchronized to begin sampling at midnight 18 June 2014 (GMT
FIGURE 1

Study region along the coast of San Diego, CA, showing locations
(blue circles) of recording temperature moorings deployed seaward
of kelp beds off Cardiff (CAR), North La Jolla (NLJ), South La Jolla
(SLJ), and Point Loma (PTL). Green tinted areas inshore of the study
site markers indicate the maximum cover of kelp canopies recorded
in aerial surveys 1983 through 2019 (MBC Aquatic Sciences, 2020).
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-8). Here we analyze ~11 mo (336 d) of the continuous temperature

records from June 2014 through May 2015.
2.3 Temperature and NO3
- analysis

The raw temperature data were quality controlled, with records

from successive deployments at each location trimmed to remove

times when instruments were out of the water, and data then spliced

together to form continuous time series for each position above the

seafloor on each mooring. The data from the individual sensors at

6 m vertical intervals were linearly interpolated to 1 m to create

estimated vertical profiles of the water column temperatures for the

bottom 24 m at each site. The data from the temperature/pressure

sensors 29 m above the bottom (just below the mooring floats) were

excluded from this analysis because those records started later at

Cardiff and South La Jolla than at North La Jolla and Point Loma.

The temperature data were then averaged to 10 min intervals and

the height above bottom of the 14.5°C isotherm representing the

main thermocline was calculated.

The temperature time series were used to produce records of

estimated NO3
- concentrations using a linear regression equation

(NO3
- = -5.8 x Temperature + 81.7, r2 = 0.90, per Konotchick et al.,

2012). Use of a linear relationship between NO3
- and temperature

below ~14.5°C for southern California nearshore waters has a

strong empirical basis (Kamykowski and Zentara, 1986;

Zimmerman and Kremer, 1986; Dayton et al., 1999; Lucas et al.,

2011; Konotchick et al., 2012), although some periods with greater

than expected NO3
- at warmer temperatures have been documented

in the southern part of the range (Ladah, 2003). The linear

relationship reported in Konotchick et al. (2012) and applied here

was derived from n = 1904 hydrographic bottle samples collected in

the California Cooperative Oceanic Fisheries Investigations from

1959 to 2010 for a station offshore of La Jolla, CA at (32°54’ N, 117°

23’ W). Following Konotchick et al. (2012), we apply the linear

relationship to all temperatures less than the y-intercept value

14.2°C, and a constant value of 0.1 μmol L-1 NO3
- for all

temperatures greater than 14.2°C. This assumes that the linear

relationship between temperature and nitrate measured offshore is

consistent inshore, which has been confirmed by Parnell et al.

(2010) for a station at 5 m depth off the Scripps Pier, although there

is potential for changes associated with diapycnal mixing that could

cause transient deviations from this linear relationship. The

estimated concentration of NO3
- for each 1 m bin of the water

column was converted from units of umol L-1 to mol m-3 and

summed across the 24 1-m vertical bins, with units of mol m-2

representing the estimated total water column integrated NO3
- in

each time step for an idealized 1 m x 1 m x 24 m water column

above a 1 m2 area of seafloor at each site. To characterize total NO3
-

exposures through time we adapted a common approach of

quantifying temperature exposure using degree days (°C x days)

above or below set thermal thresholds. To our knowledge this is a

novel approach to quantifying accumulated nutrient exposure, with

the water column integrated NO3
- values in each time step

accumulated through time with units of mol-days m-2 (mol x

days m-2). Here the threshold value corresponds to zero water
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column NO3
-, and positive values multiplied by the time step are

then accumulated to daily values and summed across longer time

intervals. It is important to note that this approach only estimates

concentrations across the water column in each measurement time

step without information on transport and fluxes of nutrients which

would be present in a moving fluid environment. However, the

approach provides a method of comparing environmental

conditions through time and quantifying potential differences

among sites. The following hypothetical example mat help to

clarify the approach and provide a sense of the units and

magnitude of accumulated NO3
- exposure here: From the NO3

- -

Temperature relationship above, NO3
- = 10 μmol L-1 at T ~= 12.36°

C. Therefore, if the entire 24 m water column above a 1 m2 areas of

the seafloor had a uniform temperature of 12.36°C in a given time

interval, by unit conversion there would be 0.24 mol m-2 NO3
-

present. If the temperature were constant for an entire day, there

would be 0.24 mol-days m-2 of accumulated NO3
- exposure. By

multiplication, a constant 12.36°C water column over 30 and 365

days would then correspond, respectively, to 7.2 and 87.6 mol-days

m-2 of accumulated NO3
- exposure.

Here the daily NO3
- exposure estimated from the water column

temperature time series at each site were binned and accumulated

by quarters of the time series. We also estimated the nitrate

exposure based on temperature time series filtered into two

frequency bins to estimate the relative contributions of internal

waves and seasonal upwelling relative to the overall total NO3
-

exposure at each site. For each site the water column temperature

data were filtered with a low pass filter (pl64t) with a cutoff

frequency of ƒ = 1 cycle 30 hr-1, corresponding approximately to

the local inertial frequency. The difference between the raw and the

low-pass signals provides an estimate of the high-frequency

variability primarily associated with diurnal and semidiurnal

forcing, while the low-pass signal provides an estimate of the

variability associated with seasonal upwelling. The low and high

frequency NO3
- signals were summed by quarters for the time

period 24 Jun 2014 through 25 May 2015 (n = 336 d total, n = 84 d

per quarter). The quarterly totals associated with the low frequency

(seasonal upwelling) and high frequency (internal waves)

components were also expressed as percentages of the overall

total daily water column integrated NO3
- exposure.

Power spectra of the temperature and estimated NO3
- time

series for each site were also calculated using Welch’s averaged

periodogram method for a series of 14-day data segments with

application of a Hamming window and 50% overlap, yielding

estimates of spectral power with 95% confidence intervals, as a

function of frequency (Thomson and Emery, 2014; Trauth,

2015). The power spectra of the NO3
- time series were

calculated on the estimated NO3
- time series from June 2014

through May 2015.
3 Results

Annual total canopy area of the three kelp beds at Cardiff, La

Jolla, and Point Loma varied by ~33 fold across the 37-yr time

series, from a minimum of 0.34 km2 in 1984 to a maximum of 11.25
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km2 in 2008 with the larger kelp beds at La Jolla and Point Loma

accounting for the significant majority of the canopy area

(Figure 2). Kelp canopy area was generally large or increasing

during nominally cold years, and small or decreasing during

warm years. Kelp canopy area normalized by site-specific

maximum cover across the time series showed large variations

through time with the largest proportional changes in the small kelp

bed at Cardiff, and more consistent patterns at La Jolla and

especially at Point Loma. Notably, the Cardiff kelp bed exhibited

very low area and low proportional cover during a multi-year

period of warm conditions in the 1990s and again from 2016

through 2019 when canopy area was close to zero. Total canopy

area and proportional cover at the Point Loma kelp bed remained

closer to its long-term mean throughout the time series and

exhibited its maximum cover in 2018. Since 2014, kelp

persistence calculated as the annual cover as a proportion of the

average cover for the preceding 5 years was lowest at Cardiff (mean

26.4%) and markedly higher at La Jolla (mean 68.7%) and Point

Loma (mean 99.9%) (see yearly values in Table 1). The median

values of the site-normalized canopy cover differed among sites and

among nominally warm versus cold years with the lowest median at

Cardiff (9.2% warm years, 37.5% cold years), and more consistent

median values at La Jolla (23.5%, 39.6%) and Point Loma (38.3%,

48.0%) between warm years and cold years (Figure 3).
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The 11-mo temperature time series exhibited clear seasonal

variation with cooler temperatures across the water column

dominating from Jun through Aug 2014, and Feb through May

2015, while significantly warmer temperatures persisted from Sep

2014 through Jan 2015 (Figure 4A). Temperature extremes ranged

from low of 10.14°C to high of 23.94°C at 1 m and 24 m above the

bottom respectively at North La Jolla and temperature extreme

values were similar among sites. The minimum and maximum

temperatures were comparable across sites (minima 10.14 to

10.27°C, maxima 22.28 to 23.94°C), with the mean temperatures

0.7 to 1.1°C warmer at North La Jolla than at the other sites. The

depth of the 14.5°C isotherm varied significantly through time at

both seasonal time scales and higher frequencies (Figure 4A white

line). From Jun through Aug 2014 and Feb through May 2015 the

height of the 14.5°C isotherm ranged from ~ 5 to > 24 m above the

bottom across the study sites, with isotherm depths at North La

Jolla occurring deeper than at other sites, especially during Mar

through May 2015. Corresponding to the water column

temperature distributions and isotherm depths, the estimated

total water column NO3
- exhibited clear seasonal differences with

highest NO3
- and extensive variability from Jun through Aug 2014

and from Feb through May 2015, and consistently low NO3
- from

Sep 2014 through Jan 2015 associated with anomalous warming and

the onset of a marine heatwave during the “Pacific Blob” event
FIGURE 2

Sea surface kelp canopy cover at Cardiff (CAR), La Jolla (LJ), and Point Loma (PTL) kelp beds 1983 through 2019. Top panel shows total canopy area
(km2) color coded by site. Lower three panels show the yearly observations normalized by the maximum value observed across the time series
within each site. Triangles at the top indicate years categorized by thermal patterns as warm (red), cold (blue), neutral (black) from the Multivariate
ENSO Index; kelp cover are the maximum values recorded annually from quarterly aerial surveys. Data from (MBC Aquatic Sciences, 2020).
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(Figure 4B). The total daily water column integrated NO3
- exposure

(mol-days m-2) over the 11-mo time series differed across sites, with

maximum values at Point Loma (28.45) followed by South La Jolla

(25.06), Cardiff (23.61), and North La Jolla (18.61). For the full

study period the high frequency components of NO3
- exposure

associated with internal waves accounted for 4.4 to 8.7% of the

totals with greatest contribution at Point Loma, while lower
Frontiers in Marine Science 07161
frequency components of NO3
- exposure associated with seasonal

upwelling accounted for 91.3 to 94.9% of the totals, see Table 2.

Associated with the varying presence of water cooler than

14.5°C, the winter and spring seasons were characterized by

relatively high NO3
- concentrations and extensive variability of

NO3
- at high frequencies, while the period from Sep through Jan

was characterized by consistently low predicted NO3
-

concentrations, and occasional high frequency pulses of nitrate

exposure. The view of the full 11-mo time series in Figure 4

illustrates the major seasonal differences.

A more detailed, expanded view of the temperature and

estimated NO3
- time series for mid Sep through mid-Dec 2014

and Mar through May 2015 reveal additional details of the

variability within and among sites (Figures 5A, B). From mid Sep

through mid-Dec 2014 temperatures were at their annual warmest,

with only intermittent periods when the 14.5°C isotherm was

present, corresponding to short-term pulses of NO3
- exposure

which were most evident at Point Loma. By contrast,

temperatures were cold and highly variable from Mar through

May 2015 with the depth of the 14.5°C isotherm varying

throughout the water column and frequently changing depth by

as much as 5 to 20 m within tens of minutes to several hours. The

variability among sites from Mar through May 2015 is evident in

both the water column temperatures and water column integrated
TABLE 1 Kelp persistence 2014 through 2019 for sites at Cardiff (CAR),
La Jolla (LJ), and Point Loma (PTL).

Year CAR LJ PTL

2014 69 103 109

2015 81 109 122

2016 6 34 59

2017 1 28 37

2018 2 69 190

2019 0 69 83

Mean 26 69 100
Site-specific kelp persistence (%) in each year calculated as 100 x annual maximum canopy
cover divided by mean of the annual maximum canopy cover for the preceding 5 years. Kelp
cover data from MBC Aquatic Sciences (2020).
FIGURE 3

Box plot comparing the distributions of site-normalized historical kelp canopy cover at the Cardiff (CAR), La Jolla (LJ), and Point Loma (PTL) sites for
the period 1983 through 2019 among nominally warm and cold years. Horizontal red bars indicate median values, blue boxes extend to the 25th and
75th percentiles and whiskers include the extreme values. Median values at CAR, LJ, and PTL were 9.2, 23.5, and 38.4 % in warm years and 37.5,
39.6, and 47.9 % in cold years respectively. Data from MBC Aquatic Sciences, 2020.
frontiersin.org

https://doi.org/10.3389/fmars.2023.1007789
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Leichter et al. 10.3389/fmars.2023.1007789

Frontiers in Marine Science 08162
NO3
- time series, with generally high concentrations of NO3

- across

sites, but with a persistent pool of warmer water evident shallower

than 15 m above the bottom at North La Jolla. Corresponding to the

differences in water column temperatures, North La Jolla exhibited

the lowest total water column NO3
- among sites during Mar

through May 2015, followed by Cardiff, South La Jolla, and Point

Loma. The variability in NO3
- exhibited similar corresponding

patterns of differences among sites, lowest at North La Jolla and

greatest at Point Loma (Figure 5B).

Power spectra of the NO3
- time series for each site indicate

marked spectral peaks at the semidiurnal frequency, 1.94 cycles

per day, and also peaks corresponding to the diurnal frequency
B

A

FIGURE 4

(A) Continuous record of water column temperatures June 2014 through May 2015 at 4 coastal study sites at 1 min intervals for the lower 24 m of
the water column above the seafloor at 36 m bottom depth. Color shows interpolated temperature indicated by color bar at right. Black lines
indicate vertical position of the 14.5 °C isotherm in raw data; white lines indicate vertical position of 14.5 °C isotherm for 10-d filtered data. (B) Water
column integrated nitrate (NO3

-) predicted from temperature; black lines show water column NO3
- based on 1-min temperature data, green lines

show water column NO3
- based on 10-d filtered temperatures.
TABLE 2 Total nutrient exposure (NO3
- mol-days m-2) across the study

year (24 Jun 2014 through 25 May 2015, n = 336 d) for sites at Cardiff
(CAR), North La Jolla (NLJ), South La Jolla (SLJ), and Point Loma (PTL).

Total (NO3
- mol-

days m-²
% Internal
Waves

%
Upwelling

CAR 23.61 5.1 94.9

NLJ 18.63 6.3 93.7

SLJ 25.06 4.4 95.6

PTL 28.45 8.7 91.3
Totals are broken down as percentages associated with forcing frequencies corresponding to
internal waves (f >= 1 cycle 30 hr-¹) and upwelling (f < 1 cycle 30 hr-¹).
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(Figure 6). There are also differences among sites in the heights of

the peaks at the semidiurnal frequency, indicating greatest

semidiurnal variability at Point Loma, followed by South La

Jolla, and smaller peaks at Cardiff and North La Jolla.

The total estimated NO3
-, binned quarterly, further

demonstrates the patterns of major variation among seasons as
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well as differences among sites (Figure 7). There was high NO3
-

exposure in Jun-Sep 2014 and especially in Mar-May 2015, while

total NO3
- was consistently low in Sep-Dec 2014 and low to

intermediate in Dec-Mar 2015. There were clear differences

among sites in the total estimated NO3
- with exposure

consistently highest at Point Loma and consistently lowest at

North La Jolla across quarters and for the full year totals

(Figure 7 and Table 2). The relative contribution of high

frequency (ƒ >= 1 cycle 30 hr-1) and low frequency variability in

NO3
- exposure as a percentage of the totals varied markedly among

quarters of the study period. During the periods of high NO3
-

exposure in Jun-Sep 2014 and Mar-May 2015, seasonal upwelling

accounted for 90 to 95% of the total NO3
- signals across sites. By

contrast, during periods of low overall NO3
- exposure, when water

column temperatures were generally warm, short pulses associated

with high frequency internal waves accounted for 10% to as much as

100% of the total NO3
- exposure.
4 Discussion

Variation in kelp bed canopy cover across the nearly 4-decade

time series considered here highlights both the highly variable

nature of kelp abundance and clear differences among kelp beds

with respect to total size and site-normalized persistence through

time. The total area of the Point Loma and La Jolla kelp beds far

surpass that of the small bed at Cardiff, primarily reflecting marked
BA

FIGURE 5

Expanded views of data seaward of 4 kelp forest study sites shown in Fig 4 for two time periods: (A) 15 Sep - 15 Dec 2014 and (B) 1 Mar – 31 May
2015. Upper panels in A and B show temperatures at 1 min intervals for the lower 24 m of the water column measured at 36 m bottom depth. Black
lines indicate position of the 14.5 °C isotherm at 1 min intervals, white lines indicate position of the 14.5 °C isotherm for 10-d filtered data. Lower
panels show total water column integrated NO3

- for 1-min data (black lines) and 10-d filtered data (green lines).
FIGURE 6

Power spectral density of water column integrated NO3
- at each

kelp forest study site for the study period Jun 2014 through May
2015. Error bar shows 95% confidence interval for the spectra
calculated on a series of 14-d windows with 50% overlap. Sites
indicated by color shown in legend in upper left.
frontiersin.org

https://doi.org/10.3389/fmars.2023.1007789
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Leichter et al. 10.3389/fmars.2023.1007789
differences among sites in the availability of rocky substrata at

depths less than ~25 m. Changes in the site-normalized canopy

cover, and patterns of persistence since 2014 show clear patterns of

Point Loma > La Jolla >> Cardiff. Notable during the recent period

is a sharp decline in the Cardiff kelp bed since 2016 while the kelp

beds at La Jolla and particularly at Point Loma have persisted and

even increased in area. While the aerial survey data analyzed here

consider the La Jolla kelp bed as a continuous one, local

observations have also shown recent, as well as long-term

differences between the south portion which has remained
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relatively consistent and the north portion, where kelp cover has

been very low especially since 2016. It is important to note that

canopy cover at the sea surface is only a portion of the total kelp

biomass through the water column, and near bottom biomass of

kelps, as well as the components of total algal biomass associated

with other benthic algae, can remain present even in years when

kelp surface canopy is reduced or absent. However, during years of

high surface canopy biomass, there is likely to be corresponding

high kelp biomass both through the water column and at the

seafloor. It is reasonable to expect that variation in kelp bed
FIGURE 7

Quarterly estimated total nitrate exposure, (NO3
- mol-days m-2) for each of the study sites for period 24 Jun 2014 through 25 May 2015. Top panel

shows quarterly means and standard error of the total NO3
- exposure. Middle panel show totals for the low-frequency component of exposure

corresponding to seasonal upwelling, UPW, (ƒ < 1 cycle 30 hr-1). Lower panel shows totals for the high-frequency component of exposure
dominated by diurnal and semidiurnal internal waves, IW, (ƒ >= 1 cycle 30 hr-1). Note differences in y-axis scaling among panels. Sites indicated by
color legend in top panel.
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canopy cover, and site-normalized cover through time are useful

indicators of overall kelp dynamics.

The distribution, abundance, persistence and resilience of kelp

beds are controlled by a range of interacting environmental and

biological processes with complex, stochastic, and non-linear

responses. For the study sites here, Cardiff has the smallest area

of suitable rocky substrata and the smallest kelp bed size (E. Parnell

unpublished observations). At Cardiff the primary mode of the

rocky substrate depth distribution (~8 m) is shallower than at La

Jolla (~17 m) or Point Loma (~14 m) (E. Parnell unpublished data).

The Cardiff kelp bed, along with shallow portions of the North La

Jolla kelp bed, are therefore, likely exposed to less frequent

intrusions of NO3
- from deeper water, and longer durations of

exposure to warmer surface waters. In addition to effects on mature

sporophytes, spatial differences in nutrient exposure associated with

the site-specific quantity and depth distribution of rocky substrata

may influence spore production, gametophyte growth and

reproduction, and subsequent recruitment of early stage

sporophytes. It is important to note that individual factors such

as nutrient exposure are unlikely to explain complex interactions in

kelp ecosystems. However, there is also significant potential for

mechanistic links between spatial variation in oceanographic

forcing and the dynamics, spatial heterogeneity, and ecology of

kelp communities. The observations of spatial differences in kelp

persistence, with the greatest persistence at Point Loma, correspond

to consistent patterns of variability among sites in the modelled

integrated water column NO3
- exposure among sites, both

seasonally and when summed through time. Notably variability in

the NO3
- signal also showed the same spatial pattern and was

concentrated at the semidiurnal and to a smaller extent the diurnal

frequencies, indicative of internal waves which may play significant

roles in alongshore heterogeneity of the kelp beds in San Diego.

These observations support the general hypothesis that patterns of

kelp persistence within the region map onto, and are influenced by,

spatial and temporal patterns of NO3
- availability, and suggest that

differences in nutrient climate can at least partially explain spatial

variation in community dynamics of these key foundation species.

Nitrate exposure is clearly not the only driver of kelp bed

persistence; however, it is certainly one of the most recognized

limiting factors in kelp survival, with the nutrient status of kelp

blades being linked to adult survival during periods of suboptimal

environmental conditions, such as thermal stress (Gerard, 1997;

Ladah and Zertuche-González, 2022). Although the approach used

here is based on a well-established relationship between

temperature and nitrate (Zimmerman and Kremer, 1984;

Konotchick et al., 2012), the integrated water-column NO3
-

model does not include fluxes of water and nutrients over the

kelp beds, which could further impact complex feedbacks between

boundary layer dynamics and nitrate uptake kinetics beyond our

characterization of a static nutrient environment (Hepburn et al.,

2007). Nevertheless, the patterns detected were notably different

across sites and do coincide with spatial patterns of kelp forest

persistence in this region. The approach of characterizing site-

specific integrated water-column NO3
- environments might provide

an additional tool for quantifying the physicochemical forcing of

sub-thermocline nitrate, which along with light, substrate
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availability, and disturbance regimes (e.g. storm waves, sand

movement, urchins), greatly influence kelp persistence and

resilience. The approach of estimating total nitrate exposure from

temperature data that are relatively straightforward to collect could

be applied in combination with other approaches for reserve

planning, restoration efforts, resource management, and potential

offshore aquaculture site selection (e.g. Snyder et al., 2020;

Zertuche-Gonzales et al., 2022).

Across the full temperature time series from in 2014 and 2015,

and during periods of cold water temperatures and high NO3
-

exposure, we observed as much as 1.2 to 1.5 fold differences among

sites, with the North La Jolla and Cardiff sites consistently lower than

South La Jolla and especially Point Loma which consistently showed

the highest integrated water-column NO3
-. During periods of warm

temperatures and low overall NO3
- exposure, NO3

- exposure was 2 to

2.7 fold greater at Point Loma than at North La Jolla and Cardiff with

South La Jolla intermediate and generally closer to exposures at Point

Loma. During the period from Mar through May 2015, although all

sites showed similar temperatures in the bottom of the water column,

a persistent surface warm-water pool was present at North La Jolla

and not at the other sites in. This persistent surface warm pool from

Mar through May 2015, with temperatures consistently warmer than

the 14.2°C intercept in the temperature-nitrate relationship,

essentially removed the top half of the water column at North La

Jolla from contributing to total integrated NO3
- over a significant

vertical section of the kelp forest. By contrast, the Point Loma, South

La Jolla, and Cardiff sites showed a greater overall integrated NO3
-,

with little to no warm surface pooling, and cooler temperatures

throughout the water column during this period.

Of note in the spectral analysis, the Point Loma site also showed

the greatest NO3
- variability at the semidiurnal frequency, and this

pattern is also visible as variability in the raw temperature time

series. This demonstrates that NO3
- exposure at this site is strongly

influenced by semidiurnal internal tidal forcing, even during typical

upwelling periods. Semidiurnal internal waves have been shown to

provide sub-thermocline nutrients to the shelf in many regions of

the world (e.g. Sandstrom and Elliott, 1984; Leichter et al. 1996;

Leichter et al., 2003; Lucas et al., 2011). Pulses of nutrients

associated with internal waves can result in an increase in

seaweed tissue nitrogen over relatively short periods of time

(Pérez-Mayorga et al., 2011; Ladah et al., 2012), and have been

suggested to lead to kelp forest persistence at depth during warm

periods in the Southern California bight (Ladah and Zertuche-

González, 2004). While seasonal upwelling is the dominant mode of

nutrient exposure overall, during the warmest water period in this

study, internal waves provided virtually all of the cool water and

associated NO3
-, which may be critical for sustaining kelp through

nutrient deplete seasons in southern California.

The dynamics and spatial variability of incident internal waves

interacting with the continental slope and inshore coastal

bathymetry are highly complex. Among the factors influencing

these dynamics are changes in the overall mean depth of the

thermocline, as well as bottom depth, distance from shore, the

strength of forcing, and bottom slope angle (Aghsaee et al., 2010).

The mean depth of the thermocline and associated nutricline

modulates nutrient provision by high frequency internal waves to
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the coastal environment due to greater nitrate availability at depth,

and the high frequency shoaling transiently makes this pool

available to inshore communities in shallow water. At longer

seasonal time frames the mean depth of the thermocline is

controlled by patterns of seasonal upwelling. The landscape and

steepness of the kelp bed area can also influence the amplitude and

impact of internal waves. For example, bottom depth, bottom slope,

and distance to offshore bathymetric features where internal waves

are generated all impact the strength and propagation of internal

tidal forcing, all of which can vary over short distances (Ladah et al.,

2012; Filonov et al., 2014). These processes might be particularly

relevant at a site such as Point Loma where the kelp bed occurs in

deeper water closer in horizontal distance to a nutrient source at

depth as well as to potential internal wave generation sites.

Furthermore, even if the upwards motion of this cooler deeper

water does not actually reach the deepest sections of the kelp bed,

such as may occur during warmer periods of deeper thermoclines

and nutriclines, the non-linear diapycnal mixing of nutrients by

internal waves up the slope into the bottom layers of deeper kelp

forests might be sufficient to maintain productivity at core areas

even during warm years and during marine heatwaves, such as

occurs during El Niño events at some sites in the Southern

California Bight adjacent to a deep water channel (Ladah and

Zertuche- González, 2004). This process has been shown to be

highly-spatially variable at scales of only a few kilometers (Filonov

et al., 2014) and could certainly result in differences in kelp bed

persistence over short distances.

During the period of low NO3
- exposure during Sep 2014

through Jan 2015, associated with anomalous surface heating and

depression of the thermocline at the onset of the “Pacific Warm

Blob”, the pattern of greater integrated water column nitrate at Point

Loma relative to the other kelp forest sites studied here was

maintained, although with much lower values and much shorter

and smaller nutrient pulses. Kelp survival through the important fall

period of higher irradiance aided by episodic nitrate provision could

allow for some growth and potentially prevent the dilution of

nitrogen reserves in new tissue. The combination of high light and

sufficient nutrients could allow kelps at sites with short-term nutrient

pulses to maintain biomass and spatial dominance in their

environment and reduce fall senescence. The provision of even

small amounts of nitrate during this period could provide an

advantage and increase survivorship, potentially leading to year-to-

year persistence. It is unclear from this analysis, however, whether the

small, short-term pulses of NO3
- would be sufficient for enhanced

kelp survivorship, and physiological experiments on nutrient uptake

at low concentrations and during periods of nutrient replete

conditions would be a valuable next step. Pulse fertilization

experiments in culture do suggest that for a smaller kelp (Ecklonia

aborea nee Eisenia), weekly 2-hr fertilizations could nearly double

tissue nitrogen concentrations (Sánchez-Barredo et al., 2011) and

allow for extended survivorship under thermal stress, whereas uptake

kinetics of giant kelp suggest they can take advantage of even very

rapid, small nutrient pulses (Gerard 1982a; Fram et al., 2008).

Prior studies of nutrient availability in kelp forest habitats have

relied primarily on environmental sensing of winds, currents, and

ocean temperature (e.g. Jackson, 1977; Zimmerman and Kremer,
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1984) and in some recent cases deployment of in situ NO3
- sensors

(e.g. McPhee-Shaw et al., 2007; Fram et al., 2008). The former

studies generally relied on relationships between temperature and

nitrate to predict nutrient levels from temperature records, and the

latter more recent studies used portions of the study periods when

the in situ nitrate measurements were successful to generate

estimates of the relationship between temperature and nitrate that

could then be used to model NO3
- exposure through time from in

situ temperature records (e.g. Snyder et al., 2020). There are large

variations in total NO3
- exposure through time (up to 50-fold

changes in monthly integrated totals) associated with wind-driven

upwelling that can account for up to 70% of total NO3
- exposure

and are largely coherent among sites (McPhee-Shaw et al., 2007;

Fram et al., 2008). There can also be significant NO3
- delivery

associated with diurnal, semidiurnal, and higher-frequency internal

waves. For a site along the coast of Santa Barbara, NO3
- delivery

associated with high-frequency events has been estimated to supply

from 9 to 12% of total annual exposure (McPhee-Shaw et al., 2007;

Fram et al., 2008) and in Northern Baja California, about 11% of the

days of the year were shown to have biologically relevant high-

frequency sub-thermocline nutrient pulses due to internal wave

forcing (Ladah et al., 2012).

In southern California, exposure to internal waves is likely to be

more important for overall kelp growth than the annual percentages

estimated for Santa Barbara suggest. In this region internal wave

impacts can be strongest in summer months when reduced wind-

driven upwelling and water column stratification typically lead to a

significant reduction in surface NO3
- concentrations and periods of

prolonged physiological stress in kelps (Zimmerman and Kremer,

1984). Also, the alongshore variation in internal wave exposure may

explain a significant proportion of the differences in nutrient

availability among sites, particularly for nearby sites (e.g. < 10 –

30 km apart) where wind-driven upwelling may be largely coherent.

In Northern Baja California at a spatial scale of less than 10 km, an

order of magnitude difference in variance occurs for current speeds

forced at the semidiurnal frequency, with large differences in the

dominance of the diurnal versus the semidiurnal signal in

temperature over this spatial scale (Filonov et al., 2014).

Furthermore, inter-annual variation in stratification associated

with the El Niño Southern Oscillation (ENSO) has been shown to

affect inter- and intra-specific competition among kelp species, and

in seasons and years of low surface nitrate availability, internal

waves are again likely to be an important source of sustaining

nutrients (Dayton et al., 1999). Similarly, with increasing distance

south along the coast (e.g. from Santa Barbara to San Diego),

warmer surface temperatures and greater depth of stratification

may significantly increase the relative importance of short-term

nutrient pulses to overall nutrient availability, particularly in

seasons and years when upwelling is reduced.

In this study, in situ measurements of variation in temperature

with depth and modeled NO3
- exposure at multiple sites reveal the

importance of both seasonal and higher-frequency diurnal and

semidiurnal physical forcing that may contribute to the growth

and persistence of local kelp beds. Identifying suitable habitat for

productive and resilient kelp is necessary to manage and potentially

to restore these valuable resources. Our results suggest that
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previously observed among-site variability in kelp growth and

persistence may be explained, at least partially, by variation in

high-frequency pulses of nutrients to overcome persistent warm,

nutrient-deplete conditions near the surface. The differences in

nutrient exposure estimated here for sites along ~30 km of the

coastline in San Diego point to the importance of spatial

heterogeneity of nutrient availability at a range of scales,

particularly within regions. These observations also suggest high

frequency variability and intermittent exposure to nutrient pulses

may be increasingly important as southern California coastal

ecosystems are exposed to continuing warming and deepening of

stratification associated with climate change and increasingly

frequent marine heatwaves.
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