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Editorial on the Research Topic
 Towards a new 3Rs era in experimental research




The last decade has seen a rise in the interest to apply the 3Rs principle in pre-clinical research. This 64 years old principle, formulated by Russell and Burch in 1959, has been incorporated in many animal welfare legislations to make research more responsible, more ethical and of better quality. Being at the crossroad of innovation, implementation, ethics and society, the advancement of 3Rs has never been more critical (Grimm et al.) and has been the focus of recent international networking initiatives,1 funding incentives,2 and the creation of 3R centers across Europe (Neuhaus et al., 2022a,b).

The aim of this Research Topic is to provide an inter- and multi-disciplinary view on the most advanced level of 3Rs research. This includes a broad range of research foci spanning from human disease models, 3D culture systems, organoid models, non-sentient invertebrates, computational modeling, imaging, animal welfare, education, and legislation. Furthermore, it shows that the coordination of multiple scientific disciplines including biomedical, veterinary, biostatistics, biotechnology, and computer sciences is required to tackle the future challenges for 3Rs. We also know that research alone will not suffice, but that educational, social, political, and ethical perspectives are crucial to shape 3Rs research and its implementation. Within this topic current knowledge on replacement, reduction, and refinement is reviewed, spanning 14 associated journals and attesting to the requirement for trans-and cross disciplinarity of 3Rs research to keep at pace with advancing 3Rs methodologies for ethical and humane research practices in the rapidly evolving fields of life sciences, where the 3Rs Principles remain at its core.

Statistics on this Research Topic: This Research Topic was open between the 29th of November 2022 and the 28th of February 2023. It received 37 submissions by 231 authors, of which 36 were finally accepted after a peer reviewing process and the topic has to date received over 207,000 views (20th of March 2024).

Overview of this Research Topic: This Frontiers Research Topic commences with three Frontiers Young Minds articles, which form part of a broader educational initiative by the Swiss 3Rs Competence Centre aimed at providing an overview of each of the 3Rs for the general public (Hartung; Tremoleda; Jirkof). Following these, Tappe et al. present a hypothesis on assessing post-operative severity in rodents. The first chapter focuses on replacement, exploring the validity of disease models in cellular systems and non-sentient invertebrates. The second chapter delves into reduction and the long-term monitoring of animals, while the third chapter discusses refinement and various methodologies for assessing animal welfare. Concluding the topic are two perspectives on animal welfare. It's worth noting that some articles may overlap between replacement and reduction and there remains ongoing debate about whether organisms like zebrafish and fruit flies can truly replace rodents. Ethically, this debate hinges on whether these organisms are considered sentient beings, which can vary depending on legislation and perspective.


1 Replacement

Replacement are “methods, which permit a given purpose to be achieved without conducting experiments or other scientific procedures on animals.” In this Research Topic, Zhou et al. provide a review on how organoid biobanks may help in drug discovery and precision medicine. Other reviews covered the advancements in 3D cell culture to model tumors and their microenvironment (Zhang et al.), accompanied by a bibliometric analysis of tumor organoid research (Shuoxin et al.). Research on pulmonary or liver diseases using organoids is also reviewed (Bosákov et al.; Liu et al.), and the challenges with brain organoids are discussed (Passaro and Stice). New organoids for replacing sheep in research on ruminant host-pathogen interactions are proposed (Smith et al.). Several articles present the fruit fly Drosophila melanogaster as an emerging model for studying exercise and aging (Ding et al.), nociception (He et al.), and Huntington's Disease (Chongtham et al.). In the same direction, the embryons of the zefrafish Danio rerio were suggested as models of nodavirus infection (Lama et al.), systemic inflammation (Sebo et al.), and cancer gene therapy (Cascallar et al.). Finally, and to our knowledge a first, tumor organoids derived from a patient with a gastrointestinal stromal tumor mimicked the patient's positive response to sunitinib, suggesting that patient-derived organoids may help predicting responses to drug interventions against cancer (Cao et al.).



2 Reduction

Reduction are “methods for obtaining comparable levels of information from the use of fewer animals in scientific procedures, or for obtaining more information from the same number of animals.” In this regard, technologies have made significant advances for instance in the monitoring of zebrafish behavior and health (Magalhães et al.; Vossen et al.). New methods to optimize metabolomic assays across various model organisms (e.g., mouse, fruit fly and zebrafish) were proposed by Gegner et al.. In a mouse model of diabetes, the transplantation of human-derived pancreatic islet organoids were labeled and tracked with magnetic particle imaging using mCT, enabling to track the progress of the transplant in vivo over a month (Sun et al.). Finally, a large systematic review covered animal and human evidence to demonstrate the benefits of using neuroimaging in pre-clinical models of amyotrophic lateral sclerosis (Cannon et al.).



3 Refinement

Refinement encompasses methods aimed at alleviating or minimizing potential pain, suffering, and distress while enhancing animal wellbeing. Several articles in this area focus on improving welfare comparisons among different non-human species (Gaffney et al.) and enhancing transparency in laboratory animal science(Enkelmann and Bischoff). Additionally, two studies advocate for the use of facial expressions to monitor animal pain or distress (Fischer-Tenhagen et al.; Swan et al.). The enrichment loss hypothesis posits that the deprivation of enrichment may lead to stress and anxiety. Interestingly, the touchscreen method, designed to reduce the impact of experimenters on animals, did not induce stress effects upon termination of training (Quante et al.). However, the authors urge caution and call for further research to evaluate the benefits and potential negative effects of touchscreen technology. Moreover, glucocorticoids have often been utilized as a surrogate marker for stress and animal welfare. Tiemann et al. conducted a systematic review and concluded that evidence supporting such a correlation is still lacking. In addressing this challenge, Talbot et al. developed RELSA (RELative Severity Assessment), a tool integrating various outcome measures to assess severity and welfare impact. Furthermore, environmental enrichment has garnered significant attention for refining laboratory animal procedures. Mieske et al. employed a systematic review approach to highlight the benefits of a stimulating environment on animal welfare. Here again, the assessment of animal welfare remains a topic of debate, with varying methodologies across studies, primarily relying on behavioral assessments.



4 Perspectives

Concluding this Research Topic, Düpjan and Dawkins (2022) provide evidence supporting the idea that good welfare can influence disease resistance. Following this, Smith introduces Norecopa, a website summarizing the steps in preparing animal studies, primarily based on the PREPARE guidelines, aimed at enhancing planning and reducing animal use in research.



5 Concluding remarks

This Research Topic explores interdisciplinary facets of the latest 3Rs research, covering advancement in replacement with 3D culture systems, organoids, and non-sentient invertebrates, as well as cutting-edge imaging techniques, impact reduction and refine animal procedures for better welfare.

The role of innovation in driving progress within the realm of 3Rs cannot be overstated. From pioneering techniques like organoids and on-a-chip systems, to sophisticated new approaches to assess animal wellbeing, each representing the vast range where technological innovation and advancement come to practical use in a 3Rs context. However, while these advancements showcase the potential of scientific innovation to revolutionize research practices, their true impact is contingent upon effective implementation and adoption across the scientific community.

In conclusion, this Research Topic attests to the multitude of disciplines that are involved in pushing the frontiers of 3Rs research forward and points to some of the challenges we are facing in better defining indicators for measuring successful implementation of 3Rs methodologies that can inform the pursuit of the most impactful 3Rs research. It is also an acknowledgment to the robust engagement by the research community to advance 3Rs research and tackle the multidisciplinarity challenges that 3Rs research and implementation entail.
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Brain organoids, or cerebral organoids, have become widely used to study the human brain in vitro. As pluripotent stem cell-derived structures capable of self-organization and recapitulation of physiological cell types and architecture, brain organoids bridge the gap between relatively simple two-dimensional human cell cultures and non-human animal models. This allows for high complexity and physiological relevance in a controlled in vitro setting, opening the door for a variety of applications including development and disease modeling and high-throughput screening. While technologies such as single cell sequencing have led to significant advances in brain organoid characterization and understanding, improved functional analysis (especially electrophysiology) is needed to realize the full potential of brain organoids. In this review, we highlight key technologies for brain organoid development and characterization, then discuss current electrophysiological methods for brain organoid analysis. While electrophysiological approaches have improved rapidly for two-dimensional cultures, only in the past several years have advances been made to overcome limitations posed by the three-dimensionality of brain organoids. Here, we review major advances in electrophysiological technologies and analytical methods with a focus on advances with applicability for brain organoid analysis.

Keywords: electrophysiology, multi-electrode array, brain organoids, optogenetics, electrophysiological analysis, neurological disease modeling


INTRODUCTION

Over the past few decades, advances in stem cell biology have provided significant insight into neural development and understanding neurological disorders (Kelava and Lancaster, 2016b). Human pluripotent stem cells (hPSCs), especially human induced PSCs (hiPSCs), have proven very useful for modeling neurological disorders in vitro and examining potential therapeutics (Ebert et al., 2012; Avior et al., 2016; Liu et al., 2018). Recently, these models have improved with the advent of brain, or cerebral, organoids—three-dimensional self-organized structures containing many cell types and cytoarchitectures typical of the human brain (Lancaster et al., 2013; Kelava and Lancaster, 2016a).

Brain organoids have advanced quickly in complexity, from relatively unpredictable heterogeneous spheroids to highly organized and controllable representations of specific brain regions. This increased complexity can be attributed largely to advances and the coalescence of various technologies from many fields, such as biomaterials and genetics. To develop organoids in three dimensions, extracellular matrices—both organic and synthetic—and other scaffolds are vital to ensuring organoids have support to organize properly (Yin et al., 2016). Additionally, these materials play important roles in cell signaling and providing appropriate biomechanical cues needed for development (Yin et al., 2016).

Improved genetic technologies and transcriptomics, such as single-cell RNA sequencing, have allowed for detailed characterization of cell types and developmental states within organoids (Quadrato et al., 2017; Fischer et al., 2019); however, functional analysis of brain organoids is limited (Schröter et al., 2018; Poli et al., 2019). Classical electrophysiological methods such as patch clamp allow for high temporal resolution of neural activity in organoids but offer little spatial resolution for assessment of whole-organoid activity (Pasca et al., 2015). Calcium imaging provides larger-scale activity information but sacrifices temporal resolution and is reliant on imaging capabilities (Lancaster et al., 2013). Finally, microelectrode arrays (MEAs), adopted over the past several years (Giandomenico et al., 2019), provide both network-scale and high temporal resolution but currently lack three-dimensionality needed to properly analyze brain organoid activity. These and other key technologies for brain organoids are highlighted in this review with the goal of discussing how brain organoids have evolved so quickly in recent years, where the field has been slower to evolve, and looking forward to cutting-edge technologies with potential to overcome these shortcomings, primarily in electrophysiology. Here we directly compare strengths and weaknesses of existing and new electrophysiological methods, as they relate to organoid analysis.



BRAIN ORGANOID APPLICATIONS

Early brain organoids consisted of relatively disorganized, spontaneously differentiated structures containing multiple cell types characteristic of the human brain (Lancaster et al., 2013; Lancaster and Knoblich, 2014). While these primitive organoids proved useful for studying early aspects of development, such as neural migration, a lack of controlled differentiation and organization hindered reproducibility and more complex applications (Kelava and Lancaster, 2016b; Kyrousi and Cappello, 2020). Since then, more mature and organized brain organoids have been developed, allowing for a wide variety of developmental studies (Qian et al., 2019). While early brain organoids contributed primarily to developmental studies regarding neural stem maintenance and differentiation and corticogenesis (Kadoshima et al., 2013; Lancaster et al., 2013; Lancaster and Knoblich, 2014; Camp et al., 2015), later brain region-specific organoids provided insight into specific regional development, including both general regions (i.e., forebrain, midbrain) and highly specific regions and structures (i.e., hippocampus, cerebellum, retina) (Muguruma et al., 2015; Sakaguchi et al., 2015; Jo et al., 2016; Parfitt et al., 2016; Monzel et al., 2017; Muguruma, 2017). For a more comprehensive review of regional brain organoids, see Gopalakrishnan (2019).

The advent of brain region-specific organoids unlocked the potential for significantly improved neurological disease modeling (Jo et al., 2016; Monzel et al., 2017). The promise of stem cells, especially hiPSCs, for modeling neurodegenerative diseases has been acknowledged for years but somewhat hindered by traditional two-dimensional cell culture and difficult co-culture conditions. Two-dimensional cell culture does not allow for complex cellular interactions that occur in three dimensions in vivo and does not allow for analysis of certain disease phenotypes, such as extracellular protein aggregation in Alzheimer’s disease (Raja et al., 2016). By allowing for physiologically accurate, three-dimensional recapitulation of specific brain regions, more relevant models can be developed to study and develop therapeutics for diseases such as Parkinson’s disease and Alzheimer’s using brain organoids (Raja et al., 2016; Smits et al., 2019). For example, brain organoids generated from hiPSCs from Parkinson’s (Smits et al., 2019) and Alzheimer’s (Raja et al., 2016) patients recapitulate hallmark disease phenotypes, most notably reduced dopaminergic neurons in Parkinson’s organoids and amyloid beta aggregation and hyperphosphorylated tau protein in Alzheimer’s organoids. Similarly, as organoids are developed from hiPSCs, they may be used for personalized medicine to develop custom therapies for the above-mentioned diseases and other disorders (Kyrousi and Cappello, 2020). As evidence of this potential, organoids developed from several Alzheimer’s patients carrying different mutations (one line with a mutation in APP and two lines with different mutations in PSEN1) exhibited different phenotypes, particularly in Tau hyperphosphorylation, suggesting the capacity to model specific disease phenotypes from individual patients (Raja et al., 2016).

The need for improved in vitro models has been widely recognized for screening approaches, such as those used in drug development and toxicology (Frank et al., 2017; Bal-Price et al., 2018; Kim et al., 2019; Shafer et al., 2019). Drug development costs continue to rise, and it has long been reasoned that improved in vitro models of human physiology could lower these costs by improving preclinical studies and reducing failure rate of potential therapeutics in clinical trials (Begley and Ellis, 2012). Similarly, improved models would lead to increased detection sensitivity in toxicological screening assays, as these models would more accurately recapitulate physiology (Bal-Price et al., 2018; Kim et al., 2019). While microphysiological systems (e.g., engineered microfluidic devices, described in detail in the next section) have improved in vitro models and offer precise control over culture parameters, organoids provide macroscale architecture and organization that is difficult to recreate in traditional 3D culture systems (Bhatia and Ingber, 2014). As a tradeoff, organoid models sacrifice throughput—due to long culture times necessary for maturation—for this increased accuracy; however, researchers are implementing technological advances from more conventional systems, such as microfluidics and synthetic scaffolds, to increase throughput and efficacy of organoid models (Esch et al., 2015; Skardal et al., 2015, 2016).



TECHNOLOGICAL ADVANCES FOR BRAIN ORGANOID DEVELOPMENT AND CHARACTERIZATION

Advances in brain organoid complexity have come as a result of advances and new applications of various technologies. One such technology includes microfluidics, which allow for “organoids-on-a-chip” (Wang et al., 2018; Kim et al., 2019; Park et al., 2019). Microfluidics have been used to control the cellular microenvironment and engineer organ-on-a-chip systems, which recapitulate specific physiological aspects of particular organs and tissues (Bhatia and Ingber, 2014). While traditionally considered at-odds with organoids due to fundamental differences in engineering approaches (Jackson and Lu, 2016) and control (Bhatia and Ingber, 2014)—top-down approach and assembly of organ-on-a-chip models versus bottom-up approach and self-organization of organoids—researchers have recently begun combining the two approaches (Skardal et al., 2016; Takebe et al., 2017; Park et al., 2019). Microfluidic systems for brain organoid culture provide additional control of signaling molecules required for differentiation (i.e., morphogens) (Demers et al., 2016) and oxygen diffusion (Berger et al., 2018), which has long been recognized as a hurdle for brain organoid development (Lancaster et al., 2017). Improved control of morphogen gradients can be used to study developmental stages and differentiation at highly precise levels, such as motor neuron differentiation in the developing neural tube (Demers et al., 2016). By increasing oxygen diffusion throughout brain organoids via microfluidics, midbrain organoids exhibited reduced necrotic cores and increased numbers of dopaminergic neurons, highlighting increased differentiation efficiency (Berger et al., 2018). Ultimately, microfluidic devices provide precise control of many organoid parameters, such as size/shape (Ao et al., 2020) and media perfusion rate (including nutrient and growth factor supply) (Wang et al., 2018), leading to increased reproducibility (Yin et al., 2016; Wang et al., 2018; Kim et al., 2019; Park et al., 2019). Additionally, many microfluidic platforms are compatible with common imaging setups, allowing for live organoid imaging and monitoring (Yin et al., 2016; Kim et al., 2019). A microfabricated system was used to image and analyze folding dynamics of brain organoids over several weeks of development (Karzbrun et al., 2018a,b) and an organoid-on-a-chip model using controlled perfusion enabled assessment of developmental effects of nicotine exposure (Wang et al., 2018). These platforms have allowed for live imaging over time and throughout brain organoid development, as well as precise microenvironment control, leading to increased reproducibility when studying early development or developmental diseases and toxicity (Berger et al., 2018; Karzbrun et al., 2018a; Wang et al., 2018).

Biomaterials advances over the past decade have also contributed to development of improved organoids. Extracellular matrices and scaffolds are vital to stem cell self-renewal and differentiation, leading to the use of natural materials, such as Matrigel. However, Matrigel is not well-defined and can have considerable batch variation, prompting a need for defined scaffolds and materials (Yin et al., 2016). Defined biological materials have been widely used for neural tissue engineering (Boni et al., 2018; Kratochvil et al., 2019) and are beginning to show promise as scaffolds for brain organoid culture, as well. For example, brain organoids were generated in 10–14 days on composite hyaluronic acid-chitosan hydrogels in chemically defined media (Lindborg et al., 2016). These materials have many beneficial characteristics for brain organoid applications: they allow for simple and scalable organoid generation with high accessibility and applicability due to the lack of exogenous materials, they are widely available, they have a long history of neural biocompatibility, and they are amenable to growth factor loading and modification, if desired (Yang et al., 2015). In a similar strategy, hyaluronic acid-heparin hydrogels were shown to promote caudalization of brain organoids, demonstrating how various ECM components and factors can influence brain organoid development and function (Bejoy et al., 2018). In addition to biological materials, synthetic scaffolds and materials can be designed to mimic natural ECM mechanical properties and are tunable, providing precise control and mechanistic understanding of elements underlying neurogenesis and brain organoid development (Ranga et al., 2016). These scaffolds can also be loaded with various soluble factors to control signaling and the microenvironment, which contribute significantly to organoid development (Yin et al., 2016; Koo et al., 2019). Synthetic scaffolds that are chemically defined, scalable, and good manufacturing practices (GMP)-compliant—important for drug development and personalized medicine applications—have been specially designed to support 3D hPSC culture, allowing for expansion and simple passaging via thermoresponsive properties (Lei and Schaffer, 2013). Recently, similar synthetic, defined hydrogel scaffolds have been used to generate intestinal organoids comparable to those generated with Matrigel (Gjorevski et al., 2016; Cruz-Acuña et al., 2017; Gjorevski and Lutolf, 2017). These biomaterial advances—along with increased characterization of brain extracellular matrix and biomechanical properties—provide many capabilities to help design and engineer brain organoids.

In addition to bioengineering advances contributing to brain organoid development, considerable work has been done with genetic approaches to allow for precise genetic manipulation of organoids. Established genetic tools including adeno-associated viruses (AAVs), lentiviruses, electroporation, and CRISPR/Cas9 have been applied to brain organoids for a wide range of applications, from simple reporter expression to disease modeling (Fischer et al., 2019). This wide range of available tools can be utilized to obtain targeted spatiotemporal manipulation, for example, modifying all cells at an early stage or a specific subset of cells in a mature, developed organoid. These approaches have been used for various applications, from simple fluorescent labeling of neurons to study migration deficits in mutant organoids modeling lissencephaly (Bershteyn et al., 2017) to RNA knock-in or knockdown via electroporation to examine mechanisms of hypoplasia in microcephalic organoids (Lancaster et al., 2013; Li et al., 2017). In addition to these transient applications, CRISPR/Cas9 has been used to stably modify stem cell populations prior to organoid generation (Bershteyn et al., 2017; Li et al., 2017; Karzbrun et al., 2018a) or at specific time points, such as to introduce an oncogene to study glioblastoma in 4-months-old brain organoids (Ogawa et al., 2018). These examples demonstrate the considerable utility of genetic modifications for studying precise aspects of brain development and disease modeling, and how genetic approaches will continue to be vital to both organoid development and design, as well as characterization and mechanistic understanding. For an excellent recent review on genetic manipulation of brain organoids, see Fischer et al. (2019).

Along with genetic tools allowing researchers to characterize brain organoids and explore various mechanisms, -omics approaches have provided a much greater understanding of brain organoid development, both in healthy and disease states. Early organoids were characterized using common immunohistological markers, but in-depth characterization was limited (Lancaster et al., 2013; Lancaster and Knoblich, 2014). Recently, single cell RNA-sequencing (sc-RNA-seq) has unveiled the considerable diversity of cell types comprising brain organoids (Quadrato et al., 2017). The ability to analyze single cells across organoids, along with improved analytical methods [i.e., t-distributed stochastic neighbor embedding (tSNE)], has allowed researchers to examine cellular diversity at much higher detail (e.g., whole transcriptome compared to individual markers), at different developmental time points within organoids, and among organoids (Quadrato et al., 2017). Understanding this variability is important for improved organoid development and characterization, especially for disease modeling applications.

While promising, early organoid characterization left much to be desired in terms of depth—without understanding the extent of neuronal maturity and subtypes, cellular and regional interactions, and functional maturation, it is difficult to determine the usefulness of brain organoids as truly physiological models of disease (Quadrato et al., 2016). For example, a midbrain organoid with a high proportion of dopaminergic neurons could be useful for modeling Parkinson’s disease, but neuronal maturation and glia are also important components that may considerably affect degeneration and disease phenotype. To this end, sc-RNA-seq has begun to reveal the vast array of brain organoid cellular diversity and extent of maturation (e.g., dendritic spine formation) necessary for developing proper disease models (Quadrato et al., 2016, 2017).

Finally, a significant effort has been made to vascularize brain organoids in recent years. Without vascularization, significant cell death is observed in the inner regions of brain organoids, limiting proper development and analysis (Lancaster et al., 2013; Vargas-Valderrama et al., 2020). Several strategies have been employed to vascularize brain organoids. An initial strategy used implantation of brain organoids in vivo, resulting in host vascularization of the engrafted organoids, organoid maturation, and prolonged survival (Mansour et al., 2018). This approach has since been improved, incorporating endothelial cells to develop vascular structures in vitro prior to implantation, with implanted organoids developing more complex vasculature and integrating with host vessels, resulting in long-term survival and functional maturation (Pham et al., 2018; Shi et al., 2020). Notably, patient-derived hiPSCs were used to generate brain organoids and endothelial cells, supporting this approach to generate patient-specific vascularized brain organoids (Pham et al., 2018). Lastly, neural and endothelial co-differentiation has been observed in hESC-derived organoids, induced by vascular endothelial growth factor (VEGF) (Ham et al., 2020) or expression of an endothelial transcription factor, ETV2 (Cakir et al., 2019) early in brain organoid differentiation. Both approaches generated vascularized brain organoids exhibiting blood-brain barrier characteristics, and ETV2 expression increased neuronal activity and maturation (Cakir et al., 2019), suggesting significant value in disease modeling.



ELECTROPHYSIOLOGICAL ANALYSIS OF BRAIN ORGANOIDS

The hallmark of functional analysis for neural cells and tissues, including brain organoids, is electrophysiology. The ability to record neuronal function is essential for many brain organoid applications, especially disease modeling and drug development (Sakaguchi et al., 2019). Most traditional electrophysiology techniques have been applied to brain organoids and have unique advantages and disadvantages (Poli et al., 2019).

Patch clamping allows researchers to record individual neurons in a brain organoid at high temporal resolution, providing detailed analysis of specific neurons (Pasca et al., 2015; Di Lullo and Kriegstein, 2017; Li et al., 2017; Cakir et al., 2019). The high temporal resolution is particularly useful for determining responses to specific perturbations, such as pharmacological treatment or optogenetic stimulation; however, as only individual neurons can be analyzed, little-to-no information on network connectivity or dynamics important to regional or global organoid function. To increase spatial resolution and analyze network activity, calcium imaging has been utilized (Lancaster et al., 2013; Sakaguchi et al., 2019). Calcium imaging overcomes these limitations of patch clamping, allowing for live cell imaging of neural activity in small groups of neurons. This is useful for analyzing specific regions of brain organoids and attempting to analyze synaptic activity and neural circuits (Sakaguchi et al., 2019). As a tradeoff, some of the high temporal resolution of patch clamping is lost. Additionally, the three-dimensionality of organoids poses challenges to acquiring calcium imaging data, as neurons must be oriented closely in the z-dimension to capture them in close succession and analyze connectivity patterns. While this may be acceptable for specific small regions, it limits global functional analysis.

Microelectrode arrays (MEAs) have been increasingly adopted for screening applications and other studies due to the ability to combine the temporal resolution of patch clamping with the network resolution of calcium imaging (McConnell et al., 2012; Cotterill et al., 2016; Frank et al., 2017; Shafer et al., 2019). By analyzing extracellular potentials from a relatively large array of electrodes simultaneously, many parameters of network connectivity can be assessed in real time. MEAs also offer significantly improved throughput compared to other recording techniques and many analytical tools have been developed for improved data analysis and interpretation (Egert et al., 2002; Pastore et al., 2016; Bridges et al., 2018). In organoids, this provides similar connectivity data as calcium imaging but on a much larger scale, allowing for entire region analysis or potential analysis of several organoid regions (Giandomenico et al., 2019). Recording across large portions of brain organoids has revealed strong connectivity between various regions within organoids, suggesting long-range neural circuits and inter-regional connectivity, instead of simply “nearest neighbor” connections (Giandomenico et al., 2019). As further evidence of these long-range circuits, brain organoids co-cultured with spinal cord explants were observed to project functional axon tracts toward the spinal cord explants that were able to stimulate muscle contraction (Giandomenico et al., 2019). As brain organoids become more complex and are used to model complex aspects of development and diseases, the ability to detect and analyze inter-regional connectivity and neural circuits across large distances becomes vital, and MEAs are useful tools to provide insight into these circuits. The large-scale recordings provided by MEAs are also amenable to combination with additional data sets or multiplexing with other assays. For example, correlation analysis of MEA activity throughout development with transcriptomics (sc-RNA-seq) and immunohistochemistry has provided mechanistic insight into developmental processes, such as simultaneous astrocyte population growth and neuronal maturation (Fair et al., 2020). Additionally, multiplexing MEA analysis with high content imaging can help offset concerns associated with brain organoid variability by increasing confidence in results reflected across modalities, supporting potential use for drug screening and other high-throughput approaches (Durens et al., 2020). Despite these advantages, however, MEAs are not without drawbacks. Most notably, the three-dimensionality of the organoids and planar electrode arrays typically limit recording to the outer edges of organoids, which may or may not be areas of significant interest. Recent advances to overcome this challenge are discussed in the next section.

Finally, optogenetics have been employed in conjunction with the above techniques to allow for precise stimulation and mechanistic studies (Shiri et al., 2019). Optogenetic manipulation has received widespread use in neuroscience and recent application in organoids to analyze and manipulate neural activity (Watanabe et al., 2017; Mansour et al., 2018). In particular, neuronal-specific channelrhodopsin expression in brain organoids was demonstrated (Watanabe et al., 2017), and optogenetic manipulation of implanted organoids in rodents was used to assess successful integration into the host brain, opening the door for vascularization strategies and disease modeling in a physiological microenvironment (Mansour et al., 2018). Despite relatively few applications in hiPSC-derived cells thus far, the potential for optogenetics to improve hiPSC and brain organoid models by allowing for deeper mechanistic analysis has been recognized (Chin and Goh, 2015; Su et al., 2015; Trujillo and Muotri, 2018). Relatively low transfection efficiency in hiPSC-derived cells compared to somatic cells may be partially responsible for the slow adoption of optogenetics in brain organoids and other hiPSC-derived cells; however, recent advances and comparisons of transfection techniques may help increase these studies moving forward (Chin and Goh, 2015; Rapti et al., 2015; Lee et al., 2019). Indeed, a neuromuscular junction (NMJ) model implementing hiPSC-derived neurospheres and muscle tissue was recently used to assess functional deficits in amyotrophic lateral sclerosis (ALS) (Osaki et al., 2018). This study suggests similar utility for functional disease modeling via optogenetics and brain organoids in the near future.



RECENT ADVANCES IN ELECTROPHYSIOLOGY—APPLICABILITY TO BRAIN ORGANOIDS

While the electrophysiological techniques discussed above have been effective in providing functional data on brain organoids, the drawbacks of each method are notable, ultimately hindering the extent of functional analysis that can be performed. There have been many recent advances in electrophysiology that may provide improvements over these traditional methods, though these technologies are in their infancy or have yet to be applied to brain organoids. Some key advances with clear applicability for brain organoids are highlighted below and in Table 1.


TABLE 1. Electrophysiological advances with applicability to brain organoids.
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A recently developed technique, dubbed PatchSeq, combines patch clamp electrophysiological recordings with sc-RNA-seq, allowing functional correlation to gene expression (Bardy et al., 2016; Cadwell et al., 2016, 2017; Chen et al., 2016; Földy et al., 2016; Fuzik et al., 2016; van den Hurk and Bardy, 2019). While still limited in scale and throughput, the correlation to genetic and morphological analysis provides a new dimension of functional analysis and could be extremely useful when analyzing particular subsets of neurons in brain organoids (Bardy et al., 2016; van den Hurk and Bardy, 2019). The authors found strong correlations between neuronal activity/maturation and 45 genes, some with known neuronal function, including synaptic plasticity and voltage-gated sodium channels. Interestingly, most of these genes had not previously been associated with neuronal function, representing potential new biomarkers for neuronal activity and maturation (Bardy et al., 2016). While this study was performed in mixed hiPSC-derived neuron and astrocyte co-cultures, this approach could reveal similar discoveries and associations about neurons in brain organoids, and perhaps more physiologically relevant biomarkers, as brain organoids contain more cell types and important three-dimensional organization.

Optogenetics has proven to be a useful tool for manipulation of neural activity, both in monolayer cultures and organoids. Traditionally, optogenetics has been utilized to stimulate and/or inhibit neurons of interest. Recently, the development of all-optical electrophysiology has provided a method to both manipulate and record neural activity at high spatiotemporal resolution (Hochbaum et al., 2014; Werley et al., 2017; Kiskinis et al., 2018). This method consists of co-transfecting neurons with both a channelrhodopsin (CheRiff) allowing for optogenetic stimulation and a spectrally orthogonal fluorescent genetically encoded voltage indicator (GEVI) (QuasAr) allowing for simultaneous recording of neural activity. Being able to stimulate and record simultaneously via this all-optical setup allows for network level recordings of neural circuits while maintaining both single-cell and high temporal resolution. Despite this promise, adoption began slowly due to relatively low construct expression levels and highly complex data analysis. More recently, however, improved analytical algorithms were developed to better extract activity and morphology data using this system and applied it to analyze human iPSC-derived motor neurons in a model of ALS (Kiskinis et al., 2018). There were clear differences between control and ALS cells, demonstrating its usefulness for both hiPSCs and disease modeling, which could be adapted to brain organoids. Particularly, ALS cells were hyperexcitable when unstimulated, as previously reported (Wainger et al., 2014), but the single-cell resolution afforded by optical electrophysiology showed hypoexcitability in response to strong stimulus. This highlights a key advantage of single-cell electrophysiology on larger populations of neurons, which would not be feasible with traditional patch clamping (Kiskinis et al., 2018). Ultimately, while it is still slightly less precise than patch clamping (1–2 ms vs. submillisecond temporal resolution), optical electrophysiology maintains much of the resolution afforded by patch clamping while significantly increasing throughput, which is important for the large-scale analysis needed for brain organoids.

The two-dimensionality of traditional MEAs is not an issue for typical monolayer cell culture; however, the three-dimensionality of brain organoids significantly limits accessibility to the majority of cells in the organoid. MEAs have still been useful to date, but recordings must be performed in a single plane, usually at the edge of the organoid. To overcome this, three-dimensional MEAs (3DMEAs) are currently being developed (Soscia et al., 2020; Figure 1A). By incorporating electrodes into flexible, hinged probes, extracellular recordings can be taken from 3D neural networks, such as those found in organoids. Importantly, these devices are compatible with many existing readily accessible recording setups, thus facilitating rapid adoption by brain organoid researchers. 3D hiPSC-derived neural cultures were recorded over 38 days in vitro (DIV), observing similar activity as other recording methods, suggesting viability and long-term biocompatibility without sacrificing recording ability or resolution. The culture analyzed was a mixed neuron-astrocyte co-culture suspended in hydrogel, which—while less complex than organoids—demonstrates the ability to record from similar 3D cultures and neural networks, as well as to spatially map neural activity in three dimensions. A high-density 3DMEA platform may allow for more precise spatial mapping of active neurons (Yuan et al., 2020). Indeed, another high density MEA platform was recently used to assess activity in retinal organoids, demonstrating applicability to organoid cultures (Georgiou et al., 2020). This same MEA platform was also used in a similar manner to compare differentiation protocols for retinal organoid development (Mellough et al., 2019), further demonstrating utility for quick, simple quantification of organoid activity. Traditional MEA systems provide network-level information at the cost of single cell-resolution due to relatively low electrode density, making it difficult, if not impossible, to correlate specific signals with individual neurons. With increased electrode density, single-cell activity analysis can be performed, providing both network dynamics and changes in individual cells, allowing for neural circuit mapping and analysis of how circuit connectivity changes over time (Yuan et al., 2020). This detailed connectivity analysis in brain organoids could reveal developmental insights (i.e., regional interconnectivity) or insight into neurodegeneration or synaptic rearrangement typical of diseases such as ALS or Alzheimer’s disease. These applications to organoids should be feasible, providing an avenue to record the inner regions of brain organoids, which has to date been elusive.
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FIGURE 1. Strategies for three-dimensional electrophysiology. Several recent approaches to overcome challenges of electrophysiological recording in 3D could be used to record brain organoids. (A) 3DMEAs (Soscia et al., 2020) employ flexible, hinged probes to record inner regions of brain organoids. (B) Mesh nanoelectronics (Li et al., 2019) are integrated throughout organoids in early stages of development, allowing for whole-organoid longitudinal recording. (C) Stretchable polyimide “pocket” arrays (Shim et al., 2020) provide large-scale coverage of organoid surfaces, sacrificing inner region access for integration flexibility. (D) Nanoelectronics embedded into biomaterial scaffolds (Tian et al., 2012) offer tunability and biocompatible support for organoid growth, as well as integrated 3D recording. (E) Neuron-like electronics (Yang et al., 2019) mimic the size, shape, and mechanical properties of neurons, allowing for successful organoid incorporation, neural interfacing, and scaffolding to support neurogenesis/neuronal migration (figure created with Biorender.com).


An alternative approach to obtain three-dimensional recordings of brain organoids is the use of electrodes embedded into a stretchable mesh. These “mesh nanoelectronics” can be integrated with cell monolayers in the early stages of organoid development, after which they have the ability to stretch as the organoids develop into three-dimensional structures, essentially taking the shape of the entire organoid (Li et al., 2019; Figure 1B). The unique advantage of this approach is that by the time the organoid finishes developing, it consists of evenly spaced electrodes across the entire structure. Additionally, this provides the ability to record from the organoid across all stages of development, assessing neural ontogeny and the onset of activity. The researchers demonstrated this ability, as well as long-term biocompatibility, via integration into cardiac organoids. By recording throughout organogenesis, researchers were able to determine organoid maturation state by measuring synchronized bursting patterns, which would be difficult or impossible to measure with traditional recording techniques. Combined with no observable changes in marker expression throughout development, this suggests device implantation does not interfere with typical developmental processes, including sarcomere assembly. A similar approach was recently reported, in which stretchable polyimide arrays were sandwiched around brain organoids, creating a stretched “pocket” capable of conforming to the organoids (Shim et al., 2020; Figure 1C). This approach is more limited to the outside surface of the organoid, but may provide more flexibility with timing and application, as it does not need to be integrated from the beginning of organoid development. As with the 3DMEAs, electrode density can be improved, but the potential for whole-organoid recordings, especially throughout development, represents a significant improvement over traditional electrophysiological methods.

While the above approaches address challenges associated with recording 3D brain organoids, considerable improvements are also being made regarding materials and electrode designs to enhance both recording capabilities and biocompatibility (Didier et al., 2020). Recent advances in bioprinting have been utilized to demonstrate proof-of-concept for patterning and printing MEAs on soft material substrates with mechanical properties similar to brain tissue, assisting with biocompatibility (Adly et al., 2018; Borda et al., 2020). To improve electrode properties (i.e., biocompatibility, impedance, structural integrity, transparency), many new materials have been used for design and coating, such as indium tin oxide, gold, titanium nitride, and ruthenium oxide, among others (Jahnke et al., 2019; Koklu et al., 2019; Ryynänen et al., 2019, 2020; Atmaramani et al., 2020). The continued development of MEAs incorporating these and other materials, as well as improved incorporation methods, may help improve signal-to-noise ratios and fidelity for brain organoid recordings.

Bioinspired electrodes and scaffolds also have significant potential to improve recording capabilities in brain organoids (Li et al., 2020). By integrating nanoelectronics into biomaterials, nanoelectronic scaffolds (nanoES) were created and used to support 3D neural cultures (Tian et al., 2012; Figure 1D). These nanoES have macroporous structures, mimicking natural extracellular matrices and allowing for unimpeded neurite outgrowth and integration, as well as good biocompatibility. By modifying this approach with various biomaterials and synthetic scaffolds, nanoES are tunable, increasing the potential for incorporation into brain organoids. Another bioinspired approach was the recent design of neuron-like electronics (NeuE)—neural probes that mimic the size, shape, and mechanical properties of neurons for high resolution and integration into neural tissues (Yang et al., 2019; Figure 1E). The mechanical properties of these neurite-diameter probes allow for significantly reduced stiffness compared to most other flexible electrodes, supporting neuronal interfacing. These interfaces are stable over time, allowing for chronic recording, and easily able to be multiplexed with 3D imaging. Notably, NeuE implanted into mouse brains also enhanced endogenous neural progenitor cell migration, providing similar scaffolding properties as radial glia cells, suggesting the potential to enhance neural development in brain organoids while also providing high resolution electrophysiological recording.

Finally, in addition to the physical limitations of recording brain organoids in three dimensions, there are also challenges associated with data processing and analysis. Traditional electrophysiological data processing is typically carried out in a similar fashion, regardless of recording method. For action potential (spike) and burst analysis, recorded signals are high pass filtered, followed by spike detection and sorting, and finally parameter calculation from the analyzed spike patterns (Robinette et al., 2011; Latchoumane et al., 2018). Many labs perform these steps with custom scripts, but there is also a litany of commercial and open source software solutions available (Egert et al., 2002; Pastore et al., 2016; Bridges et al., 2018; Unakafova and Gail, 2019), which may be useful when adapting these analyses to 3D recordings, especially for researchers without a strong background in electrophysiology that may be analyzing brain organoids. Spike detection is typically threshold-based to detect spikes over baseline noise, and spike sorting often consists of cluster analysis to separate spikes based on waveform shape corresponding to individual neurons detected by the same electrode (Hilgen et al., 2017). This is a crucial technique for three-dimensional analysis, especially when high spatial resolution and individual neuronal signal isolation is necessary (e.g., connectivity mapping, spike timing analysis) (Regalia et al., 2016; Hilgen et al., 2017; Yger et al., 2018). Spike sorting can be computationally intensive for 2D analysis and may be much more difficult in 3D, as increased channels and spiking events increases computation exponentially (Hilgen et al., 2017). Additionally, with more electrodes in the vicinity of each other due to the third dimension, more electrodes must be considered when attempting to distinguish spikes across multiple electrodes (Yger et al., 2018). To address these issues, solutions have been developed implementing improved spike detection, dimensionality reduction, and pre-defined templates to achieve lower error rates—and thus, reduced necessity for manual oversight which becomes impossible with high-density arrays (Lefebvre et al., 2016; Hilgen et al., 2017)—as well as template-matching, where spikes are assumed to adhere to pre-defined “template” waveforms, reducing computational cost (Marre et al., 2012). Another promising approach involves utilizing probe geometry and knowledge of the spatial relationship between electrodes to optimize analysis (Rossant et al., 2016), which would be useful in 3D arrays with relatively determinable electrode locations within a brain organoid (e.g., the 3DMEAs highlighted above).



OUTLOOK

Brain organoids present enormous potential for disease modeling and understanding the human brain and represent a culmination of many advancements in stem cell biology. To improve the applicability of brain organoids, knowledge can also be taken from advances realized in other organoid models. For example, improved characterization approaches have been applied to other organoid models, such as single molecule fluorescent in situ hybridization (smFISH). This technique provides single-cell analysis while preserving spatial information, as it is performed in situ without disrupting the three-dimensional architecture of the organoids (Omerzu et al., 2019). While fewer transcripts can be analyzed at once, the spatial information can provide insight and context into the activity of individual cells in specific organoid regions. This has recently been applied to colon organoids to assess Wnt signaling pathway alterations across entire organoids and regional transcription differences between crypt structures and the main organoid body (Omerzu et al., 2019); this could prove highly useful for analyzing cell signaling throughout developmental stages in brain organoids, especially development and integration of multiple regions. smFISH was also used to analyze post-transcriptional regulation in whole Drosophila brains, demonstrating its utility for detailed mechanistic analysis not feasible with immunohistochemistry (Yang et al., 2017).

Despite the significant advances and rapid evolution in brain organoid generation and engineering in recent years, reliable functional output and analysis is vital for brain organoid applications, especially disease modeling, and has lagged behind other organoid characterization, such as immunohistochemistry and transcriptomics (Wang, 2018; Poli et al., 2019). Just as in vivo models typically require overt behavioral phenotypes relevant to the diseases they are modeling, brain organoids cannot truly be considered representative of the human brain without physiologically relevant function—in this case, neural activity.

Electrophysiological advances for in vivo recording, such as Neuropixels (Jun et al., 2017; Steinmetz et al., 2018), and human medicine (e.g., neuroimaging) (Lau-Zhu et al., 2019) are opening the door to analyze highly specific populations of neurons and brain regions at high spatiotemporal resolution. For example, Neuropixels probes have the capability to record entire pathways consisting of several brain regions in vivo simultaneously, such as the primary motor cortex and striatum (Steinmetz et al., 2018). The 3DMEAs highlighted in this review present similar opportunities for in vitro analysis of brain organoids, such as the potential to record, say, dopaminergic neurons in both a substantia nigra-like region and ventral tegmental area-like region of a midbrain organoid to study Parkinson’s disease. These areas are differentially effected in Parkinson’s disease (Smits and Schwamborn, 2020), representing a clear application for brain organoid modeling.

Advances over the past several decades in stem cell biology, synthetic biology, and bioengineering have coalesced into a large umbrella of multi-cellular engineered living systems (M-CELS) (Kamm et al., 2018). M-CELS, including organoids, microphysiological systems, and “biobots”—machines consisting of biological material as building blocks and actuators—is a quickly developing field that could benefit significantly from advances in brain organoid analysis. One example of a potential M-CELS therapeutic is a biological pump, consisting of an endothelial vessel surrounded by muscle, which is innervated and controlled by a brain organoid (Kamm et al., 2018). This pump could be used for in vitro models of cardiovascular function or potentially implanted for regenerative medicine applications. While M-CELS as a whole is still in its infancy, rapid advances in underlying fields and technologies (including many of those described here) are enabling the realization of many of these systems. Improvements in brain organoid analysis and control, such as the electrophysiological advances described in this review, could help design M-CELS with the ability to sense and process their surroundings, leading to autonomous function via neural logic and computation.

Improved recording also introduces analytical considerations. While each of these methods presents promise for brain organoid analysis, each method also presents new analytical challenges. All-optical electrophysiology requires complex image analysis, electrophysiological parameter extraction, and statistical analysis, hindering early adoption (Kiskinis et al., 2018). 3DMEAs will likely require similar changes to existing analytical pipelines to account for the increased spatial information during processing (e.g., spike sorting). “Big data” has become a common challenge in neuroscience as technologies improve (including the ones mentioned above, sc-RNA-seq, and others), large multi-institutional projects are launched (e.g., the Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative), and researchers have access to high-performance computing (Chen et al., 2019; Qu et al., 2019). These advances, combined with continued dimensionality reduction, deep learning, and other “big data” approaches to traditional methods will help facilitate adaptability and utility of these methods.

Ultimately, the approaches highlighted here represent a new wave of brain organoid functional analysis. By incorporating these with existing organoid technologies, such as optogenetics and sc-RNA-seq, researchers can extract more valuable information from brain organoids (Figure 2). The rapid development and evolution of these technologies continues to move closer to the goal of comprehensive organoid characterization—correlation of both identity and function of individual cells comprising brain organoids. These approaches will hopefully help unlock the full potential of brain organoids for developmental studies, disease modeling, and drug discovery applications.
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FIGURE 2. Multi-omic analysis of brain organoids. Combining advanced electrophysiological methods with existing methods will provide valuable insights into important brain organoid applications. Electrophysiology and morphological analysis (top) allows for increased understanding of neural maturation and development. Electrophysiology and optogenetics (middle) allows for complex pathway analysis. Electrophysiology and transcriptomics provides insight into detailed functional phenotypes and differences between neuronal subtypes, which is important for disease modeling (e.g., dopaminergic neurons in Parkinson’s disease models). Ultimately, advances in electrophysiology will open up these and other analytical possibilities (figure created with Biorender.com).
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Stem cell-derived islet organoids constitute a promising treatment of type 1 diabetes. A major hurdle in the field is the lack of appropriate in vivo method to determine graft outcome. Here, we investigate the feasibility of in vivo tracking of transplanted stem cell-derived islet organoids using magnetic particle imaging (MPI) in a mouse model. Human induced pluripotent stem cells-L1 were differentiated to islet organoids and labeled with superparamagnetic iron oxide nanoparticles. The phantoms comprising of different numbers of labeled islet organoids were imaged using an MPI system. Labeled islet organoids were transplanted into NOD/scid mice under the left kidney capsule and were then scanned using 3D MPI at 1, 7, and 28 days post transplantation. Quantitative assessment of the islet organoids was performed using the K-means++ algorithm analysis of 3D MPI. The left kidney was collected and processed for immunofluorescence staining of C-peptide and dextran. Islet organoids expressed islet cell markers including insulin and glucagon. Image analysis of labeled islet organoids phantoms revealed a direct linear correlation between the iron content and the number of islet organoids. The K-means++ algorithm showed that during the course of the study the signal from labeled islet organoids under the left kidney capsule decreased. Immunofluorescence staining of the kidney sections showed the presence of islet organoid grafts as confirmed by double staining for dextran and C-peptide. This study demonstrates that MPI with machine learning algorithm analysis can monitor islet organoids grafts labeled with super-paramagnetic iron oxide nanoparticles and provide quantitative information of their presence in vivo.

Keywords: artificial intelligence, unsupervised machine learning, magnetic particle imaging, stem cell tracking, diabetes


INTRODUCTION

Type 1 diabetes (T1D) is characterized by an absolute deficiency of insulin secretion with hyperglycemia as a consequence. Transplantation of exogenous pancreatic islets to replace dead or dysfunctional endogenous beta cells is a strategy for controlling blood glucose levels in T1D patients. Severe shortage of cadaveric organ donors, requirement for lifelong immunosuppression, and reverting to using insulin after transplantation, however, largely hampers its application. In recent years advances in stem cell research, such as the derivation of human induced pluripotent stem cells (hiPSCs) and the emergence of organoid technologies, have enabled the creation of highly sophisticated human tissues and organ-like structures in vitro. These tissues could be used for isogenic or allogenic transplantation in the clinical setting to treat a diverse number of conditions, including T1D. In vitro created pancreatic islet organoids can be readily generated from hiPSCs matching the patient, thus providing an alternative similar to cadaveric donor islets that bypasses immune rejection concerns. Additionally, the number of pancreatic islet organoids that can be potentially produced is unlimited. A significant hurdle, however, is monitoring integration and survival of the pancreatic islet organoid after transplantation, and the lack of suitable non-invasive imaging techniques allowing us to determine the longer-term graft outcome (Rizzo et al., 2017; Wang and Aguirre, 2018).

Stem cell replacement therapy needs a technique that can quantitatively evaluate the fate of cells in vivo with high specificity and sensitivity. There are several techniques that have been used for imaging of islet or stem cell transplantation, including: optical imaging, magnetic resonance imaging (MRI) and positron emission tomography (PET). Optical imaging methods, both bioluminescence and fluorescence imaging, have the limitation of penetration depth preventing linear quantification and clinical translation. PET has excellent tracer sensitivity and depth penetration but cannot assess cell fate due to the limited tracer half-life. The evaluation of islet transplantation efficacy in the clinic relies on destructive analytical methods like histology or functional improvements that can take months to manifest. Most studies of cell tracking have used super-paramagnetic iron oxide nanoparticles (SPIONs) labeled cells, because SPIONs-based methods have few effects on cell viability, proliferation, and differentiation (Crabbe et al., 2010; Wang and Moore, 2012; Janowski et al., 2014; Bulte and Daldrup-Link, 2018), along with excellent depth penetration and in vivo persistence on the order of months. The primary challenge for MRI-based SPIONs cell tracking, however, is that SPIONs induced MRI signal dropouts that are difficult to distinguish from tissues with naturally low MRI signal (e.g., bones, tendon, lungs, bleeding, or any tissues near air). Moreover, MRI methods with positive contrast suffer from toxicity and sensitivity challenges (Magnitsky et al., 2017).

Magnetic particle imaging (MPI) is a novel imaging modality that directly detects the SPIONs, and is specific, sensitive, and linearly quantitative (Talebloo et al., 2020). MPI has been used for a wide range of biomedical applications such as tumors (Yu et al., 2017; Wu et al., 2019), vascular imaging (Khandhar et al., 2017), drug delivery (Wang et al., 2019), and in vivo tracking of labeled cells (Bulte et al., 2011; Zheng et al., 2015, 2016). Previously, our group demonstrated MPI could be used for in vivo tracking of transplanted pancreatic islets in a mouse model (Wang et al., 2018). Furthermore, we have developed an unsupervised machine learning (ML) algorithm for monitoring in vivo 2D MPI data of islet grafts (Hayat et al., 2020). Such algorithms are required for standardized, high-throughput monitoring of transplanted organoids in vivo due to the highly variable nature of a region of interest (ROI) between MPI data. Often, it is difficult for human raters to maintain consistency regarding the threshold of cutoff for the true MPI signal from background. Therefore, applying a ML algorithm for segmenting of the desired ROIs from an MPI scan provides a reliable and standardized method of image quantification. So far, there are no reports on using MPI for imaging stem cell-derived islet organoids and it is critical to advance our algorithm to a 3D setting for more accurate and reliable signal quantification. Herein, we demonstrate the feasibility to develop and use the K-means++ clustering-based, unsupervised ML algorithm to provide a novel method/tool for 3D image segmentation and quantification in the MPI domain, using SPIONs labeled stem cell differentiated islet organoids in a mouse model. We then used the segmentation output from the K-means++ algorithm to generate a standard curve using fiducial markers in order to estimate the total iron value (TIV) of segmented ROIs. This provides information on the SPIONs accumulation within the labeled islet organoids and permits longitudinal evaluation of TIV of the ROI in the mice (Figure 1).
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FIGURE 1. Scientific method flow chart of the study. The goal of this study is to test a novel imaging method magnetic particle imaging (MPI) for quantifying stem cell derived islet organoids phantoms in vitro and monitoring of transplanted islet organoids in vivo. An artificial intelligence algorithm had been applied for segmentation and quantification of nanoparticle labeled islet organoids in mouse model. This paves the way for MPI to be used in stem cells transplantation therapies for diabetes.




MATERIALS AND METHODS


Stem Cell Culture and Pancreatic Islet Organoid Differentiation

All hiPSC lines were validated for pluripotency and genomic integrity. hiPSC-L1 were cultured in Essential 8 Flex medium (Thermo Fisher Scientific, MA, United States) containing 1% penicillin/streptomycin (Gibco, Thermo Fisher Scientific, MA, United States) on six-well plates coated with growth factor-reduced Matrigel (Corning, NY, United States) in an incubator at 37°C, 5% CO2, until 60–80% confluency was reached, at which point cells were split into new wells using ReLeSR passaging reagent (STEMCELL Technologies, Vancouver, BC, Canada).

To generate embryonic bodies, the confluent cultures were dissociated into small cluster suspension by incubation with accutase (Innovative Cell Technologies, Inc., San Diego, CA, United States). Cells were counted and each well of six-well low-adherence plates (Corning, NY, United States) were seeded with 5.5 × 106 cells in 5.5 ml Essential 8 Flex Medium supplemented with 10 ng/ml Activin A protein (Activin A, R&D Systems, MN, United States) and 10 ng/ml heregulin-beta-1 (PeproTech, NJ, United States). Plates were placed on an orbital shaker at 100 rpm to induce embryonic bodies.

To generate islet organoids, cell differentiation underwent five stages (21 days) was performed as described before (Russ et al., 2015). Briefly, to initiate differentiation, embryonic body was suspended into a low-adherence six-well plate in 5.5 ml d1 media [RPMI (Gibco) containing 0.2% FBS, 1:5,000 insulin-transferrin-selenium (ITS) supplement (Gibco), 100 ng/ml activin A, and 50 ng/ml WNT3a (R&D Systems)]. Media thereafter were changed daily, by removing either 4.5 ml media (at the end of d1) or 5.5 ml media the following days and adding back 5.5 ml fresh media until day 9. After day 9, only 5 ml of media was removed and added daily (Russ et al., 2015). Media in this differentiation protocol consist of the following: d2: RPMI containing 0.2% FBS, 1:2,000 ITS, and 100 ng/ml activin A; d3: RPMI containing 0.2% FBS, 1:1,000 ITS, 2.5 μM TGF-beta Inhibitor IV (Calbiochem, MA, United States), and 25 ng/ml KGF (R&D Systems); d4–5: RPMI containing 0.4% FBS, 1:1,000 ITS, and 25 ng/ml KGF; d6–7: DMEM (Gibco) with 25 mM glucose containing 1:100 B27 (Gibco), 3 nM TTNPB (Sigma); d8: DMEM with 25 mM glucose containing 1:100 B27, 3 nM TTNBP, and 50 ng/ml EGF (R&D Systems); d9: DMEM with 25 mM glucose containing 1:100 B27, 50 ng/ml EGF, and 50 ng/ml KGF; d10–14: DMEM with 25 mM glucose containing 1:100 B27, 500 nM LDN−193189 (Stemgent, MD), 30 nM TPB (Millipore Sigma, MA, United States), 1,000 nM ALKi II (Axxora), and 25 ng/ml KGF; and d15–21: DMEM with 2.8 mM glucose containing 1:100 Glutamax (Gibco) and 1:100 non-essential amino acids solution (Gibco) (Russ et al., 2015).



Immunofluorescence Confocal Microscopy Imaging

Human islet organoids were transferred to microcentrifuge tubes (Eppendorf) using a cut 1000-mL pipette tip to avoid disruption to the islet organoids and fixed in 4% paraformaldehyde solution for 15 min at room temperature. Fixation was followed by three washes in PBS and incubation in blocking solution (10% goat normal serum in PBS) on a thermal mixer (Thermo Scientific) at 300 RPM at 4°C overnight. Islet organoids were then incubated with anti-insulin primary antibody (Abcam, Cambridge, MA, United States) and anti-glucagon antibody (Abcam, Cambridge, MA, United States) in Antibody Solution (10% goat normal serum and 0.5% bovine serum albumin in PBS) on a thermal mixer at 300 RPM at 4°C for 24 h. Primary antibody exposure was followed by three washed in PBS and incubation with FITC-labeled goat anti-mouse secondary IgG (Abcam, Cambridge, MA, United States) and Texas red conjugated goat anti-rabbit secondary IgG (Santa Cruz Biotechnology, Santa Cruz, CA, United States) in Antibody Solution on a thermal mixer at 300 RPM at room temperature for 1 h in the dark. The stained islet organoids were washed three times in PBS before being mounted on glass microscope slides (Fisher Scientific) using mounting medium containing DAPI (Vectashield; Vector Laboratories). Ninety micrometers Polybead Microspheres (Polysciences, Inc.) were placed between the slide and the coverslip (No. 1.5) to preserve some of the 3D structure of the organoids while accommodating the penetration capacity of the confocal microscope. Samples were imaged using an Olympus FluoView 1000 Filter-based laser scanning confocal microscope. Immunofluorescence images of islet organoids were semi-quantitatively analyzed using Fiji.1 Briefly multi-color fluorescent images were split into single channels and converted to grayscale images. The area of interests was selected using selection tools in Fiji. The insulin and glucagon positive cells percentages of islet organoids were calculated.



Glucose-Stimulated Insulin Secretion Assay

One Hundred islet organoids (between 28 and 30 days of differentiation) were pre-incubated in 1 ml of low (2.8 mM) glucose Krebs buffer (KRB) and washed twice with KRB to remove residual insulin, then islet organoids were incubated in 1 ml of 2.8 mM glucose KRB for 30 min in a 37°C cell culture incubator, and the supernatant was collected. After they were washed twice with 2.8 mM glucose KRB, the islet organoids were incubated in 1 ml of high (28 mM) glucose Krebs buffer for 30 min, and the supernatant was collected. Human insulin was measured using the Insulin Human ELISA kit (Abcam, ab100578). Human insulin measurements were normalized by cell counts that were acquired by dispersing islet organoids into single cells with Accutase (Innovative Cell Technologies, Inc.) and counted using a cell counter.



Cell Labeling and in vitro Characterization of Labeled Cells

Islet organoids were feed with the concentration of 560 μg/ml VivoTrax (Magnetic Insight Inc., Alameda, CA, United States) in CMRL media with 5% FBS and incubated for 48 h at 37°C with 5% CO2 (Wang et al., 2018; Hayat et al., 2020). VivoTrax is a dextran coated SPION with core size of 4.2 nm and a mean hydrodynamic diameter of 62 nm. Cell labeling efficiency was tested using immunofluorescence staining for dextran coating with anti-dextran antibody (STEMCELL Technologies, Vancouver, BC, Canada), followed by an FITC-labeled goat anti-mouse secondary IgG (Abcam, Cambridge, MA, United States), mounted with a mounting medium containing DAPI and analyzed using fluorescence microscopy. Islet organoids viability was tested after labeling by colorimetric [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide] assay according to the manufacturer’s protocol (Promega, Madison, WI, United States) (Wang et al., 2011, 2012).

Cell function of secreted C-peptide was also tested using immunofluorescence staining with anti-C-peptide primary antibody (Abcam, Cambridge, MA, United States) and anti-dextran antibody (STEMCELL Technologies, Vancouver, BC, Canada), followed by an FITC-labeled goat anti-mouse secondary IgG (Abcam, Cambridge, MA, United States) and Texas red conjugated goat anti-rabbit secondary IgG (Santa Cruz Biotechnology, Santa Cruz, CA, United States).



Imaging of Islet Organoid Phantoms

In vitro phantoms comprising of different numbers of VivoTrax labeled islet organoids (0, 25, 50, 100, 200, and 400) in PBS were imaged using an MPI scanner (MOMENTUM MPI, Magnetic Insight Inc., Alameda, CA, United States) with the fiducial markers. Each 2D MPI images were acquired with parameters of a field-of-view (FOV) of 6 cm × 12 cm, a 5.7 T/m selection field gradient, a drive field strength of 20 mT peak amplitude and a 45.0 kHz drive frequency. Images were reconstructed using x-space reconstruction. Quantification of the islet organoids phantoms was performed using the 2D MPI image intensity calibrated against a fiducial marker of known iron content (2.2 μg of iron) using VivoQuant imaging software (Invicro, Boston, MA, United States).



Inductively Coupled Plasma Optical Emission Spectroscopy

Iron content of labeled islet organoids were determined using inductively coupled plasma optical emission spectroscopy (ICP-OES). Different numbers of labeled islet organoids were digested with concentrated nitric acid (Sigma-Aldrich, St. Louis, MO, United States). Digested samples were diluted and the total iron content of the samples were determined using an Agilent 710-ES ICP-OES (Agilent Technologies, Santa Clara, CA, United States). For the measurement of the iron content with ICP-OES, a calibration line was generated by six standard samples containing 0, 0.125, 0.25, 0.5, 1, 2, 3, and 4 ppm Fe. All iron standards were prepared from a stock certified standard reference material (FeCl3, Iron Standard for ICP, 1000 ± 2 mg/l Fe in 2% nitric acid, Sigma-Aldrich, St. Louis, MO, United States). An eight-point calibration curve was performed prior to sample analysis. The total iron content of samples was calculated, accounting for the number of islet organoids provided as well as dilution factors, as the mean value for analysis.



Cell Transplantation Under Kidney Capsule in a Mouse Model

All animal experiments were performed in compliance with institutional guidelines and were approved by the Institutional Animal Care and Use Committee (IACUC) at the Michigan State University. Labeled islet organoids were collected 1 h before transplantation. Female NOD/scid immunodeficient mice (n = 5, 10 weeks old, Jackson Laboratory, Bar Harbor, ME, United States) were anesthetized with 2% isoflurane. An incision made to expose the left kidney of the mouse, a catheter needle inserted underneath the kidney capsule and 800 islet organoids VivoTrax labeled were transplanted. Then the incision was closed, mice were monitored after transplantation.



MPI Tracking of Transplanted Islet Organoids Under Kidney Capsule of Mice

Under anesthesia with 2% isoflurane, mice were imaged using 3D MPI at 1, 7, and 28-day post-transplantation (n = 3) with operating parameters, a FOV of 6 cm × 6 cm × 12 cm, acquisition time of 10 s per projection (total 55 projections) plus 30 s for automatic set up of the magnets, with an approximate total time of 35 min including for image reconstruction. Anatomic CT reference images were acquired by the whole-body model of Perkin Elmer QuantumGX microCT. MPI images were co-registered to CT with fiducial markers using VivoQuant Imaging Software (Invicro, Boston, MA, United States). Control animals did not receive islet organoids (n = 2).



3D K-means++ Unsupervised Machine Learning Algorithm

In order to segment the ROI from the MPI, we used the previously established k-means++ algorithm for ROI segmentation and a standard curve model for prediction of the TIV of the cells (Hayat et al., 2020). This TIV correlates linearly to increasing ROI intensity and size (Hayat et al., 2020). Hence, here we apply the k-means++ algorithm to a 3D MPI Image sequence through layer-by-layer segmentation of the individual ROIs and TIV estimations from 32 to 36 layers per scan, and these values are summed to provide a TIV for the entire 3D structure. As determined in our previous study by the elbow method, the k-value for number of centroids in this study was 4 (Hayat et al., 2020). The concentrations of the fiducial markers (1 μl) used to generate the standard curve were 10, 20, and 40% of VivoTrax solution (5.5 mg/ml iron). For all MPI image scans, placement of fiducial markers was kept in the same location in order to provide optimal data for k-means++ segmentation of the ROI and subsequent TIV estimation via the generated standard curve.



Intraclass Correlation Coefficient Validation

In order to measure accuracy of the algorithm and determine its validity, its TIV prediction was compared to that of a manual rater, in this case a board-certified radiologist. The rater segmented the ROI manually on 15 images using the VivoQuant Imaging Software (Invicro, Boston, MA, United States), and total pixel sum values were extracted for TIV analysis from the ROIs using a ratio method with reference to a singular fiducial marker for TIV prediction (Makela et al., 2020), calibrated against a 40% fiducial marker of known iron concentration (2.2 μg of iron). For statistical analysis, SPSS statistical software (IBM, Armonk, NY, United States) was used to calculate intraclass correlation coefficient (ICC), which provides a measure of the inter-rater reliability between the rater and algorithm. A two-way mixed model with a confidence interval of 95% was selected, and a measure of absolute agreement was calculated with the ICC. A higher ICC score indicates greater reliability of algorithm performance due to the high degree of agreement between the rater and algorithm.



Ex vivo Immunohistochemistry

After the last round of MPI, animals were sacrificed and left kidneys were removed, fixed in 4% paraformaldehyde solution for 16 h at 4°C, and embedded in paraffin. Paraffin sections of grafts under the left kidney capsule were incubated with anti-C-peptide primary antibody (Abcam, Cambridge, MA, United States) and anti-dextran antibody (STEMCELL Technologies, Vancouver, BC, Canada) at 4°C for 16 h, followed by an FITC-labeled goat anti-mouse secondary IgG (Abcam, Cambridge, MA, United States) and Texas red conjugated goat anti-rabbit secondary IgG (1:100 dilution, Santa Cruz Biotechnology, Santa Cruz, CA, United States) at room temperature for 1 h. All sections were mounted with a mounting medium containing DAPI (Vectashield; Vector Laboratories) and analyzed using fluorescence microscopy (Eclipse 50i; Nikon Metrology, Brighton, MI, United States) (Pomposelli et al., 2020; Wang et al., 2020).



Statistical Analysis

Data are presented as mean ± SD. Statistical comparisons between two groups were evaluated by Student t-test and corrected by one-way ANOVA for multiple comparisons using GraphPad Prism 5 (GraphPad Software, Inc., La Jolla, CA, United States). A two-way repeated measures ANOVA was performed for evaluating TIV predictions as the independent variable for different imaging days. Correlation and linear regression analysis between measured iron content in the phantoms and the number of labeled islets was assessed using GraphPad Prism 5 and SPSS statistical software (IBM, Armonk, NY, United States) as well. A value of p < 0.05 was considered to be statistically significant.



RESULTS


Characterization of Differentiated Islet Organoids

Embryoid bodies derived from hiPSC-L1 cells were produced in 3D-suspension culture to generate pancreatic islet organoids using already described protocols. After 21 days differentiated islet organoids were stained for immunofluorescence and confocal imaging to determine expression of insulin (24 ± 4%) and glucagon (9 ± 3%) in the differentiated islet organoids (Figure 2A and Supplementary Video 1). Functional test glucose-stimulated insulin secretion (GSIS) assay demonstrated the differentiated islet organoids reacted to glucose stimulation and secrete human insulin (Figure 2B). We further analyzed the expression of hormone genes in islet organoids including insulin and glucagon. Quantitative RT-PCR analysis showed high levels of insulin and glucagon gene transcripts in stage 5 cell clusters and islet organoids (Supplementary Figure 1), which was consistent with the immunofluorescence analysis.


[image: image]

FIGURE 2. Islet organoids differentiation and characterization. (A) Micrographs of differentiated cell clusters at five stages under light microscopy, magnification bar = 200 μm. Immunofluorescence staining of differentiated islet organoids. Insulin (green), glucagon (red), and cell nuclei (DAPI, blue), magnification bar = 200 μm. (B) ELISA measurement of secreted human insulin from islet organoids stimulated with low and high glucose, with a 30-min incubation for each concentration (n = 3).




Assessment of Labeling Efficacy and Viability of VivoTrax Labeled Islet Organoids

Nearly all of the cells within the islet organoids were labeled with VivoTrax as confirmed by anti-dextran antibody staining (Figure 3A). MTT assay showed that compared with non-labeled islet organoids, VivoTrax labeling treatment did not have significant effect on islet organoid viability (Figure 3B; p > 0.05). Double stained islet organoids with C-peptide (in green) and dextran showed that the VivoTrax labeled islet organoids expressed C-peptide, which demonstrated the labeling treatment did not affect insulin biosynthesis in differentiated islet organoids (Figure 3C).


[image: image]

FIGURE 3. Cell labeling efficiency and viability assay. (A) Anti-dextran fluorescence immunostaining of islet organoids confirming successful VivoTrax labeling dextran coating (green), and cell nuclei (DAPI, blue), magnification bar = 10 μm. (B) MTT assay showed that VivoTrax labeling did not affect islet organoids viability compared with non-labeled control (p > 0.05). Data are represented as mean ± SD. (C) Double fluorescence immunostaining for dextran and C-peptide of VivoTrax labeled islet organoids dextran coating (green), C-peptide (red), and cell nuclei (DAPI, blue), magnification bar = 20 μm.




Imaging of Islet Organoids Phantoms in vitro

In vitro MPI showed the signal intensity of phantoms increased with increasing number of islet organoids (Figure 4A). The iron content was inferred from the MPI signal by quantitative analysis of the hand-drawn ROIs of MPI intensity using VivoQuant, calibrated against a 40% fiducial marker of known iron content (2.2 μg of iron). A linear correlation was revealed between the number of islet organoids and the MPI signal (R2 = 0.997, p < 0.0001) (Figure 4B). In equivalent control cell populations without VivoTrax labeling, no MPI signal was detected. Likewise, ICP-OES results showed that a linear correlation was found between the number of islet organoids and the iron content (R2 = 0.977, p < 0.0001) (Figure 4B), further confirmed the MPI quantification results.
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FIGURE 4. Islet organoids phantoms imaging and iron content quantification. (A) MPI of the different number of SPIO labeling islet organoids phantom. (B) Iron content of the islet organoids phantoms measured by MPI (R2 = 0.9971) and ICP-OES (R2 = 0.9772) both correlated with the number of labeled islet organoids. Data are represented as mean ± SD.




In vivo MPI K-means++ Algorithm Analysis and ICC Validation

Strong MPI signals representing labeled islet organoids were detected under the left kidney capsule from 3D images on the first day post-transplantation in all recipients (Figure 5A and Supplementary Video 2). K-means++ algorithm was applied for the 3D segmentations and TIV estimations on the ROIs from in vivo MPI (Figure 5B). Since MPI signal is not detectable in the absence of iron oxide nanoparticles, we did not observe any signal in control animals that did not receive the labeled graft Supplementary Video 3).
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FIGURE 5. (A) 3D reconstructed MPI co-registered with microCT imaging of ViviTrax labeled islet organoids under the left kidney capsule of mouse on day 1 post-transplantation, all animals were placed in the prone position for both MPI and CT scanning. (B) Overview of the K-means++ algorithm for segmentation and TIV prediction.


3D MPI were followed up at 7, and 28-day post-transplantation for these recipient mice (Figure 6A). Figure 6B depicts the output results from the single k-means++ segmentation of the ROI from longitudinal MPI scans of mice which received islet organoid transplants. Figure 6C and Supplementary Video 4 showed the 3D output of the signal k-means++ segmentation of the ROIs from an MPI scan of a recipient mouse. As is evidenced by the eventual loss of iron over the course of 28 days, which is visible both visually and through quantification via TIV estimation, the algorithm is able to trace the necessary ROI from the MPI image scans of mice and predict the TIVs which portray a linear trend in correlation with increasing total pixel sum of the ROI (Figure 6D, p < 0.05). An initial increase was observed in the MPI ROI size from day 1 to 7, with a decrease in overall ROI size by day 28 (Figures 6D,E, p < 0.05). Statistical evaluation via two-way repeated measures ANNOVA indicated significant difference between the predicted TIV from different days. These findings are reflected in the TIV prediction of the mice from different days in which there is an increase in TIV (and ROI size) from day 1 to 7 followed by a decrease from day 7 to 28. These results were fortified by ICC validation of the algorithm’s performance in comparison to a board-certified imaging specialist. A near-excellent and excellent ICC score of 0.898 and 0.927 for single and average measures, respectively, was determined through ICC validation (Table 1, p < 0.05). This indicated a high degree of agreement between TIV prediction of the algorithm and the imaging specialist.
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FIGURE 6. K-means++ segmentation and TIV prediction of longitudinal MPI of mice transplanted with islet organoids under the left kidney capsule. (A) Representative 3D MPI of mice days 1, 7, and 28 post Tx, all animals were placed in the prone position for both MPI and CT scanning. Red arrow shows the fiducial markers embedded in the animal scanning holder. (B) Single-slice output K-means++ segmentation of MPI ROI generated from original images through predicting clusters in MPI of recipient mice 1, 7, and 28 days post TX; Form left to right: original DICOM of 3D MPI; predicted clusters from K-means++ algorithm; mask of the predicted cluster of interest; real segmentation of original MPI using predicted mask. (C) Representative 3D volumetric rendering of K-means++ predictions of MPI ROIs on slices from a mouse post Tx. (D) TIV predictions from algorithm indicates a correlation between increasing total pixel sum per slice and the machine learning-generated TIV of days 1, 7, and 28 post Tx (p < 0.05). (E) Average of the TIV in the organoid transplants from days 1, 7, and 28 post transplantation in mice. Data are represented as mean ± SD (p < 0.05).



TABLE 1. Intraclass correlation coefficient (ICC) validation of ROI segmentation and TIV prediction of the K-means++ based algorithm in comparison to an imaging specialist.

[image: Table 1]


Ex vivo Immunohistochemistry

Immunofluorescence staining of the left kidney sections showed the presence of islet organoid grafts as confirmed by double staining for dextran and C-peptide 1-week post transplantation (Figure 7). Dextran expression was visible in these graft cells, which indicated that VivoTrax were retained in these transplanted cells (Figure 7). With the double immunostaining, these graft cells also expressed C-peptide, which demonstrated insulin biosynthesis in the graft organoids (Figure 7). This ex vivo data, consistent with in vivo MPI results, attest to the feasibility of labeling islet organoids using SPIONs and monitoring these functional islet organoids by MPI after transplantation.


[image: image]

FIGURE 7. Fluorescence immunostaining of grafts under the kidney capsule 1 week after transplantation: dextran coating (green), C-peptide (red), and cell nuclei (DAPI, blue), magnification bar = 20 μm.




DISCUSSION

Stem cell replacement therapy is a promising approach for the treatment of T1D. Studies demonstrated that hiPSC can become an unlimited, relatively safe (autologous-derived cells, thus devoid of rejection risk), and an efficient alternative source to generate insulin-producing islet organoids (Soejitno and Prayudi, 2011; Li et al., 2014; Maxwell et al., 2020). Methods to track islet organoids outcome after transplantation, however, are needed. MPI is an emerging tomographic technique that directly detects iron oxide nanoparticle tracers. These tracers are safe, non-toxic tracer, biocompatible and not normally found in the body, thus MPI images have exceptional contrast and high sensitivity. MPI imaging of these tracers provided an approach to track islet organoids and longitudinally monitor islet organoids in vivo. In this study, we successfully differentiated hiPSC-L1 into islet organoids and labeled islet organoids with SPIONs. Labeled islet organoids were highly effective at accumulation of SPIONs, immunostaining demonstrated nearly all of the cells within the islet organoids were labeled with SPIONs. MPI has a detection sensitivity of as few as 25 islet organoids in vitro. The quantification demonstrates a linear correlation between MPI signal intensity and the number of labeled islet organoids. We further found that the estimated iron content from the MPI image was consistent with the iron content measured by ICP. This demonstrates that MPI is able to quantify SPIONs-labeled islet organoids in vitro, which provides evidence that MPI may be able to track and quantify islet organoids in vivo. We used 800 labeled islet organoids per transplant to establish the feasibility of MPI detection in vivo. MPI 3D images with a co-registered CT show strong signals were detected under the left kidney capsule on the first day in all recipients that represented labeled islet organoids.

To monitor reproducibly the transplanted islet organoids longitudinally and analyze the ROIs from the MPI scans of mice, the canonical unsupervised ML algorithm of k-means++ was employed in conjunction with a linear regression based standard curve model. This algorithm is different from that which we applied previously to 2D MPI scans of transplanted islets, because it applies the algorithm to multiple layers of a 3D MPI scan (Hayat et al., 2020). This signal is indicative of the current nanoparticle content inside the mice which is evidence of the islet organoid cell content at the time of MPI scanning. Through segmentation and TIV prediction on the MPI data of the mice from days 1, 7, and 28, the algorithm was able to monitor the transplanted islet organoids longitudinally with indications on total iron content within subjects in a 3D manner.

The reasons why we chose VivoTrax for this study was because this tracer has been widely used for MPI. There are other SPIONs available, Feraheme (ferumoxytol) is another SPIONs product that is clinically used for iron anemia/deficiency and may have potential for MPI, although likely with less sensitivity due to its smaller size (Bulte, 2019). It was unexpected that there would be an increase in TIV (and ROI size) of the labeled transplants from day 1 to 7. The possible explanations for this finding include environmental induced degradation of the dextran coating of the VivoTrax, which may increase the total signal intensity, decreasing the peak signal intensity. Dynamic light scattering (DLS) studies have demonstrated that an increase in the nanoparticle size of degraded VivoTrax from 75 to 330 nm, which suggests the removal of the dextran coating resulted aggregation of the nanocrystal core in vitro (Guzy et al., 2020). Another factor that may contribute to this signal increase could be cell division triggered aggregation and releasing of the iron oxides nanostructure from encapsulated VivoTrax in the proliferating stem cell differentiated islet organoids. Possible explanation for the increase in TIV and ROI size might also be in relation with restructuration of the graft upon transplantation: the cell cluster break down and migrate to occupy the space under the kidney capsule, allowing vascularization and innervation of the grafts. Davalli et al. (1996) investigated syngeneic islets transplantation under the kidney capsule in a murine model. Grafts were harvested 1, 3, 7, and 14 days after transplantation and analyzed for morphology and insulin content. Their results showed that substantial damage in islet grafts was found on days 1 and 3 with apoptotic nuclei and necrotic cores; Tissue remodeling occurred with stable graft appearance on day 14; Graft insulin content decreased on day 1 and fell even further on days 3 and 7. We do agree that there are differences between in vivo imaging and histological evaluations, hence, we want to emphasize this is the first study on MPI of stem cell differentiated islet organoids transplantation, which is similar but still different from islet transplantation. In addition, measurement of labeled islet organoids in our study relies on imaging of the aforementioned nanoparticles, whereas Davalli et al. (1996) evaluated and quantified graft loss based on factors such as ex vivo morphology and insulin content/mRNA expression. This initial observation, irrespective of underlying mechanism, demonstrates the power of our data analysis algorithm for in vivo MPI.

Our method faces limitations as it cannot be applied to MPI scans that do not have the reference fiducial markers in the proper spatial orientation. Furthermore, it only takes into account three concentrations of fiducial markers in order to generate the standard curve with which the TIV is predicted. Future studies involving deep learning can potentially resolve these limitations by training on known TIV of diverse phantoms and their associated ICP values in order to predict the unknown TIV of a new ROI (Hayat and Wang, 2020). Nonetheless, the current algorithm provides a standardized, automated method for TIV analysis of transplanted organoids in vivo. This has implications for future studies in which the therapeutic effect of the transplanted islet organoids can be observed in diabetic mice, and such ML algorithms will be employed to accurately monitor the labeled iron signals from the organoid cell clusters longitudinally. This also has other implications in applying AI to monitor different cell-based therapies such as pancreatic islet transplantation, chimeric antigen receptor (CAR), T-Cell therapy, and other cellular approaches to treating diseases.



CONCLUSION

In this study, we demonstrated the feasibility of longitudinal in vivo tracking and quantifying implanted islet organoids grafts for 28 days using MPI and ML algorithm. We believe that MPI could play an important role in monitoring the grafts, by directly imaging of the graft itself. In future studies, we plan to transplant islet organoids in a diabetic mouse model and verify and improve the K-mean++ algorithm for unbiased quantification of in vivo MPI.
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Gastrointestinal (GI) infections in sheep have significant implications for animal health, welfare and productivity, as well as being a source of zoonotic pathogens. Interactions between pathogens and epithelial cells at the mucosal surface play a key role in determining the outcome of GI infections; however, the inaccessibility of the GI tract in vivo significantly limits the ability to study such interactions in detail. We therefore developed ovine epithelial organoids representing physiologically important gastric and intestinal sites of infection, specifically the abomasum (analogous to the stomach in monogastrics) and ileum. We show that both abomasal and ileal organoids form self-organising three-dimensional structures with a single epithelial layer and a central lumen that are stable in culture over serial passage. We performed RNA-seq analysis on abomasal and ileal tissue from multiple animals and on organoids across multiple passages and show the transcript profile of both abomasal and ileal organoids cultured under identical conditions are reflective of the tissue from which they were derived and that the transcript profile in organoids is stable over at least five serial passages. In addition, we demonstrate that the organoids can be successfully cryopreserved and resuscitated, allowing long-term storage of organoid lines, thereby reducing the number of animals required as a source of tissue. We also report the first published observations of a helminth infecting gastric and intestinal organoids by challenge with the sheep parasitic nematode Teladorsagia circumcincta, demonstrating the utility of these organoids for pathogen co-culture experiments. Finally, the polarity in the abomasal and ileal organoids can be inverted to make the apical surface directly accessible to pathogens or their products, here shown by infection of apical-out organoids with the zoonotic enteric bacterial pathogen Salmonella enterica serovar Typhimurium. In summary, we report a simple and reliable in vitro culture system for generation and maintenance of small ruminant intestinal and gastric organoids. In line with 3Rs principals, use of such organoids will reduce and replace animals in host-pathogen research.
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Introduction

The mammalian gastrointestinal (GI) tract is the site of digestion and nutrient absorption, as well as a predilection site for many infectious pathogens, including bacteria, viruses and parasites. Understanding how pathogens attach and invade cells in the GI tract will help determine mechanisms of host infection, disease pathogenesis and enable strategies to prevent and control infectious disease. Both the gastric stomach and intestine share a number of common features, including a single luminal layer of epithelial cells sealed by tight junctions which is renewed approximately every 3 – 5 days. In both organs, this huge regenerative capacity is mediated by proliferation and differentiation of tissue resident adult stem cells (ASCs) (Barker et al., 2007; Sato et al., 2009; Barker et al., 2010; Xiao and Zhou, 2020). In intestinal tissues, pockets of leucine-rich repeat-containing G protein-coupled receptor 5 (LGR5)-expressing ASCs reside in the base of the crypts of Lieberkühn and can differentiate into all five epithelial cell types of the intestine: enterocytes, goblet cells, enteroendocrine cells, tuft cells, and Paneth cells (Barker et al., 2007; Sato et al., 2009). In the stomach the epithelia is arranged into multiple gastric units, which comprise of the gastric pit, isthmus, neck and base with proliferative stem cells located in the isthmus (Barker et al., 2010; Xiao and Zhou, 2020). The ASCs of the gastric gland can differentiate into all five epithelial cell types of the gastric stomach: surface neck mucus cells, parietal cells, chief cells, enteroendocrine cells (including G cells, D cells, and enterochromaffin-like cells) and tuft cells (Barker et al., 2010; Xiao and Zhou, 2020).

The huge regenerative capacity of GI tract and the ability of ASCs to differentiate into epithelial cell types present in the GI tract has been exploited to develop GI organoids or “mini-guts” that reflect the cellular diversity and physiology of the organ from which they were derived (Sato et al., 2009; Barker et al., 2010). Organoid models of the GI tract were first developed from mouse stomach and intestine tissues. To achieve this, researchers isolated mouse LGR5+ adult stem cells from these organs and cultured them in a laminin rich extracellular matrix extracted from the Engelbreth-Holm-Swarm (EHS) mouse sarcoma, with appropriate growth factors (including Wnt3a, epidermal growth factor, Noggin and R-spondin 1). The resulting organoids consisted of organ-specific tissue (gastric or intestinal epithelia) that self-organised into spherical three-dimensional (3D) structures with a single epithelial layer and a central lumen (Sato et al., 2009; Barker et al., 2010). Since this initial discovery, organoids have been derived from a large number of different tissue types and from numerous mammalian species using similar ASC isolation and tissue culture techniques.

The development of in vitro organoid culture systems has transformed biomedical research as they provide a reproducible cell culture system that closely represents the physiology of the host. As the majority of infectious agents enter the body or reside at mucosal surfaces, organoids derived from mucosal sites such as the gastro-intestinal, respiratory and urogenital tracts promise to transform research into host-pathogen interactions as they allow detailed studies of early infection processes that are difficult to address using animal models.

Gastrointestinal (GI) disease in small ruminants has significant implications for animal health and welfare as well as substantial economic losses because of decreased production efficiency. In sheep, gastrointestinal nematodes (GIN) have major economic and welfare impacts worldwide, with the principal GIN of sheep including: Haemonchus contortus; Nematodirus battus; Teladorsagia circumcincta and Trichostrongylus spp. (including T. colubriformis and T. vitrinus) (Nieuwhof and Bishop, 2005; Roeber et al., 2013). These parasites are transmitted by the faecal-oral route where infective stage larvae develop in either the small intestine or abomasum (which is analogous to the gastric stomach) causing significant mucosal damage associated with host inflammatory immune responses (Stear et al., 2003; Roeber et al., 2013). In addition, sheep are natural reservoirs for enteric zoonotic pathogens of worldwide significance, such as Shiga toxin producing Escherichia coli (STEC) and Salmonella enterica (Heredia and García, 2018). The obvious challenge with studying interactions between the ovine host and GI pathogens is the lack of accessibility to the site of infection, making detailed studies particularly challenging. With the current lack of physiologically relevant in vitro cell culture systems to study ovine-GI pathogen interactions, research has relied heavily on use of sheep infection models, which have led to important insights into host immune responses against pathogens, immune evasion by pathogens and pathogen transmission (Stear et al., 1995; McSorley et al., 2013; Ellis et al., 2014). Despite these successes, animal experiments are often complex, costly and have ethical implications.

The use of stem-cell derived GI organoids or “mini-guts” for farmed livestock species, including ruminants, is an exciting recent development that promises to provide a physiologically relevant and host-specific in vitro cell culture system to interrogate host-pathogen interactions (Beaumont et al., 2021; Kar et al., 2021). A recent study has demonstrated the feasibility of generating organoids from bovine ileum tissue with the derived organoids expressing genes associated with intestinal epithelia cell types (Hamilton et al., 2018). However, no ruminant gastric organoid model has been previously reported. In this current study, in line with 3Rs principles to reduce and replace the use of animals in experiments, we develop ovine ileum and abomasum organoids as physiologically relevant in vitro culture systems to investigate ovine GI infection and disease (Figure 1). Using RNA-seq of both tissue and derived organoids we demonstrate that the expression profile of abomasum and ileum organoids are representative of the tissue from which they were derived. In addition, we demonstrate the utility of these in vitro organoid systems to study host-pathogen interactions by performing challenge studies with the abomasal parasite T. circumcincta and enteric bacteria Salmonella enterica serovar Typhimurium.




Figure 1 | A schematic of the development of ovine gastric and intestinal organoids for studying host-pathogen interactions. Stem cells isolated from sheep ileum crypts and abomasum gastric glands can be cultivated into tissue-specific organoids when grown in a three-dimensional culture system. Gastric and intestinal organoids can be co-cultured with pathogens to model host-parasite interactions in physiologically and biologically-relevant in vitro culture systems. Created with BioRender.com.





Materials and Methods


Animals

All ovine abomasum and ileum tissues used in this study were derived from 7-8-month old helminth-free Texel cross male lambs (Ovis aries). The presented research was performed in line with 3Rs principles, particularly regarding the reduction and replacement of animals for use in scientific research. Therefore, the animal tissue used for developing organoids in this study was derived post-mortem from healthy control animals used in separate research trials, thereby reducing the number of animals necessary for research. Due to the timing of the study, we were limited to tissue derived from male lambs.



Isolation of Gastric Glands and Intestinal Crypts

Tissues were removed from sheep at post-mortem. Approximately 10 cm2 sections of fundic gastric fold were collected from the abomasum and approximately 10 cm sections of ileal tissue were collected from a region ~ 30 cm distal to the ileocecal junction. Tissues were removed using a sterile scalpel and forceps and placed into sterile ice-cold Hank’s buffered saline solution (HBSS) containing 25 µg/ml gentamicin (G1397-10ML; Sigma-Aldrich) and 100 U/ml penicillin/streptomycin. To expose the epithelial surfaces, the abomasum was opened along the greater curvature and the ileum opened longitudinally using dissection scissors. The luminal surfaces were rinsed with tap water to remove digesta and then placed onto sterile Petri dishes. The majority of the mucus layer was gently removed using a glass slide, after which the surface mucosal tissue (containing the gastric glands or intestinal crypts) was collected by firm scraping with a fresh glass slide. Mucosal tissue was then transferred to a Falcon tube containing 50 ml of HBSS containing 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin. Samples were centrifuged at 400 x g for 2 min, resulting in a tissue pellet with a mucus layer on top. The supernatant and top forming mucus layer were aspirated and discarded and the tissue was re-suspended in 50 ml of HBSS containing 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin. This process of centrifugation, aspiration and resuspension was repeated until a mucus layer was no longer visible above the pellet. To release gastric glands and intestinal crypts from tissue, pellets were re-suspended in 25 ml of digestion medium (Dulbecco’s Modified Eagle Medium [DMEM] high glucose, (11574486; Gibco) 1% FBS, 20 µg/ml dispase (4942086001; Roche), 75 U/ml collagenase (C2674; Sigma-Aldrich) 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin) and incubated horizontally in a shaking incubator at 80 rpm for 40 minutes at 37°C. Following digestion, the tube was gently shaken to loosen the cells and then left briefly at room temperate to allow large tissue debris to settle. The supernatant was transferred to a sterile 50 ml Falcon tube and gland/crypt integrity within the supernatant was assessed by light microscopy. Samples were then centrifuged at 400 x g for 2 minutes, with the resulting supernatant containing released glands or crypts. The gland/crypt-containing supernatant was washed by centrifugation at 400 x g for 2 minutes and the glands/crypts re-suspended in 1-2 ml advanced DMEM/F12 (12634-010; Gibco) containing 1X B27 supplement minus vitamin A (12587-010; Gibco), 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin.



Organoid Culture

Two-hundred to one-thousand gastric glands or intestinal crypts were re-suspended in 100 µl advanced DMEM/F12 medium (containing 1X B27 supplement minus vitamin A, 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin) and were then added to 150 µl of BD Growth Factor Reduced Matrigel Matrix (356230; BD Biosciences). Fifty microliter droplets were added to consecutive wells of a 24-well tissue culture plate (3524, Corning). Plates were incubated at 37°C, 5% CO2 for 15-20 minutes to allow the Matrigel to polymerize and then 550 µl of pre-warmed complete IntestiCult Growth Medium (mouse) (6005; STEMCELL Technologies) containing 500 nM Y-27632 (10005583; Cambridge Bioscience), 10 µM LY2157299 (15312; Cambridge Bioscience), 10 µM SB202190 (ALX-270-268-M001; Enzo Life Sciences) and gentamicin (50 µg/ml) were added to each well. Plates were incubated at 37°C, 5% CO2 to allow organoids to develop, replacing complete IntestiCult medium every 2-3 days. Organoids were typically cultured for 7-14 days prior to passaging. Phase contrast microscopy was used to image organoids over the course of 14 days of in vitro growth.



Organoid Passage

IntestiCult media was removed from the cultured organoids and the Matrigel matrix was dissolved by replacement with 1 ml ice-cold advanced DMEM/F12. The re-suspended organoids were transferred to a 15 ml Falcon tube and the total volume of advanced DMEM/F12 was increased to 10 ml. Samples were left on ice for 5 minutes to allow organoids to settle and the supernatant was removed. The organoids were re-suspended in 200 µl advanced DMEM/F12 medium (containing 1X B27 supplement minus vitamin A, 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin) and then mechanically disrupted by repeatedly pipetting (approximately fifty times) using a 200 µl pipette tip bent at a 90° angle. The number of organoid fragments were counted by light microscopy and samples diluted to 200-1000 crypts per 100 µl. One-hundred microliters of fragments were then combined with Matrigel and plated into 24-well tissue culture plates as described in section 2.4. Phase contrast microscopy was used to image organoids from passage one to passage five, following seven days of in vitro growth at each passage.



Organoid Cryopreservation

IntestiCult media was removed from the cultured organoids and the Matrigel matrix was dissolved by replacement with 1 ml ice-cold advanced DMEM/F12. The re-suspended organoids were transferred to a microcentrifuge tube and pelleted by centrifugation at 290 x g for 5 minutes at 4°C. Following centrifugation, the supernatant was removed and organoid pellets were re-suspended in Cryostor CS10 cryopreservation medium (STEMCELL Technologies) at approximately 500-1000 organoids/ml before being transferred to a cryovial. Cryovials were stored in a cryogenic freezing container for 2 hours at -80°C and subsequently transferred to -196°C for long-term storage.

Cryopreserved organoids were resuscitated by thawing cryovials in a water bath at 37°C and then rapidly transferring the organoids into a 15 ml Falcon tube containing 8 ml of advanced DMEM/F12 medium (containing 1X B27 supplement minus vitamin A, 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin). The cryovial was washed with a further 1 ml of media and added to the Falcon tube. Samples were pelleted by centrifugation at 290 x g for 5 minutes at 4°C and then re-suspended in 200 µl of fresh advanced DMEM/F12 medium (containing 1X B27 supplement minus vitamin A, 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin). Re-suspended organoids were added to Matrigel and cultivated as described in Section 2.4. Organoids were imaged by phase contrast microscopy following seven days of in vitro growth prior to cryopreservation and post-cryopreservation.



Total RNA Extraction

Total RNA was extracted from gastric and intestinal organoids after multiple serial passages that included passage 0 (P0) through to passage 4 (P4). Ovine gastric and intestinal organoids were prepared as described above; organoids that were formed from animal tissue-derived crypts were designated P0 and these were cultured by serial passage until P4. Each passage was cultured in triplicate wells of a 24-well tissue culture plate and allowed to mature for seven days before collecting for total RNA extraction. For total RNA extraction, IntestiCult media was removed from wells and replaced with 1 ml of ice-cold advanced DMEM/F12. The resulting suspension containing dissolved Matrigel and organoids was transferred to 15 ml sterile Falcon tubes and brought up to 10 ml with ice-cold advanced DMEM/F12. Organoids were gently pelleted by centrifugation at 200 x g for 5 min and the supernatant removed. Organoid pellets were re-suspended in 350 µl RLT buffer (Qiagen) containing β-mercaptoethanol, according to manufacturer’s guidelines and stored at -70°C. Total RNA was isolated from each sample using a RNeasy mini kit (Qiagen) with the optional on-column DNase digest and total RNA eluted in 30 µl nuclease-free water, according to the manufacturers protocol. Total RNA from each extraction was quantified using a NanoDrop™ One spectrophotometer and integrity analysed using a Bioanalyzer (Agilent) with the total RNA 6000 Nano kit. Purified total RNA was stored at -70°C until RNA-seq analysis.

Total RNA was also extracted from ovine abomasum and ileum tissue harvested at post-mortem from five individual 6-month old helminth-free Texel cross lambs and stored in RNAlater (ThermoFisher). Specifically, samples were taken from the same tissue regions stated above for crypt isolation. For total RNA isolation, approx. 30 mg of tissue was homogenized in 600 µl of RLT buffer containing β-mercaptoethanol using a Precellys® Tissue Homogenizer with CK28 tubes using x3 10s pulses at 5500 rpm with 5 min on ice between each pulse (Bertin Instruments™). Total RNA was isolated and quantified as described previously, except the total RNA was eluted in 50 µl nuclease-free water. Purified total RNA was stored at -70°C until RNA-seq analysis.



RNA-Seq Analysis

For each sample, 1 µg of total RNA was used for RNA-seq analysis. All library synthesis and sequencing were conducted at The University of Liverpool, Centre for Genomic Research (CGR). In brief, dual-indexed, strand-specific RNA-seq libraries were constructed from submitted total RNA sample using the NEBNext® Poly(A) mRNA Magnetic Isolation Module (NEB #E7490) and NEBNext Ultra II Directional RNA Library Prep Kit for Illumina (NEB #E7760). A total of 20 libraries were constructed [including: ovine abomasum organoid P0-P4 (triplicate pooled wells for each passage); ovine ileum organoid P0-P4 (triplicate pooled wells for each passage); ovine abomasum tissues (n = 5); ovine ileum tissues (n = 5)]. The barcoded individual libraries were pooled and sequenced on a single lane of an Illumina NovaSeq flowcell using S1 chemistry (Paired-end, 2x150 bp sequencing, generating an estimated 650 million clusters per lane). Following sequencing adaptors were trimmed using Cutadapt version 1.2.1 (Martin, 2011) and reads were further trimmed using Sickle version 1.200 (Joshi and Fass, 2011) with a minimum window quality score of 20. Reads shorter than 15 bp after trimming were removed. Sequence reads were checked for quality using FastQC v0.11.7. Reads were pseudo-aligned to the Ovis aries transcriptome (Oar_v3.1 GCA_000298735.1) using Kallisto v0.46.2 with default settings (Bray et al., 2016) and read abundance calculated as transcripts per million (TPM). Gene expression data was analysed by principal component analysis (PCA) using pcaExplorer version 2.12.0 R/Bioconductor package (Marini and Binder, 2019). Specific genes were also manually retrieved from our transcriptomic dataset and their TPM values log2 transformed for presenting in heat maps, which were generated using GraphPad Prism software (v8.0).



Immunohistochemistry

Abomasum and ileum organoids were cultivated in Matrigel for 7 days in 8-well chamber slides (354118; Falcon) as described in section 2.4. To make organoids accessible to immunohistochemistry reagents, the culture medium was removed and replaced with ice-cold 4% paraformaldehyde. For fixation, samples were kept at 4°C for 20 minutes to also dissolve the Matrigel and prevent it from re-solidifying. Organoids were washed twice with IF buffer (0.1% Tween20 in PBS) and then permeabilised with 0.1% TritonX-100 in PBS for 20 minutes at room temperature. Samples were washed three times with IF buffer and then blocked for 30 minutes with 1% BSA in IF buffer at room temperature. Next, primary antibodies diluted in blocking solution were added to the organoids and samples were left overnight at 4°C. Primary antibodies used included polyclonal rabbit α-Ki67 (ab15580, abcam, used at a 1:500 dilution), polyclonal rabbit α-EPCAM (orb10618, Biorbyt, used at a 1:600 dilution), monoclonal mouse α-villin (sc-58897, Santa Cruz Biotechnology, used at a 1:200 dilution) and monoclonal mouse α-pan cytokeratin (used at a 1:100 dilution). For isotype controls, mouse or rabbit IgG were used in place of the specific primary antibodies and were diluted at 1:100 or 1:500 for mouse and rabbit IgG respectively. The next day, samples were washed three times with IF buffer and then secondary antibodies added (diluted at 1:500 in blocking buffer) and incubated at room temperature for 1 hour. Secondary antibodies used were goat α-mouse Alexa Fluor 488 (ab150117, abcam) and goat α-rabbit Alexa Fluor 488 (ab150081, abcam). Phalloidin-iFluor 555 reagent (ab176756, abcam, used at a 1:1000 dilution) was also added during the secondary antibody step to label F-actin. Samples were washed three times with IF buffer and then Hoechst 33258 solution diluted 1:200 in IF buffer was added to label nuclei (94403, Sigma-Aldrich). Samples were incubated for a further 5 minutes at room temperature before three washes with IF buffer. Finally, slides were mounted using ProLong Gold antifade mountant (P10144, ThermoFisher Scientific) and imaged by confocal microscopy using a Zeiss LSM 710 Inverted Confocal Microscope and Zeiss Zen Black operating software.



Exsheathment of Teladorsagia circumcincta Third Stage Larvae (L3)

T. circumcincta L3 (Moredun isolate MTci2, CVL) were exsheathed and labelled using modified protocols previously published (Dinh et al., 2014; Bekelaar et al., 2019). Nine millilitres of Earle’s balanced salts solution (EBSS) buffer in a 15 ml Falcon tube was preheated in a water bath to 37°C and CO2-saturated over 1 hour using an incubator tube connected to a CO2 tank. Approximately 5x104 T. circumcincta L3 in 1 ml of tap water were added to the CO2-saturated EBSS and the sample continued to be saturated for a further 15 minutes. The Falcon tube was then sealed with Parafilm® M and inverted 6 times before being placed horizontally into an incubator at 37°C, 5% CO2 for 4 hours. Following incubation, the whole sample was transferred into a 25 cm2 vented cap flask and incubated overnight at 37°C/5% CO2, to allow L3s to continue exsheathing. Exsheathment was validated the following morning by light microscopy. The larvae were then washed 4 times by repeated centrifugation at 330 x g for 2 minutes and re-suspension in 50 ml of distilled water (pre-warmed to 37°C). After the final wash, the L3 larvae were re-suspended in 1 ml distilled water and transferred to a microcentrifuge tube. Exsheathed L3 (exL3) were fluorescently labelled by the addition of 2 µl PKH26 dye (1 mM stock concentration) from the MINI26 PKH26 Red Fluorescent Cell Linker Kit (Sigma-Aldrich) and mixed by pipetting. Parasites were incubated with the dye for 15 minutes at room temperature, protected from light. Excess dye was removed by washing the larvae five times with distilled water as described above before finally re-suspending them in 1 ml of complete IntestiCult organoid growth medium.



Teladorsagia circumcincta L3-Organoid Co-Culture

Abomasum and ileum organoids were cultivated in Matrigel for 7 days in 8-well chamber slides (354118; Falcon) as described in section 2.4. Immediately prior to organoid-T. circumcincta co-culture, complete IntestiCult media was removed from the cultured organoids and replaced with 250 µl of fresh pre-warmed complete IntestiCult. Twenty to 50 PKH26 labelled T. circumcincta exL3 in 50 µl complete IntestiCult media were added to each well of organoids and organoid-larval cultures incubated at 37°C, 5% CO2. Note that organoids were not removed from their Matrigel domes prior to the addition of T. circumcincta L3. Upon observation of multiple organoids containing T. circumcincta L3 within their lumen (after ~24-48 hours of organoid-T. circumcincta co-culture) the samples were fixed with 4% PFA for 30 min, followed by 3 washes with PBS, and stored at 4°C until fluorescence staining. Organoids were permeabilized, blocked and probed with Phalloidin-488 and Hoechst 33258 as described for organoid immunohistochemistry above. Images were captured using a Zeiss LSM 710 Inverted Confocal Microscope and Zeiss Zen Black operating software.



Generation of Apical-Out Organoids

Epithelial polarity was inverted in gastric and intestinal ovine organoids by following a previously published method for reverse polarity in human intestinal organoids (Co et al., 2019). Briefly, gastric and intestinal organoids were grown in Matrigel as described above for 7 days. Matrigel domes containing developed organoids were gently dissolved by the addition of 500 µl ice-cold 5 mM EDTA in PBS, taking care not to rupture the organoids. The resulting suspension was transferred to a 15 ml Falcon tube that was subsequently filled with 14 ml of 5 mM EDTA in PBS. Samples were placed on a rocker and mixed gently for 1 hour at 4°C. Organoids were pelleted by centrifugation at 200 x g for 3 min at 4°C and the supernatant was removed. Pellets were re-suspended in complete IntestiCult growth media (containing 500 nM Y-27632, 10 µM LY2157299, 10 µM SB202190 and gentamicin (50 µg/ml), with the addition of 10% advanced DMEM/F12 medium (containing 1X B27 supplement minus vitamin A, 25 µg/ml gentamicin and 100 U/ml penicillin/streptomycin). Re-suspended organoids were transferred to the wells of 8-well glass chamber slides and incubated at 37°C, 5% CO2 for a period of 72 hours, prior to being fixed and stained with Phalloidin-iFluor 555 reagent and Hoechst 33258, as described in section 2.9. Confocal imaging was performed as described in section 2.9.



Infection of Apical-Out Organoids With Salmonella enterica Serovar Typhimurium

The polarity of gastric and intestinal organoids was inverted as described above. Salmonella Typhimurium strain ST4/74 was chosen for this experiment as its full genome sequence is available (Richardson et al., 2011) and it has been shown to efficiently invade the ovine ileal mucosa and elicit inflammatory responses in an ovine ligated ileal loop model (Uzzau et al., 2001). To aid visualization of the bacteria in organoids, the strain was electroporated with plasmid pFPV25.1 which carries gfpmut3A under the control of the rpsM promoter resulting in the constitutive synthesis of green fluorescent protein (Valdivia and Falkow, 1996). Stability of the plasmid in the absence of antibiotic selection during Salmonella infection has been confirmed (Vohra et al., 2019). The bacteria were grown on Luria Bertani (LB) agar supplemented with 100 µg/ml ampicillin at 37°C overnight. Single colonies were transferred to LB broth supplemented with the same antibiotic and grown for 20 hours shaking at 180 rpm at 37 °C. The liquid cultures were diluted to 3.3 x 106 CFU/ml in complete IntestiCult growth medium, described above, and 300 µl of the dilution was added to half of the wells, which already contained organoids that had already been maintained in conditions for generating apical-out organoids for 72 hours. The other half of the wells acted as negative controls, with organoids being re-suspended in 300 µl of complete IntestiCult growth medium alone (no bacteria). After 30 minutes of incubation another 300 µl of complete IntestiCult growth medium with 200 µg/ml gentamycin was added to kill extracellular bacteria. The slides were incubated at 37°C, 5% CO2 for a total of 6 hours. At the end of the incubation period the entire volume of the liquid from each well, including the organoids, were transferred to separate 15ml Falcon tubes (Corning, UK). All centrifugations for organoid collection during washing were done at 200 rpm for 5 minutes. The supernatant was removed and the organoids were washed twice in PBS, and then re-suspended in 4% PFA for 30 minutes for fixation. The organoids were processed for immunohistochemistry as described in section 2.9 and stained with Phalloidin-iFluor 555 reagent, prior to mounting with ProLong Diamond antifade mountant (P36961, ThermoFisher Scientific). Confocal imaging was performed as described in section 2.9.




Results


Growth of Ovine Gastrointestinal Organoids In Vitro

Fragmented gastric glands and intestinal crypts isolated from the abomasum fundic fold and the ileum of 7 to 8-month old Texel cross lambs were embedded in Matrigel and grown in complete IntestiCult organoid growth medium. Under identical growth conditions, epithelial stem cells from these two different organ tissues were able to develop into organoids in vitro (Figure 2A). By 24 hours, sealed spherical structures containing a central lumen had formed in both the abomasum and ileum organoids. However, while the ileum organoids became branched after 5-7 days of in vitro culture, the vast majority of abomasum organoids retained a spherical structure that persisted for the duration of a culture passage (Figures 2A, B).




Figure 2 | In vitro growth of ovine abomasum and ileum organoids. (A) Representative images of abomasum and ileum organoids grown over 14 days in the same culture conditions. (B) Representative images showing the growth and development of mature abomasum and ileum organoids across multiple consecutive passages (P1 - P5) at seven days of in vitro culture. (C) Representative images of abomasum and ileum organoids grown for seven days, both pre-cryopreservation and after resuscitation. Scale bars = 10 µm.



Abomasum and ileum organoids could be serially passaged by removal from Matrigel, fragmentation by pipetting and re-embedding in Matrigel. At each passage, ileum organoids continued to form into branched structures, while the abomasum organoids persistently formed spherical structures. (Figure 2B). Organoids that were cryopreserved in liquid nitrogen after 7 days of in vitro culture could be thawed and re-cultured, demonstrating the potential to store organoids long-term and to resuscitate when required. Furthermore, we found that the cryopreserved organoids can be resuscitated after at least 18 months of storage in liquid nitrogen. Abomasum and ileum organoids retained their spherical and branched structures, respectively, following resuscitation and 7 days of in vitro culture (Figure 2C).



Epithelial Cell Markers Associated With Ovine Gastric and Intestinal Organoids

Immunohistochemistry was performed to identify key structural features associated with both abomasum and ileum organoids. Individual Z-stack images of organoids stained with phalloidin to label F-actin clearly demonstrated that the apical surface of the epithelium is present on the interior of the organoid, for both abomasum and ileum organoids, indicated by the presence of a solid F-actin-positive boundary (Figures 3A, 4A). This imaging also confirmed the presence of a hollow lumen within the organoids (Figures 3A, 4A).




Figure 3 | Characterisation of ovine abomasum organoids by immunofluorescence confocal microscopy at seven days of in vitro culture. (A) Representative Z-stack images of an individual abomasum organoid with a closed luminal space and an internal F-actin-expressing brush border. Red = F-actin and blue = Hoechst (nuclei). (B) Representative images of abomasum organoids probed for either the cell proliferation marker Ki67, or the epithelial cell markers EpCAM, villin and pan-cytokeratin (all green). F-actin (red) and Hoechst (blue). Scale bars = 10 µm.






Figure 4 | Characterisation of ovine ileum organoids by immunofluorescence confocal microscopy at seven days of in vitro culture. (A) Representative Z-stack images of part of an individual branched ileum organoid with a closed luminal space and an internal F-actin-expressing brush border. Red = F-actin and blue = Hoechst (nuclei). (B) Representative images of abomasum organoids probed for either the cell proliferation marker Ki67, or the epithelial cell markers EpCAM, villin and pan-cytokeratin (all green). F-actin (red) and Hoechst (blue). Scale bars = 10 µm.



The proliferation marker Ki67 was detectable in both the abomasum and ileum organoids, indicating that cell division continued to take place at 7 days of in vitro culture (Figures 3B, 4B). The epithelial cell markers EpCAM (epithelium cell adherence molecule), villin (epithelium-specific actin-binding protein) and cytokeratin (epithelial cell cytoskeleton filament protein) were each detectable in abomasum and ileum organoids at seven days of in vitro culture (Figures 3B, 4B), confirming the differentiation of stem cells into epithelium cell-containing organoids. Control samples of organoids probed with mouse and rabbit serum IgG did not label positive for any of the epithelial cell markers, confirming the specificity of the epithelial cell labelling (Supplemental Figures 1, 2).



Transcriptional Analysis of Abomasum and Ileum Organoids and Tissue

Gene expression profiles from: ovine ileum organoids (P0 – P4); ovine abomasum organoids (P0 – P4); ovine ileum tissue (n = 5) and ovine abomasum tissue (n = 5) were compared by RNA-seq analysis. The global gene expression profiles of the complete dataset, consisting of 20 individual samples, were initially compared by principal component analysis (PCA) (Figure 5). The PCA analysis resulted in four statistically significant clusters (95% confidence intervals), with each cluster representing a sample type (i.e. ileum organoids; abomasum organoids; ileum tissue; or abomasum tissue). This demonstrates that the global transcriptome profile of ovine abomasum tissue (n = 5) and ovine ileum tissue (n = 5) are different (Figure 5). Based on global gene expression profiles, organoids also grouped by the tissue type from which they derived, with ileum and abomasum organoids forming separate statistically significant clusters (95% confidence intervals) in the PCA analysis (Figure 5). Importantly, for both ileum and abomasum organoids, each passage (P0 – P4) is represented in each cluster, showing that there was no global change in the transcriptome profile following serial passage (Figure 5).




Figure 5 | Principal component analysis (PCA) of RNA-seq expression of the top 500 most variant genes (of genes ranked by inter-sample variance) in ovine abomasum and ileum organoid and tissue samples. Sample type is indicated in the key and includes: abomasum organoid (red); abomasum tissue (green); ileum organoid (blue); ileum tissue (purple). Ellipses indicates 95% confidence intervals for each cluster.



The expression profiles of the top 40 most variable genes (of genes ranked by inter-sample variation) were compared from ileum and abomasum organoids from serial passages (P0 – P4) and ileum and abomasum tissue derived from five lambs (n = 5) (Figure 6). This analysis broadly identified three categories of genes, including genes with: i) abomasum (tissue and organoid) specific expression; ii) ileum (tissue and organoid) specific expression and iii) ileum and abomasum (tissue only) expression.




Figure 6 | Heat map showing expression level of top 40 most variant genes (of genes ranked by inter-sample variance) from ileum (ile) and abomasum (abo) organoids from serial passages (P0 – P4) and ileum (ile) and abomasum (abo) tissue derived from five lambs (T1 – T5). Colours indicate level of expression from low (blue) to high (red). The dendrograms indicate similarity between samples. Details of genes included in the heat map, including ENSOART sequence identifiers, are shown in Supplemental File 1.



Based on gene expression profiles, genes that were highly expressed in abomasum tissue and abomasum organoids, but absent in all ileum samples, included genes of known gastric function, such as: claudin-18; gastrokine; gastric lysozyme and pepsin. Similarly, ileum specific genes were detected in both ileum tissue and ileum organoid samples, but absent from all abomasum samples included: galectin; lingual antimicrobial peptide; guanylin (a 15 amino acid peptide secreted from goblet cells). Interestingly, genes shared by ileum tissue and abomasum tissue, but largely absent from organoid cultures, were predominantly immune related genes (such as: C-C motif chemokine 5, regakine-1-like and various immunoglobulin chains) and likely reflect the presence of immune cells in ileal and abomasal mucosal tissue samples, which were not represented in ASC derived ileum and abomasum organoids. In summary, based on transcriptional profiles, abomasum and ileum organoids are broadly representative of the tissues they were derived from and appear to be transcriptionally stable over multiple passages.



Expression of Cell- and Tissue-Specific Genes in Abomasum and Ileum Organoids and Tissues

The ovine gastrointestinal transcriptomic database generated here was manually searched for genes that are representative of specific cell and tissue markers. A total of 151 genes were searched in this way and their expression in abomasum and ileum organoids and tissue was presented in heat maps. A number of cell junction markers were consistently expressed in both organoids and tissue, including genes encoding proteins related to tight junctions, gap junctions, adherens junctions and desmosomes (Supplemental Figure 3).

We identified genes associated with particular epithelial cell subpopulations that were consistently expressed in abomasum and ileum organoids across multiple passages (P0-P4), as well as in ileum and abomasum tissue samples from five individual animals. These include numerous markers associated with stem cells, enterocytes, secretory and mucus-producing cells and Paneth cells (Figure 7). In particular, expression of the stem cell marker LGR5 was higher in both abomasum and ileum organoids compared to the respective tissue samples, indicating the presence of a relatively higher stem cell subpopulation in the organoids compared to tissues (Figure 6). Three enterocyte genes associated with ileum tissue were not detected in ileum organoids, namely ALPI, APOA4 and APOC3 (Figure 7). These enterocyte markers were not detected in abomasum organoids or abomasum tissue from any of the five individual animals. Expression of several genes associated with homeostasis in gastrointestinal cells was conserved between tissue samples and organoids, for both abomasum and ileum samples. This included HES1, ADAM10, ADAM17, FGF20 and SHH (Figure 7).




Figure 7 | Heat map showing the expression of genes associated with gastrointestinal epithelia in abomasum and ileum tissue and organoids. RNA-seq analysis was performed to compare gene expression in abomasal and ileal tissue derived from five lambs and abomasum and ileum organoids across multiple passages. Squares from left to right under “abomasum tissue” and “ileum tissue” represent lambs T1-T5. Squares from left to right under abomasum organoids and ileum organoids represent passages P0-P4. Scale = log2 transcripts per million reads. Ee: enteroendocrine. Details of genes included in the heat map, including ENSOART sequence identifiers, are shown in Supplemental File 2.



A number of genes associated with specific epithelial cell subpopulations were differentially expressed in ileum and abomasum tissue. For example, the early enterocyte precursor-associated gene REG3G, the Paneth cell marker DEFB1, the enteroendocrine cell marker REG4 and the enteroendocrine cell-derived hormone GCG were expressed in ileum tissue and not in abomasum tissue (Figure 7). These genes were also expressed in intestinal organoids and not abomasum organoids, indicating the conservation of tissue-specific differences in the cell subpopulations of the two different types of organoids.

Various genes were found to be specific for the abomasum, being expressed in both abomasal tissue and abomasum organoids but not in ileal tissue or ileum organoids. These included PGA5, CCKBR and CBLIF (GIF) (Figure 8). We also found that some genes specifically expressed in abomasal tissue were not expressed in abomasum organoids, including SLC5A5, DUOX2, MCT9, PGC, ATP4A, AQP4, and HDC (Figure 8).




Figure 8 | Heat map showing the expression of genes associated with gastric epithelia in abomasum and ileum tissue and organoids. RNA-seq analysis was performed to compare gene expression in abomasal and ileal tissue derived from five lambs and abomasum and ileum organoids across multiple passages. Squares from left to right under “abomasum tissue” and “ileum tissue” represent lambs T1-T5. Squares from left to right under abomasum organoids and ileum organoids represent passages P0-P4. Scale = log2 transcripts per million reads. Details of genes included in the heat map, including ENSOART sequence identifiers, are shown in Supplemental File 2.



The expression of immune-related genes, including toll-like receptors (TLRs), c-type lectin receptors (CLRs), chemokines, cytokines and antimicrobials were examined in abomasum and ileum tissue and organoids. The TLRs - TLR3, TLR5 and TLR6, and CLR Dectin-1 were expressed in abomasum and ileum organoids and their respective tissues (Supplemental Figure 4). A number of chemokines were expressed in abomasum organoids and abomasal tissue, including CXCL16, CCL20, CCL24 and ACKR3. Interestingly, the chemokine CCL17 was up-regulated in abomasum and ileum organoids compared to the respective tissue samples (Supplemental Figure 4). The expression of cytokine associated genes IL18BP, IL27RA, IL4I1, IL13RA1 and IFNGR1 was detected in abomasum and ileum organoids (Supplemental Figure 4). Of note, the antimicrobial gene SBD2 was found to be highly expressed in ileum and ileal tissue, but was not expressed in either abomasum organoids nor abomasal tissue (Figures 6 and Supplemental Figure 4).



Organoid Co-Culture With the Helminth Teladorsagia circumcincta

In order to use gastrointestinal organoids to study host-pathogen interactions in vitro, it is important to be able to challenge organoids with the pathogen-of-interest. Here, we co-cultured abomasum and ileum organoids with larvae of the important ruminant helminth parasite T. circumcincta. Infective, third stage larvae (L3) were ex-sheathed in vitro and labelled with the lipophilic dye PKH26. Labelled larvae were added directly to the well of a 24-well tissue culture plate containing abomasum or ileum organoids embedded in Matrigel and complete IntestiCult growth media. A number of T. circumcincta L3 penetrated the Matrigel, of which approximately 50% subsequently burrowed into central lumen of the organoids by 24 hours post-incubation, with some individual L3 invading the organoids as early as 2 hours. This indicated that it was possible to infect the organoids with the parasite in the correct orientation (i.e. with the parasite residing at the luminal surface of the organoid) without having to mechanically disrupt the organoids to allow access to the central lumen. T. circumcincta L3 were equally effective at infecting both abomasum and ileum organoids and motile larvae were still present after 14 days of co-culture. While we mainly observed abomasum organoids containing single larvae (Figure 9A), we found multiple larvae residing in the lumen of the larger ileum organoids (Figure 9B). Z-stack analysis on fixed samples showed worms were present within the lumen of the organoids and demonstrated L3 larvae burrowing directly through the epithelium of abomasum and ileum organoids to access the central lumen (Figure 9C).




Figure 9 | Ovine gastric and intestinal organoids modelling a helminth infection. (A) Representative images of ovine abomasum and ileum organoids challenged with the helminth parasite Teladorsagia circumcincta. Following 24 hours of co-culture, L3 stage T. circumcincta (red) are visible within the lumen of abomasum and ileum organoids. (B) Representative images of individual ileum organoids presenting an enlarged lumen containing multiple worms (red). (C) Representative Z-stack images showing L3 stage T. circumcincta (red) migrating through the epithelial layer in abomasum and ileum organoids. F-actin (green) and Hoescht (blue). Scale bars = 10 µm.





Generation of Apical-Out Organoids and Infection With Salmonella typhimurium

It is necessary to expose the apical surface of the organoid epithelia in order to have a working co-culture system for some pathogens. A recently published protocol (Co et al., 2019) described a method to invert the basal-out orientation of the abomasum and intestinal organoids. When the organoids were removed from Matrigel and incubated in 5 mM EDTA for 1 hour, the polarity of both the abomasum and intestinal organoids was reversed following 72 hours’ incubation in complete IntestiCult growth medium. F-actin staining of fixed organoid samples clearly highlighted the apical surface of the epithelium, which is initially internally located in basal-out abomasum and ileum organoids; however, after removing the extra cellular matrix from the organoids, the apical surface became positioned on the exterior surface of the organoids, with a microvilli brush edge apparent by confocal microscopy (Figures 10A, B).




Figure 10 | Reverse polarisation of ovine gastric and intestinal organoids for modelling host-pathogen interactions across the apical surface. Basal-out and apical-out abomasum (A) and ileum (B) organoids imaged by differential interference contrast (top) and confocal immunofluorescence microscopy (bottom). White arrows indicate the F-actin-expressing brush border associated with the apical surface of the epithelia. Yellow arrow in the inset panel indicates microvilli at the externally located brush border in apical-out organoids. (C) Cross sections of apical-out abomasum and ileum organoids imaged by confocal microscopy. GFP-expressing Salmonella enterica Typhimrium (green), indicated by white arrows, are detectable on the surface of and within epithelial cells. F-actin (red) and Hoechst (blue). Scale bars = 10 µm.



To demonstrate the utility of apical-out ovine gastric and intestinal organoids as an in vitro model for host-pathogen interactions, the apical-out organoids were exposed to the bacterial pathogen Salmonella enterica serovar Typhimurium, which is known to invade the epithelium via the apical surface (Finlay and Falkow, 1990). After 6 hours of organoid-bacteria co-culture freely suspended in complete IntestiCult growth medium, GFP-expressing S. Typhimurium were identifiable attached to the apical surface and within epithelial cells of the organoids by confocal microscopy. Although S. Typhimurium is an intestinal pathogen, here we observed GFP-expressing bacteria attached to  both abomasum and ileum apical-out organoids (Figure 10C).




Discussion

Ruminants are key food-producing animals worldwide, providing a nutrient source to billions of people. Furthermore, dependency upon ruminants as a food source continues to increase in order to meet growing global dietary requirements. Gastrointestinal disease in ruminants is a major concern and accounts for significant economic losses and reduction in production efficiency. It is therefore important that ruminant health and welfare is improved through prevention and control of disease in order to meet ethical, economic and nutrient demands (Sargison, 2020).

An obvious challenge with studying gastrointestinal host-pathogen interactions in vivo is the internal nature of infections and the physical barriers associated with directly observing them. Therefore, a useful advancement for studying such infections is the development of a physiologically relevant in vitro model systems that allows experimental interrogation of host and pathogen interactions in fine detail. Stem cell-derived organoids have become a prominent feature of modern cell and tissue biology in recent years, representing in vitro cell cultures that retain structural and functional properties of the in vivo organ/tissue they represent (Clevers, 2016). To date, organoid cultivation has been achieved for numerous and diverse organs and tissues from different host species. In particular, organoids derived from gastrointestinal tissue have been generated for numerous livestock species, including cattle (Hamilton et al., 2018; Beaumont et al., 2021). However, the vast majority of these have been organoids representing the intestinal tract. Here, we demonstrated the ability to cultivate organoids from gastric and intestinal tissues of a small ruminant host and, to our knowledge, this is the first demonstration of organoids representing the gastric system of a ruminant.

Following the same protocol and using the same in vitro culture conditions, we report the ability to cultivate tissue-specific gastric and intestinal organoids from sheep. By comparing gene expression profiles between tissue and organoids, we found that when grown in identical conditions in vitro, stem cells from gastric glands developed into organoids that retained key characteristics associated with abomasum tissue. Stem cells from ileal crypts, on the other hand, developed into organoids which conserved important gene expression profiles associated with the ileum. It is important to note that there are differences in the global transcriptome between organoids and the tissue from which they are derived. This is largely due to the complexity associated with ex vivo tissue which contains immune cells, fibroblasts, a microbiome, as well as digested material at the point of collection and this will influence overall gene expression. By contrast, the organoids characterized here specifically represent the epithelium layer of the organ from which they were derived, resulting in a less complex gene expression profile than that associated with their respective whole tissue. Despite this, the cell diversity, self-organising properties and the conserved expression of tissue-specific gene markers associated with organoids makes them the most physiologically representative in vitro cell culture systems developed to date.

Ruminants, including cattle, sheep and goats are polygastric, in that they have a four-chambered gastric system. The fourth chamber, the abomasum, is most closely akin to the stomach of monogastric animals. An important differentiating characteristic between abomasum and ileum tissue is the expression of the digestive stomach enzyme pepsinogen in the abomasum (Mostofa et al., 1990). Another digestive protease associated with the abomasum in ruminants is lysozyme, which is highly expressed in this compartment (Stevens and Hume, 1998). Importantly, we found that both pepsinogen and lysozyme are expressed in abomasum organoids and not in ileum organoids. We also found evidence of parietal cells specifically present in abomasum organoids and not ileum organoids. This was indicated by the detection of CCKBR mRNA only in abomasum organoids and tissue following transcriptomic analysis. CCKBR is a cholecystokinin receptor expressed in the gastric and central nervous systems and more specifically it is associated with parietal cells in the stomach (Kulaksiz et al., 2000; Schmitz et al., 2001; Engevik et al., 2019). Conversely, we also identified genes whose expression was specific to ileum tissue that were also expressed in ileum organoids and not in abomasum organoids. For example, REG4, a marker of enteroendocrine cells (specifically enterochromaffin cells) in intestinal epithelia (Gehart et al., 2019) and SBD2, an antimicrobial sheep beta-defensin associated with the mucosal surface of small intestinal crypts (Meyerholz et al., 2004) were found to be specifically and abundantly expressed in ileum tissue and organoids and not abomasum. Specific expression of SBD2 in the intestinal samples indicates this gene plays a role in antimicrobial defence of intestinal crypts, but not in gastric glands. Collectively, these key differences in gene expression indicates that the two different types of organoid are tissue-specific and representative of the tissue from which the stem cells are derived. Intriguingly, we noted that while certain mucin genes are expressed in the organoids, the expression of particular mucins is lower than in their respective tissue. For example, muc2 shows lower expression in ovine ileum organoids than in ileum tissue. However, muc2 expression in ovine ileum organoids is similar to that previously reported for bovine ileum organoids (Hamilton et al., 2018), albeit there was no direct comparison of gene expression in tissue for the bovine ileum organoids. We predict that this lower expression of certain mucin genes in the organoids is due to the sterile system in which they were cultured that does not contain a microbiome, pathogens or food within or passing through the lumen and it would be interesting to see if mucin gene expression is increased in ruminant gut organoids in response to these stimuli in future studies. Interestingly, the relatively high muc1 gene expression associated with abomasum tissue was maintained in the abomasum organoids, which could be a necessary response to protect the epithelium against secreted host enzymes such as pepsin and lysozyme. We also found that a number of genes used in previous studies as gastrointestinal epithelial markers (Hamilton et al., 2018) were not detected in our transcriptomic analysis of ileal or abomasal tissue from five individual animals, suggesting these genes are not reliable markers of gastrointestinal epithelia in sheep.

A necessary feature of an organoid cell line is the conservation of gene expression profiles across multiple passages. Transcriptomic analysis of abomasum and ileum organoid samples collected across five consecutive passages revealed that gene expression profiles were consistent. Further analysis of the expression of specific cell markers indicated that the diversity of epithelial cell types was also maintained across multiple passages. That the different organoid types maintain their tissue specificity and cell diversity, as well as the ability to cryopreserve them makes them a robust model that will ensure reproducibility across experiments, as well as reducing the reliance on deriving material from animals and thereby reducing the number of animals used in associated research.

To demonstrate the effectiveness of ovine gastric and intestinal organoids for modelling pathogen infections in vitro, we exposed abomasum and ileum organoids to different pathogens and showed they could invade them. It has been recognized that gastrointestinal organoids could represent useful in vitro models for studying helminth infections (Duque-Correa et al., 2020). However, to-date this has been limited to applying worm excretory and secretory products to organoids, or growing organoids from helminth-infected mice, as opposed to live host-parasite co-cultures (Eichenberger et al., 2018a; Eichenberger et al., 2018b; Nusse et al., 2018; Luo et al., 2019; Duque-Correa et al., 2020). Here, we applied a very simple method of adding ex-sheathed T. circumcincta L3 directly to the growth media of organoids that were embedded in Matrigel. We found that after 24 hours, worms had burrowed through the Matrigel dome and into the lumen of individual organoids. We were also able to capture direct T. circumcincta invasion through the epithelium in both abomasum and ileum organoids. Furthermore, motile worms were observed at least 14 days following organoid invasion, demonstrating the potential to prolong parasite survival in vitro and to perform more long-term studies on the parasite compared to worms cultured under previous in vitro methods (pers comms). While invasion across the epithelium, particularly from the basal side, is not necessarily a behaviour associated with T. circumcincta larvae, the homing capacity of larvae to migrate to the organoid lumen and interact with the apical surface of the epithelium provides a suitable in vitro system for studying host-pathogen interactions between host and helminth. Furthermore, the ability of worms to invade the organoids themselves allows organoids to be infected with the worms following a minimally disruptive method.

Gastrointestinal pathogens that invade the epithelial mucosa commonly interact with the apical surface of epithelial cells. However, the innate polarity of mammalian gastrointestinal organoids grown in Matrigel is with the apical surface on the inside of the organoid. Various approaches have previously been used to expose pathogens to the apical surface of the epithelium, including microinjection directly into the lumen of the organoid, fragmentation of organoids and open-format 2D monolayers. A recent publication also demonstrated the ability to reverse the polarity of human ileum organoids by the removal of Matrigel and extracellular matrix proteins (Co et al., 2019). This has since been replicated in porcine ileum organoids (Beaumont et al., 2021) and here, we showed that ruminant ileum organoids can also have the polarity reversed following the same method. We also demonstrated that the polarity of gastric organoids can be reversed to an apical-out conformation. The ability to expose the apical surface of gastric and intestinal organoids to the culture supernatant facilitates direct interaction of the organoids with microbes, as we showed here by infecting apical-out organoids with S. Typhimurium. Since this method does not require the use of specialist equipment to administer pathogens into a central organoid lumen, this makes modelling host-pathogen infections in vitro significantly more practical.

In summary, the results from this study demonstrate the ability to isolate stem cells from gastric glands and crypts of the sheep abomasum and intestine, respectively and show that they differentiate into tissue-specific organoids when grown under identical conditions. The robustness of both gastric and intestinal organoids from sheep was demonstrated by showing that tissue-specific gene expression is maintained across multiple passages. Finally, both gastric and intestinal sheep organoids can be invaded by important bacterial and parasitic pathogens and they therefore represent a useful tool for modelling host-pathogen interactions.
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Supplementary Figure 1 | Negative controls for immunofluorescence antibody labelling in abomasum organoids. Representative confocal microscopy images of abomasum organoids probed with non-specific host IgG followed by indirect Alexa Fluor® 488-conjugated secondary antibody labelling. Marker name in green brackets indicates the antibody labelling control each organoid image represents. Scale bars = 10 µm.

Supplementary Figure 2 | Negative controls for immunofluorescence antibody labelling in intestinal organoids. Representative confocal microscopy images of ileum organoids probed with non-specific host IgG followed by indirect Alexa Fluor® 488-conjugated secondary antibody labelling. Marker name in green brackets indicates the antibody labelling control each organoid image represents. Hoescht, blue. Scale bars = 10 µm.

Supplementary Figure 3 | Heat map showing the expression of cell junction-related genes in abomasum and ileum tissue and organoids. RNA-seq analysis was performed to compare gene expression in abomasal and ileal tissue derived from five lambs and abomasum and ileum organoids across multiple passages. Squares from left to right under “abomasum tissue” and “ileum tissue” represent lambs T1-T5. Squares from left to right under abomasum organoids and ileum organoids represent passages P0-P4. Scale = log2 transcripts per million reads. Details of genes included in the heat map, including ENSOART sequence identifiers, are shown in Supplemental File 2.

Supplementary Figure 4 | Heat map showing the detection of immune-related gene expression in abomasum and ileum tissue and organoids. RNA-seq analysis was performed to compare gene expression in abomasal and ileal tissue derived from five lambs and abomasum and ileum organoids across multiple passages. Squares from left to right under “abomasum tissue” and “ileum tissue” represent lambs T1-T5. Squares from left to right under abomasum organoids and ileum organoids represent passages P0-P4. Scale = log2 transcripts per million reads. TLRs, toll-like receptors; CLRs, C-type lectin receptors. Details of genes included in the heat map, including ENSOART sequence identifiers, are shown in Supplemental File 2.
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Organoids are in vitro self-assembling, organ-like, three-dimensional cellular structures that stably retain key characteristics of the respective organs. Organoids can be generated from healthy or pathological tissues derived from patients. Cancer organoid culture platforms have several advantages, including conservation of the cellular composition that captures the heterogeneity and pharmacotypic signatures of the parental tumor. This platform has provided new opportunities to fill the gap between cancer research and clinical outcomes. Clinical trials have been performed using patient-derived organoids (PDO) as a tool for personalized medical decisions to predict patients’ responses to therapeutic regimens and potentially improve treatment outcomes. Living organoid biobanks encompassing several cancer types have been established, providing a representative collection of well-characterized models that will facilitate drug development. In this review, we highlight recent developments in the generation of organoid cultures and PDO biobanks, in preclinical drug discovery, and methods to design a functional organoid-on-a-chip combined with microfluidic. In addition, we discuss the advantages as well as limitations of human organoids in patient-specific therapy and highlight possible future directions.
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Introduction

Cancer is a heterogeneous disease that includes a complex ecosystem of diverse cell types. Apart from neoplastic cells, tumors include cancer-associated stromal cells, growth factors and metabolites in the microenvironment, which have profound effects on tumor cell growth, invasion ability, and drug response (1). Therefore, these microenvironmental elements are critical in the development of pathologically relevant culture models to study cancer progression. For decades, preclinical cancer research has relied on cell lines as in vitro representations of tumor heterogeneity. Traditional drug development is carried out via two-dimensional (2D) tumor cell line cultures and transplantation of patient-derived tumor xenografts in animals (2). However, there are several drawbacks in these approaches. For instance, 2D cell line cultures poorly reflect the native microenvironment of tumor tissue, and after many passages in culture, cancer cell lines lose the genetic heterogeneity of parental tumors because of clonal selection (3, 4). This contributes to the low success rate of newly developed drugs in clinical trials (5, 6). Organoids are self-organizing, three-dimensional (3D) structures that are grown in vitro from stem cells, and resemble the organ from which the cells were derived (2, 7). The starting cells could be adult stem cells, cancer stem cell, or cancer tissue-derived spheroids. Organoids preserve many structural and functional features such as cell composition and tissue architecture of their corresponding in vivo organs.

Clevers et al. developed crypt-villus organoids from a single Lgr5+ stem cell using the WENR (Wnt3a+EGF+Noggin+R-spondin-1) protocol that allowed long-term culture and differentiation of primary epithelial cells isolated from intestinal tissue (7–9). The key components of the culture medium included the ligand of LGR5 R-spondin-1, the Wnt pathway agonist, epidermal growth factor (EGF), and bone morphogenetic protein pathway inhibitor Noggin. In addition, the anoikis antagonist Rho-kinase inhibitor Y-27632 is a key factor for improving the success rate of organoid culture. The genotype and genetics of organoids derived from adult stem cells are consistent with those of their parental tissues and remain stable for a long time (10, 11). Another strategy involving the use of pluripotent stem cells (PSCs) has been applied to generate organoids resembling the brain (12), intestine (13), kidney (14, 15) and retina (16, 17).

From 2009 to 2021, use of organoid technology has been rapidly increasing in cancer research, especially for therapeutic screening and precision medicine (18–20). 3D organoid culture systems provide efficient preclinical cancer models of patient-derived organoids (PDOs), can better mimic the components of a tumor tissue, and can be efficiently established from patient specimens (18, 21, 22). The intratumor diversity in PDOs captures tumor heterogeneity at the single cell level and provides a valuable resource for cancer research. PDO cultures can be used to expanded over time while still retaining the mutational profiles of the parental tumors (23). On the contrary, traditional long-term 2D cultures have very high genomic instability. The highly conserved genomic landscape of PDOs is crucial to perform genotype-phenotype correlation analysis and to assess patient’s sensitivity to treatment. Although 2D culture is cheaper and relatively easy to maintain, the success rate of drug screening using 2D cultured tumor cells is very low, and the results are often conflicting. This may be because the 2D model cannot accurately reflect and maintain the tumor characteristics and complex cell-extracellular matrix interactions. Newly developed organoid culture platforms enable routine primary culture of resected human tumor tissues (24, 25).Numerous PDOs have been established from tissues derived from patients’ tumors, including colon (9), liver (25), gastric (26), lung (27), bladder (28), breast (29), and pancreatic cancers (30, 31) and head and neck squamous cell carcinoma (32). PDOs can be used to generate a well-annotated living cancer biobank as a resource for drug discovery and personalized therapy (33, 34). Although there are established PDOs generated from epithelial tissues, PDOs generated from non-epithelial cells are still rare. Sarcomas, malignant neoplasms originating from mesenchymal cells, have a high level of histopathological heterogeneity (35). Currently, several 3D sarcoma models with or without scaffold have been established from osteosarcoma, chondrosarcoma, Ewing sarcoma and soft tissue sarcoma (36–38). However, a standard protocol to generate sarcoma-derived organoid models has not yet been established. Therefore, we expect more advanced innovations to break through the bottleneck of developing sarcoma organoid culture and applications in the future, such as capturing the biological characteristics of native sarcomas in drug screening.

The tumor microenvironment (TME) includes vascular structures, extracellular matrix, and immune cell components, including lymphocytes, macrophages, myeloid-derived suppressor cells, dendritic cells, and natural killer cells (24). Cellular interactions in TME often determine drug response and the fate of the tumor. Functionally, the TME provides conditions for tumor progression and metastasis (39, 40). The recently developed PDO cultures provide an outstanding system to model patient-specific tumor-immune interactions. For instance, the co-culture of patient-derived cancer-associated fibroblasts and peripheral blood lymphocytes with pancreatic cancer organoids has been used to assess lymphocyte migration towards organoids in Matrigel and the activation status of myofibroblast-like cancer-associated fibroblasts (41). Co-culture of non-small-cell lung cancer and colorectal cancer organoids with autologous peripheral blood lymphocytes generates tumor-reactive T cells, and these T cells have the ability to kill tumor cells derived from the parental tumor tissue (20). In addition, culturing patient-derived organotypic tumor spheroids in microfluidic devices preserve endogenous immune cells, and this approach can model the tumor’s response to PD-1 blockade.

With the advancement of technology, many highly reproducible and controllable approaches have been developed to generate the microenvironment of human cancer bioengineered 3D organoid platforms that closely mimic in vivo tumor conditions (42). These platforms, such as organ-on-a-chip, can offer individual empirical data to better determine a patient’s drug response (43). Organ-on-a-chip is a multi-channel microfluidic cell culture device that includes multiple cell types to model the structure and function of the parental tissue (42, 44). Organoids develop from self-organizing stem cells to recapitulate the key physiological and pathological characteristics of their parental tissues. By integrating living human self-organizing organoids with organ-on-a-chip engineering, physiologically relevant microenvironments can be generated, and the resulting organoids-on-a-chip platform can combine the best features of both approaches to provide a model truly representing the complex characteristics of cancer progression (45). As a strategic integration, organoid-on-a-chip technology provides a superior in vitro platform for preclinical screening of chemotherapy drugs and predicting outcomes of radiotherapy and chemotherapy regimens.

In this review, we introduce the experimental approach of deriving organoids from adult stem cells, which can be generated directly from the epithelium of organs and explore how organoid cultures serve as a basis for developing a variety of microfluidic organ-on-a-chip platforms for clinical applications. In addition, we focus on patient-derived tumor organoids (PDTOs) in individualized cancer treatment and illustrate the advantages and limitations of PDTO biobanks as a resource for preclinical models and in enabling precision medicine (Figure 1).




Figure 1 | Potential applications of patient-derived organoids (PDOs). Identification of PDOs was performed via next-generation sequencing and comparison with the histology and pathology of the parental tumors. PDOs are suitable for drug sensitivity testing and drug selection to predict patient response and guide treatment at the individual level. In parallel, PDOs will be preserved as a living cell biobank and the organoid model is accessible for precision medicine.





Frontier application of PDOs


PDOs in Precision Medicine

Currently, patients with similar cancer types receive cognate treatments, but these treatments do not always achieve a uniform outcome across patient populations. Moreover, regardless of whether patients have undergone neoadjuvant chemoradiation or surgical treatment, individual drug response cannot be tested prior to treatment. In addition, recurring tumors may differ from the initial surgically resected tumors. Despite obvious interpatient heterogeneity, most clinical drugs are not developed using molecular biomarkers, except for some that target specific pathway mutations. To personalize cancer treatment, individual drug sensitivity assays with PDOs are progressively improving by recapitulating more physiological and pathological characteristics of tumors. Therefore, PDOs should be applied to drug screening and guide clinical treatment to improve prognosis. Traditionally, precision therapies have been performed by using mutational biomarkers; however, these biomarkers often lack a considerable tumor mass due to intratumor heterogeneity. As a result, treatments targeting these markers do not always elicit desirable patient responses. PDO models have been utilized in drug discovery (21) to explore the cytotoxicity of therapeutic candidates (46–49) and to enable personalized cancer treatments (18, 50). Recent studies on the generation and use of PDOs are summarized in Table 1 (18, 21, 27–29, 33, 51–62). Using 19 colorectal cancer organoid lines, Van de Wetering et al. screened 83 drugs, including targeted inhibitors (18). Ooft et al. used PDOs to predict the response to chemotherapy in patients with metastatic colorectal cancer, and these results offer a chance to assess the reproducibility and applicability of organoid-based drug screening (63). Sachs et al. tested the response of six drugs targeting the human EGF receptor signaling pathway in 28 organoid lines and confirmed that breast cancer organoids serve as a superior physiologically relevant model for in vitro drug screening (29). Similarly, Yan et al. performed large-scale drug sensitivity screening using 37 anticancer compounds in nine gastric cancer organoids derived from seven patients (33). Vlachogiannis et al. applied patient-derived cancer organoids to predict the clinical outcomes of gastrointestinal cancer patients undergoing chemotherapy, targeted drug therapy and immunotherapy (64). By comparative analysis of the drug sensitivity of patients with metastatic gastrointestinal cancers and that of corresponding PDO models, they showed that the PDO model had a very high accuracy in predicting drug responses (64). Lee et al. screened 50 drugs in organoid models of bladder cancer, expressing the fibroblast growth factor (FGF) receptor, mitogen-activated protein kinase, and the mechanistic target of rapamycin inhibitors (28). Using 27 liver cancer organoid lines from five patients, Li et al. screened 129 cancer drugs and demonstrated that a subset of drugs induced a uniform toxic response across patient samples while the response to other drugs was heterogeneous (60). Pauli et al. performed a complete genomic analysis of four patients and high-throughput screening of 160 drugs using cancer organoids, and showed that 3D cultures are better than 2D cultures in identifying suitable individual or combination drugs for individual patients (21). These cancer organoids were derived from patients with metastatic and primary tumors, including prostate, bladder/ureter, kidney, colon/rectum, brain, pancreas, breast, stomach and esophagus, soft tissue, small intestine, lung, liver, adrenal gland, uterus, ovary, appendix and thyroid cancer. Brandenberg et al. reported an automated high-throughput screening system based on organoid cultures that could analyze thousands of individual gastrointestinal organoids within a polymer-hydrogel substrate (65). This 3D culture system significantly reduced the consumption of expansion reagents and was suitable for large-scale drug screening. Kim et al. reported an effective method for generating a living biobank of 80 lung cancer organoids (27). The drug responses of these organoid lines were consistent with interpatient and intratumor heterogeneity, indicating that cancer organoids are physiologically relevant drug screening platforms. Yao et al. established a living organoid biobank of locally advanced rectal cancer and showed that PDOs could predict chemoradiation responses in patients (66). Wang et al. reported a blinded study that found a PDTO model to be accurate in predicting chemotherapy responses in stage IV colorectal cancer (67).


Table 1 | Application of drug screening with organoid culture platforms.



Monoclonal antibodies that target immune checkpoints, such as anti-CTLA4 and anti-PD-1, have been used to enhance anti-tumor T cell responses, increasing the overall survival rate in patients. Nigris et al. reported that PDOs were able to predict the patient’s response to PD-1/PD-L1 inhibitor therapy in primary chordoma (68). Jenkins et al. established a microfluidic culture of an organoid tumor spheroid platform to test the response of patient-derived tumors to immune checkpoint blockade treatment (69). Using a PDO/immune cell co-culture model, Zavros et al. demonstrated that rapamycin blocked the transcriptional regulation of PD-L1 by GLI1 and GLI2, and concluded that it is a valid model to assess immunosuppressive myeloid-derived suppressor cell function (70). These results show that gastric cancer organoids and immune cell co-culture systems can be used to predict patient response to immune checkpoint blockade and CAR-T cell infusion.

A search of ClinicalTrials.gov database from May 2015 to June 2021 revealed organoid-related clinical trials with the purpose of evaluating the probability of PDTO models to accurately predict patients’ responses or resistance to existing chemotherapeutic agents (Table 2). These clinical trials mainly focused on the individualized treatment of patients with various tumors and showed numerous advantages of using PDOs in precisely testing the corresponding patient’s sensitivity to chemotherapy and targeted therapy. In addition, an increasing number of PDO-based clinical trials in recent years suggests a trend towards an increasing reliance on PDOs for clinical decision making in personalized medicine. Nevertheless, clinical trials based on PDO models are still focused on tumors with relatively high morbidity and mortality, such as colorectal cancer, lung cancer, glioma, breast cancer, liver cancer, and pancreatic cancer. Moreover, PDOs are mainly derived from epithelial cells, and organoid culture techniques of non-epithelial cells are relatively immature and cannot be used in clinical trials.


Table 2 | Summary of Clinical Trials of drug sensitivity with organoid methods.





Organoid culture can partially reveal interpatient heterogeneity in terms of sensitivity to anti-cancer drugs (71). Thus, it is critical to develop an organoid model system to predict drug sensitivity to estimate diversification in drug responses and reduce misguided selection of remedies in clinical trials. In addition, PDOs can be generated from various cancer patients and exhibit the intratumoral heterogeneity of the parental tumors. Herein, we have emphasized that organoid culture systems, especially PDOs, are suitable for precision medicine, including drug screening and prediction of individual patient’s response. As described above, colorectal cancer, breast cancer, gastric cancer, bladder cancer, liver cancer, and lung cancer organoids have been reported for drug screening and sensitivity. However, the application of conventional PDO models in precision medicine has numerous challenges. Although most tumor PDOs recapitulate the genetic composition of the parental tumor at early passages, the extent of genetic drift or the proportion of genetically stable cells in organoids at later passages has not been fully characterized (21). In addition, the lack of endogenous tumor-associated stromal components remains another key limitation of current organoid methods. Thus, the current PDO model is still unable to reflect all the characteristics of an organ. Although we have many urgent challenges to overcome, the continued development of PDOs incorporating immune and other stromal components may ultimately help actualize the promise of precision cancer therapies.



Combination of PDOs and CRISPR/Cas9 Gene Editing

CRISPR/Cas9 genome editing in PDOs is used to establish transformation models, and eventually, for drug testing in the future. The use of CRISPR/Cas9 gene editing in PDOs has contributed to uncovering the functional basis of diverse oncogene mutations while also helping to correct the causing mutation in human cancers. Kuo et al. established the first human forward genetic modeling of a commonly mutated tumor suppressor gene, ARID1A, using CRISPR/Cas9 genome editing (72). Using this model, they obtained insights into early transformation mechanisms of ARID1A-deficient gastric cancers. Visvader et al. knocked out breast cancer-associated tumor suppressor genes using CRISPR/Cas9 editing to generate PDO model, and showed that the breast cancer organoid can be used for long-term growth (73). Meltzer et al. generated a novel PDO model to recapitulate aberrantly activated Wnt signaling by combining organoids and CRISPR/Cas9 genome editing (74). Using this model, they investigated the effect of an individual signaling alteration to human Barrett epithelial neoplastic transformation. Their research showed that the application of CRISPR/Cas9 genome editing creates an ideal Barrett epithelial PDO model to study ‘driver’ pathway alterations and improve our understanding of human tumorigenesis.




Organoids-on-a-Chip and 3D Bioprinting


Microfluidic Engineering Organoid Culture System

Recent studies of organoids have applied microfluidics and organ-on-a-chip technology in drug screening (75), in an attempt to overcome the shortcomings of organoid culture. Microfluidic cell culture technology has generated 3D culture devices that are now adapted to spheroid-based organotypic cultures and have been used to model organ microenvironments in vitro (76). This technology provides the possibility of precisely controlling the microscale to model physiological conditions and high-throughput approaches. Patient-derived organotypic tumor spheroids can be generated and evaluated within one to two weeks (69, 77, 78). Li et al. reported that the application of an air-liquid interface (ALI) provides sufficient oxygen supply to sustain organoid growth, which supports the generation of epithelial/mesenchymal hybrids without supplementation of exogenous growth factors (79, 80). The long-term 3D culture is a collagen-based ALI tumor organoid culture system that enables to expand the primary gastrointestinal cells as organoids for months (80). The ALI organoid method has been exploited to culture PDOs from normal and tumor specimens, including melanoma, renal cell carcinoma and non-small cell lung cancer (24). ALI PDOs preserves the heterogeneity of the parental tumor as well as the complex cellular network of the TME. Pavesi et al. developed a microfluidic device that could measure the changes in the antitumor efficacy of adoptive T cells in a 3D collagen microenvironment (81). Jung et al. devised a clinically relevant microphysiological microfluidic-based platform for drug sensitivity testing that could form tumor organoids with preserved morphological and genetic characteristics of the primary lung cancer (82). Torabi et al. designed micropatterned surfaces that integrated 3D cell culture with microfluidics through a hydrogel solution (83). Using the Cassie-Baxter mode, they created a diffusion and transfer pathway between the hydrogel and bulk fluid, providing an excellent option for PDO culture. The microfluidic 3D culture device could help PDOs retain the parenchyma and stroma, and enabled further assessment of new therapeutic modalities and elucidated the mechanism of chemotherapy resistance (24, 82, 84). Nikolaev et al. established a biomaterial microfluidic platform using tissue engineering and cell self-organizing approaches, which induced intestinal stem cells to establish a tube-shaped epithelium. Moreover, they demonstrated that this device could achieve a spatial arrangement similar to the crypt- and villus-like domains of the intestine in vivo (75). Interestingly, the mini-intestine specialized cell type, which is rarely found in conventional organoids and the luminal capability of the bioengineered system was sufficient to maintain long-term host-microorganism symbiosis (Figure 2A).




Figure 2 | (A) A “mini-gut” organoid model is established in a microdevice containing 3D hydrogel. This microdevice guides self-organizing intestinal stem cells into functional organoids-on-a-chip. [Cited from (75)]. (B) A bioengineered six-organoid integrated platform is generated by microfluidically linked chambers, each containing liver, cardiac, lung, endothelial, testis, and brain organoids. Capecitabine treatment of a system containing liver, results in cytotoxicity in cardiac and lung organoids. Expectedly, this platform without liver organoids does not show significant toxicity. Green, Calcein AM-stained viable cells; Red, Ethidium homodimer-stained dead cells. PMMA, poly (methyl methacrylate); DST, double sided tape. Scale bars, 100 μm. [Adapted from (86)].



The combination of microfluidics and cell biology has led to the development of the organ-on-a-chip platform, which is a miniaturized biomimetic system that represents many physiological characteristics of living tissue, such as the 3D microarchitecture composed of multiple tissue types, dynamic mechanical and biomechanical forces, and functional multiple tissue integrations. Microfluidic organ-on-a-chip technology provides the possibility of easily controlling spatiotemporal flow thereby recreating a microenvironment for developing and maintaining the organoid model. Additionally, nutrient supply, shear stress and geometry can be easily controlled in an organ-on-a-chip platform, so that it is important to choose a critical function for this platform which can be achieved by designing a constructible simplified version of the real system. Achberger et al. presented a novel microphysiological model of the human retina, retina-on-a-chip, which included at least seven different essential retinal cell types derived from hiPSCs (85). The platform provided vasculature-like perfusion by microflow control technology and recapitulated the interaction of mature photoreceptor segments in vitro. In addition, they applied the anti-malaria drug chloroquine and the antibiotic gentamicin to reproduce retinopathic side effects and demonstrated the potential of retina-on-a-chip in drug development. Skardal et al. established a single and integrated multi-organoid body-on-a-chip system with a single recirculating perfusion system to maintain the viability and function of organoids derived from human tissue (86). These integrated systems could support six distinct tissue organoid types for at least 28 days, including the liver, cardiac, vascular, lung, testis, and either colon or brain. Interestingly, the six-organoid integrated platform was used to screen the toxicity of drug compounds at clinically relevant doses, and it was demonstrated that the functionality of one organoid influences the response of other organoids (Figure 2B). Kasendra et al. established a human duodenum intestine chip using organoids and organ-on-chips technology that mimicked intestinal tissue structure and functions and could be used for preclinical drug evaluation (87).



3D Bioprinting of PDOs

The construction of organoids still faces several challenges, including incorporation of vascular structures and immune system, precise architecture in space, and breakthrough in scale size. These vascular structures and immune systems can affect PDOs to predict the response of drug. The advantages of 3D bioprinting in biological reconstruction accelerates the process of organoid construction. Daly et al. developed a bioprinting approach to transfer spheroids into self-healing support hydrogels at high resolution, which achieves the precise manipulation of single spheroids and organoids (88). Ayan et al. discovered an “aspiration-assisted bioprinting” approach to improve the precise of biofabrication and bioprinted different biologics, including tissue spheroids, tissue strands, or single cells (89). In addition, Brassard et al. pursued an approach by printing organoid-forming stem cells to form centimeter-scale tissues that comprise self-organized features (90). The combination of 3D bioprinting and PDOs has successfully recapitulated part of the real structure and function of organoids, and achieved long-term expansion and improved drug testing. Kinsella et al. established bioprinting tumor models to maintain PDO sphere culture of gastric adenocarcinoma using hydrogels with alginate and gelatin (91). Bioprinted brain PDOs can be used for individual drug screening in neurological diseases. Using embedded 3D bioprinting and photocrosslinkable bioink, Shin et al. exploited a 3D brain-like co-culture construct that was composed of heterogenous neural populations with neurospheroids and glia (92). The study showed that the engineered brain organoid exhibited the capability to differentiate into neuronal cells, and the platform may be used to model neurological disease and drug discovery. The use of 3D bioprinting platforms to generate and culture organoids can improve reproducibility to a certain extent and promote the standardization of protocols. Although 3D bioprinting has been used in many organoid platforms, it still has numerous challenges, such as precise construction, printing speed, and suitable biomaterials. First, there is a gap in scale between organoids and actual organs: organoids are only up to a few cubic millimeters in size, which is a million times smaller than actual organs. Second, the long duration of the current manufacturing process may lead to hypoxia related damage by interrupting the continuous supply of nutrients and oxygen levels in the culture system. In addition, a single vasculature is insufficient for organoid development in the later stages of 3D printing organoid culture. Third, although bioprinting technology can effectively control the precise arrangement of cells, a precise construct is still difficult to achieve. Although challenges remain in the bioprinting organoid field, printable bioink and bioprinting strategies will be further developed in the future. Biomaterials, cell and matrix components of organoids, and the scale of organoids is the same as that of an organ. With breakthroughs in bioprinting organoid technologies and microfluidic culture systems, these challenges will be overcome and 3D organ bioprinting will eventually be realized.




Organoid Biobanking and Ethical Concerns


Living Organoid Biobanks

For individualized cancer treatment, a bridge between clinical practice and translational research is urgently needed. Personalized therapies are based on the molecular and histopathological features of each patient’s tumor. In addition to traditional tissue and biomolecular-based biobanks, the establishment of a “living organism biobank” is receiving increasing attention, and one of its representatives is organoid biobanks. PDTOs can be passaged and cryopreserved, providing a chance to establish living biobanks with higher clinical relevance to the patients. PDO libraries allow in-depth investigation of tumor characteristics in vitro. Organoid biobanks, combined with drug sensitivity testing and next-generation sequencing, now support clinical decision-making and clinical trial performance analysis (Figure 3). Van de Wetering et al. first established a living colorectal cancer organoid biobank and described that the organoid culture platform can be exploited for genomic and functional research at the level of the individual patient (18). They provided detailed characterizations of a colorectal cancer biobank, including whole-exome sequencing, copy number analysis, histology and drug screening. Meanwhile, Geurts et al. described a cystic fibrosis intestinal organoid biobank, representing 664 patients (93). In addition, Fujii et al. generated a colorectal cancer organoid biobank that included 52 tumor subtypes and discovered that several organoids obtained new genetic mutations during passage, indicating that current research has not completely avoided the genetic instability of cancer organoids during long-term passage (94). These experimental results show the enormous potential of large-scale PDO biobanks that represent hereditary diseases. Sachs et al. established a living biobank of over 100 breast cancer organoid lines from a wide variety of primary and metastatic tumors (29). Moreover, they analyzed breast cancer organoids to characterize various profiles by large-scale sequencing and drug screening and generated a well-defined living biobank. These analyses ensured that the characteristics of breast cancer organoids were consistent with those of normal and tumor tissues from patients. These results indicated that PDO biobanks are more suitable for rare human cancer subtypes that are difficult to establish as immortalized cell lines. Yan et al. generated a gastric cancer organoid biobank derived from normal, dysplastic, cancer, and lymph node metastatic patients, and it retained different molecular subtypes (33). This biobank preserved features such paired tumor tissue germline DNA information, which is critical for future reference and prediction of patient responsiveness and sensitivity to anti-tumor treatments. Amieva et al. proposed a protocol to rapidly establish apical-out polarity and maintain the integrity and secretory function of epithelium (95). This protocol provides a tool for establishing a living gastrointestinal organoid biobank that can be used to study the impact of host-microbe interactions on epithelial function. Beato et al. established a living biobank of organoids from 15 patients with intraductal papillary mucinous neoplasms (IPMN) of the pancreas (96). These PDOs recapitulated the molecular and histopathological characteristics of the parental IPMN tumors, and the success rates for organoid generation from IPMN tumors and normal pancreatic tissues were similar to those of previous reports wherein the success rates were up to 80% and 87%, respectively (30, 31, 97–99). Jacob et al. reported the generation of patient-derived glioblastoma organoids that were suitable for constructing a biobank and modeling immunotherapy responses. With the complexity of cancer types dictates the outcome, the key advantage of these biobanks is that they provide cancer organoid cultures representing the complexity of different tumor subtypes. These cancer and normal organoids accurately reflect patient’s sensitivity to drugs and their tolerance to drug toxicity. An increasing number of cancer biobanks has been reported, but most of the existing organoid culture protocols are only suitable for epithelial carcinomas.




Figure 3 | Combination of living organoid biobank and databases improves cancer research and precision medicine. Patient-related data are available through the hospital information system and contain sensitive patient information that external researchers cannot access. Researchers who have obtained ethics committee approval can collect sample-related anonymous information from the biobank data management system, and obtain the organoid model and fresh frozen tissue from the biobanking infrastructure. Therefore, researchers can use organoid models for drug screening and testing chemotherapy response at the individual patient level. PDOX models, Patient-derived organoid xenograft models.



As we have described, only a few living tumor biobanks have been established by PDO technology, including colorectal cancer, breast cancer, gastric cancer and glioblastoma. In addition, fewer non-epithelial cancer-derived organoids have been established, such as glioblastoma (100) and childhood kidney cancers (34). Therefore, the generation of more organoid cultures from non-epithelial cancers should be promoted in the future. Based on the current status, more exploration should be performed to obtain living biobanks of rare tumor organoids. In addition, standardization of organoid production is needed to control the quality of PDOs, to improve the reproducibility and scalability, and to avoid the diversity of organoids. Based on the current research status, PDOs cannot fully recapitulate the natural characteristic of the parental tumor, which results in many uncertainties for the promotion of innovative clinical applications of living biobanks in the future.



Ethical Concerns of PDO Research

Although advances in 3D models allow for more complex products to be generated from human tissues, the progress of human organoids may be hindered by ethical concerns. Vasiliki Mollaki analyzed several serious challenges posed by organoid use and biobanking and provided many unique and profound insights to promote the healthy development of organoid research and application (101). He provided an in-depth discussion on ethical challenges in organoid use, which includes the source of stem cells, informed consent of cell donors, issues specific to brain organoids and multi-organoid complexes, gene editing, creation of chimeras, organoid transplantation, commercialization of organoids, patentability of organoids, treatment costs, issues of equity, misuse and dual use of organoids, and organoid biobanking (101). His main suggestion is the four-step approach to help increase the biomedical and social benefits of organoids: the first is related to existing regulations and guidelines, the second is related to special regulatory provisions, the third is public engagement and the fourth is continuous monitoring of rapid advancements.

Organoid biobanking and issues specific to brain organoids are our main concerns. As mentioned above, living organoid biobanking provides an important source for promoting the development of translational research. PDOs have an inevitable connection with the donor’s body, identity, and privacy, among others, which involves human rights issues of the donor, and should differ from the tissues and organs directly derived from the human body. However, there are no binding principles or legal norms defining the rights and duties of donors and biobankers. Organoids are also a technology and a tool; hence, with the increasing commercialization of human organoid-related products, more and more ethical challenges have begun to emerge, especially in drug development, preclinical prediction of patient drug responses, and toxicology testing (102). The conventional frameworks are inapt to capture the practical and ethical complexity of human organoid products. Lensink et al. indicates that commercialization of PDO biobanks raise challenges associated with commercial involvement, trust, and ownership (103). By conducting 21 semi-structured qualitative interviews, they indicated that academia, clinical care, biobanks and industry stakeholders do not belong to distinct domains, and suggest that participants should be regarded as “partner” rather than passive tissue or service providers. These efforts are aimed at establishing an ecosystem that maintains a sound balance between ongoing cooperation and a feasible and sustainable research climate, while making governance more responsible and fair. In addition, living organoid samples can be stored for a long time after being collected and cultivated, even longer than the lifespan of the donor, and follow-up research often fails to provide informed consent. At the current stage of organoid biobanking, there are no standardized and individualized informed consents that can cover all the specific concerns of donors, such as personal values and beliefs. Therefore, opt-out options should be available to allow donors to object to certain uses. In any case, the consent procedure is the central tenet of organoid biobank management to ensure the implementation of the principle of a voluntary and well-informed donation (101).

The ethical issues of special living biobank samples, such as brain organoids, should also draw our attention. The human brain organoid system has already been applied to modeling neurological diseases, including microcephaly, macrocephaly, autism, Miller-Dieker syndrome, Rett syndrome, Sandhoff disease, prenatal drug exposure, ZIKA virus infection, and neurodegenerative diseases (104). Trujillo et al. developed human cortical organoids to model early human brain network development and achieved complex oscillatory waves (105). Reardon et al. discussed the sentient states of brain organoids, and pointed out that a conscious brain should display a much more complex, unpredictable electrical activity than an unconscious one, which responds in simple and regular patterns (106, 107). Although brain organoids do not have neurological functions, these miniature organs constitute neural entities of human origin. Currently, most scientists and ethicists agree that consciousness has not been created; however, with the continuous advance of technologies, brain organoids may be induced to develop consciousness, sensation, and cognition, thus possessing characteristics related to human morality. Therefore, ethical stakes are much more complex than those of other organs. Hyun et al. provided their opinions on the ethics of brain organoids (108). They indicated that brain organoids lack the sensory inputs and a complex network structure and, thus, declared that peoples’ concerns about the moral status might be excessive. At the current stage of development, the degree at which brain organoids exhibit human consciousness is difficult to determine, and neuroscientists have not reached a consensus on the definition and measurement of consciousness. However, if the brain organoids could feel pain, the principles of animal welfare would be imposed at least. In addition, the informed consent still should be modified to prepare for the day when brain organoids will be conscious, because the existing informed consent does not reflect all possible connections between the cell donor and brain organoids. Boers et al. proposed a “consent for governance” model that includes privacy by design, participant engagement, benefit sharing and ethical oversight, which contributes to responsible innovation and clinical translation (102). Overall, conventional bioethical frames are inept in addressing the practical and ethical complexities of PDOs. Therefore, it is essential to develop binding legal norms that overcome most of the ethical dilemmas in this exciting field.




Discussion

Models of 3D tumor spheroids preserve cell-cell contact and cell-matrix interaction, present a more clinically relevant resistome and improve the success rate of drug screening (109). Studies have shown that the gene expression profiles of 3D cancer spheroids are different from 2D cultures, recapitulating various features in genes associated with proliferation, survival and drug sensitivity (110). Tumor spheroids embedded in ECM preserve most characteristics of cell biology associated with cell-matrix interrelations, including interaction with basement membranes and interstitial matrix (111, 112). Therefore, despite higher cost compared to 2D cell culture models, 3D tumor spheroids are popular for drug screening and response testing. Current 3D culture tumor models include organotypic multicellular spheroids (from tumor tissues), tumor-derived organoids (from dissociated tumor tissues) and multicellular tumor spheroids (from cancer cell lines) (113). Traditional spheroid culture models involve supplementation with B27, EGF, and FGFs. Organoid culture supplements depend on the type of tissue, and major supplements include the Wnt pathway agonist, RSPO1, nicotinamide, N-acetylcysteine, FGFs, noggin and molecule inhibitors (9, 66, 114–116). PDOs recapitulate the intercellular interactions and the characterizations of histology and enable long-term cultivation and stable passage (117). Therefore, PDOs mimic the genotype and phenotype of parental tumor and effectively retain patient-specific tumor heterogeneity, which make them superior to traditional spheroid models for drug screening. However, there are several disadvantages with PDO models that need to be overcome, including high cost and the potential effect of matrix on therapeutic responses. In addition, one main concern in cancer treatment is intra- and intertumoral heterogeneity (118), which can result in inaccurate decision-making and partial treatment benefits. Organoids derived from a portion of a tumor just match the genomic portrait of that particular tumor region, and may not represent the genome map of the entire tumor. Therefore, organoid assays of tumors in vitro should take the spatial tumor heterogeneity into consideration. In addition, owing to patient diversity and varying spheroid culture protocols, the outcome may vary by the laboratory. Culture protocols should be formulated that are specific and standardized for organoids derived from individual organs.

Although PDO models mimic some key aspects of human tumorigenesis, they cannot fully recapitulate the complicated structure of the TME. Tumorigenesis and drug resistance are not only driven by gene alterations in the tumor cells but are also affected by the components of the TME, such as blood vessels, neurons, fibroblasts and immune cells. First, immune system could be polarized to contribute to tumor development during progressive growth phase. Therefore, effort has been made to rejuvenate the anti-tumor immune response in organoid culture systems. Intestinal epithelial organoids have been co-cultured with lymphocytes and macrophages, and showed a significant dynamic movement and continued proliferation activity (75, 119).

As presented in the previous section, PDTOs can predict the response of cancer patients to chemotherapy. However, these studies have several limitations. First, owing to the lack of an integral microenvironment, organoid models cannot mimic immunotherapy and antiangiogenic therapy. Second major limitation of the current protocols for organoid culture is the inability to part with animal-derived Matrigel or collagens. These extracellular matrices contain undetermined extracellular components, which may unexpectedly modify biological cell behavior. Third, organ-on-a-chip organoids are suitable for studying the mechanism of tumor metastasis. However, multiorgan metastasis has not yet been achieved in organoid models. Additionally, current cancer organoid cultures do not replicate accurate mechanical control and physical manipulations that occur in vivo. Engineered extracellular matrix has been reported, which, however, still cannot meet the requirements of fully functional organoids (120).

Organoids are less expensive than mouse models, but they are relatively expensive compared to traditional cell line models. The time required to establish an organoid model is a few weeks which is less than that in animal models but is still longer than in cell line models. High-throughput assays are required to decrease the time and cost of organoid generation as well as the input material needed to establish the culture. In this regard, microfluidic 3D culture has generated spheroid-based organotypic culture devices. Organoid-on-a-chip is also a microfabricated microfluidic culture platform that combines extracellular matrix and microstructures to simulate one part of the cytoarchitecture and tissue function (42). However, the microfluidic system cannot replicate the interactions between the tumor and the immune network that occurs in situ and is required for an accurate prediction of immunotherapy response ex vivo. Moreover, although intestinal organoid fragments on hydrogel have been applied to manufacture organoid arrays (65, 121, 122), they are not adequate to provide fully automated organoid culture for high-throughput assays. Finally, the generation of organoids and other human tissue products leads to ethical challenges, including gift versus market systems especially during the commercialized exchange of organoids, and the awakening of consciousness in brain organoids.



Conclusion

Despite the remaining challenges, PDOs have a higher physiological and pathological relevance than traditional models, and human cancer organoid assays have great potential in guiding personalized therapies. Meanwhile, PDTOs allow to reliably preserve the molecular, cellular, and histopathological phenotypes of parental tumors and retain patient-specific tumor heterogeneity. Furthermore, organ-on-a-chip has been applied to organoids to accomplish physiological or pathological model systems that are closer to the state of the tissue in vivo. Future advancements in organoid technologies are anticipated to achieve a comprehensive cancer model system that recapitulates physiological conditions by integrating tumor parenchyma cells, vascular and immune cellular networks, and non-cellular TME. This robust model will provide a powerful tool for biomarker research, drug screening, and a more accurate prediction of therapeutic efficacy and eventually improve human health.
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The prospective severity assessment in animal experiments in the categories' non-recovery, mild, moderate, and severe is part of each approval process and serves to estimate the harm/benefit. Harms are essential for evaluating ethical justifiability, and on the other hand, they may represent confounders and effect modifiers within an experiment. Catalogs and guidelines provide a way to assess the experimental severity prospectively but are limited in adaptation due to their nature of representing particular examples without clear explanations of the assessment strategies. To provide more flexibility for current and future practices, we developed the modular Where-What-How (WWHow) concept, which applies findings from pre-clinical studies using surgical-induced pain models in mice and rats to provide a prospective severity assessment. The WWHow concept integrates intra-operative characteristics for predicting the maximum expected severity of surgical procedures. The assessed severity categorization is mainly congruent with examples in established catalogs; however, because the WWHow concept is based on anatomical location, detailed analysis of the tissue trauma and other intra-operative characteristics, it enables refinement actions, provides the basis for a fact-based dialogue with authority officials and other stakeholders, and helps to identify confounder factors of study findings.

Keywords: postoperative, surgery surgical procedures, severity assessment, rodents, prospective, mice, rats


INTRODUCTION

Pre-clinical animal research constitutes an essential part of several avenues to understand mechanisms and develop novel treatment options and strategies in diverse research fields. Although intense efforts are being made to replace and reduce animal experiments, they are not yet entirely dispensable. Depending on the research question, animal experimentation can be associated with harm, including pain, suffering, and distress for the animal. According to the Directive 2010/63/EU on the protection of animals used for scientific purposes, part of each application is the prospective evaluation of the severity assessment of each animal experiment in the categories of non-recovery, mild, moderate, or severe, allowing ethical consideration with respect to points weighting the likely harms to the animals against potential benefits of the planned experiments (harm/benefit analysis) (1). Therefore, researchers are required to classify the severity of every single intervention (e.g., surgical procedure, behavior test) and provide an ethical classification of the entire experiment. However, suitable categorization tools are still lacking. Besides a few reports addressing the severity classification (2, 3), three catalogs are available and widely accepted in Europe. The Berlin Animal Welfare officer catalog, named “Berlin catalog”, the EU Directive 2010/63/EU Annex VIII, called the “EU catalog” and the Swiss Federal office catalog named the “Swiss catalog” from here on (4–6). While catalogs are valuable for established interventions for which severity has been carefully evaluated in the past, they are of limited use for experiments with unknown/novel, unevaluated procedures. They can provide only rough indications of severity for comparable interventions. Furthermore, it is often not apparent which variables were used to classify individual interventions, and finally, the “nature of pain” is not sufficiently described. Nevertheless, the explicit description of the “nature of pain” is a requirement of the EU directive. Thus, a basic set of tools is needed for a prospective, transparent and objective severity assessment.

These much-needed tools should integrate the anatomical, physiological, and ethological (including evolutionary) traits of the animal species used and incorporate the specific intervention, enabling a precise, individualized prospective categorization.

The severity classification for weighing up an animal experiment is essential in many aspects. First, it allows the definition of humane endpoints and interventions to minimize the animal burden within the experiment. Second, it is of utmost importance for the experimenter to accurately predict the severity to identify direct and indirect consequences that may affect the scientific work. For example, inadequately treated pain has divergent effects, such as alterations in metabolism, hormonal imbalances (7) and psychological distress, which might also cause physiological coping mechanisms and, therefore potential confounders. Knowledge of the potential harms affects experimental design and study results. Finally, it helps to implement actions that directly or indirectly reduce the severity, maintain animal health and welfare, and minimize factors (e.g., confounder, effect modifier) related to the well-being of the individual animal, consequently increasing the quality of research.

Pain, suffering, and distress to the animal are difficult to objectify and have many different causes. The characterization of morphological tissue damage in combination with ethological parameters and methodological aspects can serve to objectify pain and suffering in surgical procedures to some extent, as they are quantifiable and interpretable parameters. For objective quantifiability, the required parameters must not be obtained purely by analogy to humans but from pre-clinical, experimental animal pain models. Over the past 25 years, several surgical pain models—primarily in rodents (rats and mice)—have been published to reveal underlying mechanisms of post-operative pain in humans (8, 9). The findings of these studies can be applied to improve clinical treatment options but also bidirectionally in animal welfare science. In our opinion, accurate knowledge of the possible pain modalities, their time courses, intensity, and localization, as well as the underlying mechanisms based on studies with pain models, can be used to provide a prospective severity assessment of surgical procedures in rodents used for scientific purposes.

Surgical interventions are ubiquitously used in rodent biomedical research for generating disease states, sampling tissue, implanting, or testing medical devices. However, it is worth pointing out that there is a specific manifestation of post-operative pain-related behavior in intensity and time dependence on the surgical characteristics (10–12).

We aimed to provide an easy-to-use concept based on intra-operative features, being orientated and adapted from different rodent models for surgically induced pain. The integration of intra-operative characteristics related to the surgical site (Where), tissue trauma (What), and methodological aspects (How) result in a method that is ready to understand, transparent in the approach, transferable to any laboratory, and applicable for any rodent surgical intervention. Thereby, the Where, What, and How (WWHow) concept enables an objective and customized prospective severity assessment of surgical interventions according to the EU directive (1).



METHODOLOGIES FOR THE WWHOW CONCEPT

A multidisciplinary and interprofessional group developed this concept with diverse interests and expertise in animal welfare research. These include medical professionals (veterinary and human), biologists, pre-clinical scientists, animal welfare-associated experts, and politicians (see individual affiliations). The WWHow concept is based on ordinal scales to integrate multidimensional variables into a score with an unknown interval property and relative rank of variables. Score summation for the categories “Where”, “What” and “How” gives the total score, which forms the trichotomous outcome with an ordering to the categories into mild, moderate, or severe, as suggested by the current EU directive (1). The categorization is according to the intra-operative characteristics of surgical interventions; therefore, an obvious prerequisite is to know the exact procedure.

We have chosen a score from 1 to 5 for the “Where” part and 1–9 for the “What” and “How” parts. These numbers are not mathematically consecutive; the scoring increases with the importance of the region, the size of the intervention and the duration of the surgical procedure, but not in calculative numbers, which means that a value of four does not mean double of two. The parameters considered in the establishment of the score are explained below. According to our definition, total scores between 4 and 9 points lead to a mild severity, 10–16 points belong to the moderate, and 17–23 points indicate a severe category. However, it should be borne in mind that the proposed concept is not a set of rules fixed for all time but should always be seen as a process of further development. In this context, the transition from numerical to the ordinal scale indicated here may well be modified based on future scientific results. Significantly, this categorization concept is based on one and not multiple surgical injury regions. Noteworthy, our concept is designed for mice and rats and should be adapted for other rodents.


Intra-Operative Characteristics


Anatomical Localization of the Surgical Procedure (“Where”)

The rodent body surface was divided into 11 general regions, spanning the dorsal and ventral bodyside, including three shared regions (tail, front and hind legs) (Figure 1). The classification was based on rats' and mice's general anatomy and myology (13–16). Scoring of each body region was based on two variables, (1) biomechanical functioning and (2) its involvement in rodent-specific maintenance and general behavior. Maintenance behaviors include necessary behaviors for preserving the body and social homeostases, such as drinking, feeding, grooming, social interaction, and nest building. In contrast, general behaviors refer to other movement-related activities, such as exploratory or miscellaneous activities (e.g., climbing, rearing). Therefore, maintenance behaviors are directly linked to animal survival and are more important than general activity when evaluating body regions.
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FIGURE 1. Schematic classification of the dorsal (A) and ventral (B) body surface into 11 different regions, indicated by name and particular biomechanical functions, e.g., movement or maintenance behaviors. The individual body regions are scored between 1 and 5 based on their relevance for the rodent physiological and maintenance. (The illustration was created by modifying images purchased in the PPT Drawing Toolkits-BIOLOGY Bundle from Motifolio, Inc.).


All extremities are involved in movement behaviors, including locomotion, balancing, rearing, grooming, and scratching. However, movement is usually not substantially restricted because rodents are quadrupeds and can compensate for the impairment, especially for an injury to the hind legs (16, 17). In contrast, unilateral injury to a front extremity leads to a more significant restriction. Here, the food intake and thus indirectly the maintenance behavior is affected. Therefore, on an ordinal scale, the hind legs are rated 1 and the front legs 2 because of their different effects on maintenance behavior.

The tail, neck, flanks, back, thorax, and abdomen are essential for general body stability in rest and under movement, including locomotion, grooming, and scratching. However, the proportion of these body regions in their function is to be weighed separately; thus, the tail, the neck, and the flanks are rated with a score of 2 because they are essential for the body's stability and posture, but they are not (or less) necessary for maintenance behavior. The back and the abdomen are rated 3. This is due to the fact that the back and the associated muscles are involved in the body's stability and movement behavior. The abdomen is also necessary for this behavior and forms the body cavity for various inner organs (13, 17). The thorax, scored with 4, is particularly important because it is essential for maintenance (breathing) and general behaviors. Respiration leads to a continuous thorax movement without compensation and/or avoidance opportunities for the rodent. Rodent ears and nose (including vibrissae/whiskers) detect sounds and olfactory cues to perceive environmental changes and provide essential social communication and orientation. Therefore, the ears are rated 2, and the nose/whisker region 3. For maintenance behavior and ensuring survival, water and food intake are necessary. For this, the ventral part of the skull is essential for water and food ingestion and is, therefore, to be rated with a score of 5. In contrast, the dorsal cranial and genital regions are rated with 1 because surgical interventions in these regions have less impact on rodent behaviors.



Tissue Trauma (“What”) Caused by Surgical Procedure (“How”)

Based on findings from surgical-induced pain models in rodents, the “What” of tissue trauma and the “How” in the form of surgical techniques, i.e., size of the injury, total surgery duration, and retraction duration, may influence the type, intensity, and time course of post-operative pain and, thus, the overall severity. Therefore, these different variables of the post-operative period were integrated to form another ordinal scale for the two remaining categories. In addition, mechanistic, anatomical, and morphological data were considered. The following describes the respective variables and their potential impact in detail.

Every surgical intervention causes typical tissue trauma, which must be described as detailed as possible when assessing post-operative severity. The correlation between tissue trauma characteristics and post-operative pain-related symptoms in well-characterized procedures can help to allow a more accurate prospective assessment of surgical severity in terms of pain modalities in future procedures. One of the most critical factors for the prospective estimation of surgical-induced severity in rodents is pain, which is measurable as non-evoked or evoked pain-related behavior to different modalities (18). In addition, pain modalities are measured in pre-clinical surgical rodent pain models over time (11, 19). These evidence-based trajectories provide another essential basis for a prospective severity assessment while also identifying mechanisms that underlie different pain modalities. For example, physiological changes, e.g., in sleep behavior or stress hormone levels, are caused by pain. However, these changes are assessed sporadically in pre-clinical animal pain research so that the concept is based exclusively on the observed post-operative pain behavior, which determines the score. Overall, detailed knowledge about different pain modalities is of enormous importance for further post-operative treatment recommendations.

Most surgical procedures start with a localized skin incision. Rodent skin is thin (25 μm) with 2 or 3 layers and loose (20, 21). Cutaneous incision injury directly activates peripheral nociceptive fibers (high-threshold) and causes hemorrhage and cell debris (22). Incisions of skin tissue during surgery represent a primary wound (23). In contrast to other types of wounds (secondary or tertiary), they are characterized by fresh, aseptic injuries that have smooth edges and are closed by suturing (23). The inflammatory processes are diverse and trigger a prolonged hypersensitivity to evoked mechanical and heat but not to cold stimuli (24), directly around the incision injury (primary area of hypersensitivity). The primary hypersensitivity reaches a maximum shortly after awakening from anesthesia and is steadily reduced in the course of primary wound healing (depending on incision dimension) (10, 11).

In contrast to primary hypersensitivity, driven by peripheral processes mainly in the injured tissue, secondary hypersensitivity is a central product only to mechanical stimuli in a larger area around the incisional wound (22, 25). Peripheral sensitized nociceptors contribute to the sensitization of spinal dorsal horn neurons, expanding their receptive fields and modulating their responsiveness (22, 26). These symptoms after skin incision may manifest in avoidance/guarding behavior (27). Generally, a pure skin incision is rated 1. The type and severity of behavioral changes depend on the surgical injury location (see “Where”) as well as on the size of the injury (see “How”). Avoidance behavior is characterized by reduced weight-bearing (protective behavior) of the affected area and possibly an altered gait pattern if body regions are injured that are important for movement (see “Where”) (19, 28, 29). If the traumatized region is not essential for rearing, grooming, scratching, or locomotion, observations to estimate severity are hampered and can usually only be assessed by specific behavioral tests or by interpolation of mechanistic data from rodents.

Furthermore, the incised skin, most surgical procedures involve manipulating the underlying muscles, such as creating subcutaneous cavities for implantation of mini-pumps, displaying blood vessels or nerves, or providing access to internal organs (see examples in the results part). Manipulation of the muscle layer ranges from blunt dissection or displacement (30) to muscle incision (31). Unlike displacement and blunt preparations, incision always results in hemorrhage, direct activation of nociceptive fibers, and a distinct inflammatory response triggered by hemorrhage and cellular debris. These processes lead to the release of diverse damage-associated mediators, reactive oxygen species, pro-inflammatory mediators, activate residents, and facilitate the migration of immune cells, thereby altering the local tissue pH and further signaling cascades, including nociceptor sensitization (10, 32). Compared to skin-only incision, these effects are massive and, thus, have a more pronounced influence on pain behavior (31), especially during muscle contraction for movement (33). In contrast, blunt dissection and displacement of the muscle layers are associated with a lower degree of hemorrhage or cells debris. In addition, temporary hypoxia and mechanical stretching of the muscle play an essential role, especially in a time-dependent manner. Here, too, an inflammatory process is initiated postoperatively and is less severe and shorter than in the case of muscle injury by incision (30). Due to different degrees of inflammatory responses caused by manipulation characteristics of muscle, displacing the muscle and/or blunt dissection is rated as 1 and the muscle incision as 2.

In addition to skin and muscle trauma, sensory nerve fiber tracts are often displaced, crushed, ligated, or lesioned in some surgical procedures (9, 34–36). Injuries of small cutaneous nerves play a minor role, whereas large nerve fiber tracts, such as the sciatic, femoral, intercostal, radial, or ulnar nerves with their direct branches (e.g., first branches of the sciatic nerve: tibial, peroneal, and sural nerve, see Figure 2) are more relevant. The grade of nerve injury can significantly affect the post-operative severity. Therefore, to assess the potential severity, it is essential to know whether and how nerve fibers tracts are injured, where and in which body regions the neuropathic pain symptoms can be expected. Nerve trauma during surgeries mainly involves partial damage to peripheral axons through blunt trauma, including crush, stretching, perineural inflammation, compression, and scar formation, with entrapment of sensory fibers and/or neuroma formation. In general, partial damage to sensory axons during surgery results in spontaneous activity, a lower activation threshold, and an enhanced response to a stimulus (37). Hyperesthesia can be ascribed to enhanced sensitivity of non-interrupted but injured axons associated with spontaneous ectopic discharges by increased ion channel expression along the axon. In addition, the inflammatory response may alter gene expression in the dorsal root ganglion, which increases the synthesis of peripheral receptors that sensitize nociceptors (38).


[image: Figure 2]
FIGURE 2. Classification chart for the prospective severity assessment for surgical procedures based on the WWHow concept. The surgical intervention is characterized in terms of “Where”, “What” and “How” and the corresponding scoring. The points are summed and calculated into a total score for the surgical intervention. The minimum score is 4; the maximum is 23. Procedures leading to a score between 4 and 9 result as mild, between 10 and 16 as moderate, and 17–23 points indicate a severe prospective severity assessment of the surgical procedure. (The illustration (“Where”) was created by modifying images purchased in the PPT Drawing Toolkits-BIOLOGY Bundle from Motifolio, Inc.).


The displacement of nerve tracts within the soft tissue results in minor pathological consequences and is rated as 1. However, inadequate anatomical knowledge, abnormalities, or surgical techniques that may result in a lesion during surgery are rated as 3. In this case, neuroplastic changes in the entire neuroaxis of pain are expected, resulting in possible nerve degeneration and thus an increased transition from acute to persistent post-surgical pain. Nerve ligation is graded lower than the lesion itself and therefore rated as 2.

Other scientific questions require surgical interventions involving mechanical distortion of bones. Mechanical bone distortion can range from craniotomy over laminectomy to experimental bone fractures. In addition, consideration must be given to which part of the skeleton is injured and to what extent is essential for maintenance behavior. Disturbing periosteum, cortical bone, or bone marrow can induce bone pain, depending on different pathological processes. This suggests that nociceptive fibers innervate all bone structural compartments (39–41). The periosteum has the highest density of fibers arranged as a mesh network, allowing detection of mechanical distortion (e.g., stretching of periosteum). Mechanical distortion, such as a fracture or drilling a hole, directly activates nociceptive fibers, but this depends on the surgical trauma extent. These traumas may be associated with a short-lasting sensation of sharp and localized pain experienced in the immediate recovery phase after anesthesia, followed by a more long-lasting dull, deep pain. Hours after bone trauma, osteoclasts, osteoblasts, and immune cells release pro-inflammatory mediators, creating an inflammatory environment close to the trauma, contributing to the peripheral sensitization processes. A distinction must be made regarding the stability of the bone injury. While removal of bone tissue (drilling a hole) and partial replacement (cranial window) represent stable injury, a fracture can be unstable. Due to the uniform nociceptive fiber bone distribution, the dimension of the bone injury is directly related to the activation. Since no direct studies address this question, we used the size of the bone damage as a parameter to generate a score. Bone trepanation is rated 1 (minimum), a craniotomy for implantation of a cranial window or a laminectomy is rated 2 (medium), and fractures are rated 3 (maximum) (Figure 2).



Characteristics of Surgical Intervention (“How”)

Surgical interventions contain various factors that can considerably influence the outcome and, consequently, the severity. In contrast to humans, only a few studies in surgical models exist on how intra-operative factors affect the severity in rodents. In total, three intra-operative factors have been identified for post-operative severity assessment in rodents; the size of the incision, the duration of the surgery, and the time of tissue retraction.

The dimension of the skin incision is directly related to the activation of cutaneous nociceptive fibers and resident immune cells, such as mast cells or δT cells (20, 21). Based on data from various surgical-induced pain models, a skin incision <5 mm is categorized as a 1, between 6 and 10 mm as a 2, and >10 mm as a 3. However, there are no specific data from animal studies describing the effect of incision size on pain behavior, especially since this information is given little or not at all in publication. Therefore, the data are taken from the description of the standardized post-operative pain models in rodents (8, 42, 43).

It is known from human studies that minimally invasive procedures reduce cutaneous hypersensitivity but do not contribute significantly to the overall reduction of post-operative pain (44, 45). This may be due to the minimally invasive procedure limiting the surgeon's vision and leading to additional tissue trauma (e.g., surgical neuropathy by nerve injury), directly impacting severity. Therefore, skin incision should be kept to a minimum, allowing the best performance of further surgical stages (17).

The second factor is the duration of a surgical procedure, which is related to the duration of the anesthesia, the resulting physiological changes, such as the local lack of oxygen in the injured tissue, loss of body temperature, and the inflammatory processes. Prolonged surgical duration is mainly associated with a more extensive or complex intervention. Therefore, three-time intervals were defined: Short interventions under 10 min [e.g., plantar incision models (43)] are rated 1, medium-length between 11 and 60 min (e.g., muscle retraction model, (30) are rated 2, and long duration surgeries over 60 min (e.g., thoracotomy models, (46) are rated 3.

The third factor is tissue retraction using surgical tools (forceps or retractors), which damage the tissue in several ways. Retraction of superficial tissues such as skin and muscles leads to oxygen deficiency, accompanied by tissue damage and even destruction (47). Also, nerve tracts can be displaced or lesioned with tissue retraction, resulting in increased inflammatory response (30). Potential manipulation of nerve tracts and undersupply by the retraction process are potentially time-dependent. Therefore, based on the characteristics of different surgical models in rodents, three-time intervals were defined, which differed in terms of post-operative outcomes and mechanisms. Retraction time from 1 to 10 min is rated 1, 11 to 60 min is rated 2, and over 60 min is rated 3 (see for examples “duration of surgery”).

Other intra-operative parameters have not yet been directly investigated in rodents. However, studies with surgical patients show that other interoperative factors like anesthetic technique, the surgical unit's experience, or open vs. laparoscopic are known (48).





EXEMPLARY APPLICATION OF THE WWHOW CONCEPT

Several exemplary surgical interventions are presented here to demonstrate the categorization according to the WWHow concept. The resulting prospective severity scores are explained in detail for each intervention. It is important to note that the data and values, e.g., for the incision size or the surgery duration, are based on published studies/protocols and may vary depending on the individual protocol. In addition, all surgical interventions described herein generally require adequate personal training for performance, aseptic techniques, potential ventilation, and intra-operative monitoring. Finally, all surgical interventions are performed under general anesthesia, potential analgetic regime, sterile, and in some cases, ventilated conditions (17).

First, we describe representative surgically-induced pain models in rodents, which address different intra-operative characteristics according to the WWHow concept. The pain-related behavior of these models performed without analgesia treatment is the subject of many studies in the pain field and thus represents a basis (“worst-case scenario”) necessary to predict the possible severity outcome of a surgical procedure. Next, common exemplary surgical interventions widely employed in biomedical research will be explained, categorized, and when available, the severity assessment of relevant catalogs is mentioned.


Surgical Models in Rodents


Incision Models

Skin incision is an intra-operative component of many surgical procedures. Accordingly, various models in rodents address this injury. These models differ mainly in the localization and dimension of the skin incision. The plantar incision model was established in the rat in 1996 and in the mouse in 2003 to study post-operative pain mechanistically (42, 43). The incision is made unilaterally on a hind paw, causing evoked pain-related behavior represented by hypersensitivity to mechanical and heat stimuli. In this model, a 1 cm longitudinal incision in rats, or a 0.5 cm in mice, of the glabrous skin and fascia in the plantar aspect of the hind paw under general anesthesia and sterile conditions is performed with a scalpel (no 11). Compresses stop the bleeding caused by the skin incision. The skin is closed with a mattress suture. The duration of the entire intervention is <10 min. Thus, after applying the WWHow concept for the category “Where”, 1 point, for “What” 1 point, and for “How” 3 points in rats, and 2 in mice because the different incision dimension (for the detailed calculation, see Figure 3 and Supplementary Figure 1A). This surgical intervention results in a total score of 5 points in rats and 4 points in mice, leading to the mild severity level categorization. Even if the incision size is different between mice and rats, this does not lead to a higher categorization (robustness to individual procedures) but may also depend on the animal's overall size.
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FIGURE 3. Detailed presentation of the scoring according to the WWHow concept of different pain models (A) and exemplary surgical interventions in biomedical research (B). The corresponding scoring is presented for each intra-operative parameter according to the WWHow concept. The individual factors are displayed pictographically for the “What” (blue shades) and “How” (magenta shades) categories according to the scoring. The total score is illustrated for each surgical intervention without any analgesia treatment and categorized into “mild” (green color, score 4–9), “moderate” (orange color, score 10–16), and “severe” (red color, score 17–23). On the right part of the figure, the severity assessment according to three widely used catalogs, namely the Swiss (Swiss symbol), the EU (EU symbol), and Berlin animal welfare (Brandenburger Tor symbol), are labeled in the corresponding colors if the interventions are listed there. The grading was represented by striped colors if a similar intervention was found. If no corresponding intervention was found in the catalogs, this position is white. 1Pogatzki and Raja (42); 2Buvanendran et al. (49); 3Duarte et al. (50); 4Brennan et al. (43); 5Kendall et al. (51); 6Flatters (30); 7Ho Kim and Mo Chung (52); 8Bennett and Xie (53); 9Decosterd and Woolf (54); 10Buvanendran et al. (46); 11Jimenez-Andrade et al. (55); 12Lu et al. (56); 13Ren et al. (57); 14Awsare et al. (58); 15Zieglowski et al. (59); 16Llovera et al. (60); 17Kyweriga et al. (61).


Changes in the intra-operative characteristics, e.g., incision dimension in “knee skin incision model” (49), enhanced the score (Figure 3). Skin-only incision as a procedure is not clearly categorized in any of the severity catalogs. By comparing the tissue trauma (from pre-clinical models), these are comparable to incisional wounds, skin, and ear biopsies. This type of injury is categorized as mild in all catalogs, but without considering the injury's location.

A change in the incised body region affects the total score, as in the “back hairy model” (50), although the tissue trauma is equal. Based on the available data, which have explicitly investigated post-operative pain behavior leads to medium persistence evoked pain-related behavior, which is represented by hypersensitivity to mechanical and heat stimuli around the incision wound.

Postoperatively, animals exhibit pain avoidance behavior, e.g., guarding the incised paw, limping (antalgic gait) during locomotion (19, 29, 31, 62), or spontaneous pain behavior [e.g., foot lifting (63), grimacing (64, 65)]. Additional manipulation of the underlying muscle tissue, whether by blunt dissection or incision, results in hemorrhage and exacerbates guarding behavior (31).



Surgical Nerve Injury Models

Nerve injury can be an intentional or unintentional element of a surgical procedure. Therefore, it is essential to distinguish which nerve was damaged and how. To what extent the manipulation of epidermal cutaneous nerve fibers influences the severity of surgical intervention has been poorly studied so far. Therefore, we will focus on manipulating nerve tracts because models exist for this purpose. For over three decades, rodent surgical-induced nerve injury models have been developed to study neuropathic pain's molecular, cellular, and circuit mechanisms (9, 34, 35). Typical neuropathic pain models manipulate the sciatic nerve and its three branches; the tibial, peroneal, and sural nerve. Skin incision and blunt preparation of the underlying biceps femoris muscle are necessary to display the sciatic nerve with their trifurcation and ligate or lesion it according to the particular model.

A concrete example is the spared nerve injury (SNI) model (54). In the SNI model, two of the three branches of the sciatic nerve are ligated and lesioned, leaving the sural nerve intact. The intervention has an approximate total duration of 15 min. Overall, the post-operative severity is categorized as moderate based on the total score of 12. (“Where”, 1 point, “What” 5 points, “How” 6 points, in total 12 points (for the detailed calculation, see Figure 3 and Supplementary Figure 1B). Pain symptoms in this model are evolving mechanical and cold hypersensitivity in the lateral area of the paw, which is innervated by the spared sural nerve. Axotomy denervates tibial and peroneal dermatomes of the hind paw, resulting in total loss of sensory perception (hypoaesthesia) motion control. Around the skin incision above the biceps femoris muscle develops primary hypersensitivity to mechanical and heat stimuli (comparable to skin incision models). In addition, guarding behavior and an antalgic gait can be observed due to the mechanical stimuli caused by the injury in the musculus biceps femoris in the acute post-operative period. Only the swiss catalog explicitly categorizes this model and other surgical nerve injury models as severe. Other surgical nerve injury models have equally moderate severity (52, 53). Other severity catalogs categorize these interventions only indirectly or not at all (Figure 3).

Next to manipulating the sciatic nerve, there are other possibilities in which nerve tracts can be damaged or injured. As in the “skin/muscle incision and retraction” model (30), displacing nerve tracts by soft tissue retraction does not result in direct nerve injury, but a prolonged pain-related behavior is presented. In addition, direct nerve damage can occur when nerves are mechanically compressed against rigid structures such as the bone. An example of this is the “thoracotomy with rib retraction (TRR)” model (46). Thoracotomies are necessary for various models to, e.g., study myocardial diseases, such as myocardial infarction or heart insufficiency. Practically, a relative to the body size of the rodent, large incision between the 4 and 5th ribs around 3–4 cm skin and an ~1.5 cm muscle and pleura incision are performed in the TRR rat model. The incision is likely to cause hemorrhage of both the skin and the muscle layer. A small self-retaining retractor opened the intercostal space for possible inner body interventions of 60 min. Because of retraction, intercostal nerves are lesioned by compression to rigid structures, here the ribs. The intervention has an approximate total duration of 90 min. Overall, the severity after awakening from anesthesia is categorized as severe based on the total score of 18 (“Where”, 4 points, “What” 6 points, and “How” 8 points, for the detailed calculation, see Figure 3 and Supplementary Figure 1A). The typical post-operative pain symptoms are similar to other surgical models involving nerve injury, especially non-evoked pain in the territory of the intercostal nerves. It has been shown that significant intraindividual differences exist in the intensity of pain-related behavior that is not due to the extent of nerve injury but to the complexity of the surgical intervention itself. The extent of post-operative rodent-specific and observable behaviors change after awakening from anesthesia has not yet been studied systematically and requires further investigation. Based on the findings from other pain models, it can be interpolated that the animals have restrictions in movement behavior (climbing, rearing, walking), which is caused by the surgical wound at the thorax region. The severe severity assessment by the WWHow-concept is in line with other severity catalogs (Figure 3).




Bone Injuries

In many biomedical experiments, manipulation of the skeletal system is a component, such as implanting catheters or optical fibers in spinal and supraspinal structures or generating a disease state. Orthopedic and fracture pain models are particularly worth mentioning here, as various have been developed and established recently (41).


Skull Trepanation and Craniotomies

Skull trepanation represents an essential technique in neuroscience to directly access the brain, whether for injection or implantation of optical fiber or infusion devices. Craniotomies are more invasive than trepanation and are necessary, for example, to implant a cranial window or multifiber devices into the brain. As an example, here, we determine the severity of a skull trepanation (60): The scalp is incised by scalpel dorsally between 0.5 and 1.5 cm, exposing the bregma and the relevant skull region. Muscles or nerve tracts are not present there. A hole is drilled into the skull; all bone layers are injured. However, the underlying dura mater is not traumatized. Stereotactic micro-injection is performed with a thin needle or glass capillary (usually 30G or smaller) through the dura mater after a scalp suture. A surgery duration from 10 to 60 min is plausible depending on the injection location, volume and injection speed, and reagent to be injected. Tissue retraction is not necessary or feasible. Thus, after applying the WWHow concept for the category “Where”, 1 point, for “What” 2 points, and for “How” 4 points (for the detailed calculation, Figure 3 and Supplementary Figure 1B). This surgical intervention results in a total score of 7 points (Figure 3), leading to the mild severity level categorization. Cutaneous mechanical and heat hypersensitivity is expected postoperatively (compared to plantar incision model), associated with localized bone pain around the trepanation. Because the dorsal side of the skull is not subjected to any other direct external mechanical stimulation, e.g., movement; bone pain, and the associated severity is relatively short and anatomically less relevant for the rodent and will decrease with healing (up to 2 days). Severity catalogs also classify skull trepanation as mild (Figure 3). Compared to trepanation, craniotomies usually do not differ in severity assessment, but the bone defect is larger (61). The extent to which such interventions impact severity has not yet been established. This increases the “What” score to 2 or 3, but the overall scoring (8–9) does not change the mild score.

Various models have been developed to mimic orthopedic surgery and bone fractures to study the consequences of skeletal surgery in a patient-oriented approach. Contrary to procedures on the skull, these are mainly performed on the bony locomotor apparatus and are associated with more significant bone trauma. For example, a 1 cm skin incision is prepared over the patella tendon in rats. The tendon is disengaged from the fascia, and, using a diamond drill, a 1.4 mm diameter and 0.5 mm deep hole with a total surgery duration of 5 min is performed (49). Applying the WWHow concept for the category “Where”, 1 point, for “What” 3 points, and for “How” 4 points are given (Figure 3). This surgical intervention results in a total score of 7 points (Figure 3), which leads to the categorization in the mild severity level. Cutaneous mechanical and heat hypersensitivity is expected postoperatively (compared to the plantar incision model), associated with localized bone pain around the holes. Changes in rodent-specific behavior, such as rearing and ambulation, are observed up to 3 days postoperatively. Swiss and the EU catalogs assign moderate to similar surgical interventions.




Laparotomic Interventions

Laparotomies are conducted to perform implantations, visceral organ harvesting, manipulating, or ectomies. A male mouse vasectomy (58) is described here as an example of a laparotomy procedure: The abdomen's left and right inguinal region is opened with an incision (<0.5 cm) underlying muscle layer. Next, the spermatic duct is ligated twice and dissected between the sutures. Finally, the muscle layer is closed by sutures, and the skin is restored with staples or sutured. Depending on the exact surgical procedure, such a procedure lasts <10 min with minimal tissue retraction using a small metal retractor. Thus, after applying the WWHow concept for the category “Where”, 3 points, for “What” 3 points, and for “How” 3 points (Figure 3 and Supplementary Figure 1B), resulting in a total score of 9 points, which leads to categorization in the mild severity level. This categorization is in line with the swiss catalog.

In contrast, an experimental model for laparotomy (51) totals in a score of 13 and would thus have a moderate severity score because of a larger skin and muscle incision (2 cm) (Figure 3 and Supplementary Figure 1A). Again, hemorrhage of both the skin and muscle layer must be expected. Cutaneous mechanical and heat hypersensitivity are expected postoperatively, directly around the suture up to 72 h. Rodent-specific behaviors, such as grooming and nesting, are reduced by laparotomy in the acute post-operative period (up to 36 h) because the abdominal muscles necessary for these behaviors are injured (66). Here is a difference in severity between the plantar incision and the experimental laparotomy model. The characteristics of the tissue trauma are similar. However, incision localization, size, and the prolonged surgery duration categorize the experimental laparotomy (13/23 p), in contrast to the planar incision (6/23 p), in the moderate severity category. A moderate severity level was also suggested in other severity catalogs (Figure 3).




DISCUSSION

The prospective severity assessment of an animal experiment is a significant component of experimental planning. It is mandatory to evaluate an experiment's ethical justifiability and knowledge gain (harm-benefit analysis) as stipulated in the Directive 2010/63/EU. Three main catalogs are available in the EU for prospective severity assessment and can provide rough guidance (4–6). However, in many cases, classifications in these catalogs are mainly expert and experience-based and only partly evidence-based. Furthermore, these catalogs are primarily lexicon-like, without giving the possibility of adaptation to the particular experiment. Consequently, we aimed to provide a conceptual framework, termed “WWHow-concept”, based on data from surgical-induced pain models in rodents and allows the determination of the severity categories (minor, medium, and severe) in a prospective, adaptable, and transparent manner.


Animal Welfare Science With the Help of Pain Models in Rodents?

In patient-oriented pain research, animal pain models are used to investigate the mechanisms of pain diseases or pain symptomatology. The most commonly used species to study pain are rats and mice (11, 35, 67). Using established rodent pain models provides a framework to objectively describe the “worst-case scenario” of animal well-being changes resulting from tissue damage and other interventions (8, 9, 12). This scenario can assist in defining a generally valid zero point for critically reviewing peri-operative refinement actions in terms of their impact. Notably, the available models address a wide range of different pain entities, ranging from acute substance irritation-related pain to tumor-related pain or inflammatory pain, to name a few (8, 34, 35). Behavioral tests are applied to measure the intensity and quality of the pain directly. Pain-related behavior tests in rodents are primarily performed without analgesia treatment. The underlying mechanisms of pain, or the developments of new analgesic compounds, are the scientific question of many studies in this field (34, 35). Notably, the thorough investigation of diverse aspects of the pain-related behavior in the different models (68–70) provides an essential prerequisite for the development and characterization of new analgesic targets. The available results simulate a worst-case scenario in which the direct effect of various pain modalities on the rodent is documented in a time-dependent manner under standardized laboratory conditions. Our approach did not require any additional animal experiments.



The WWHow Concept—A Chance for Prospective Severity Assessment?

We propose a categorized, easily understandable, and applicable, transparent approach for a prospective severity assessment of rodent surgical interventions, which relates to the specific anatomy and behavior and biomechanical properties. The localization of surgical intervention and the associated influence on pain nature and well-being are enormous (66, 67). This has been shown in many rodent studies with surgically-induced pain models and the investigation of rodent-specific behaviors, such as grooming (66), burrowing (71) or nest building (72, 73). Based on the surgical intervention site, specific tissue traumas are associated with developing different pain natures, their intensity, and duration. The underlying mechanisms are reported in many studies, depending on the respective tissue trauma, and, thus, provide the basis to prospectively name the occurring types of pain in terms of duration, intensity, and localization in an evidence-based manner (10). Knowledge about the effects of surgical interventions in rodents will help avoid scientifically incorrect and potentially fatal analogies from humans to rodents.



Comparison With Severity Catalogs

This approach has several advantages compared to the most commonly used severity catalogs (Figure 3). Catalogs list and describe surgical interventions with varying levels of detail and simply categorize the severity assessment without further explanation. It is, therefore, challenging to extrapolate individual or non-listed models based on the catalog considerations. The WWHow severity categorization is transparent, adaptable, and based on considerations (Where, What, How), not represented in other guidelines or catalogs.

Severity catalogs provide a valuable resource for the researcher and the regulatory/ permitting agency to categorize the severity. This is in a first step, a prospective process. Catalogs can only be considered a collection of different interventions and, thus, represent a first rough orientation aid, which must be supplemented in each case by an individual assessment, which is also required in the EU directive. The score presented here with the WWHow concept represents a module, based on intra-operative characteristics, estimates the maximum severity without analgesic treatment to be expected prospectively.

Moreover, in contrast to the catalogs, transparency is highly increased. It was possible to directly compare several interventions with severity catalogs and the WWHow concept. Critically, except for the EU catalog, it is not apparent whether or which analgesia regime was or was not considered in the other two catalogs. For laparotomy procedures, as well as for thoracotomy, the same categorization could be found. There were differences in the stable femur fracture, whereby an exact comparison between the surgical model and the description from the catalog was only possible to a limited extent. In addition, vasectomy was classified as moderate by both the Swiss and Berlin catalogs, whereas the application of the WWHow concept prospectively predicts mild severity. Additionally, empirical findings from, e.g., score sheet evaluation (59) and/or behavioral testing, home cage monitoring (74) show that the prospective severity score may be overestimated from a retrospective point of view, but this could be case dependent and not generalized. Corresponding detailed prospective and retropspective studies would enable clearer evidence.

It should be noted that vasectomy, according to the WWHow concept, can also be classified as moderate if other surgical protocols are used. This fact underlines the potential of the modular construction of this severity assessment using the WWHow concept, which is the separate consideration of each intervention as required by the EU Directive. Differences between the WWHow concept and the catalogs were in the surgical-induced neuropathic pain models, which are concretely assessed only in the Swiss catalog. In the other catalogs, no corresponding interventions could be indexed. All three neuropathic pain models (Figure 3) are classified as moderate by the WWHow concept.

In contrast, the Swiss catalog classifies them as severe. The classification with the WWHow concept shows that the severity is mainly determined by the nerve injury, which is distinct across the models. While in the “spinal nerve ligation” and “chronic constriction injury” models, there is ligation of the entire sciatic nerve, in the “spared nerve injury” model, there is a transaction of two sciatic nerve branches. Both procedures cause different (location and duration) pain symptoms, reflected by the WWHow concept. The Swiss catalog does not differentiate here, and the user cannot understand the classification due to a lack of transparency. However, knowing what tissue trauma looks like and how it occurs is needed to address prospective refinement actions that can potentially minimize severity directly. In addition, this knowledge can contribute to a fact-based dialogue with authority officials and other stakeholders. Importantly, future publications, harboring surgical interventions, should consider the WWHow concept for validation thereby not only confirming the scoring concept but also allowing the expansion of methods in this technically fast growing scientific century.



Limitations

This concept is based on surgical interventions—the procedure itself. The influence of the rodent strain, genetic manipulation effects, potential sex or age differences are not considered (27). Similarly, preoperative factors as particular treatments or behavioral-test induced stress or housing factors are not considered (11). Therefore, it is essential to strengthening the fact that the WWHow concept is applicable solely for surgical interventions as one part of a whole experimental procedure. Other experimental parts like behavioral tests, particular pre-treatments, and post-operative investigations must be considered separately to categorize an entire animal experiment.



Outlook

The WWHow concept may serve as a core module and should be included in future prospective studies. Moreover, the concept constitues a basis for further categorization attempts to enable the transparent, adaptable, and prospective categorization of various animal experimental procedures and thereby enable their refinement. In the future, it would be helpful to establish concepts for classifying animal tests that include behavioral tests as such and in combination with specific treatment options. Moreover, due to the existing knowledge gaps mentioned in the limitations, the scoring system presented here is initially a first conceptional framework that should be regularly updated and expanded. In addition, the WWHow concept provides the basis for the development of recommendations for anesthetic and analgesic management and the preparation of experiment-related score sheets to evaluate actual severity concerning peri-operative characteristics. Thereby, our concept not only constitutes an accessible and broadly usable scoring system, it also present a system with potential for refinement strategies.
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The zebrafish (Danio rerio) is an important model organism in the study of the neurobiological basis of human mental disorders. Yet the utility of this species is limited by the quality of the phenotypical characterization tools available. Here, we present a complex testing environment for the quantification of explorative behavior in adult zebrafish, the zebrafish Multivariate Concentric Square Field™ (zMCSF), adapted from the rodent equivalent that has been used in > 40 studies. The apparatus consists of a central open area which is surrounded by a dark corner with a roof (DCR), corridors, and an inclined ramp. These areas differ in illumination, water depth, and are sheltered or exposed to different degrees. We quantified behavior of male and female wild-caught and AB strain zebrafish in the zMCSF (day 1) and cross-validated these results using the novel tank diving test (NTDT) (day 2). To assess the effect of repeated testing, AB zebrafish we tested a second time in both tests 1 week later (on days 7 and 8). We detected strong differences between the strains, with wild zebrafish swimming faster and spending more time in the corridors and on the ramp, while they avoided the open area in the center. AB zebrafish were less hesitant to enter the center but avoided the ramp, and often left one or more zones unexplored. No major sex differences in exploratory behavior were detected in either strain, except for a slightly higher velocity of AB males which has been reported before. Importantly, the zMCSF was largely resilient to repeated testing. The diving test revealed only one difference confined to one sex; wild females paid more visits to the top third than AB females. In isolation, this finding could lead to the conclusion that wild zebrafish are more risk-taking, which is incorrect given this strain’s avoidance of open areas. To conclude, our results suggest that the zMCSF presents a sophisticated behavioral tool that can distinguish between different magnitudes and types of risk, allowing the user to create an intricate behavioral profile of individual adult zebrafish.

Keywords: anxiety-related behavior, behavioral test, explorative behavior, locomotory activity, novel tank diving test, risk-taking


INTRODUCTION

Knowledge of the local environment can entail important advantages for animals, both in terms of survival and reproduction. When placed in an unfamiliar environment, animals strategically explore their novel surroundings to locate food, water and hiding places, and to assess whether conspecific competitors or predators are present (Winkler and Leisler, 1999). In many species ranging from rats to ants, exploratory behavior is structured around a familiar “home base,” a location (often close to a wall or corner) in which the animal spends a disproportional amount of time and from which it makes round trips in different directions (Eilam and Golani, 1989; Collett and Zeil, 2018). If the animal encounters novel objects or structures these may be investigated, manipulated or avoided (Belzung and Lepape, 1994). Defensive behaviors such as hiding and freezing (Walsh and Cummins, 1976) and scanning head movements (Dingemanse et al., 2002) occur more readily in a novel environment.

Certain aspects of exploratory behavior can be measured using classical behavioral tests (Hanell and Marklund, 2014; Stewart et al., 2014), including home base behavior (Eilam and Golani, 1989; Stewart et al., 2010) and avoidance of brightly illuminated open spaces or elevated platforms (Rodgers, 1997). Other aspects remain concealed by the simplicity of the apparatus’ design. First, limited physical structure means that the whole apparatus can be overseen from one or more positions, which reduces the appropriateness of flight and risk assessment behaviors such as scanning head movements or “corner runs” [fast movement from one shelter to the next through an exposed space (Blanchard and Blanchard, 1989)]. In such an environment there is furthermore less novelty, which is rewarding in itself (Kakade and Dayan, 2002) and provides an incentive for exploration. Second, in classical tests the decision between safety and exploration is often binary (e.g., wall vs. center, open vs. closed arm), and the animal’s choice away from safety automatically assumes a choice for exploration. This while shelter seeking, roaming around in an area of relative safety, and actively seeking novelty may be considered different choices. Indeed, classical tests often represent only one type of risk (Hanell and Marklund, 2014; Stewart et al., 2014), whereas in nature the animal may need to balance risks of different kind and magnitude against each other. A final drawback of many classical tests is that animals often habituate to the novelty offered in the same test (Rodgers, 1997) and even generalize experiences from one test to another in a test battery (McIlwain et al., 2001; Blokland et al., 2012). Therefore, classical tests are less suitable for experimental designs that involve repeated testing of the same individuals. Taken together, the above considerations led to the development of a novel test apparatus for rodents, the Multivariate Concentric Square Field™ (MCSF; Meyerson et al., 2006; Roman and Colombo, 2009).

The zebrafish (Danio rerio) continues to increase in popularity as a model organism (Kalueff et al., 2014; Gerlai, 2020). Classical behavioral tests have already been translated to this species, including the open field (Stewart et al., 2012), light/dark (Maximino et al., 2010), and plus maze (Varga et al., 2018) tests, in addition to the highly used novel tank diving test (NTDT) (Levin et al., 2007). In the current study we adapted the standardized MCSF arena for rodent behavioral profiling, the MCSF, to zebrafish (zMCSF) (Bikovski et al., 2020). The apparatus consists of a central open area which is surrounded by a dark corner with a roof (DCR), corridors, and an inclined ramp. These areas differ in illumination and water depth, are sheltered or exposed to different degrees, and the arena cannot be overseen from any of these areas. This design offers the fish a free choice between several alternative locations of different quality in terms of risk and safety, while also providing an incentive for exploration. This generates a comprehensive and detailed behavioral profile of an individual zebrafish within a single behavioral test (Bikovski et al., 2020), while avoiding carry-over effects common to many test batteries (McIlwain et al., 2001).

In rodents, the sheltered dark corner room (DCR) is considered a safe and the elevated and illuminated bridge a risky area, based on the observations from pup retrieval, food hoarding and shelter seeking behaviors (Meyerson et al., 2006). The most central area of the MCSF, i.e., the central circle, is avoided by rats and they pass it at greater speed than neighboring areas (Meyerson et al., 2006). Moreover, administration of the benzodiazepine diazepam or alcohol increases the duration of visits to the MCSF center (Meyerson et al., 2013; Karlsson and Roman, 2016), suggesting that also this area is perceived as relatively risky, similar to the center of an open field (Momeni et al., 2014). In areas leading up to the elevated and illuminated bridge (slope and bridge entrance) stretched attend postures are most often observed (Augustsson and Meyerson, 2004; Meyerson et al., 2013), therefore these areas have been suggested as areas for risk assessment (Macintosh and Grant, 1963; Rodgers et al., 1999). Finally, the corridors act as semi-sheltered transit zones for entering the different areas of the arena (Augustsson and Meyerson, 2004; Roman and Colombo, 2009). In several rodent studies published so far, the MCSF has been used alongside classical tests such as the open field or elevated plus maze. This has not only provided important cross-validation, the MCSF has also repeatedly picked up on effects that were not registered by traditional tests (Birgner et al., 2010; Roman et al., 2012), such as the effect of low doses of the benzodiazepine diazepam not detected in the elevated plus maze (Meyerson et al., 2013).

The zMCSF has previously been optimized regarding the dimensions of the arena (Roman et al., 2016, 2018; Bikovski et al., 2020). Herein we optimized the zone settings and highlight strain differences between AB and wild zebrafish, test for sex differences within strains and report the effect of repeated testing in AB zebrafish. We also tested the same individuals in the NTDT, which gives further clues to the interpretation of the zones in the zMCSF. We compare exploratory behavior in the zMCSF to published studies that used classical tests to measure the effects of repeated testing, strain and sex. Finally, we evaluate similarities and differences between how zebrafish, mice and rat behave in the MCSF, and ask whether laboratory animals of these species show similar differences in explorative behavior and behavioral profiles.



MATERIALS AND METHODS


Animals and Housing

Experiments took place at the Department of Neuroscience, located at the Biomedical Center, Uppsala University in Sweden in September and October 2017. Ethical approval for the use of animals was given by the Uppsala Regional Animal Ethical Committee (permit C55/13), following the guidelines of the Swedish Legislation on Animal Experimentation (Animal Welfare Act SFS1998:56) and the European Union Directive on the Protection of Animals Used for Scientific Purposes (Directive 2010/63/EU).

In the current study, a total of 73 zebrafish were involved in behavioral testing; 13 females and 17 males of the AB strain, and 21 females and 22 males of the “wild” strain, i.e., offspring of wild-caught fish. Adult AB zebrafish (d.o.b. October 2015) were obtained from SciLifeLab (Evolutionary Biology Centre, Uppsala University) and transferred to the Department of Neuroscience. The wild-caught strain was collected from the river Ichamati (approximately 70 km from Calcutta), bred in ponds, and the resulting offspring were transferred as adults to the Department of Neuroscience where they were kept in two large, aerated aquaria (200 L). The lab-raised F1 offspring (d.o.b. April 2016) from the wild-caught individuals were included in this experiment, and will hereafter be referred to as “wild zebrafish.” Hence all animals were adults at the time of testing; the AB zebrafish were 23 months and the wild strain was 18 months of age.

Experimental animals were kept in 9.5L tanks in a stand-alone rack system (Aquaneering, San Diego, United States) that was maintained at 27 ± 1.5°C with a photoperiod of 14L:10D (lights on at 07:00 AM). The aquarium system contained a particular filter pad (exchanged weekly), a fluidized bed biological filter, carbon filters and an ultraviolet sterilizer. Fish tanks were supplied with recirculating copper-free Uppsala municipal tap water of which 10% was exchanged daily. Alkalinity (66–119, median 87 mmol L–1), conductivity (34–48, median 40 mS m–1) and pH (8.2–8.5, median 8.4) were monitored daily. Animals were fed twice daily with flakes (tropical energy food, Aquatic Nature, Roeslare, Belgium) and Artemia brine shrimp (Argentemia Platinum Grade 0, Argent Aquaculture, Redmond, United States).


Visual Implant Elastomer Tagging

Two weeks prior to the first behavioral test, AB zebrafish were anesthetized with tricaine (Sigma-Aldrich, Sweden) and injected with a visual implant elastomer (VIE) tag (Northwest Marine Technology, Anacortes, United States) using two colors at four possible tagging positions (Hohn and Petrie-Hanson, 2013). After recovery from the anesthetic, animals were placed in same sex groups of 6–12 individuals in 2.8 L tanks, allowing for unique tags within each tank and creating smaller groups that could be tested within one session. The wild zebrafish were not tagged but were also placed in small same sex groups.




Behavioral Test Procedures

AB zebrafish were tested twice in the zMCSF test (on experimental days 1 and 7; Run 1 and 2, respectively), and twice in the NTDT (on days 2 and 8; Run 1 and 2, respectively). Wild zebrafish were tested once in each test (zMCSF on day 1 and NTDT on day 2). The morning feed was provided at least 30 min before behavioral tests were performed. None of the zebrafish used in this experiment had any previous experience of behavioral testing. All behavioral tests took place in a separate room located inside the aquarium room. The experimenter was not present or visible during video recordings. Male groups were tested before female groups, to minimize confounding effects of pheromones from ovulating females. Between trials, testing arenas were sprayed with ethanol (96%), rinsed twice with water and refilled.


The zebrafish Multivariate Concentric Square Field Test

The zMCSF consisted of a square aquarium (30 × 30 × 25.8 cm, water depth 10 cm) filled with 8 L pre-heated copper-free Uppsala municipal tap water (23 ± 2°C) and containing three objects; a roof, a corridor and a ramp, which were placed around the walls thereby surrounding a central open area (Figure 1A, blueprints provided in Supplementary Figure 1). These objects created 12 zones (Figure 1B): a dark corner with a roof (DCR), a semi-sheltered area consisting of two corridors (CORR1 and CORR2) and a corner (CORN), an inclined ramp leading from high to low water depth (RAMP1-4), a central square consisting of an central circle (CIRC) and the remnant of the central square (CENT) and finally the remaining floor area that did not belong to any of the other zones (REST). An infrared backlight (Noldus, Wageningen, the Netherlands) was placed under the zMCSF arena and an infrared camera (JVC SuperLoLux, Yokohama, Japan) on the ceiling to record the movement of the fish in the arena. The aquarium was made out of 7.5 mm thick transparent Perspex while the ramp consisted of 2 mm transparent perspex. The roof and corridors were composed of infrared transparent plastic, which appears untransparent to the fish but enables infrared video recording of the animal in these areas. Stainless steel pillars kept the DCR and corridors in place. Two photographic lights (Walimex daylight 1000, the Hague, the Netherlands) provided ambient lighting of 0.46 Lux (Lux meter, Fisher Scientific Ltd., Uppsala, Sweden).


[image: image]

FIGURE 1. The zMCSF testing arena. (A) 3D model of the zMCSF arena, created with FreeCAD software (Riegel et al., 2017). The zMCSF contains a dark corner roof (DCR), two walls building a corridor and corner, and an inclined ramp creating decreasing water depth, all of which surround a central open area. For exact measurements see Supplementary Material. (B) Virtual division of zones in the arena, as seen from above, used for tracking in Ethovision XT15 (Noldus, Wageningen, Netherlands).


Zebrafish were netted out of their 2.8 L housing tank, transferred in a 500 mL beaker, and released in the zMCSF arena at the START zone (Figure 1B). Videos were recorded with Ethovision XT12 (Noldus, Wageningen, the Netherlands), with recording starting 2 s after the fish was detected in the arena and lasting for 30 min. Thereafter, the fish was transferred to a 1.8 L tank where it was kept until all fish from its home tank were tested, and the group was reunited in the home tank.

Using Ethovision XT15 (Noldus, Wageningen, the Netherlands) we manually assessed all tracks for any tracking errors caused by reflections and extracted six variables from the videos. For the whole arena we extracted duration in arena (only used to check data integrity), total distance moved (cm) and average velocity (cm s–1). For each zone, we extracted the cumulative duration (s) in zone, frequency of zone visits and latency (s) until first entry into zone. For the REST zone only the duration (s) in this zone could be extracted. From these variables, we derived five more ethologically relevant variables, following analyses of MCSF tests in rodents (Augustsson and Meyerson, 2004; Meyerson et al., 2013). Total activity (abbreviated as “Totact”) was calculated as the sum of all zone frequencies (entries). Average duration per visit (s) was calculated as the total duration in zone divided by the frequency of visits to that zone. Frequency (%), the percentage of visits to a zone, was computed as the frequency of visits to that zone divided by total activity. The zone in which the fish spent the longest cumulative duration was defined as the individual’s home base (Eilam and Golani, 1989). Using the latency (s) variable, we derived the number of zones entered by the fish, and if the fish had explored all zones (“fully explored,” a binary variable). Finally, these same variables were extracted from Ethovision in “minute bins,” allowing for analyses over time.



The Novel Tank Diving Test

We followed the original description of the NTDT (Levin et al., 2007), with minor modifications. Video recordings were made using the same equipment as outlined in section “The zebrafish Multivariate Concentric Square Field Test,” now placing the infrared light board behind the arena and filming the arenas from the side. We used a 1.8 L zebrafish housing system tank as an arena (LxWxD 26 × 5 × 12 cm; ZT180, Aquaneering, San Diego, United States) filled with 1.75 L pre-heated copper-free Uppsala municipal tap water (23 ± 2°C). The arena was horizontally divided into three zones of equal height (4 cm): the bottom (BOT), middle (MID), and top zone (TOP). An open shelving system (IVAR, IKEA, Sweden) allowed for simultaneous recording of up to eight arenas. The short sides of each tank were covered with white plastic film to prevent the fish from seeing into the neighboring tank. Each NTDT trial lasted 15 min, after which the fish was placed back in its home tank. We extracted the same variables from the video tracking software as described for the zMCSF (see section “The zebrafish Multivariate Concentric Square Field Test”).




Statistical Analyses

All statistical analyses were carried out in R statistical computing software version 4.0.2 (R_Core_Team, 2020) with added packages “lmer” (Bates et al., 2015), “emmeans” (Lenth, 2020), “bestNormalize” (Peterson and Cavanaugh, 2019), “ggplot2” (Wickham, 2016), “pals” (Wright, 2019) and “ggalluvial” (Brunson and Read, 2020). The data was split up into two datasets, since the experimental design was not fully factorial (i.e., there was no Run 2 for the wild zebrafish). The “retested dataset” contained the data from all tests on the AB zebrafish, while the “strain dataset” contained the data from both strains on the first testing occasion. We first explored the data by conducting a principal component analysis (PCA) on each dataset, using the “prcomp” function with scaling and centering of variables.


Strain and Sex Differences

To evaluate the effect of Strain and Sex on total distance moved (cm) and mean velocity (cm s–1), we computed two-way ANOVAs with main effects of Strain (AB or wild) and Sex plus the interaction effect. Total activity was modeled with a generalized linear model (GLM) with a negative binomial error distribution, using the same explanatory variables. For zone specific variables total duration (s), average duration per visit (s) and latency (s) a linear mixed-effects model (LMM) was constructed with fixed effects of Zone, Strain, Run and Sex and their interactions and a random intercept of Individual. Latency was transformed using an ordered quantile normalization (“orderNorm” function), a rank-based procedure, suggested by the “bestNormalize” function (both functions are part of the “bestNormalize” package). For count variables frequency and frequency (%) we computed a negative binomial generalized linear mixed-effects model (GLMM), with the same fixed and random effects, after a Poisson GLMM proved to suffer from overdispersion. For all models, post hoc pairwise comparisons with Bonferroni correction for multiple testing were computed using the “emmeans” function.

To evaluate the home base behavior of AB vs. wild zebrafish, we constructed a Poisson GLM with the number of zones explored as a response variable and Strain, Sex and their interaction as explanatory variables. In addition, a binomial GLM with the same explanatory variables was performed on the binary variable indicating whether all zones had been visited.



Effect of Repeated Testing

For arena wide variables total distance moved (cm) and mean velocity (cm s–1) in the retesting dataset, we constructed two linear mixed effects models (LMM) with fixed effects of Run (1 or 2) and Sex (female or male) and their interaction, and a random intercept of Individual. Total activity was modeled using a GLMM with negative binomial error distribution with the same explanatory variables. To test for an effect of retesting on zone specific variables total duration (s), average duration per visit (s), frequency, frequency (%) and latency (s) we constructed similar (G)LMMs as described in section “Strain and Sex Differences,” but the fixed effect of Strain was exchanged for a fixed effect of Run.

We calculated consistency repeatability between Run 1 and 2 as the intraclass Pearson’s correlation coefficient (ICC) per zone, variable and group (Sokal and Rohlf, 1995; Nakagawa and Schielzeth, 2010) using the “cor.test” function. Total duration (s) and average duration per visit (s) were log transformed while for variable latency (s) an ordered quantile normalizing transformation was applied (orderNorm’ function). To assess the relationships between zones (e.g., did individuals that spent more time in the DCR also spent less time in the RAMP?), we created five correlation matrices per Strain and Run (i.e., AB Run 1, AB Run 2 or wild zebrafish), one for each of the five zone-related variables, using the “chart.Correlation” function from the package “PerformanceAnalytics” with logarithmic transformations of the same variables as for the repeatability correlations.

To assess whether more zones were explored in the second run, we constructed a generalized linear model with Poisson error distribution (Poisson GLM) using the number of zones explored as a response variable and Run, Sex and their interaction as explanatory variables. Finally, a binomial GLM with the same explanatory variables was performed on the fully explored variable (binary variable).



Behavior in the Novel Tank Diving Test

The NTDT variables were assessed for effects of Strain, Sex and Run in the same fashion as the zMCSF variables, as described in sections “Strain and Sex Differences” and “Effect of Repeated Testing” Home base behavior was not assessed in the NTDT, since most animals spent the longest duration in the bottom zone.





RESULTS


Principal Component Analysis

Our initial PCA on the variables from the zMCSF revealed largely overlapping distributions of the two sexes within the same strain, while AB fish only partially overlapped with the wild strain (Figure 2A). The loading plot showed a clear separation of test variables (Figure 2B). The DCR, the CENT/CIRC and the RAMP variables all fell on the PC1 axis yet at distinct values, suggesting that these represent different magnitudes of exploration/avoidance. The corridor variables (CORR1-CORN-CORR2, hereafter CORRS) were located at a distinct position on the PC2 axis, which appeared to be related to locomotory activity.
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FIGURE 2. Principal component analysis (PCA) of the behavior from the zMCSF for wild and AB zebrafish (for AB zebrafish, only Run 1 is included here). Scatterplots of (A) individual scores on PC2 and PC1 (score plot) and (B) variable loadings on PC2 and PC1 (loading plot). CENT, center; CIRC, central circle; CORN, corner; CORR, corridor; DCR, dark corner roof; REST, the part of the arena not designated to any other zone; Dur, duration in zone (s); Durfreq, average duration per visit (s); Freq, frequency; Freqperc, frequency divided by the total number of zone entries to all zones (%); V, mean velocity in the arena (cm s–1).




Behavior of Female and Male AB and Wild Zebrafish in the zebrafish Multivariate Concentric Square Field


Locomotory Activity in the zebrafish Multivariate Concentric Square Field

Wild zebrafish moved longer distances than AB [LMM, F(1, 69) = 13.263, p < 0.001; Table 1, Supplementary Tables 1, 2, and Figure 3A], at higher velocity [ANOVA, F(1, 69) = 14.010, p < 0.001; Figure 3B] while the number of zone entries (total activity) was equal between the strains [Negative binomial GLM, χ2(1, 69) = 1.326, p = 0.250; Figure 3C]. There was a tendency for a main effect of Sex on distance moved, with males of both strains moving marginally longer distances than females [LMM, F(1, 69) = 3.226, p = 0.077; Table 1, Supplementary Table 1, and Figure 3A].


TABLE 1. Pairwise comparisons between strains and sexes in the zones of the zMCSF in AB and wild (W) zebrafish, separating males and females.
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FIGURE 3. Behavior in the zMCSF test. Locomotory activity variables (A) total distance moved (cm), (B) average velocity (cm s– 1) and (C) total activity (sum of all zone entries) per experimental group calculated for the whole arena. In (A–C), the height of the bars or points represents the mean ± SEM per group. Brackets with stars (*) indicate statistically significant differences (p < 0.05) between experimental groups; main effects of Strain, Sex, and Run are shown in Supplementary Table 1. (D–I) Present zone related variables (D) duration (s) in zone, (E) frequency of zone entries, (F) Latency (s) to zone, (G) average duration per visit (s), (H) percentage of zone entries, and (I) the number of fish that had a certain zone as its home base. For example, the majority of AB females in run 1 had the DCR as their home base, so the DCR was zone that the fish spent the longest cumulative duration in. In (D–I), the height of each colored bar represents the mean per zone except for (F), where these represent median latency (the more accurate summarizing statistic for this variable). For the REST zone, only duration could be quantified. Note that this figure combines the “strain” and “retested” datasets which were analyzed in two separate models per response variable, see methods section “Statistical Analyses.” CENT, center; CIRC, central circle; CORN, corner; CORR, corridor; DCR, dark corner roof; REST, the part of the arena not designated to any other zone; F, female; M, male.


The PCA was unable to separate the data from the repeated runs of testing for the AB strain zebrafish (Supplementary Figure 2A). Nevertheless, the loading plot showed a clear separation of the zones (Supplementary Figure 2B), highly similar to the PCA on the data from both strains (Figure 2B).



Explorative Behavior in the zebrafish Multivariate Concentric Square Field

There were significant differences between the zones of the zMCSF in duration, duration per visit, frequency, relative frequency and latency to visit (main effect of Zone, Supplementary Table 1). Wild zebrafish spent the longest duration in the DCR and shortest in the CIRC, in the order: DCR = RAMP1 = REST = CORN = CORR2 = CORR1 = START = RAMP2 = CENT = RAMP3 = RAMP4 > CIRC (Supplementary Table 2 and Figure 3D). AB zebrafish also spent the longest duration in the DCR, but the zone visited for the shortest duration was RAMP4, in the order DCR > RAMP1 = REST > RAMP2 = START = CENT = CORR1 = CORR2 = CIRC = RAMP3 = CORN > RAMP4 (Supplementary Table 2 and Figure 3D).

There was a significant main effect of Strain for response variables duration, frequency and latency, and a significant Zone by Strain interaction for all zone-related response variables (Supplementary Table 1), indicating that the strains allocated their time differently across the zMCSF zones. The pair-wise differences between the strain/sex groups are summarized in Table 1, Supplementary Table 2 and Figure 3A–I. Compared to AB, wild zebrafish spent more time in CORR1, CORN and CORR2 [LMM contrasts, t(11, 622) = –3.220, p = 0.001; t(11, 622) = –6.663, p < 0.001; t(11, 622) = -5.348, p < 0.001; Figure 3D] and in RAMP1, 3, and 4 [t(11, 622) = –3.238, p = 0.001; t(11, 622) = –2.588, p = 0.010; t(11, 622) = –6.654, p < 0.001; Figure 3D]. By contrast, wild zebrafish spent a shorter duration in CIRC [t(11, 622) = –3.513, p = 0.001; Figure 3D] and a shorter average duration per visit in the DCR [t11, 654) = –2.463, p = 0.001; Figure 3G]. The differences between the strains were always in the same direction for both sexes, but in some cases were only detected in one sex (Supplementary Table 2). A greater number of strain differences was detected in males compared to females (Table 1 and Supplementary Table 2). Notably, compared to AB males, wild males paid more visits to RAMP4 and fewer visits to CIRC and CENT, while this strain difference was absent in females (Table 1 and Supplementary Table 2).

Time series plots (Supplementary Figure 3) suggested that AB explored the arena during the first 10 min, spending more time in the RAMP zones early on, only to reside in the DCR for the remaining 20 min. Wild zebrafish divided their activity and time more equally over the different zones and spent less time in DCR, especially later in the test (Supplementary Figure 3).

AB zebrafish had a more pronounced preference for the DCR as a home base (53% of fish), while in wild zebrafish 35% of fish preferred the DCR and 30% the RAMP1 as a home base, a strain difference that was borderline significant [Poisson GLM, χ2(1, 23) = 18.373, p = 0.073; Figure 3I]. No sex differences were detected in the number of zones visited within either strain [Poisson GLM contrast, AB: z1,69 = 0.368, p = 1.000; Wild: z(1, 69) = 0.045, p = 1.000]. While AB zebrafish often left one or more zones unexplored (Figures 4B,E), wild zebrafish explored all zones [Binomial GLM, χ2(1, 72) = 28.443, p < 0.001], the only exception being one wild male that never entered CIRC (Figures 4A,D).
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FIGURE 4. Sankey diagrams of explorative strategies in the zMCSF test. The diagrams represent the order in which the zones were visited for (A) wild females, (B) AB females run 1, (C) AB females run 2, (D) wild males, (E) AB males run 1, and (F) AB males run 2. The height of each colored bar represents the number of fish that visited a particular zone as the nth novel zone they visited. The flows between the bars describe the number of individuals that moved from one zone to the next novel zone. The gray bars (“NA”) represent the number of fish that did not have an nth zone, i.e., they did not explore more than n-1 zones. Example: in (A), seven wild females were first detected in DCR; 5 of those fish then went on to the START zone while the other two moved to CORR1. CENT, center; CIRC, central circle; CORN, corner; CORR, corridor; DCR, dark corner roof; REST, the part of the arena not designated to any other zone; F, female; M, male.




Functional Areas of the zebrafish Multivariate Concentric Square Field

Correlations between zones revealed that there were six areas in the arena, consisting of zones that were positively intercorrelated in terms of the duration of time spent in these zones. For AB zebrafish these areas were START, DCR, CORRS, RAMP1-4 (hereafter RAMP), CENT-CIRC and REST (Supplementary Table 3A). More active animals (high velocity and total activity) spent more time in the CORRS, RAMP and CIRC and less time in the DCR. Individuals that spent more time in the DCR spent less time on the RAMP and more time in CORR1, CORN and REST zones. CORRS and CIRC, CENT and REST zones were positively correlated. However, REST was negatively correlated with RAMP, differentiating it from the CIRC-CENT area (Supplementary Table 3A).

The same six areas of intercorrelated zones could be differentiated in wild zebrafish, with minor modifications (Supplementary Table 3B). In wild zebrafish, duration in CORR2 was not correlated with CORR1 and CORN (p = 0.138 and p = 0.263, respectively). Moreover, only duration in RAMP1-2 but not in RAMP3-4 was negatively correlated with DCR (Supplementary Table 3B). In AB, the REST zone was negatively correlated with RAMP (Supplementary Table 3A), while in wild zebrafish the CENT and RAMP zones were negatively correlated (Supplementary Table 3B).




Effect of Repeated Testing in the zebrafish Multivariate Concentric Square Field

There was a tendency for increased locomotory activity from Run 1 to 2, although this effect only reached statistical significance for total activity [GLMM, F(1, 28) = 6.648, p = 0.011; Supplementary Table 4]. The sex difference in locomotory activity became more pronounced after taking into account both runs, with AB males traveling longer distances [LMM, F(1, 28) = 7.452, p = 0.011] at higher speed [LMM, F(1, 28) = 7.466, p = 0.011] and exhibiting higher total activity [GLMM, F(1, 28) = 5.098, p = 0.024; Supplementary Table 4].

On the second testing occasion, AB zebrafish again spent the longest duration in the DCR and shortest in RAMP4, in the order: DCR > RAMP1 > REST = CENT = START = CORR1 > CORN = CORR2 > RAMP2 = CIRC > RAMP3 > RAMP4 (LMM, F(11, 308) = 10.516, p < 0.001; Supplementary Table 2 and Figure 3D). For duration and frequency in zone, there was a main effect of Run [LMM, F(1, 644) = 22.866, p < 0.001 and F(1, 512) = 8.150, p = 0.006, respectively; Supplementary Table 4]. However, the lack of a Zone by Run interaction for all zone-related variables indicated that AB zebrafish did not allocate their time differently over zones on the second testing occasion (Supplementary Table 4). Only a single pair-wise comparison between the runs was statistically significant: AB males had a shorter average duration per visit to DCR in Run 2 compared to Run 1 [LMM contrast, t(10, 505) = 3.215, p = 0.008; Supplementary Table 2].

The six areas of correlated zones outlined in section “Behavior of Female and Male AB and Wild Zebrafish in the zebrafish Multivariate Concentric Square Field” could also be distinguished in the second run, but some relationships between areas changed (Supplementary Table 3A). Upon repeated testing, activity was no longer related to duration in RAMP and CIRC zones. Animals that stayed longer in the DCR now spent less time in the CORN and CORR2 zones. Also, the negative correlation between the REST and RAMP zones was no longer present (Supplementary Table 3A).

Consistency repeatability was significant for distance moved and velocity (r = 0.432, p = 0.014 and r = 0.446, p = 0.013, respectively; Supplementary Table 5). RAMP1 had high repeatability both in terms of duration (r = 0.508, p = 0.038), frequency (r = 0.376, p = 0.041) and frequency (%) (r = 0.533, p = 0.002; Supplementary Table 5). Significant repeatabilities were also seen for the neighboring zones, average duration per visit to CORR2 (r = 0.556, p = 0.001) and frequency (%) of entering RAMP2 (r = 0.379, p = 0.039). Finally, the frequency of visits to the DCR was repeatable (r = 0.497, p = 0.005) and the repeatability of frequency to CIRC was approaching the significance level (r = 0.326, p = 0.079; Supplementary Table 5).

In the first run, the DCR was the home base for 60% of AB zebrafish (Figure 3I) and this preference was not altered by repeated testing [Poisson GLM, χ2(1, 57) = 0.000, p = 1.000]. There was no significant effect of Run, Sex or their interaction on the number of zones explored [Poisson GLM, Run: χ2(1, 58) = 2.251, p = 0.134; Sex: χ2(1, 57) = 0.041, p = 0.840; Run by Sex: χ2(1, 56) = 0.100, p = 0.752], nor whether or not all zones had been entered [Binomial GLM, Run: χ2(1, 58) = 0.000, p = 1.000; Sex: χ2(1, 58) = 1.248, p = 0.264; Run by Sex: χ2(1, 58) = 0.000, p = 1.000]. In both runs, 8 AB females and 8 AB males (53%) left one or more zones unexplored (Figure 4).



Behavior of Female and Male AB and Wild Zebrafish in the Novel Tank Diving Test

In the NTDT, there was a main effect of Strain on all activity variables and a main effect of Sex on distance moved and velocity (Supplementary Table 1). Wild zebrafish had higher locomotory activity than AB as indicated by a longer distance moved [ANOVA, F(1, 69) = 53.091, p < 0.001; Table 2 and Supplementary Table 6], higher velocity [ANOVA, F(1, 69) = 18.563, p < 0.001; Figure 5A] and higher total activity [GLM, χ2(1, 71) = 11.422, p < 0.001; Supplementary Table 6]. In both strains, females moved longer distances [ANOVA, F(1, 69) = 9.501, p < 0.003) and at higher speed than males [ANOVA, F(1, 69) = 4.214, p = 0.044], although there was no sex difference in total activity [GLM, χ2(1, 70) = 0.446, p = 0.504; Supplementary Table 6].


TABLE 2. Pairwise comparisons between strains and sexes in the zones of the novel tank diving test (NTDT) in AB and wild (W) zebrafish, separating males and females.
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FIGURE 5. Behavior in the novel tank diving test (NTDT). (A) Velocity (cm s– 1) in the whole arena, (B) duration (s) in the bottom third of the arena for the experimental groups, and (C) frequency of entries into the top third (from left to right in each graph) wild females, wild males, AB females run 1, AB males run 1, AB females run 2 and AB males run 2. Note that this figure combines the “strain” and “retested” datasets which were analyzed in two separate models per response variable, see methods section “Statistical Analyses.” Brackets with stars indicate significance with **p < 0.01.


Both zebrafish strains spent most time in the bottom and least time in the top third of the NTDT [LMM contrast, AB TOP vs. BOT, t(2, 179) = –4.053, p = 0.001; wild Top vs. Bottom, t(2, 179) = –7.066, p < 0.001; Supplementary Table 6 and Figure 5B]. There was a main effect of Strain and a Zone by Strain interaction for some zone-related variables (Supplementary Table 1), indicating that there were some differences in how much time each strain spent in the top, middle and bottom third of the arena. Post-hoc tests showed that wild females entered the top and middle third more often than AB females [GLMM contrast, z(1, 205) = –4.830, p < 0.001; z(1, 205) = –3.805, p < 0.001], while wild and AB males did not differ [GLMM contrast, z(1, 205) = –0.628, p = 1.000; z(1, 205) = –2.005, p = 0.270; Table 2 and Figure 5C].

Repetition of the NTDT for AB fish one week later revealed a tendency for an increase in velocity [LMM, F(1, 28) = 3.791, p = 0.061] and total activity from Run 1 to 2 [GLMM, F(1, 28) = 3.311, p = 0.096, Supplementary Tables 4, 6]. We did not detect a main effect of Run nor a Zone by Run interaction for any of the zone-related response variables (Supplementary Table 4).



Comparison of Behavior of AB Zebrafish in zebrafish Multivariate Concentric Square Field and Novel Tank Diving Test

In AB, correlations between duration spent in each zone of the zMCSF and NTDT revealed that in Run 2, duration in bottom of the NTDT correlated negatively with duration in RAMP2, 3, and 4 and duration in the top correlated positively with RAMP 2 and 3 (Supplementary Table 3A). Furthermore, duration in bottom correlated positively with DCR (Supplementary Table 3A).




DISCUSSION

Behavioral tests continue to play an important role for the discovery of novel neuroactive compounds and in the development of zebrafish models of neurological and neuropsychiatric disease. Classical tests, such as the open field, shelter, light/dark, elevated plus maze and NTDT, are still widely used since they enable comparisons with previous studies and generally translate well to other study species (in particular rodents). To ensure a broad behavioral screening, many studies make use of a sequence of classical tests (a “test battery”), but evidence is accumulating that animals habituate to the novelty offered in the same test (Rodgers, 1997) and even generalize experiences between tests (McIlwain et al., 2001; Blokland et al., 2012). Herein, we have developed a complex testing environment for the quantification of explorative behavior in adult zebrafish, the zebrafish Multivariate Concentric Square Field (zMCSF), that combines elements of classical tests in a single arena and greatly reduces the number of tests performed.

We previously optimized the dimensions of the zMCSF arena (Roman et al., 2016, 2018; Bikovski et al., 2020). Here, we further optimized the division of the arena into zones as compared to the previous version (Roman et al., 2018) by minimizing the area designated as the REST zone, by dividing the central square into the central circle (CIRC) and the surrounding area (CENT) and by dividing the inclined ramp into four rather than two zones. Although a formal comparison between the zone division settings is outside of the scope of the current study, we would like to emphasize that the current zone division further refined the study of explorative strategies and their behavioral interpretation as compared to previous versions (Roman et al., 2018). The division of the central square into an outer and central zone provided a closer comparison to the classical open field test, and the subdivision of the ramp enabled a more detailed study of risk-taking behavior.


Behavior of AB and Wild Zebrafish in the zebrafish Multivariate Concentric Square Field

We detected considerable differences in explorative behavior between laboratory and wild zebrafish. Notably, wild zebrafish swam faster and explored all zones, while AB zebrafish often left one or more zones unexplored. Wild zebrafish showed stronger avoidance of the open area in the center, but entered the shallowest zone in the arena, RAMP4, earlier. The strains did not differ in the time spent in the sheltered area (DCR). In nature, open areas are associated with increased predation risk for individual prey fish (Ruxton and Johnsen, 2016) and wild zebrafish occur in small vegetated streams feeding on insects, moving into shallow flooded areas for spawning at the start of the rainy season (Engeszer et al., 2007; Sundin et al., 2019). By contrast, the environment of laboratory zebrafish has for many generations consisted of deep tanks with no shallow areas and no vegetation cover (Sessa et al., 2008). It is possible that laboratory zebrafish over generations have become less selective with regards to the exact housing conditions, while in nature selection pressures for avoiding open water and exploring shallow water continued to act. This could explain the greater avoidance of the center zone and greater exploration of the shallow zones of the ramp by the wild strain. Indeed, the strain differences detected in the zMCSF imply that the behavioral adaption to the laboratory environment is characterized by relaxed aversion to risky areas with no potential gain (open area) and reduced exploration of risky areas with potential gain (the inclined ramp), while attraction to safe areas seems to be unaltered. These findings are congruent with the idea that domesticated animals are characterized by a low propensity to perform active behaviors (Van Reenen et al., 2005), and low stress reactivity, in other words, are “docile” rather than “shy” (Koolhaas et al., 2010; Koolhaas and Van Reenen, 2016; Rauw et al., 2017).”

The results from the zMCSF correspond well to the behavior of zebrafish in classical tests. The lower velocity and avoidance of the center of an open field by domesticated zebrafish has been reported before (Baker et al., 2018) and extends to other anti-predator behaviors, including reduced diving responses and altered responses to conspecific alarm pheromone (Mustafa et al., 2019; Vossen et al., 2020b). Moreover, the absence of large strain differences in DCR duration is in line with the absence of a strain difference in the shelter test in the same population of wild zebrafish (Mustafa et al., 2019). Thus, the strain differences we observed in the zMCSF appear to be comparable to those reported using single tests. However, the zMCSF adds the advantage of reducing the need for repeated testing, which makes the zMCSF more time-efficient, reduces handling stress and minimizes possible carry-over effects.

Comparing these results to wild and inbred lines of laboratory mice, it becomes apparent that the strong avoidance of the central zone in wild animals is a particular consistent finding across species (Augustsson and Meyerson, 2004; Augustsson et al., 2005). A higher duration and frequency of visits to the slope (corresponding to RAMP1) has also been observed in wild mice in comparison to the BALB/c laboratory line, although no differences were observed with regard to the bridge (Augustsson and Meyerson, 2004; Augustsson et al., 2005). Similar to zebrafish, the duration in DCR was not different across wild and laboratory lines of mice (Augustsson and Meyerson, 2004; Augustsson et al., 2005). Hence, actively seeking shelter does not appear to be a major factor differentiating wild and laboratory bred animals, at least not in the current test environment in which animals can freely choose where to reside. It should be noted, however, that some wild zebrafish may have considered the RAMP1 zone an (additional) home base, in which case wild zebrafish may have spent more time in the safety of their home base than AB zebrafish. We found only one discrepancy in MCSF behavior between the species; wild zebrafish showed an increased duration in the corridors, while wild mice showed a lower use of this area compared to the laboratory lines. The corridors present a semi-sheltered area where movement is possible (Roman and Colombo, 2009), therefore we suggest that this difference is driven by the higher velocity of wild zebrafish. Wild mice did not have a higher velocity than the laboratory lines, explaining the absence of a difference in the corridor duration for this species. Mice and zebrafish may indeed differ at the species level in the propensity to respond reactively (freeze) or proactively (swimming) when entering a novel environment.


Sex Differences in the zebrafish Multivariate Concentric Square Field

We found no major differences between females and males of each strain. Locomotory activity was similar in the sexes in run 1. Studies using classical tests often report that AB males had a higher velocity than females (Vossen et al., 2016, Vossen et al., 2020b; Mustafa et al., 2019). In the zMCSF the sex difference in velocity was only marginally significant in the first run. This may be explained by the larger size and/or presence of physical structure in the zMCSF, which limits repetitive movement along the walls. Indeed, upon inclusion of the second run of the zMCSF, velocity of AB males was higher than AB females (see section “Effect of Repeated Testing in the zebrafish Multivariate Concentric Square Field”), suggesting that the effect on locomotion is smaller in the zMCSF but can be still detected for larger samples.

The sexes did not show any major difference in the duration of time spent in and number of visits to any of the zMCSF zones. Previous studies have reported sex effects on risk-taking behaviors in different directions. Wild females exhibited increased shelter seeking and thigmotaxis (Dahlbom et al., 2011), and a stronger diving response to conspecific alarm pheromone (Vossen et al., 2020b), while another study on wild zebrafish reported no sex differences in shelter seeking and bottom dwelling (Mustafa et al., 2019). A recent study reported an opposite effect of a pharmaceutical (scopolamine) on anxiety-like behavior in males and females of the short-fin strain (Dos Santos et al., 2021). Although studies of “wild-caught” zebrafish are complicated by the different origin of the fish and should therefore be interpreted with caution, there does seem to be a disparity between studies in the direction and magnitude of sex differences reported. This may be because sex differences are few and/or of small effect. Alternatively, the differences between the zMCSF and classical tests may reflect the design of the test arena. Their higher activity may “drive” males into the center of the open field, the top zone of the NTDT, or the white compartment of the light/dark test, simply because there are no other zones to move in. In the zMCSF, the shelter and the risky areas only comprise a small part of the arena, therefore a move into this area may be interpreted as a more active choice for exploration. Hence the zMCSF may allow for a clearer separation between locomotion and explorative behavior.

Finally, it is worth mentioning that some of the strain differences were more pronounced in males than in females. Compared to AB males, wild males paid more visits to the corridors and RAMP4, and less visits to the central area, whilst these effects did not reach statistical significance for the comparison between AB and wild females. This may imply that (the response to) selection for the domesticated environment is stronger in zebrafish males compared to females.




Effect of Repeated Testing in the zebrafish Multivariate Concentric Square Field

Overall, we found only minor changes in explorative behavior when the AB zebrafish were tested in the zMCSF 1 week later, and the few differences we found were confined to males. AB males were more active than females in the second run, an effect that has also been reported for the open field using the same interest interval (Thomson et al., 2020). In rodents, activity during the second test occasion is dependent on developmental stage. Adult rats were less active in the MCSF upon retesting (Meyerson et al., 2006; Momeni and Roman, 2014), while adolescent rats increased the total number of visits to zones (Lundberg et al., 2019).

Male zebrafish decreased their visit duration to the DCR, an effect that has been reported in rats by some studies (Momeni and Roman, 2014; Lundberg et al., 2019), whereas others found no effect (Meyerson et al., 2006; Roman and Colombo, 2009). A consistent finding in rats is a decrease in duration and/or frequency of visits to the hurdle, slope and bridge in the second trial (Meyerson et al., 2006; Roman and Colombo, 2009; Momeni and Roman, 2014; Lundberg et al., 2019), and in most of these studies, an increase in visits to the corridors. We did not detect these same effects in zebrafish, which may reflect underlying differences in episodic/spatial memory between the zebrafish and rodents. Zebrafish can be taught to associate a color with a mild electric shock within a single training session but fail to show avoidance of this color when tested again 1 week later (Vossen et al., 2020). By contrast, rats can spatially locate exposure to an aversive stimulus when repeatedly tested 2 weeks later (Karlsson et al., 2009).

Significant repeatabilities of r∼0.5 were found for activity variables as well as for the DCR and RAMP1 zones, which is considered to be a high repeatability (Bell et al., 2009). High consistency of velocity has also been reported for zebrafish repeatedly tested in the open field (Toms and Echevarria, 2014; Baker et al., 2018; Fangmeier et al., 2018; Thomson et al., 2020). Regarding responses to novelty, high consistency of inspection duration has also been reported for zebrafish repeatedly tested in the mirror (Toms and Echevarria, 2014), novel object and predator tests (Toms and Echevarria, 2014; Fangmeier et al., 2018). The high consistency of RAMP1 is interesting since rodents frequently display stretched attend posture in this zone (the slope in the rodent MCSF), which is a key part of risk assessment behavior (Macintosh and Grant, 1963; Rodgers et al., 1999; Augustsson and Meyerson, 2004). Under the assumption that the RAMP1 (zMCSF) and the slope (rodent MCSF) are homologous, this would imply that zebrafish show equal risk assessment in repeated testing while risk taking differs.



Comparison to the Novel Tank Diving Test

In line with the usual pattern reported for the NTDT (Levin et al., 2007), both AB and wild zebrafish avoided the top zone. However, wild zebrafish paid more visits to the middle and top third of the tank compared to AB zebrafish. High levels of bottom dwelling in the AB strain have been reported before (Gerlai et al., 2008), although it is not clear whether this accurately reflects increased anxiety-like behavior of this strain (Vossen et al., 2020b). The positive correlation between duration in bottom (NTDT) and DCR (zMCSF) suggests that these zones contain elements of safety. The positive correlation between the number of visits to the TOP (NTDT) and RAMP (zMCSF) was expected, since both zones are located close to the water surface, an area associated with a risk for avian predation (Levin et al., 2007).

At a first glance, the overall conclusions from the zMCSF and NTDT seem to agree that the strongest differences were those between the strains and no or minor effects were seen between the sexes and between repetitions of the zMCSF. The differences between the strains were furthermore in the same direction in both tests, with wild zebrafish exhibiting higher activity than AB and moving more in shallow water. However, upon a closer look it becomes apparent that a much smaller number of effects was detected in the NTDT, even after correcting for the lower number of zones in this arena. Apart from the strain difference in activity, the NTDT revealed only two differences (wild females paid more visits to the middle and top), whereas in the zMCSF 21 strain differences were detected (17 in males and 4 in females), related to 7 zones. Indeed, this suggests that the zMCSF, like the rodent MCSF, constitutes a more nuanced behavioral test.

Yet the distinction between the zMCSF and NTDT goes deeper than just a quantitative difference in the number of effects detected. The zMCSF was able to distinguish between two independent risk-related behaviors, which are intertwined in the NTDT. Paradoxically, in the zMCSF the wild strain displayed more elaborate exploration and entered the shallowest zone more readily, while it simultaneously avoided the open areas more than AB zebrafish. In the NTDT, only a reduced diving response of wild zebrafish was detected, which (when viewed in isolation) could lead to the erroneous conclusion that wild zebrafish “showed reduced anxiety-like behavior” or “were more bold/risk taking,” which is only one side of the coin. Taking into account both tests, it rather seems that while wild zebrafish are more active explorers that avoid shallow areas less, they also display more elaborate risk assessment and are more sensitive to certain kinds of risk (i.e., open areas). Indeed, the results from the zMCSF suggest that risk taking should be considered in relation to the nature of the challenge.



Interpretation of the zebrafish Multivariate Concentric Square Field Areas in Terms of Risk and Safety

Our findings indicate that the interpretation of the MCSF areas in terms of risk and safety is largely conserved between rodents and zebrafish. The DCR may be considered the safest zone of the zMCSF, since it often was the zone that was visited first, with the longest cumulative duration, indicative of a home base (Eilam and Golani, 1989; Stewart et al., 2010). The NTDT provided cross-validation for this interpretation since the duration in the DCR was positively correlated with the duration in the bottom zone. We suggest that the corridors (CORR1, CORN, CORR2) also contains aspects of safety, but in contrast to the DCR the fish can swim larger distances in this relatively sheltered area. In the corridors motor restlessness can be expressed without affecting measures of active exploration, which has also been reported for rats (Roman and Colombo, 2009). The RAMP is an area of gradually decreasing water depth, zebrafish spent little time here and were most hesitant to enter this area (especially the shallowest part, RAMP4), AB more so than wild zebrafish. The RAMP has an inverse relationship to the DCR especially in AB zebrafish, providing further evidence for an interpretation as a high-risk zone. Also the center of the arena (CIRC and CENT) may be a high-risk zone, which in particular wild zebrafish are hesitant to enter and spend little time in, while AB zebrafish more readily move through it much like movement in the corridors, suggesting the interpretation of this area is more strain dependent. Hence the RAMP and arena center may each reflect different “qualities” in terms of risk assessment and risk taking (Roman et al., 2012; Meyerson et al., 2013). Further experiments using pharmacological pre-treatments with for instance anxiolytic substances such as benzodiazepines (Bencan et al., 2009) are needed to further validate the here proposed interpretation of the zMCSF zones.




CONCLUSION

The zMCSF constitutes a multifaceted test environment to quantify zebrafish explorative behavior and behavioral profiles, containing zones associated with different kinds and magnitudes of risk and safety. We here report that exploratory behavior in the zMCSF was qualitatively different between laboratory and wild zebrafish, while sex differences within strains were small and most pronounced in the AB strain. Our results suggest that the zMCSF is a more precise behavioral tool, able to detect small differences between the zebrafish strains and sexes that were not picked up in the more reductionistic NTDT. Simultaneously, the zMCSF provides a wider, more comprehensive perspective on exploration and risk-taking. An added benefit is the apparent high repeatability and low habituation to the zMCSF, as assessed from the single repetition described here. Additional pharmacological validation and cross-validation of the zMCSF with other classical tests (e.g., open field, shelter test, plus maze) may further substantiate the interpretation of behavior in the zMCSF.
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Nervous necrosis virus (NNV) is a neurotropic pathogenic virus affecting a multitude of marine and freshwater fish species that has a high economic impact on aquaculture farms worldwide. Therefore, the development of new tools and strategies aimed at reducing the mortality caused by this virus is a pivotal need. Although zebrafish is not considered a natural host for NNV, the numerous experimental advantages of this species make zebrafish an attractive model for studying different aspects of the disease caused by NNV, viral encephalopathy and retinopathy (VER). In this work, we established the best way and age to infect zebrafish larvae with NNV, obtaining significant mortalities in 3-day-postfertilization larvae when the virus was inoculated directly into the brain or by intramuscular microinjection. As occurs in naturally susceptible fish species, we confirmed that after intramuscular injection the virus was able to migrate to the central nervous system (CNS). As expected, due to the severe damage that this virus causes to the CNS, alterations in the swimming behavior of the zebrafish larvae were also observed. Taking advantage of the existence of transgenic fluorescent zebrafish lines, we were able to track the migration of different innate immune cells, mainly neutrophils, to the site of infection with NNV via the brain. However, we did not observe colocalization between the viral particles and neutrophils. RNA-Seq analysis of NNV-infected and uninfected larvae at 1, 3 and 5 days postinfection (dpi) revealed a powerful modulation of the antiviral immune response, especially at 5 dpi. We found that this response was dominated by, though not restricted to, the type I interferon system, the major defence mechanism in the innate immune response against viral pathogens. Therefore, as zebrafish larvae are able to develop the main characteristic of NNV infection and respond with an efficient immune arsenal, we confirmed the suitability of zebrafish larvae for modelling VER disease and studying different aspects of NNV pathogenesis, immune response and screening of antiviral drugs.
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1 Introduction

Zebrafish (Danio rerio) are a very versatile animal model widely used in the study of a multitude of processes and disciplines. Among them, zebrafish are an excellent tool for understanding host–pathogen interactions during the course of infectious diseases (1, 2). Zebrafish possess innate and adaptive immunity resembling that of mammals and other higher vertebrates. However, in the early stages, the larvae rely exclusively on their innate immune system, as the cells responsible for the adaptive responses are not functionally mature until 4 or 6 weeks postfertilization (3). This fact makes zebrafish larvae a very attractive model for studying the first line of defence against a pathogen, such as the action of primary immune cells, macrophages (4) and neutrophils (5) and the role of the main cytokines involved in the immune response, without interference from the adaptive response. In addition, other advantages of using early stages of zebrafish larvae are the large numbers of offspring, a short generation time, tolerance to anaesthesia, a small body size, and transparency, which allows easy visualization of the whole body by live imaging (6–8). At the genetic level, the zebrafish genome sequence has been extensively revised and refined, enabling the rapid accumulation of loss- or gain-of-function mutants and the generation of transgenic lines that allow traceability of different cell types.

Although no viruses, with some exceptions, are typically known to naturally infect zebrafish and cause massive mortality episodes (9, 10), several viruses (including those infecting humans) have been studied using zebrafish as a model of infection. In the case of fish, the main diseases caused by viruses have been reproduced in zebrafish: rhabdoviruses such as spring viremia of carp virus (SVCV) (11–15), snakehead rhabdovirus (SHRV) (16), viral haemorrhagic septicemia virus (VHSV) (17), and infectious haematopoietic necrosis virus (IHNV) (7); birnaviruses such as infectious pancreatic necrosis virus (IPNV) (18, 19); iridoviruses such as infectious spleen and kidney necrosis virus (ISKNV) (20, 21) or European sheatfish virus (ESV) (22); and nodaviruses such as nervous necrosis virus (NNV) (23, 24). Interestingly, two publications reported that zebrafish can be naturally infected by different nodaviruses (25, 26); this can probably occur as a consequence of increases in temperature and crowding (27). In both cases, extensive vacuolations were seen in the brain and retina (25, 26), and erratic swimming behavior and mortality episodes were reported by Binesh (25).

Viral encephalopathy and retinopathy (VER) disease, caused by NNV, is one of the most devastating diseases affecting commercial fish species around the world, such as European sea bass (Dicentrarchus labrax), Atlantic cod (Gadus morhua) or grouper (Epinephelus spp.), among others. This icosahedral naked positive-sense single-stranded RNA virus has a neurotropic nature and replicates in the nervous system (e.g., brain, retina and spinal cord) (28), causing a very characteristic abnormal and erratic swimming behavior in susceptible fish species, accompanied by other less specific signs (exophthalmia, swim bladder hyperinflation, skin darkening, anorexia or lethargy) (29). Despite the relevance of this disease and the high economic impact caused by NNV and although many studies have been conducted in commercial species to analyse different aspects of NNV infection (30–39), few studies have leveraged the benefits of zebrafish to investigate NNV infection. Furusawa et al. (40) tried to establish experimental infections in adult zebrafish but without success. Later, Lu et al. (23) were able to reproduce NNV infection in both adult zebrafish and larvae, and relevant mortalities were observed in larvae microinjected with the virus, which was subsequently confirmed by Morick et al. (24) after bath exposure. The susceptibility of zebrafish larvae to NNV creates an opportunity to easily screen anti-NNV compounds in an in vivo model, as was performed with the antiviral drug ribavirin (41). Although the immune response to NNV in this fish species seems to indicate the relevance of the type I interferon (IFN) system (23, 42–44), a complete transcriptome response to NNV has not been previously determined in zebrafish.

In this work, we sought to improve the knowledge of VER disease through the use of zebrafish larvae as an NNV infection model, leveraging different imaging methods and transgenic fish lines, and by analysing their transcriptome response after challenge with the virus. We confirmed that zebrafish larvae are susceptible to NNV when they are challenged at 3 days postfertilization (dpf), especially when infections are conducted via the brain or intramuscularly. Indeed, NNV particles were detected by immunofluorescence in the heads of larvae infected by intramuscular injection, confirming the migration of the virus to nervous tissues. Moreover, as occurs in commercial fish species susceptible to the virus, the infection altered the swimming behavior of the larvae, reflecting their suitability as a good model for studying different aspects of the infection. An efficient immune response against NNV is mounted in the larvae, with a significant migration of neutrophils to the brain, although these cells were not found to colocalize with the virus. At the transcriptome level, a time-increasing immune response is mounted against the virus, which is mainly characterized by a large overexpression of those genes belonging to the type I IFN system but also with a vast representation of other immune processes.



2 Materials And Methods


2.1 Fish

The embryos and larvae used in this study were obtained from our experimental facilities, where the animals were cultured using established protocols (45, 46). Different fish lines were used: wild-type (WT) zebrafish, AB wild-type line (AB), Tübingen wild-type line (TU), and the transgenic lines Tg(mpx:GFP), Tg(mpeg:mCherry) and Tg(lyz:DsRed2), with neutrophils, macrophages and lysozyme-expressing cells, respectively. The eggs were obtained according to protocols described in The Zebrafish Book (45) and maintained at 28°C in E3 egg water (5 mM NaCl, 0.17 mM KCl, 0.33 mM CaCl2, 0.33 mM MgSO4, and 0.00005% methylene blue). All experimental procedures were reviewed and approved by the CSIC National Committee of Bioethics under approval number ES3605702020012020/13/FUN.01/INM06/BNG.



2.2 Virus

The nodavirus red-spotted grouper nervous necrosis virus (RGNNV) (strain 475-9/99) was kindly provided by the Institute Zooprofilattico delle Venezie (Italy) after isolation from diseased sea bass (47). The virus was propagated in the snakehead-fish cell line SSN-1 (ECACC 96082808) cultured in L-15 medium (Gibco) supplemented with 2 mM L-glutamine (Gibco), 2% FBS (Gibco), and 1% penicillin/streptomycin solution (Invitrogen) and incubated at 25°C. The viral stock was titrated into 96-well plates using the Reed-Müench method (48), and aliquots were stored at −80°C until use.



2.3 Mortality Assays in Zebrafish Larvae Infected With NNV

To determine the most efficient route and age of infection with NNV, WT zebrafish larvae were infected at 3 and 14 dpf through 4 different routes: a) via the brain by microinjecting the virus directly into the area of the head between the eyes to reach the brain, b) via the duct of Cuvier (DC) to produce a systemic infection, c) by intramuscular (IM) injection by microinjecting into the muscle in the middle of the back, and d) by bath by immersing the larvae in a viral suspension (Figure 1A).




Figure 1 | Survival rates of zebrafish larvae challenged with NNV through different infection routes and NNV replication. (A) Schematic representation of the different infection routes used to determine the susceptibility of zebrafish larvae to NNV. (B) Kaplan–Meier survival curves of NNV-infected and uninfected larvae in 3- and 14-dpf larvae. Mortality was registered during the next 10 dpi. (C) Quantification of NNV capsid protein gene expression in 3-dpf larvae infected via the brain or intramuscularly at different sampling points through qPCR; data are presented as the mean ± SEM of biological replicates. Statistically significant differences are displayed as follows: ***, 0.0001 > p value > 0.001.



Larvae were anaesthetized in zebrafish water containing 160 µg/mL MS-222 (Sigma–Aldrich), placed on an agarose plate and individually microinjected with a glass microneedle using a Narishige MN-151 micromanipulator and a FemtoJet 4x microinjector (Eppendorf). NNV was diluted at an appropriate concentration (106 TCDI50/mL) in L15 medium with 0.1% phenol red (a coloured marker to easily visualize the correct injection of the solution into the larvae) just before microinjection of 2 nL of viral suspension to the larvae or 2 nL of L15+0.1% phenol red to the control larvae. Larvae were infected through microinjection into the brain or DC or intramuscularly and by immersion in water containing 106 TCDI50/mL NNV. Then, larvae were maintained in Petri dishes at 28°C on a 12 h light-dark cycle. Mortality was recorded daily during the next 10 days in the three biological replicates (10 larvae/replicate) obtained for each condition. The experiments were repeated three times. Additionally, to confirm the mortality caused by the microinjection of the virus via the brain, AB and TU larvae (3 dpf) were also infected.



2.4 Evaluation of NNV Replication and Gene Expression of Immune Cell Markers in Zebrafish Larvae by Quantitative PCR (qPCR)

To evaluate the progress of NNV infection, larvae (3 dpf) were infected via the brain or intramuscularly, and samples were collected at 1, 3, 5 and 7 days postinfection (dpi). Whole larvae were harvested under RNAse-free conditions in pools of 4 larvae each (3 biological replicates/4 larvae per replicate). Total RNA was isolated using the Maxwell® RSC simplyRNA Tissue kit (Promega) in accordance with the manufacturer’s instructions. cDNA synthesis was performed with the NZY First-Strand cDNA Synthesis Kit (NZYtech) using 0.2 µg of total RNA. The qPCRs were performed using specific primers designed with Primer 3 software (49), and their efficiencies were previously tested according to the protocol described by Pfaffl (50). Individual qPCRs were conducted in 25-µl reaction volumes using 12.5 µL of SYBR GREEN PCR Master Mix (Applied Biosystems), 10.5 µL of ultrapure water (Sigma–Aldrich), 0.5 µL of each specific primer (10 µM) and 1 µL of cDNA template. All reactions were performed using technical triplicates in a 7300 Real-Time PCR System thermocycler (Applied Biosystems) with an initial denaturation step (95°C, 10 min), followed by 40 cycles of a denaturation step (95°C, 15 s) and one hybridization-elongation step (60°C, 1 min). Viral replication was detected by the relative gene expression of the NNV capsid protein gene (RNA2) (51). For larvae microinjected in the brain, the gene expression of the neutrophil marker myeloperoxidase (mpx) and the macrophage marker macrophage receptor with a collagenous domain (marco) was also evaluated; mpx and marco primers were previously confirmed to specifically amplify the myeloid zebrafish population (52). The relative expression levels of the different genes were normalized using the Pfaffl method (50) and 18S ribosomal RNA (18S) as a reference gene. The primers used are listed in Supplementary Table S1.



2.5 Fluorescence Microscopy Images

Whole-mount immunofluorescence assays in zebrafish larvae were performed as follows. WT larvae (3 dpf) were infected via IM injection for 2, 6, 24 and 48 h. Then, larvae were fixed overnight (O/N) at 4°C in 4% paraformaldehyde (PFA) diluted in phosphate-buffered saline containing 0.1% Tween-20 (PBST). Larvae were washed twice in PBST, dehydrated in a graded series of methanol/PBST solutions (25% for 5 min, 50% for 10 min and 75% for 5 min), and stored in 100% methanol O/N at -20°C. For immunofluorescence processing, larvae were rehydrated in a graded series of methanol/PBST solutions (75% for 5 min, 50% for 10 min and 25% for 5 min) and washed 4 times for 5 min with PBST. Larvae were bleached by incubating them in bleaching solution (0.8 mL of KOH 10%, 0.3 mL of H2O2 30%, 0.1 mL of Tween-80 and 8.8 mL of distilled water) for 5 min, and then they were washed twice for 5 min in PBST. Permeabilization was achieved by incubation with proteinase K at 10 µg/mL. After 2 h at 37°C, larvae were washed twice in PBST and incubated in 2% Tween-20 in PBS for 24 h at room temperature (RT). Larvae were washed and blocked in 1% Tween-20/PBS and 10% lamb serum O/N at RT. Anti-sea bass encephalitis virus (anti-DIEV, 1:4.000) (53) was diluted in antibody solution (0.2% Tween-20/PBS and 10% lamb serum) and incubated with the larvae for 3 days at 4°C. Larvae were washed O/N and then incubated for 2 days with Alexa Fluor 546 goat anti-rabbit secondary antibody (Invitrogen) diluted in antibody solution (1:500). After this, larvae were washed O/N in PBST and stained with DAPI for 1 h at RT. After 3 washes with PBS, larvae were stored at 4°C until microscopy examination. Confocal images of fixed larvae were taken using a TSC SPE confocal microscope (Leica). The images were processed using the LAS-AF (Leica Application Suite Advanced Fluorescence) program. The same procedure was conducted for Tg(mpx:GFP) larvae (3 dpf) infected via the brain with NNV for 24 h. For the WT larvae, samples were also taken at the four sampling points for RNA isolation and qPCR analysis of NNV replication (5 samples of 5 larvae/sample).

Tg(mpx:GFP), Tg(mpeg:mCherry) and Tg(lyz:DsRed2) transgenic larvae (3 dpf) were infected by 4 different routes as explained in Section 2.3, and after 1, 2 and 3 dpi, images of whole larvae were taken using a Nikon AZ100 fluorescence microscope. Larvae were anaesthetized with a 0.01% MS-222 solution. The different immune cells labelled in the transgenic lines were counted using a macro of ImageJ (54) to calculate the percentage of cells that migrated to the brain during infection.



2.6 Video Recording of the Swimming Behavior

To analyse the swimming behavior of the fish larvae, two Petri dishes of 10 larvae each, inoculated by the same route (via brain or IM), one containing infected larvae and the other uninfected control larvae, were placed in the same plane of a video recording for 2 consecutive minutes. Recordings of 3- and 14-dpf larvae were made at 3, 6 and 10 dpi with a Leica camera of 48 Mpx, and the images were processed with Photoshop and ImageJ (54) using the Chemotaxis and Migration Tool plugin. The data obtained allowed us to reconstruct the larval movements to calculate the velocity, the accumulated and Euclidean distances and the directionality, parameters that were used to compare the swimming behavior between infected and uninfected control larvae.



2.7 High-Throughput Transcriptome Sequencing

To analyse the transcriptome response to NNV in zebrafish larvae infected via the brain, the samples collected in Section 2.4 and corresponding to sampling points 1, 3 and 5 dpi were used for high-throughput transcriptome sequencing. The RNA concentration and purity were measured with a Nanodrop ND-1000 spectrophotometer (Nanodrop Technologies Inc., USA), and RNA integrity was analysed in an Agilent 2100 Bioanalyzer (Agilent Technologies Inc., USA) according to the manufacturer’s instructions. All samples showed an RNA integrity number (RIN) over 8.0 and were used for Illumina library preparation. Double-stranded cDNA libraries were constructed using the TruSeq Stranded mRNA Kit Sample Prep Kit (Illumina, USA), and sequencing was performed using Illumina NovaSeq 6000 technology at Macrogen Inc., Korea (Republic of Korea). The raw read sequences were deposited in the Sequence Read Archive (SRA) (http://www.ncbi.nlm.nih.gov/sra) under the BioProject accession number PRJNA799765.



2.8 Raw Data Cleaning, Mapping, RNA-Seq and Differential Expression Analysis

CLC Genomics Workbench v. 20.0.4 (CLC Bio, Denmark) was used to filter and trim reads, map the high-quality reads against the last version of the zebrafish genome (GRCz11) and perform the differential expression analyses. Raw reads were trimmed to remove the adaptor sequences and low-quality reads. RNA-Seq analyses were conducted with the following parameters: length fraction = 0.8, similarity fraction = 0.8, mismatch cost = 2, insertion cost = 3 and deletion cost = 3. The expression values were set as transcripts per million (TPM). Finally, a differential expression analysis test was used to compare gene expression levels and to identify differentially expressed genes (DEGs). Transcripts with fold change (FC) values > |2| and false discovery rate (FDR) values < 0.05 were retained for further analyses. To identify and quantify the directions of variability in the data, a principal component analysis (PCA) plot was constructed using the original expression values. Using the TPM values of the selected DEGs, heatmaps for each sampling point were constructed using the complete linkage method with Euclidean distance. Both PCA and heatmaps were constructed using the web tool Clustvis (55) (https://biit.cs.ut.ee/clustvis/), and a Venn diagram was constructed with the InteractiVenn web tool (56) (http://www.interactivenn.net/).



2.9 Gene Ontology (GO) Enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG) Pathway Analysis

For the DEGs between NNV-infected and noninfected zebrafish larvae, we conducted a GO enrichment analysis of biological processes and a KEGG pathway analysis using the functional annotation tool DAVID v. 6.8 (57, 58) (https://david.ncifcrf.gov/summary.jsp). For the GO and KEGG analyses, a p value < 0.05 was employed.



2.10 qPCR Validation of RNA-Seq Data

The RNA-Seq results were validated by qPCR analysis of five immune genes significantly modulated by NNV infection (ifnphi1, il1b, mxe, tnfa and marco), as mentioned above for NNV detection (Section 2.4). The primers used are listed in Supplementary Table S1. The correlation between the fold changes obtained by RNA-Seq and qPCR was calculated using Pearson’s correlation coefficient.



2.11 Statistical Analysis

Kaplan–Meier survival curves were analysed with a log-rank (Mantel–Cox) test. For the remaining experiments, the results were represented graphically as the mean ± standard error of the mean (SEM), and significant differences were obtained using Student’s t test and displayed as **** (< 0.0001, *** (0.0001 < p < 0.001), ** (0.001 < p < 0.01) or * (0.01 < p < 0.05).




3 Results


3.1 Assessment of Susceptibility to NNV in Zebrafish Larvae Through Different Infection Routes and Larval Developmental Stages

Our results showed that the most effective route of infection with NNV in 3-dpf larvae was via the brain, with the survival of the larvae being 56%, whereas their corresponding uninfected controls showed a survival of 100% (Figure 1B). Infection via IM microinjection also showed significant differences between NN-infected and uninfected larvae, with a survival of 62% for the infected larvae and 93% for the control larvae (Figure 1B). Infections via DC or by bath did not show significantly different survival rates compared with their corresponding uninfected controls (Figure 1B). The lower survival of the 3-dpf WT larvae infected with NNV via the brain was also confirmed in the AB and TU zebrafish strains (Supplementary Figure S1). However, when the larvae were inoculated under the same conditions but at 14 dpf, the survival rates of the infected larvae were not significantly different from those of the uninfected controls (Figure 1B).

As significant mortalities after NNV challenge were observed in 3-dpf larvae infected via the brain and intramuscularly, we wanted to assess the replication of the virus in these larvae over time. In larvae inoculated both directly into the brain and through IM microinjection, time-increasing detection of the capsid protein gene was observed; however, in the case of IM microinjection, viral replication seemed to be stable between 5 and 7 dpi (Figure 1C).



3.2 Kinetic Analysis of Swimming Behavior by a Video Tracking System

Because alterations in swimming behavior are commonly observed in fish naturally susceptible to NNV, we wanted to investigate this fact in 3- and 14-dpf zebrafish larvae infected with NNV via the brain or intramuscularly. For this, a video tracking analysis was used to determine if the infection produced changes in their behavioral pattern by analysing certain measurable parameters of the larvae, such as velocity (mm/sec), accumulated distance (mm) of larval path, Euclidean distance (mm) (length of the straight line between the starting point and endpoint of the larvae), and directionality (calculated by comparing the Euclidean distance to the accumulated distance, which represents a measurement of the directness of larval trajectories). Data are represented as the fold change (FC) of infected larvae compared with their uninfected controls (FC = 1, dotted lines).

As shown in Figure 2A, in 3-dpf larvae infected via the brain, the velocity, directionality and Euclidean distance were found to be significantly different between infected and uninfected larvae at least at one of the analysed times. On the other hand, IM microinjection in 3-dpf larvae produced only significant alterations in velocity. As expected, due to the absence of significantly different mortalities at 14 dpf between infected and uninfected larvae, alterations in these parameters were lower at this age, with only certain significant effects on velocity and directionality in those larvae inoculated via the brain and directionality in the larvae inoculated intramuscularly (Figure 2A). Figure 2B presents an example of the maximum projections used for the analysis of the videos.




Figure 2 | Image analysis of the swimming behavior of zebrafish larvae (3 and 14 dpf) infected with NNV via brain or IM. (A) Comparison of velocity, directionality, accumulated distance and Euclidean distance parameters between NNV-infected and the corresponding uninfected control larvae. Video tracking of zebrafish larvae was conducted at different times postinfection (3, 6, and 10 dpi). The fold change (FC) of infected larvae compared with their uninfected control (Control FC = 1, dotted lines) was calculated. The graphs represent the mean ± SEM of the biological replicates. Statistically significant differences are displayed as follows: ***, 0.0001 > p value > 0.001; **, 0.001 > p value > 0.01; *, 0.01 > p value > 0.05. (B) Example of maximal projection of the video recorded for 3-dpf larvae infected via brain and the corresponding controls at 6 dpi.





3.3 Distribution of NNV Virions in Zebrafish Larvae

One of the powerful advantages provided by the use of zebrafish larvae as a working model is the possibility of performing whole-mount immunofluorescence staining, as it allows antigen–antibody interactions to be located without preparing sections of the larvae. Thus, using the anti-DIEV antibody, we were able to locate NNV inside the larvae and confirm that the virus can migrate to the cephalic region after IM infection (Figure 3). The virus was not detected until 24 h postinfection (data at 2 and 6 hours postinfection (hpi) not shown), but NNV particles were already observed after 24 h in different locations of the head, and at 48 hpi the virus was also detected in the eye area (Figure 3). According to this, the virus was practically undetectable by qPCR at 2 and 6 hpi, whereas a time-increasing detection was observed at 24 and 48 hpi (Supplementary Figure S2).




Figure 3 | Whole-mount immunofluorescence of zebrafish larvae infected by intramuscular microinjection with NNV. Confocal images of the head from uninfected and NNV-infected larvae at 24 and 48 hpi. NNV particles are stained red, and cell nuclei are stained blue (DAPI). White arrows denote the position of NNV-infected cells.





3.4 Effects of NNV Challenge on Innate Immune Cells

The existence of transgenic lines in zebrafish provides an easy-to-use working tool that gives us very useful information. To study the immune response of zebrafish to NNV infection, different transgenic lines were used. The transgenic line Tg(lyz:DsRed2) was used to detect cells expressing the lysozyme c gene (lyz) corresponding to myeloid precursors with lysozyme activity. The transgenic line Tg(mpx:GFP) was used to detect cells expressing the myeloperoxidase gene (mpx), a specific marker of differentiated neutrophils. On the other hand, the transgenic line Tg(mpeg:mCherry) was used to detect cells expressing macrophage-expressed gene (mpeg) (macrophages). The larvae were infected by 4 different infection routes, and these cell types were counted at 1, 2 and 3 dpi in the cephalic region. The number of cells that migrated to the head after infection was determined.

The data represent the differences in the number of cells in infected larvae compared with the uninfected control larvae (control FC = 1 in the dotted line). Lyz+ cells showed significantly higher migration to the head at 48 and 72 hpi when the infection was carried out via the brain, whereas no differences were observed for the other infection routes (Figure 4A). A similar tendency was observed for neutrophils (Mpx+), which showed significant migration to the head at 24 and 48 hpi in larvae infected via the brain, and no effects were observed for the other infections (Figure 4B). Although a significant migration of neutrophils to the brain was observed in the larvae inoculated via the brain, confocal microscopy analysis showed that these cells did not colocalize with the virus (Figure 4D). Finally, no macrophage (Mpeg+) migration to the brain was observed by any route of infection (Figure 4C). Interestingly, the expression of the macrophage marker gene marco significantly increased after NNV infection in a time-dependent manner, with more marked increases than those observed for the neutrophil marker gene mpx (Figure 4E).




Figure 4 | Visualization and analysis of innate immune cell migration to the head of 3 pdf larvae infected through different routes. The transgenic zebrafish lines (A) Tg(lyz:DsRed2), (B) Tg(mpx:GFP) and (C) Tg(mpeg:mCherry) were used to analyse the migration of myeloid precursors with lysozyme activity, neutrophils and macrophages, respectively, to the cephalic region. Larvae were infected through the 4 infection routes analysed in this study, and the cells were counted at 1, 2 and 3 dpi. Fluorescent immune cells were counted using ImageJ, and the graphs represent the difference in fold change of the number of cells located in the head from infected larvae compared to their corresponding uninfected control larvae (control FC = 1 in the dotted line). Representative images of the three transgenic lines at 2 dpi were included. (D) Whole-mount immunofluorescence of Tg(mpx:GFP) transgenic larvae infected via the brain with NNV at 1 dpi; neutrophils are displayed in green, NNV are displayed in red, and nuclei are displayed in blue. No colocalization between NNV particles and neutrophils was observed. (E) Expression analysis of marker genes of the two major innate immune cells (mpx – neutrophils, marco – macrophages) in NNV-infected and uninfected larvae at different times postinfection. Each sample (5 biological replicates, pools of 4 larvae each) was normalized to the 18S gene. The normalized expression values were standardized against their respective controls (Control FC = 1, dotted lines). For (A–C, E), the graphs represent the mean ± SEM of the biological replicates. Statistically significant differences are displayed as follows: ***, 0.0001 > p value > 0.001; **, 0.001 > p value > 0.01; *, 0.01 > p value > 0.05.





3.5 High-Throughput Sequencing, Mapping Information and PCA Distribution

To better elucidate the immune response generated in the larvae after challenge with NNV, high-throughput transcriptome sequencing and RNA-Seq analyses were conducted. Samples of 3-dpf larvae infected via the brain with NNV or the corresponding control larvae were collected at 1, 3 and 5 dpi for transcriptome sequencing (Figure 5A). A parallel assay of mortality was carried out to confirm the success of NNV infection (Figure 5B). A total of 541,547,936 reads were obtained from the 18 sequenced samples, with an average value of 30,085,996 reads per sample; of the total raw reads, 99.99% successfully passed the quality control. From these high-quality reads, 97.27% successfully mapped to the zebrafish genome. Therefore, only 2.71% of the reads remained unmapped.




Figure 5 | Transcriptome analysis of 3-dpf zebrafish larvae infected with NNV via the brain. (A) RNA-Seq experimental design: Zebrafish larvae were microinjected via the brain, and three pools of infected and uninfected larvae were sampled at 1, 3, and 5 days postinfection for RNA isolation and Illumina sequencing. (B) Kaplan–Meier survival curves of NNV-infected and uninfected larvae conducted in parallel to RNA-Seq sampling. Statistically significant differences are displayed as follows: ****, p value < 0.0001. (C) Principal component analysis (PCA) of the samples.



Using the TPM values obtained from RNA-Seq analyses, PCA was performed to determine the sample distribution and to identify the presence of outliers. The PCA plot clearly showed that the NNV-infected samples became more differentiated from the control samples in terms of the overall transcriptome as the postinfection time increased (Figure 5C). An evident influence of age on the sample distribution is also observed.



3.6 Differentially Expressed Genes, GO Enrichment and KEGG Pathway Analysis

RNA-Seq analyses were conducted to evaluate transcriptome modulation in zebrafish larvae during infection with NNV. Using the obtained data, differentially expressed genes (DEGs) between NNV-infected and uninfected larvae were identified for each sampling point (FC > |2| and FDR value < 0.05) (Supplementary Files S1–S3). The number of DEGs increased according to the progression of the infection, with 125 DEGs at 1 dpi, 305 DEGs at 3 dpi, and 1,388 DEGs at 5 dpi. The representation of these DEGs in stacked column charts subdividing the number of genes according to the intensity (FC) and direction of regulation (up or down) revealed that most of the genes affected by the infection showed positive regulation (Figure 6B). Indeed, the heatmaps representing the TPM values of these DEGs across the different samples also revealed this pattern, with the exception of Replicate 3 from NNV-infected larvae at 1 dpi, whose TMP values of the DEGs at this sampling point were more similar to those observed in the uninfected controls (Figure 6A). These differential expression analyses were validated by qPCR amplification of 5 immune genes differentially modulated between NNV-infected and uninfected larvae; a Pearson’s correlation coefficient (r) of 0.9755 was obtained for both data groups (Supplementary Figure S3).




Figure 6 | Differentially expressed genes in zebrafish larvae infected with NNV. (A) Heatmaps representing the TPM expression values of the DEGs (FC > |2|; FDR < 0.05) modulated at 1, 3 and 5 dpi. Expression levels are represented as row-normalized values on a blue–red colour scale. (B) Stacked column chart reflecting the number and intensity (in FC value) of the DEGs identified at the 3 sampling points. (C) Venn diagram reflecting the common and exclusive DEGs at each sampling point.



A Venn diagram was constructed to illustrate the number of genes that were commonly regulated along the three sample points (Figure 6C); a total of 93 genes were found to be affected at the three times, which corresponded to genes mainly involved in immune response processes. Indeed, when GO enrichment analyses were conducted to explore the biological processes enriched during NNV infection, we observed that more than 60% of the significantly enriched terms were linked to immunity and antiviral response (viral process, response to virus, defence response to other organisms, innate immune response, etc.) (Figure 7A). The analysis of the KEGG pathways enriched during NNV infection resulted in a total of six pathways enriched at 1 dpi, eight at 3 dpi, and fifteen at 5 dpi (p value < 0.05) (Figure 7B). Four KEGG pathways were modulated throughout the 3 sampling points, and they corresponded to “herpes simplex infection”, “RIG-I-like receptor signalling pathway”, “Toll-like receptor signalling pathway”, and “Jak-STAT signalling pathway”, and the number of pathways related to immunity increased over time. The representation of the TPM values of the DEGs belonging to these pathways in heatmaps clearly demonstrated that the number of genes induced by NNV challenge increased substantially over time (Supplementary Figure S4).




Figure 7 | GO terms and KEGG pathways enriched during NNV infection of zebrafish larvae. (A) GO biological process terms significantly enriched at 1, 3, and 5 dpi. (B) KEGG pathways enriched at 1, 3, and 5 dpi; the four common pathways significantly enriched over time are boxed.





3.7 Expression Analysis of the Main Gene Groups Linked to Innate Immune Response

Different heatmaps were constructed to easily visualize the expression pattern of some of the main groups of immune genes regulated in zebrafish larvae during infection with NNV. As type I IFNs are the main regulators of the antiviral immune response in vertebrates, a heatmap was constructed with those DEGs directly linked to this antiviral mechanism and modulated at least at one of the sampling points by infection with NNV. For this, both interferon regulatory factors (IRFs), the type I IFNs themselves and a multitude of interferon-stimulated genes (ISGs) were considered. As expected, based on the time-increasing replication of NNV, some of these genes were already affected at 1 dpi, but the number of DEGs modulated substantially increased with time as the infection progressed (Figure 8). Due to the pivotal role of type I IFNs in the defence against viruses, these cytokines were considered separately from the other types of cytokines (chemokines, interleukins, colony-stimulating factors and tumour necrosis factors). A heatmap representing these other differentially expressed cytokines also reflected a strong overexpression of a multitude of them during the course of infection, with the exception of chemokine (C-C motif) ligand 34b, duplicate 1 (ccl34b.1), which was significantly inhibited at 5 dpi by NNV (Figure 9A).




Figure 8 | Heatmap representing the DEGs linked to the type I IFN system at 1, 3, and 5 dpi. A heatmap was constructed with the TPM expression values of the DEGs. Expression levels are represented as row-normalized values on a white–purple colour scale.






Figure 9 | Heatmaps representing the DEGs belonging to different immune categories at 1, 3 and 5 dpi: (A) cytokines; (B) pattern recognition receptors; (C) complement system; and (D) galectins. Heatmaps were constructed with the TPM expression values of the DEGs. Expression levels are represented as row-normalized values on a white–purple colour scale.



All of these cytokines mentioned above are induced after the recognition of pathogen-associated molecular patterns (PAMPs) by different pattern recognition receptors (PRRs). As mentioned above, the KEGG pathway enrichment analysis showed that two PRR pathways, the “RIG-I-like receptor signalling pathway” and the “Toll-like receptor signalling pathway”, were highly modulated by the virus at the three sampling points, and the “NOD-like receptor signalling pathway” was also enriched at 5 dpi. Therefore, we wanted to analyse in a more detailed way how the different differentially expressed PRRs were affected by the virus. As expected, numerous PRRs (tlr1, tlr2, tlr3, tlr4ba, tlr4bb, tlr8b, tlr9, tlr21, tlr22, nod1, and marco) and downstream signalling components (irak1, irak3, tank, and traf3) were also upregulated in a time-increasing manner (Figure 9B). Similar results were observed for different members of the complement system (Figure 9C) and the galectin family (Figure 9D).




4 Discussion

VER disease has an important economic impact on marine aquaculture worldwide, although natural outbreaks have also been detected in several freshwater species (59). While considerable advances in the knowledge of the disease and genetic variability of NNV have been conducted in recent years (59), host–virus interaction mechanisms need to be further studied to help develop effective antiviral strategies.

Zebrafish are a model organism widely used for biomedical research (60) and for studying different concerns linked to fish aquaculture production, such as skeletal malformations (61), pigmentation abnormalities (62), adaptation to prevalent stressful conditions in the aquaculture industry (63), nutrition (64) and infectious diseases (65). It is well known that zebrafish provide significant advantages for understanding host–pathogen interactions in the context of a complete vertebrate. For that reason, zebrafish have been increasingly used for modelling infectious diseases, including those caused by viruses (10), although their use in studying NNV infection remains poorly explored.

Although Furusawa et al. (40) reported that zebrafish were not susceptible to NNV, a year later, Lu et al. (23) were able to reproduce nodavirus infection in this fish species after intraperitoneal injection. They observed a time-increasing viral replication in the brain that peaked at 3 dpi, and histological studies of this tissue revealed lesions similar to those observed for naturally susceptible species (23). Moreover, zebrafish larvae microinjected with NNV showed a high mortality rate at 24 hpi (98%) compared with the mock-injected larvae (24%), although the age of the larvae and route of microinjection were not specified by the authors (23). In that work, the pivotal role of the type I IFN system in protection against NNV was also demonstrated, as the treatment of zebrafish larvae with recombinant IFN conferred protection against viral infection (23). Afterwards, Morick et al. (24) described the infection of zebrafish larvae by bath challenge and the protection conferred by ribavirin treatment (41). However, these works did not fully use all of the advantages that this model species offers to us. In this study, we wanted to propose the use of zebrafish as a model species for this disease and to use techniques that allow us a deeper understanding of what happens during this viral disease.

First, we aimed to determine the most effective route and age of infection for zebrafish larvae to conduct further studies. After the infection of 3-dpf larvae via the brain, via the duct of Cuvier (DC), intramuscularly (IM) and by bath challenge, we found that the route that offered a significantly lower percentage of survival against NNV was microinjection via the brain followed by microinjection IM. However, DC and bath challenges did not cause significant mortality to the larvae compared with the uninfected control larvae. This contrasts with the data published by Morick et al. (24), who found that 4-dpf larvae were highly susceptible to NNV by bath challenge, although the mortality significantly decreased in 6- and 8-dpf larvae. Based on this, we wanted to determine whether the age of the larvae influenced the susceptibility to the virus; therefore, larvae at 14 dpi were infected under the same conditions as the 3-dpf larvae, and no significant mortalities were observed for any of the infection routes. In agreement with Morick et al. (24), older larvae are more resistant to the virus, which could be due to a more developed immune system.

Therefore, 3-4-dpf larvae would be optimal for studying NNV–zebrafish larvae interactions not only for their higher susceptibility but also for their transparency, enabling the use of different imaging techniques. Among them, whole-mount immunofluorescence allowed us to confirm that, as occurs in naturally susceptible species, after IM infection, NNV can migrate to the brain and ocular region. Although different natural routes of infection have been proposed for NNV (epithelial cells, gills, and nasal and oral cavity) (59), the process of viral migration from the muscle to the central nervous system (CNS) was largely confirmed, and due to the higher infective efficiency of the IM route (66), it is the most extensively used route for experimental infection in farmed fish species (32, 34, 38, 67, 68). The spread of infection from the muscle to the CNS may occur through nerve axonal transport (29, 69). As a consequence of the damage caused by NNV in the CNS, one of the main characteristic symptoms of VER disease is the erratic swimming of infected fish. The small size of the zebrafish larvae allows us to better control the experimental conditions in vivo, as very large spaces are not required; therefore, certain variables, such as the temperature, are more controlled. When the swimming behavior of 3- and 14-dpf NNV-infected larvae was compared with that of uninfected larvae, changes in velocity, directionality, and Euclidean and accumulated distance were specifically observed in 3-dpf larvae infected via the brain, which is probably due to the faster and higher replication of the virus in these larvae.

However, as expected, zebrafish larvae are already able to respond to the virus at early stages of development. The use of zebrafish transgenic lines to analyse the migration of innate immune cell types to the brain after NNV infection through this route revealed a significant migration of neutrophils (Mpx+ cells) and myeloid precursors with lysozyme activity (Lyz+) but not macrophages (Mpeg+). Although the lyz gene is expressed in both granulocytes and macrophages, its expression is considerably higher in granulocytes (70), which was also determined in mammals (71). Therefore, the similar migratory trend observed for the Mpx+ and Lyz+ cells is because, in both cases, these cells most likely correspond exclusively to neutrophils. Neutrophils are the first immune cells recruited to sites of infection, where they play important protective functions, including the phagocytosis of infectious agents (72). Nevertheless, although certain viruses have been detected inside neutrophils, it is not clear whether that is a consequence of the active infection and propagation of these specific viruses within neutrophils (72). Neuroinvasion is a rare phenomenon, but certain neuronal viruses, such as NNV, have the ability to colonize the CNS. Among the strategies to reach the brain, a highly protected organ, is the so-called ‘Trojan horse’ strategy, consisting of the camouflage of the pathogen inside immune cells, such as neutrophils and macrophages (72). However, immunofluorescence analysis showed that NNV and Mpx+ cells do not colocalize; consequently, neutrophils do not appear to phagocytose NNV particles as a protection strategy, but they are not used as ‘Trojan horses’ either.

Interestingly, although we did not observe migration of macrophages to the site of injection, the expression of the macrophage marker gene marco significantly increased during the course of the infection, reaching higher fold-change values than that observed for the mpx gene. It is possible that macrophages migrate to the brain at later infection stages, as cell migration was evaluated until 3 dpi; at this sampling point, the expression of marco was not affected by the infection, reaching significant overexpression at 5 and 7 dpi. In contrast, the mpx gene showed higher overexpression at 3 dpi. Because both specific markers are already present in 2-dpf larvae (73, 74), these results could suggest a similar pattern to that observed in mammals: resident low immunoreactive macrophages recognize the pathogens and produce neutrophil chemoattractants and, after a rapid influx of neutrophils to the site of infection, they release chemoattracting factors involved in the recruitment of other immune cells, in particular inflammatory macrophages (75). However, more investigation will be needed to elucidate neutrophil–macrophage interactions after NNV infection.

To shed more light on the immune response of zebrafish larvae to NNV, we conducted RNA-Seq analyses of NNV-infected and control larvae at 1, 3 and 5 dpi. As expected, due to the time-increasing replication of the virus, the number of DEGs also increased with time, with most of them being overexpressed in the infected larvae compared with the controls. The GO terms and KEGG pathway enrichment analyses revealed a strong enrichment in immune processes. Among the KEGG pathways, the signalling cascades of the three main types of PRRs (Toll-like, RIG-I-like and NOD-like) were enriched, and a heatmap representing the DEG PRRs and downstream signalling molecules revealed a strong overexpression of a multitude of them at 5 dpi, especially different TLRs. A variety of TLRs were also found to be induced by NNV infection in European sea bass leucocytes (76) and brain DLB-1 cell line (77), although this intense TLR response was not observed in other RNA-Seq studies of fish or fish cells infected with NNV (38, 39, 68, 78–81). Although endosomal TLRs (TLR3, TLR7/8 and TLR9) are typically considered the antiviral TLRs, since they are specialized in the recognition of viral nucleic acids, certain TLRs anchored to the cellular membrane, such as TLR2 and TLR4, are able to recognize viral proteins (82). Ours results suggest the induction of TLRs involved in both nucleic acid and protein recognition. Interestingly, although RIG-I-like receptors have been described as pivotal PRRs in response to NNV infection (42, 43), we did not observe the induction of this type of receptors in our results. 

The interaction of viral PAMPs with different PRRs initiates the recruitment of adapters and the activation of downstream transcription factors that express a multitude of cytokines, including type I IFNs (83). The expression of type I IFNs, the main cytokines orchestrating antiviral defence, mediates their protective effects through the induction of numerous ISGs (84). The relevance of the type I IFN response was well documented in fish after NNV infection, including zebrafish (23, 42–44). However, how the complete repertoire of members of the type I IFN system responds to NNV challenge in zebrafish remains unexplored. As expected, we found a powerful modulation of a multitude of genes involved in this pathway, which indicates a highly efficient response of zebrafish larvae to the virus. Interestingly, contrary to that observed by Chen et al. in the zebrafish cell line ZF4 (42), we did not observe induction in the expression of the different type I IFNs (ifnphi1, ifnphi2, ifnphi3, ifnphi4). This fact if probably due to the fast overexpression of these interferons after NNV infection, returning to basal levels at 24 hpi. Nevertheless, the high representation of ISGs highlights the relevance of the type I IFN system. This contrasts with the total absence of a type I IFN response observed in European sea bass brain and head kidney samples at 24 and 72 hpi, which is mainly characterized by activation of the hypothalamic–pituitary–interrenal axis (stress response axis) (38). More investigation will be needed to elucidate whether the high susceptibility of European sea bass to NNV is a consequence of an impaired antiviral response to this virus. Indeed, when the expression of ISG mx was analysed in brain samples from European sea bass and in gilthead seabream (Sparus aurata), a fish species classically considered resistant to NNV, the induction of mx expression was substantially lower in European sea bass than in gilthead seabream (32).

In addition to the type I IFNs, a multitude of other cytokines were induced, reflecting a powerful inflammatory response to NNV, which is probably mediated in the first instance by neutrophils and then by neutrophils and macrophages (75). Indeed, the early migration of neutrophils to the cephalic region of zebrafish larvae after challenge with the virus could be triggered through the production of a multitude of chemokines and the infiltration of more neutrophils and macrophages. Increases in proinflammatory cytokines have also been observed in different organisms infected with NNV, such as Atlantic halibut (85), European sea bass and gilthead seabream (32), turbot (34), zebrafish (24), or different species of grouper (81, 86). Interestingly, the expression of tumour necrosis factor alpha (tnfa) was previously suggested to be substantially higher in species susceptible to NNV, such as European sea bass, compared with its expression in species resistant to NNV, such as gilthead seabream, which could indicate that this proinflammatory cytokine may be responsible for a large inflammatory reaction in the areas of infection of this virus, such as the brain, retina and spinal cord, producing a neurodegenerative process that the fish cannot overcome (32). However, this result contrasts with the total absence of overexpression of proinflammatory genes observed after an RNA-Seq analysis of brain samples from European sea bass infected with NNV (38), which could be a consequence of different degrees of disease severity or different evolution patterns as a consequence of a multitude of experimental factors (age and size of the animals, virulence of the NNV stock, temperature, etc.).

The complement system has the ability to recognize viruses and virus-infected cells and trigger effector pathways aimed at neutralizing viruses or killing infected cells (87). The strong induction of a multitude of components of the complement system also evidenced the importance of this immune mechanism in the defence against NNV. The overexpression of different complement members after infection with this virus was already observed in brain (38) or liver (88) samples from European sea bass or in leucocytes infected in vitro (76). Moreover, increases in the complement haemolytic activity of serum samples from NNV-infected gilthead seabream were observed at 24 hpi, although this activity was not significantly affected in European sea bass (88), which could also contribute to the different susceptibilities to the virus. Indeed, some viruses are able to develop complement evasion strategies (87), and this ability could vary depending on the fish species. However, whether members of the Nodaviridae family are able to destabilize the complement response remains to be elucidated.

Finally, the other group of genes standing out from the DEGs in zebrafish larvae were galectins. These β-galactose-binding lectins, which could also be considered PRRs, are expressed in a multitude of cell types and play major roles in defence against pathogens (89). However, little is known about the role of galectins in viral infections, and although they clearly have a function in viral infections, their mode of action is not completely understood (89). Indeed, some investigations have reported antiviral activity of galectins against certain viruses, but other works attributed a proviral role to certain galectins (88). The recurrent overexpression of different galectin genes in different fish species challenged with NNV (67, 68, 76, 90) also evidence a function of these lectins in the response to this virus. Indeed, zebrafish galectin family members showed antiviral activity against the fish virus infectious haematopoietic necrosis virus (IHNV) through direct interaction with the viral glycoprotein, resulting in reduced viral adhesion to the cells (91, 92). Recombinant Paralichthys olivaceus Galectin 1 also showed the ability to neutralize lymphocystis disease virus (LCDV) and exert anti-inflammatory activity during infection with LCDV, but the lower expression of proinflammatory genes could be a consequence of lower viral replication in fish treated with the recombinant protein (93). Similar results were observed for the recombinant European sea bass Galectin 1 against NNV, with a significant reduction in the inflammatory response, although the concrete antiviral mechanism mediated by this galectin remains to be elucidated. Moreover, the overexpression of 7 different zebrafish galectin members after NNV observed in this work could indicate nonredundant and complementary roles in the fight against NNV.

While the numerous advantages of zebrafish as a model organism in biomedical and aquaculture research have been extensively noted in recent years, this work reaffirms the foundations of zebrafish larvae to be considered a model of infection, not only for NNV but also for many other viruses. The experimental challenge of zebrafish larvae can reproduce the disease and mimic the course of the infection, as occurs in other NNV hosts. Zebrafish larvae showed susceptibility to this virus, with significant mortalities after intramuscular microinjection or by directly inoculating the virus into the brain. As in the farmed fish species susceptible to NNV, the virus was able to migrate to the brain after an intramuscular infection, and alterations in swimming behavior were observed during infection, suggesting CNS damage. Larvae were also able to mount an efficient antiviral response at both the cellular and humoral levels. Based on these results, different aspects of NNV pathogenesis, immune response and screening of antiviral drugs could be easily studied in zebrafish larvae.
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Drosophila as a Model to Study the Mechanism of Nociception
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Nociception refers to the process of encoding and processing noxious stimuli, which allow animals to detect and avoid potentially harmful stimuli. Several types of stimuli can trigger nociceptive sensory transduction, including thermal, noxious chemicals, and harsh mechanical stimulation that depend on the corresponding nociceptors. In view of the high evolutionary conservation of the mechanisms that govern nociception from Drosophila melanogaster to mammals, investigation in the fruit fly Drosophila help us understand how the sensory nervous system works and what happen in nociception. Here, we present an overview of currently identified conserved genetics of nociception, the nociceptive sensory neurons responsible for detecting noxious stimuli, and various assays for evaluating different nociception. Finally, we cover development of anti-pain drug using fly model. These comparisons illustrate the value of using Drosophila as model for uncovering nociception mechanisms, which are essential for identifying new treatment goals and developing novel analgesics that are applicable to human health.
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INTRODUCTION

Pain is an “unpleasant sensory and emotional experience associated with actual or potential tissue damage”—as defined by the International Association for the Study of Pain1, it is an indispensable and rich sensory experience which can help people promote the healing and improvement of the injured or diseased parts of the body (Young et al., 2012). Pain can be classified into nociception, inflammatory and pathological pain according to the pathological mechanism (Costigan et al., 2009; Woolf, 2010; Haanpaa et al., 2011), and acute, chronic, and occasional pain according to the duration (Turk, 2001; Glare et al., 2019). Pain is a subjective experience, and nociception is an objective neural process that encodes and processes harmful stimuli. It is an evolutionary conservative mechanism that reminds organisms of potential tissue damage and is vital to survival (Neely et al., 2010; Khuong and Neely, 2013). For living organisms, the rapid response to harmful stimuli and the ability to react and avoid them (pain/nociception) is crucial (Milinkeviciute et al., 2012).

Most of the research objects on nociception are model animals, such as monkey (Lee et al., 2007), mice (Luo et al., 2019), zebrafish (Malafoglia et al., 2013), Drosophila melanogaster (Leung et al., 2013), C. elegans (Nkambeu et al., 2020) and so on. As a bridge between disease research and human beings, model animals play an important role in modern medical research. Extensive modeling has been performed in mammals, however, these models are expensive, and have ethical implications. In contrast, Drosophila has its unique advantages as a model animal for pain research, small size and relatively short lifecycle allows it could be produced in large numbers and easy to work with. Most importantly, fruit flies show a high degree of homology with humans at the organ and gene level, with flies sharing functional counterparts for most organ systems (Fortini et al., 2000; Chien et al., 2002). It has been estimated that 75% of human disease genes have conserved homologs in Drosophila, making this fly a model organism of great potential (Bier, 2005). Using fruit flies as human disease model would avoid the ethical controversy. At present flies has been used extensively as a model for human disease already, for example, to study cancer, Alzheimer’s disease, nociception, obesity and diabetes and so on (Milinkeviciute et al., 2012; Enomoto et al., 2018; Tsuda and Lim, 2018; Warr et al., 2018).

As previously mentioned, there are conserved physiological mechanisms underlying the nociceptive system between human and flies (Sneddon, 2018). The nociceptors in the primary afferent nerve fibers are stimulated by thermal, mechanical and chemical stimulation, converted into electrical signals, and then transmitted to the central nervous system such as the spinal cord, and finally felt the pain (Julius, 2013; Bourne et al., 2014; Dai, 2016; Sneddon, 2018; St, 2018). These nerve fibers quickly transmit the perceived harmful information to the central nervous system through action potentials. In this process, ion channels play a vital role. These ion channels are specifically expressed in the above-mentioned nerve fibers (Julius, 2013; Dai, 2016; Yam et al., 2018). TRP, Piezo and other ion channels have been identified as key pain receptors (Hwang and Oh, 2007; Volkers et al., 2015). Among these channels, TRPV1, TRPA1, Piezo1 and Piezo2 are expressed in nociceptors (Liedtke, 2007; Flood et al., 2013; Volkers et al., 2015; Himmel and Cox, 2017; Boonen et al., 2021). They serve as detectors and sensors for cold, heat, chemical and mechanical stimuli in nociceptors. These conserved genes in Drosophila well prove the potential of flies as a nociceptive model animal. The purpose of this review is to present the aggregate findings of the pain-related genes in order to discuss the possibilities for Drosophila as model animal in nociception research, and provide a comprehensive evaluation for future human nociception studies.



THE ROLE OF PAIN-RELATED GENES IN REGULATING NOCICEPTION/PAIN


Transient Receptor Potential Channels

Transient receptor potential (TRP) channels are a large family of ion channels, and most of them are conserved from Drosophila to humans. It has more than 50 subtypes, divided into 7 subfamilies according to their amino acid sequence homology, which includes vanilloid (TRPV1-6), canonical or classic (TRPC1-7), melastatin (TRPM1-8), non-mechanoreceptor potential C (NOMP-like, TRPN1), long TRP ankyrin (TRPA1), polycystins (TRPP1-5) and mucolipins (TRPML1-3) (Clapham et al., 2001; Nilius et al., 2005, 2012; Wu et al., 2010; Li, 2017; Bamps et al., 2021). TRP channels allow an inward cation current to regulate cell function, and have a variety of activation modes by mechanical, thermal and chemical stimuli (Nilius et al., 2007; Nilius and Owsianik, 2011). Therefore, the TRP family has a variety of physiological functions, including vision, hearing, taste, thermosensation and response to different environmental stimuli (Gees et al., 2012). The TRP channels are probably best known for its role in nociceptive perception, it is the largest group of noxious ion channels involved in pain. Among the sub-families, TRPA1, TRPV1, and TRPM2 have been shown to be related to nociception (Table 1; Flood et al., 2013; Himmel and Cox, 2017; Maiese, 2017; Logashina et al., 2019).


TABLE 1. Genes that regulate pain in humans and Drosophila.
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TRPA1 is a channel with non-selective permeability to calcium, sodium and potassium, while its permeability to calcium is higher than that of other TRPs (Kwan and Corey, 2009). It acts as a sensor for cell damage signals and is involved in inflammation and immune response (Bandell et al., 2004; Kwan et al., 2006; Kwan and Corey, 2009; Neely et al., 2011; Zygmunt and Hogestatt, 2014; Laursen et al., 2015; Viana, 2016). Mostly, TRPA1 is crucial in mediating long-term hypersensitivity to thermal, cold, chemical, and mechanical stimuli detected in nociceptive, inflammatory, and neuropathic pain models (Story et al., 2003; Corey et al., 2004; Kwan et al., 2006; Karashima et al., 2009; Del et al., 2010). TRPA1 has been proposed to function as a temperature-insensitive detrimental heat sensor and a detrimental cold sensor (Laursen et al., 2015). TRPA1 promotes excitatory effects of bradykinin through the PLC/calcium signaling pathway (Bandell et al., 2004), so it is an important downstream target for inducing pain receptor hypersensitivity (Bautista et al., 2006). In inflammatory pain, the role of TRPA1 channels is two sides. On the one hand, pro-inflammatory factors activate nociceptors through TRPA1. On the other hand, TRPA1 stimulation is usually related to the release of pro-inflammatory neuropeptides (Nassini et al., 2014).

TRPV1 is a cation permeable channel and shows important influence in feeling nociceptive stimuli and producing pain in primary afferent nociceptors (Immke and Gavva, 2006). As an ion channel, it can be activated by specific activators, such as vanillin, capsaicin, sorbamide, etc., (Gees et al., 2012; Julius, 2013; Dai, 2016; Li, 2017; Hung and Tan, 2018). TRPV1 is now considered to be a molecular integration factor of pain stimuli, and drug target. In animals, the sensitization and activation of peripheral nociceptors can cause TRPV1 to transmit nociceptive signals to the central nervous system, thereby producing unpleasant and painful sensations, warning the body of potential harmful threats (Hung and Tan, 2018). TRPV1 not only plays a vital role in nociception, but also leads to the generation of action potentials during inflammation, which in turn leads to the generation of pathological pain, such as thermal hyperalgesia, spontaneous pain and mechanical hypersensitivity (Caterina et al., 2000; Ma and Quirion, 2007). TRPV1 knockout mice have a significant reduction in thermal hypersensitivity after tissue injury, which clearly proves that TRPV1 is involved in the development of inflammatory pain (Caterina et al., 2000; Davis et al., 2000). TRPM2 as a calcium ion-permeable non-selective cation channel is expressed in the peripheral nervous system and immune system, which is activated by oxidative stress, moderate temperature and intracellular adenosine diphosphate ribose (ADPR) in various types of cells (Kolisek et al., 2005; Togashi et al., 2006). TRPM2 is of great importance in the pathogenesis of inflammation and neuropathic pain (Eisfeld and Luckhoff, 2007; Faouzi and Penner, 2014). A study showed that in carrageenan-induced inflammatory pain and sciatic nerve injury-induced neuropathic pain models, TRPM2 knockout mice have alleviated mechanical hyperalgesia and thermal hyperalgesia (Di Meglio et al., 2004).

The first evidence for the existence of TRP channels were found in Drosophila flies. Cosens and Manning used electroretinogram (ERG) measurements to analyze a spontaneous mutant in Drosophila that exhibited a temporary rather than a continuous response under long-term bright light (Cosens and Manning, 1969). It is firstly named a “type A” mutation. Later, it was found that this mutant had defects in light transmission, and had a representative name: “transient receptor potential” or Trp (Minke et al., 1975). TRP channels are diverse in structure and can modulate transduction of thermal, mechanical, and chemical stimuli and also can regulate cell growth, cell differentiation, and vascular physiology in flies (Pazienza et al., 2014; Maiese, 2017). The Drosophila genome contains genes encoding 13 TRP channels, and encodes four TRPA homologs: dTRPA1, painless, pyrexia, and water witch (Fowler and Montell, 2013). TRPA channels have been the most widely studied for their roles in temperature-sensing behavior in flies (Goodman, 2003; Xu et al., 2006; Neely et al., 2011; Bellemer, 2015) and also play important roles in chemical and mechanical sensing (Mandel et al., 2018; Boonen et al., 2021). TRPA1 has been implicated as a mammal noxious cold receptor, which is activated by extremely cold temperatures (below < 15°C) (Kwan and Corey, 2009). However, the TRPA1 homologs dTRPA1, painless, pyrexia in flies have no function in regulation of cold avoidance. The temperature-sensitive diversity of TRPA1 channels in flies and mammals makes researchers more cautious when dissecting the role of TRPA1 in thermal stimulation and screening anti-pain drug using D. melanogaster.

dTRPA1 was first identified as a heat-activated channel in flies (Rosenzweig et al., 2005; Kwon et al., 2008). It is 32% identical and 54% similar to its mammalian orthology by amino acid identity, and is activated in response to high temperature, reactive chemicals and downstream of intracellular signaling pathways (Neely et al., 2011; Bellemer, 2015; Boonen et al., 2021). The dTRPA1 channel is expressed in the multiple groups of central neurons and several classes of peripheral sensory neurons (Hamada et al., 2008; Kang et al., 2010; Kim et al., 2010). dTRPA1 participates not only in the thermal pain of adults, but also in the thermal pain of larvae (Neely et al., 2011; Luo et al., 2017). Control adults flies respond very quickly to harmful heat at 46°C, but dTRPA1 mutants respond slowly to harmful heat, and their thermal pain ability was significantly reduced (Neely et al., 2011). Fly larvae trigger noxious rolling behavior when the temperature is below 40°C, and the frequency of this behavior increases rapidly as the temperature rises until 33°C. The above-mentioned nociceptive behaviors all depend on the dTRPA1 channel, the activity of which responds to the rate of temperature change (Luo et al., 2017). In addition to participating in the response to harmful temperature stimuli, dTRPA1 has also been detected in chemical stimuli (Tracey et al., 2003; Im and Galko, 2012). Boonen et al. (2021) found that wild-type flies avoid citronellal and menthol in olfactory tests, while dTRPA1 mutant flies have reduced this behavior. dTRPA1 channel mediates chemical avoidance in gustatory receptor neurons (GRNs), in which know down of dTRPA1 in GRNs significantly reduced the aversive response to aristolochic acid (Kim et al., 2010).

Painless as a member of the TRPA family channel was discovered and identified as an important gene for thermal and mechanical nociception in Drosophila flies (Tracey et al., 2003; Xu et al., 2006). It is expressed in the larval peripheral nervous system (Tracey et al., 2003), and various regions of the adult brain, such as mushroom body, a region important for learning and memory (Busto et al., 2010) elliposoid body of the central complex (Sakai et al., 2012, 2014); olfactory projection neurons in antennal lobes (Wang et al., 2011); and the pars intercerebralis including insulin-producing cells (Sakai et al., 2012, 2014). Painless is a molecular sensor for noxious thermal stimuli in larvae and adult flies (Goodman, 2003). Studies have confirmed that wild-type larvae exhibit typical “rolling behavior” within 1 s of being contacted by the heated probe above 40°C, and this activity is absent in the painless mutant (Goodman, 2003). When the heating temperature exceeds 38°C, the firing of the multidendritic sensory neurons increases, but this increase is not seen in the painless mutant (Xu et al., 2006; Sokabe and Tominaga, 2009). In the hot plate assay, painless mutant adults exhibited a behavioral defect and could not jump quickly to escape from a hot plate, which can be rescued by a transformed painless gene, indicating that painless is required for thermal nociception in adult flies (Xu et al., 2006). Painless requires Ca2+ as a co-agonist for heat-evoked activation. Painless failed to respond to heat in the absence of intracellular and extracellular Ca2+ (Liu et al., 2003). Painless is also required for chemical and mechanical nociception (Tracey et al., 2003; Al-Anzi et al., 2006; Mandel et al., 2018). Mandel et al. (2018) found that allyl isothiocyanate (AITC) remarkably reduce the proboscis extension reflex frequencies in wild-type genotypes but did not in painless mutant, and AITC evoked calcium changes in painless expressing neurons. Expression of painless was also detected in mechanically-sensitive Johnston’s organ, while painless could be activated by mechanical stimuli (Tracey et al., 2003). Additionally, painless is involved in a variety of neural processes in flies including negative geotaxis (Sun et al., 2009), larval social behavior (Xu et al., 2008) and sexual receptivity of virgin females (Sakai et al., 2014).

Pyrexia (pyx) gene is a heat-sensitive TRPA channel and protects flies from high temperature stress (Lee et al., 2005; Xu et al., 2006; Hamada et al., 2008). It is ubiquitously expressed along the dendrites of a subset of peripheral nervous system neurons and is more permeable to K+ than to Na+ (Lee et al., 2005). 60% of pyx null flies were paralyzed within 3 min after exposure to 40°C, while applying the same stimulation to wild-type fruit flies, the number of paralysis was only 9% (Lee et al., 2005). pyx is also responsible for the response of temperature-sensitive anterior cell (AC) brain neurons, which regulate the temperature preference behavior of adult flies (Hamada et al., 2008; Tang et al., 2013). pyx is involved in temperature synchronization of circadian clocks, in which pyx mutants fail to synchronize their behavior to temperature cycles between “night” and “day” (Wolfgang et al., 2013).



Piezo Channel

Mechanical transduction is the process of converting mechanical force into biological signals, which plays a key role in various physiological processes of animals (Volkers et al., 2015). It is through the mechanically sensitive cation channel converts the mechanical stimulus received by the animal body into various activities, and plays an important role in the regulation of touch, hearing and blood pressure (Bagriantsev et al., 2014). Piezo channel is a type of mechanical-sensitive ion channel, which is necessary for cells to respond to mechanical stimuli (Coste et al., 2010). In vertebrates, Piezo channel proteins mainly include Piezo1 and Piezo2 proteins, which are encoded by the genes Piezo1/FAM38A and Piezo2/FAM38B, respectively (Coste et al., 2010, 2012; Bagriantsev et al., 2014). Piezo1 channels are characterized by slower kinetics, and can react to more persistent activation (Lewis et al., 2017). After silencing Piezo1 expression in chondrocytes, the number of chondrocytes responding to mechanical stimulation decreased, while activating Piezo1 significantly promotes mechanical response in chondrocytes (Servin-Vences et al., 2017). Piezo2 as a faster kinetics are more specified for detection of transient mechanical forces (Ranade et al., 2014; Woo et al., 2015; Szczot et al., 2018). Recent studies have shown that Piezo2 is essential for mediating abnormal tactile pain in mice (Murthy et al., 2018; Szczot et al., 2018), and it has been confirmed that Piezo2 is also necessary for humans to feel gentle touch, proprioception, and abnormal tactile pain (Szczot et al., 2018).

Only one single Piezo protein was found in lower organisms, such as nematodes and fruit flies (Hamada et al., 2008). In the Drosophila melanogaster, there is only one copy of the force-gated ion channel, DmPiezo, a Ca2+ permeable non-selective cation channel, similar to its mammalian homolog (Coste et al., 2012). DmPiezo is 24% identical to mammalian piezos, with sequence conservation throughout the length of the proteins (Coste et al., 2012). Studies have shown that the expression of DmPiezo is detected in all types of sensory neurons and some non-neural tissues of flies, including multimodal nociceptors of larvae. Among these neurons, Dmpiezo has a special contribution to mechanical pain (Kim et al., 2012). The researchers found that Dmpiezo expression in human cells induces mechanically activated currents, similar to its mammalian counterpart (Coste et al., 2012). In Dmpiezo knockout larvae, the behavioral response to harmful mechanical stimuli is severely reduced, while the response to another harmful stimulus or touch is not affected. Knockdown of Dmpiezo in sensory neurons that mediate nociception is sufficient to weaken the response to harmful mechanical stimuli. Dmpiezo and Pickpocket (ppk) are involved in the parallel pathways of ppk-positive cells, while their absence results in mechanical nociception elimination (Kim et al., 2012). Loss of DmPiezo renders class IV sensory neurons unresponsive to harsh touch (Kim et al., 2012) and makes mechanosensitive visceral neurons, which sit in the fly’s brain and innervate the gut, mechanoinsensitive (Wang et al., 2020). DmPiezo also regulate axon regeneration in flies (Song et al., 2019), in which DmPiezo activation during axon regeneration induces local Ca2+ transients at the growth cone, leading to activation of nitric oxide synthase and the downstream cGMP kinase foraging or PKG to restrict axon regrowth, while loss of DmPiezo increases axon regeneration of sensory neurons. A second Drosophila piezo family member, piezo-like (pzl; CG45783) shares similarity with that of Dmpiezo and its mammalian homologs Piezo1 and Piezo2 (Hu et al., 2019). Pzl gene expressed in larval chordotonal neurons is required for locomotion of Drosophila larvae. The pzl mutant showed severe defects in crawling pattern and body gesture control, which could be rescued by expressing human or mouse Piezo1, suggesting a conserved role the Piezo-family proteins in locomotion (Hu et al., 2019).



DEG/ENaC Family Channels

Acid-sensitive ion channels (ASICs) are a group of proton-gated ion channels that belong to the degenerin/epithelial sodium channel (DED/ENaC) family. The channel can be activated when the extracellular pH drops below 7.0, or with aprotic ligands at physiological pH levels. The activation of ASICs mainly triggers Na+ influx (Waldmann et al., 1997; Yu et al., 2010). ASIC was found to be a major player in human pain caused by acid (Luo et al., 2017). Increasing evidence further indicates that ASIC3 is a molecular determinant of pain-related tissue acidosis in rodent models. Members of the DEG/ENaC family also play a role in nociception, and have been shown to be essential mechanical transduction molecules in Drosophila flies (Luo et al., 2019). Pickpocket1 (Ppk1) encodes an ion channel subunit of the DEG/ENaC family and is responsible for mechanical nociception responses in flies (Adams et al., 1998; Zhong et al., 2010). It is widely expressed in nociceptive and class IV multidendritic neurons (Zhong et al., 2010). Another ion channel subunits balboa (also known as ppk26) is highly enriched in nociceptive neurons and could bind to PPK to regulate mechanical nociception behaviors in Drosophila larvae (Guo et al., 2014; Mauthner et al., 2014). Ppk26 mutant showed severe behavioral defects in a mechanical nociception behavioral test but responded to noxious heat stimuli compared to wild-type larvae (Guo et al., 2014). Ppk1 and ppk26 have the same signaling pathway to regulate mechanical nociception, and they do not have functional response to in thermal stimulus (Gorczyca et al., 2014). Ppk30 as a member of the Drosophila Ppk family is detected by class IV multidendritic neurons, and has a role in mechanosensation, but not in thermosensation (Jang et al., 2019).




DROSOPHILA MODELS OF NOCICEPTION/PAIN

Drosophila fly has high homology with human disease genes (75%), reproduces rapidly on its own, and the cost of establishing and maintaining a sufficient number of drosophila is much lower than that of the same number of vertebral model animals. These advantages make fly become a tool for studying the conservative genetics of pain (Tracey et al., 2003; Bier, 2005). The fly nociceptors are similar to vertebrates in morphology and function, and they have unique naked nerve endings. The end of the nerve dendrites of Drosophila cover the entire epidermis without overlapping, allowing them to quickly perceive tissue damage. This characteristic proves the potential of Drosophila as a model animal for noxious research (Grueber et al., 2003, 2007; Hwang and Oh, 2007).


Nociceptive Sensory Neurons in Flies

Nociception refers to the sensation of harmful stimuli that can cause tissue damage. Nociceptive sensory neurons in Drosophila have one axon and one or several dendrites each (Hehlert et al., 2021). Fly larvae have two main peripheral sensory neurons located below the barrier epidermis: type I and type II, according to dendrite number and anatomy (Kernan, 2007). The type I neurons are related to bristle type and chordotonal sensory organs and have a single ciliated dendrites (Hwang et al., 2007). The type I neurons are more involved in mechanical sensory functions, such as light touch (Kernan et al., 1994). The type II neurons have many dendritic extensions that project to nearly every epidermal cell of the larval barrier epidermis, thus the type II neurons are also called multidendritic (md) sensory neurons or dendritic arborization (DA) (Grueber et al., 2002). They are structurally similar to mammalian nociceptors (Gao et al., 1999; Grueber et al., 2002). Larvae with gene-silenced md neurons are completely insensitive to harmful stimuli and cannot produce noxious responses. This underlying evidence suggests that md sensory neurons function as nociceptors (Williams and Truman, 2005; Grueber et al., 2007). The TRP channel mentioned above is necessary for nociception, and it has been confirmed that it is expressed in md neurons, which further shows that the status of md neurons in nociception is crucial (Tracey et al., 2003; Rosenzweig et al., 2005). Morphological studies on type II neurons show that these neurons are not a unified cell population. On the contrary, at least four subtypes have been identified (Grueber et al., 2002).

According to the complexity of dendrites and other morphological characteristics, these neurons are named class I-IV neurons that tile the larval body wall (Merritt and Whitington, 1995; Schrader and Merritt, 2000; Grueber et al., 2007). The dendrites of class I neurons are the simplest, while class IV neurons are the most complex (Grueber et al., 2002). Class I and Class II dendritic domains are relatively sparse and compact, while Class III and Class IV neurons have more complex branching patterns, wider coverage, and no branch overlap (Grueber et al., 2002, 2003). Class I neurons project to the motor nerve stacks of the ventral dorsal ganglia and are thought to provide feedback to the motor neurons. However, class II, class III, and class IV neurons all project to the ventral nerve pile, and by analogy with other insects, they are predicted to have somatosensory functions (Hwang et al., 2007; Yoshino et al., 2017; Burgos et al., 2018). Class I neurons are important for coordinating the appropriate timing of peristaltic locomotion (Cheng et al., 2010). Class II and Class III are both related to light contact reactions, of which type III takes the leading role (Tsubouchi et al., 2012; Yan et al., 2013). Class III neurons also mediate the mechanical nociception and cold nociception (Tsubouchi et al., 2012; Yan et al., 2013; Turner et al., 2016). Class IV neurons appear like mammalian nociceptors morphologically (Tracey et al., 2003) and have polymodal sensitivity to a variety of sensory stimuli (Ohyama et al., 2013). Ablation or silencing class IV neurons significantly eliminates larval responses to noxious stimuli, while activation of class IV neurons is sufficient to stimulate corkscrew-like rolling behavior that is similar as larvae receive noxious stimuli (Tracey et al., 2003; Hwang et al., 2012; Ohyama et al., 2013). These neurons in the peripheral nervous system are responsible for perception of multiple nociceptive modalities, including mechanical force, harmful heat, low-wavelength light, and chemical stimuli, through distinct receptors (Tracey et al., 2003; Kang et al., 2010; Xiang et al., 2010; Hwang et al., 2012; Ohyama et al., 2013). Diverse ion channel are expressed in class IV neurons to evoke depolarization in response to corresponding noxious stimuli (Tracey et al., 2003; Lee et al., 2007; Zhong et al., 2010; Hwang et al., 2012; Kim et al., 2012).

Much of the current research on pain in Drosophila flies has focused on nociception, which is similar to acute pain in mammals. When flies suffer from noxious stimuli, multiple pathways are activated in md neurons. This includes the dTRPA1 (Mandel et al., 2018), painless (Tracey et al., 2003) and Pyrexia (Lee et al., 2005) that sense thermal pain; the DmPiezo (Song et al., 2019), painless (Tracey et al., 2003) and Pickpocket families (Zhong et al., 2010) that sense mechanical pain. After acute pain perception occurs, it is often accompanied by prolonged allodynia and hyperalgesia. Multiple pathways related to allodynia and hyperalgesia are also found in md neurons. Hedgehog (Hh) signaling is involved in allodynia and hyperalgesia when Drosophila larvae are exposed to UV light (Babcock et al., 2011). Meanwhile, Hh signaling acts in parallel with tumor necrosis factor (TNF) signaling to mediate allodynia (Babcock et al., 2009), and several TRP channels described above mediate allodynia and hyperalgesia downstream of these pathways. Painless is required for the development of Hh- or TNF-induced thermal hyperalgesia, whereas dTRPA1 is required for Hh-induced thermal hyperalgesia (Babcock et al., 2011). The BMP pathway is also expressed in md neurons during allodynia and hyperalgesia, and it is located downstream of the Hh signaling pathway (Honjo and Tracey, 2018). Decapentaplegic (Dpp, mammalian bone morphogenetic protein 2/4 ortholog) and its downstream signaling pathways in Drosophila md neurons have also been shown to be required to induce allodynia (Gjelsvik et al., 2018). The above studies show that when pain occurs, related pain signaling pathways in Drosophila md neurons are co-expressed to participate in acute nociception and subsequent chronic pain (allodynia and hyperalgesia).



Different Stimulation of Acute Nociception

Currently, the method of nociceptive research using Drosophila fly as a model animal focuses on thermal, cold, chemical and mechanical stimulation of acute nociception.

Regarding the experimental example of thermal nociception, fly larvae and adults have different methods. One of the most classic experimental examples is to collect fly larvae and place them in a petri dish, touch it with a soldering iron heated to 46°C, then the wild-type larvae would make a rolling response in a very short time (Tracey et al., 2003; Petersen et al., 2018; Figure 1A). TRPA1 mutants or painless mutants will exhibit a markedly slow response to temperature. The above experimental model has opened the door to the study of nociception or pain in Drosophila (Tracey et al., 2003; Manev and Dimitrijevic, 2004; Babcock et al., 2009; Aldrich et al., 2010; Coste et al., 2010). Another way to study the heat damage of larvae is to pour water on a petri dish filled with agar to form a water film so that the larvae can roll freely, put the larvae in the petri dish, and then put the petri dish on the heating plate. Record the length of time for the rolling response of larvae at different temperatures (Oswald et al., 2011; Figure 1B). Flies cannot be exposed to low temperatures for a long time, and their behavior prefers warmer temperatures, but the mechanism by which they perceive and avoid cold stimuli has not been studied until recently. The method of measuring the cold nociception of Drosophila larvae is to place the cold probe at a 45° angle to the back of the larva, and apply enough pressure downward to make the surface of the larva slightly concave while allowing it to move forward or backward (Turner et al., 2017). Keep the cold probe still for 10 s until the cold-induced response of the Drosophila larvae is observed, which is the response latency period (Figure 1C). The response latency period is simply the reaction time to cold stimuli. The shorter the latency period, the more sensitive the flies to cold stimuli. The response latency period of wild-type flies is shorter than that of mutant flies’ in the revised manuscript.
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FIGURE 1. Detection method of harmful temperature nociception in Drosophila. (A) When using a 46°C heat probe to contact Drosophila larvae, the rolling reaction time of wild-type larvae earlier than the larvae with impaired nociception. (B) Drosophila larvae with impaired nociception and wild-type larvae can cause rolling reaction when placed in water at 33–34 and 28–29°C respectively. (C) When using a cold probe to contact larvae, the rolling reaction time of wild-type larvae earlier than the larvae with impaired nociception. (D) After keeping the adult flies on a hot plate at 47°C, record the incubation period of the Drosophila to produce a jumping response. (E) Place the adult flies in a heating device, and wild-type flies will concentrate on the upper part of the device with a suitable temperature. (F) The optical drive heat avoidance test uses a heated aluminum ring as a harmful barrier between the adult Drosophila and the light source (attractive).


The detection of typhoid fever on adult Drosophila is time-consuming and laborious. Firstly, researchers developed a method to model the “jumping” reflections that flies exhibit when exposed to noxious heat (Figure 1D), in which flies is suspended on an electric heating plate (47°C) using a nylon rope, then is dropped to get in touch with heating plate, and waiting time for flies to jump is recorded (Xu et al., 2006). Secondly, the adult flies are placed in an incubator with a heating function at the bottom, and the bottom of the box is heated to 46°C (Figure 1E). Wild-type flies will avoid that surface and rest at the upper part of 31°C (Neely et al., 2010). The group should be used as the nociception detection unit, and it is required to be simple and effective. Researchers can use this device to identify genes related to thermal nociception. The third method is to combine the light preference response of adult flies with harmful heat avoidance (Figure 1F). Flies are placed in a vertical transparent device, and a heating aluminum ring and a lamp are placed on the middle and top of the device. Wild-type flies with normal receptors are not attracted by light, while flies with knockdown of painless are attracted by light and pass through the heated aluminum ring (Benzer, 1967; Aldrich et al., 2010).

The way to study the chemical stimulation of fruit flies is to add nociceptor activators, such as capsaicin, menthol, allicin, isothiocyanate, etc., to food, which cause flies to resist food (Al-Anzi et al., 2006; Kim et al., 2010; Li et al., 2020; Figure 2A). Briefly, third-instar larvae are placed in a petri dish, use a pipette to add the above-mentioned chemical stimulus solution under and around the flies, and record the incubation period of the fruit flies (the time between the addition and the tumbling behavior) (Lopez-Bellido et al., 2019). As the concentration of the solution increases, the incubation period will become shorter and shorter. Another way to determine chemical stimulation is to test food choice, flies can make choice between control food and food with chemical irritants at the same time, and the chemical irritants can be increased in dose (Figure 2B). The control food is marked with red dye, and the food with chemical stimulus is marked with blue dye. The abdomen of wild-type flies will show a single red color, while the abdomen of mutant flies will show three colors, red, blue, and purple (two groups of food eat at the same time) (Al-Anzi et al., 2006). A method similar to the above method is to use the Drosophila’s proboscis extension response (PER) as an indicator of whether flies eat (Figure 2C). PER is judged based on the reaction of the nose of hungry flies when they eat normal food. Adding chemical stimulants to food will reduce the PER score of wild-type flies (Al-Anzi et al., 2006; Kang et al., 2010).
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FIGURE 2. Detection method of chemical and mechanical nociception in Drosophila. (A) Use a pipette to place the chemical stimulus around the body of the larvae and record the incubation period. (B) Adult flies with impaired nociception eats indiscriminately, while wild-type flies eat only control food. (C) Provide two kinds of food and record the PER score of adult flies. (D) The von Frey fiber was calibrated and used for the determination of mechanical nociception: wild-type adult flies will have a rolling response when the force exceeds 45 mN, and the adult flies with impaired nociception have a greater rolling force.


The noxious rolling response of fruit flies to harmful mechanical damage is produced by stimulating von Frey fibers in a petri dish (Figure 2D; Tracey et al., 2003). The mechanical stimulation is provided by the calibrated von Frey fiber, the larvae are less active, and the noxious response is easy to evaluate, so this method is not easy to be applied to the adult mechanical damage study. First, pour clean water into a petri dish with agar so that the animals can crawl and perform rolling behaviors freely. The larvae will pause their normal feeding behavior when touched. Normal larvae elicit a rigid rolling response when subjected to a force of 45 mN von Frey fibers (Tracey et al., 2003; Hoyer et al., 2018), and painless mutant larvae appeared only spiral coiling until the stimulation increased to 100 mN (Tracey et al., 2003). This method has been improved recently. The von Frey fiber is replaced with a custom-made metal Nitinol (Nitinol) wire probe that detects mechanical damage (Hoyer et al., 2018).

Optogenetics is a powerful tool that enables spatiotemporal control of neuronal activity and circuits in behaving animals. Optogenetic nociception assay is widely used in Drosophila fly larvae (Hwang et al., 2007; Honjo et al., 2012; Dannhauser et al., 2020). The optogenetic technique with ChR2::YFP is developed and used to demonstrate the md neurons are nociceptive sensory neurons whose activation is sufficient to trigger larval nocifensive escape locomotion (Hwang et al., 2007; Honjo et al., 2012). Briefly, virgin female flies of the GAL4 driver strain that target md neurons are crossed to male flies of the UAS-ChR2::YFP strain. The larval progeny are allowed to develop and feed on the yeast paste (either atr+ or atr-) for 4 days. For behavioral analysis, the larvae are transferred to plastic Petri dishes and then stimulated with blue light (460–500 nm). Blue light pulses are manually controlled and lasted for several seconds. Nocifensive roll and nocifensive escape locomotion are videotaped and analyzed. This model can be used to dissect the molecular mechanisms that sensitize responses of nociceptors and nociception behaviors (Honjo and Tracey, 2018).



Chronic Pain Perception in Flies

The above mentioned methods are mainly used to study acute nociception. Acute nociception is often caused by noxious stimuli, which usually protect the animal body from possible harm (Bell, 2018). Chronic pain results from maladaptive changes to this nociceptive system and persists even after the healing process is complete (Voscopoulos and Lema, 2010). Much of what is currently involved in the study of chronic pain in Drosophila flies is caused by nerve damage and inflammation following noxious stimuli, which can lead to hyperalgesia (increased sensitivity to noxious stimuli) and allodynia (perceives innocuous stimuli as noxious) (Hamoudi et al., 2018; Khuong et al., 2019).

The chronic pain perception has been explored in larvae for several years. The researchers used ultraviolet (UV) light to induce tissue damage in fruit fly larvae, and then used thermal probes to demonstrate that the tissue-damaged fruit fly larvae developed allodynia and hyperalgesia (Figure 3A; Babcock et al., 2009). Briefly, the 3rd instar larvae are anesthetized with diethyl ether. Anesthetized larvae are then placed dorsal side up on a microscope slide using two-sided tape and subjected to (mJ/cm2) of UV irradiation. After UV exposure, larvae are gently rinsed and placed in a vial containing fly food for 24 h at 25°C. Then larvae are stimulated using a thermal probe. The temperature of thermal probe is set to 41°C to measure for allodynia, and 45°C to detect normal nociception. Withdrawal latency is recorded. After exposure to UV light, injured larvae exhibit heightened behavioral responses to both sub-noxious and noxious stimuli, which suggest that this model serves to effectively investigate both allodynia and hyperalgesia (Babcock et al., 2009; McParland et al., 2021). Using this model, the Hedgehog (Hh), Bone Morphogenetic Protein (BMP), Tumor Necrosis Factor alpha (TNF-α), and Tackykinin (Tk) signaling pathway are found to regulate nociceptive sensitization in response to injury in flies (Babcock et al., 2009; Im et al., 2015; McParland et al., 2021).


[image: image]

FIGURE 3. Detection method of chronic pain perception in flies. (A) Drosophila larvae have a reduced nociceptive temperature threshold and overreact to noxious temperature stimuli after exposure to UV light. (B) After amputation, adult flies were subjected to thermal stimulation. Adult flies have increased thermal sensitivity to innocuous temperatures (allodynia).


A novel adult fly model is developed for a chronic pain analysis process that adult flies show an increase response to a normally threshold temperature (allodynia) after they underwent a leg amputation surgery (Khuong et al., 2019; Massingham et al., 2021). Briefly, the right middle leg of adult fly is amputated at the femur segment using vannas scissors. After amputation, adult flies are fed individually in the vial containing fly food for 7 days. Then, flies are allowed to acclimate to the test chamber on a heating plate. The temperature of the heating plate is raised from 25 to 50°C over 3 min. A video recording camera positioned above the apparatus is used to record observations of flies. Jumping behavior and speed of movement are calculated according to the recorded videos (Figure 3B). This method allows for individualized analysis of allodynia and hyperalgesia.

In general, the current methods used to study the nociception of Drosophila flies are simple and easy to operate, and the equipment is extremely accessible. This makes it easier for researchers to investigate the genetics of acute and chronic pain in human using these tools and assays.




DEVELOPMENT OF ANTI-PAIN DRUG USING DROSOPHILA MODELS

Drosophila melanogaster are typically used for genetic studies but they also could be employed for drug discovery process (Lee and Min, 2019). The advantages of D. melanogaster qualified for drugs screening include the low cost of maintenance, the high reproductive capacity of propagation, and the rapidity of screening studies in the fly compared with traditional rat-based models. It places a high value on investigating new analgesics, especially, with evaluated conserved pain genes, responses and nature of nociception in parallel to human (Manev et al., 2003). Drugs can be delivered to the fruit fly by the following ways such as presented as a vapor (e.g., ethanol and cocaine) (McClung and Hirsh, 1998); either in the food or in the form of a filter paper from sucrose/drug-saturated (Nichols et al., 2002); drug can also be injected or dropped directly onto the exposed nerve cord of flies, of which have been decapitated (Torres and Horowitz, 1998); drugs injected into the abdomen where it quickly diffuses throughout the whole organism can also be available for a valid alternative (Dzitoyeva et al., 2003). In addition, the ability to perform high-throughput screening in flies through random mutation or targeted RNAi-mediated knockdown can further facilitate the identification of new drugs or drug targets (Bell et al., 2009).

Thus, the Drosophila fly model for screening putative analgesics appears to be beneficial for the discovery of new drugs. Currently, more and more researchers use fruit flies for pharmacological pain research. Discussions of pain in animals inevitably lead to anthropomorphic references. From a practical standpoint, the animal’s response to noxious stimuli and the ability of drug therapy to attenuate this response are important aspects of pain research. Excitation of gamma-aminobutyric acid B (GABAB) receptors by injecting agonist 3-aminopropyl-(methyl) phosphinic acid (3-APMPA) significantly prolong latency to heat response in adult flies, and the threshold for heat avoidance enhanced as the injected 3-APMPA concentration increase (Dzitoyeva et al., 2003; Manev and Dimitrijevic, 2004). The peptide Tv1 from Terebra variegata has an antinociceptive effect in adult flies, in which injection of Tv1 significantly reduces fly sensitivity to noxious heat (Eriksson et al., 2018). Three analogs of anesthetics (enflurane, isoflurane, and desflurane) can act at a same target as halothane, and decrease the sensitivity to avoid heat in flies that exposed to the heating induced by an intense beam of light (Campbell and Nash, 1994). Paclitaxel as a common chemotherapeutics against cancer can lead to chronic nociception. Consistently, paclitaxel exposure on the fruit fly larval nociception system result in a robust and dose-dependent increase in aversive escape response during a noxious thermal stimulus (Hamoudi et al., 2018). Paclitaxel has also been reported to be toxic in somatic cells, and causes loss of axons in peripheral nerves in Drosophila flies (Cunha et al., 2001).



CONCLUDING THOUGHTS

As briefly addressed above, there have been several published work in which the fly have been displayed key features that an alternate option biology and physiology, even functional pain genes are well conserved from the fly to humans. The fruit fly applied for pain genomics and pharmacogenomics are devoted in the validation of primary small molecule, the research of the target discovery and the selection of high-throughput screening. However, many factors may participate in pain processes including change of extracellular microenvironment and break of balance in extracellular matrix metabolism, which are never discussed in flies. Pain-like emotions generated by motivational mechanisms are impossible to answer conclusively in flies. As for studies of painkillers in fly, the pharmacological action, the side effects and the best drug-delivery way have not been discussed as to whether they work as well in humans. Although the status of Drosophila as a pain research model is still somewhat different from that of mammals, its potential as a pain research model is being further explored, and its entry into the field of pain research may help reduce the pressure on mammals in vivo.
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Metabolic profiling harbors the potential to better understand various disease entities such as cancer, diabetes, Alzheimer’s, Parkinson’s disease or COVID-19. To better understand such diseases and their intricate metabolic pathways in human studies, model animals are regularly used. There, standardized rearing conditions and uniform sampling strategies are prerequisites towards a successful metabolomic study that can be achieved through model organisms. Although metabolomic approaches have been employed on model organisms before, no systematic assessment of different conditions to optimize metabolite extraction across several organisms and sample types has been conducted. We address this issue using a highly standardized metabolic profiling assay analyzing 630 metabolites across three commonly used model organisms (Drosophila, mouse, and zebrafish) to find an optimal extraction protocol for various matrices. Focusing on parameters such as metabolite coverage, concentration and variance between replicates we compared seven extraction protocols. We found that the application of a combination of 75% ethanol and methyl tertiary-butyl ether (MTBE), while not producing the broadest coverage and highest concentrations, was the most reproducible extraction protocol. We were able to determine up to 530 metabolites in mouse kidney samples, 509 in mouse liver, 422 in zebrafish and 388 in Drosophila and discovered a core overlap of 261 metabolites in these four matrices. To enable other scientists to search for the most suitable extraction protocol in their experimental context and interact with this comprehensive data, we have integrated our data set in the open-source shiny app “MetaboExtract”. Hereby, scientists can search for metabolites or compound classes of interest, compare them across the different tested extraction protocols and sample types as well as find reference concentration values.
Keywords: metabolomics, LC-MS/MS, extraction protocol, model organisms, drosophila, mouse, zebrafish, MxP Quant 500
INTRODUCTION
Metabolomics, defined as the separation and subsequent measurement of small molecules in either a qualitative or quantitative way, enables the generation of metabolic profiles of any sample of interest. While genomics and transcriptomics are analyzed within the framework of a single organism and understood by the blueprint of genes or transcripts of the respective species, metabolomics encompasses all compounds that may be metabolized by an organism or its microbiome, or that are introduced by the environment (“exposome”) at a given time. Therefore, the metabolome incorporates the environmental influence as well as interactions with other organisms (Johnson et al., 2012). It can serve as a bridge between the organism, its interactions and any disease, e.g., between diet, the gut microbiome and metabolic disease (Pallister et al., 2017). While the complexity and dynamic nature of the metabolome is daunting from an analytical perspective, metabolomics harbors the potential to better understand as well as diagnose various disease entities such as diabetes (Arneth et al., 2019), kidney disease (Abbiss et al., 2019), Parkinson´s (Shao and Le, 2019), Alzheimer´s disease (Wilkins and Trushina, 2018) and most recently, COVID-19 (Sindelar et al., 2021).
The potential to understand the metabolic signatures of any given disease entity is tremendous, however, deciphering the intricate underpinnings of those in a human study requires costly, as well as time and work extensive population-wide association studies with several hundred participants per group (Nicholson et al., 2008). These broad studies may be successful in the discovery of new associations between a respective disease and the measured metabolites, i.e., biomarkers, but they are limited in their mechanistic explanations despite all efforts. While the dynamic nature of the metabolome provides incredibly powerful insights, it also highlights the challenges of metabolome analyses — its variability and associated pitfalls.
Variation and noise that are biologically inherent or are introduced at some point to the sample are complicating metabolic analyses, impairing the quality of the findings, limiting their validity and may even overshadow the effect size of the research question itself. Factors that introduce such variability range from intrinsic ones derived from the study organism (age or sex) (Brennan and Gibbons, 2020; Bell et al., 2021), to extrinsic factors (diet, lifestyle or medication) (Mellert et al., 2011; Adamski, 2016). Additionally, other factors, such as pre-analytical ones during sample collection (Yin et al., 2015; Lippi et al., 2020), or analytical factors deriving from the sample preparation, the extraction protocols or analytical approach used to conduct the measurement (Lin et al., 2007; Erben et al., 2021) are also influential and need to be accounted for.
Model organisms that are reared under controlled laboratory conditions and manipulated genetically to analyze a certain genotype address several of the challenges mentioned above. Combining the standardized rearing conditions and stringent sampling protocols with the already extensive knowledge accumulated from other “-omics” in models such as mice, Drosophila or zebrafish enhances the explanatory power of metabolomic studies tremendously while simultaneously reducing the number of samples needed to generate meaningful results. To ensure that the analytical phase, i.e., the extraction and measurement of metabolites, does not introduce biases and variability, an in-depth evaluation of such aspects is necessary.
Standardized metabolomic analyses are commercially available by companies such as Metabolon (www.metabolon.com) or Biocrates (www.biocrates.com). The latter has developed standardized and robust LC-MS/MS based kits which enable the absolute quantification of specific compound classes or more broadly, up to 630 metabolites in the case of the MxP Quant 500 kit (Biocrates). Within these 630 metabolites, the MxP Quant 500 kit covers 14 small molecule and 9 different lipid classes. Due to its standardized nature and compatibility with a multitude of LC-MS/MS platforms, data generated via such a kit-based approach enables inter- and intra-laboratory comparability (Siskos et al., 2017), as well as its integration from different experiments. Although these kits were initially developed for human biofluids, i.e., plasma and serum, they may be used for tissue samples (Zukunft et al., 2018) and other sample types such as cultured cells (Andresen et al., 2021) or supernatants likewise. However, there is no consensus on the optimal metabolite extraction procedure amongst the metabolomic community for the investigation of polar and non-polar metabolites covering that many chemical classes across different model organisms within one analysis.
In this study, this open question was addressed using the highly standardized targeted metabolomics kit (Biocrates MxP Quant 500) to evaluate seven extraction protocols designed to extract both, polar and non-polar metabolites, differing in their solvent composition and extraction mode (mono/biphasic) as well as handling complexity (Figure 1). We compared the metabolite coverage, concentration and robustness, i.e., the coefficient of variance (CV%) across three commonly used model organisms (mouse, zebrafish and Drosophila), focusing on either whole organisms as sample type (Drosophila) or specific organs (liver and kidney) of the respective model organism. Lastly, we integrated our data in the Shiny app “MetaboExtract” (Andresen et al., 2021) to provide a useful source of metabolite concentrations across model organisms and enable other scientists to search for an optimal extraction procedure for their metabolite or metabolite class of interest.
[image: Figure 1]FIGURE 1 | Overview of the seven extraction protocols used as well as the model organisms and sample types investigated. The protocols increase in handling effort and complexity from left to right. The color code indicates similarities amongst the protocols either through solvents or chemicals used. All extraction products were stored at −80°C until further processing. A list of abbreviations can be found above.
MATERIALS AND METHODS
Chemicals
Chemicals were bought from Sigma-Aldrich (Germany). All solvents used for sample extractions and LC- or FIA-MS/MS analyses were of UHPLC-MS quality.
MODEL ORGANISM GROWTH/CULTURING CONDITIONS
Mouse–Mus musculus
Nine-week-old C57Bl6N wildtype mice (Charles River, Germany) were anesthetized with isoflurane and blood was taken to generate EDTA-Plasma. Without regaining consciousness mice were killed by cervical dislocation. Livers and kidneys were excised rapidly and shortly rinsed in ice-cold 0.9% NaCl. Excess liquid was removed before whole organ weight was determined for later normalization and tissue was snap-frozen in liquid nitrogen. All procedures were approved by the Animal Care and Use Committee at the Regierungspräsidium Karlsruhe, Germany (T-40/20).
Fly - Drosophila melanogaster
W1118 Drosophila were acquired from Bloomington Drosophila Stock Center. For all metabolic measurements, Drosophila were grown under controlled conditions: Drosophila were allowed to lay eggs on apple plates for 12 h. First instar larvae hatching within a 4- or 6-h window were picked and seeded at a density of 60 animals per vial. Adult Drosophila of all genotypes enclosing within a 24-h time-window were separated by gender in groups of 30 Drosophila and aged for 10 days. Drosophila were grown and maintained on food consisting of the following ingredients for 30 L of food: 480 g agar, 660 g sugar syrup, 2400 g malt, 2400 g corn meal, 300 g soymeal, 540 g yeast, 72 g nipagin, 187 ml propionic acid and 18.7 ml phosphoric acid. At sample collection, Drosophila were pooled and snap-frozen for metabolic profiling.
Zebrafish - Danio rerio
Adult zebrafish were kept under a 13-h light/11-h dark cycle and feeding of zebrafish took places twice a day, freshly hatched Artemia salina in the morning and fish flake food in the afternoon. All experimental interventions on animals were approved by the local government authority, Regierungspräsidium Karlsruhe and by Medical Faculty Mannheim (I-19/02) and carried out in accordance with the approved guidelines. Age of adult male zebrafish was 9 months and both sexes were included. Zebrafish were sacrificed in ice water and livers were immediately dissected and frozen in liquid nitrogen and subsequently stored at −80°C. 7–10 mg of livers were used for further analysis.
SAMPLE PREPARATION
To ensure sufficient input material across the model organisms 30 pooled Drosophila (w1118), 7–10 mg of zebrafish liver or 20–22 mg of mouse (C57Bl6N) liver and kidney pooled from three individuals respectively were used. All tissue samples were pulverized using a ball mill (MM400, Retsch) with precooled beakers and stainless-steel balls for 30 s at the highest frequency (30 Hz). The exact weight was determined for normalization of all measurements.
METABOLITE EXTRACTION PROTOCOLS
Here we evaluated six different extraction protocols that are described in Figure 1. We developed these protocols based on own preliminary experience and reviewing of general metabolomics literature addressing similar questions (Lisec et al., 2006; Rabinowitz and Kimball, 2007; Ivanisevic et al., 2013; Weir et al., 2013; Zukunft et al., 2018). The protocol “MeOH/MTBE”, noted with an asterisk, was applied twice with slight variations in mouse samples only. We are including this variation as an additional method (2xMeOH/MTBE) when we are referring to the seven extraction protocols.
Briefly, pulverized and frozen samples were extracted using the indicated solvents and subsequent steps of the respective protocol (Figure 1). After a final centrifugation step the solvent extract of the protocols 100IPA, IPA/ACN and MeOH/ACN were transferred into a new 1.5 ml tube (Eppendorf) and snap-frozen until kit preparation. The remaining protocols were dried using an Eppendorf Concentrator Plus set to no heat, stored at −80°C and reconstituted in 60 µL isopropanol (30 µL of 100% isopropanol, followed by 30 µL of 30% isopropanol in water) before the measurement.
STANDARDIZED TARGETED METABOLIC PROFILING
After conducting the described seven extraction protocols, tissue extracts were processed following the manufacturer’s protocol of the MxP® Quant 500 kit (Biocrates). Briefly, 10 µL of the samples or blanks were pipetted on the 96 well-plate based kit containing calibrators and internal standards using an automated liquid handling station (epMotion 5075, Eppendorf) and subsequently dried under a nitrogen stream using a positive pressure manifold (Waters). Afterwards, 50 µL phenyl isothiocyanate 5% (PITC) was added to each well to derivatize amino acids and biogenic amines. After 1 h incubation time at room temperature, the plate was dried again. To resolve all extracted metabolites 300 µL of 5 mM ammonium acetate in methanol were pipetted to each filter and incubated for 30 min. The extract was eluted into a new 96-well plate using positive pressure. For the LC-MS/MS analyses 150 µL of the extract was diluted with an equal volume of water. Similarly, for the FIA-MS/MS analyses 10 µL extract was diluted with 490 µL of FIA solvent (provided by Biocrates). After dilution, LC-MS/MS and FIA-MS/MS measurements were performed in positive and negative mode. For chromatographic separation an UPLC I-class PLUS (Waters) system was used coupled to a SCIEX QTRAP 6500 + mass spectrometry system in electrospray ionization (ESI) mode. LC gradient composition and specific 50 × 2.1 mm column are provided by Biocrates. Data was recorded using the Analyst (Version 1.7.2 Sciex) software suite and further processed via MetIDQ software (Oxygen-DB110-3005). All metabolites were identified using isotopically labeled internal standards and multiple reaction monitoring (MRM) using optimized MS conditions as provided by Biocrates. For quantification either a seven-point calibration curve or one-point calibration was used depending on the metabolite class.
DATA PROCESSING AND ANALYSES
Validation and Filtering
Data validation and quantification was performed using MetIDQ (Oxygen-DB110-3005). Here, metabolites were further categorized based on their quantitation ranges. Additional filtering per metabolite was based on the limit of detection (LOD), limit of quantification (LOQ) and concentration within the quantitative range (valid). To remove metabolites that were not present in any model organism and sample type, we considered a metabolite as detectable when at least 2 out of 3 replicates within a tested protocol were above LOD (see Figure 2). These metabolites are also visualized as Venn diagrams in Figure 5 for the extraction protocol EtOH/MTBE and for the remaining extraction protocols in Supplementary Figure S5. An overview of the LOD, LOQ and valid metabolite proportions are shown in Supplementary Figure S1. For all detectable metabolites, the coefficient of variation (CV) in percentage was calculated as well as the median absolute deviation (MAD) based on the concentrations.
[image: Figure 2]FIGURE 2 | Metabolite coverage per extraction protocol across all sample types and model organisms. Indicated by color are the different metabolite classes measured. A metabolite was counted as detectable when at least 2 out of 3 replicates were >LOD within a given extraction protocol. The legend is categorized between compound classes measured via LC-MS/MS or FIA-MS/MS. Ordering from left to right follows the level of complexity and required time per extraction.
Statistical Analysis
To find the optimal protocol per model organism and sample type, we analyzed the concentration per metabolite achieved across the extraction protocols. For this comparison, missing values and zero values were imputed per metabolite with 20% of the minimal positive value of a given metabolite. Subsequently, to perform statistical analyses, the data was log2-transformed. We then performed an ANOVA per metabolite considering all metabolites that were detectable with at least a single method. Extraction protocols were used as categorical variables and concentration as dependent variables. A Tukey post-hoc test (alpha = 0.05) was used to determine the extraction protocols with the highest median concentration as well as non-significantly (p-adjusted > 0.05) lower concentrations. These extraction protocols were considered optimal, counted, and depicted in Figure 3. Conversely, metabolites that were significantly better extracted in a single extraction protocol are depicted in Supplementary Figure S4. We implemented and employed the R package “MetAlyzer” (https://CRAN.R-project.org/package=MetAlyzer), which provides an R-S4 object with methods to read output files from the MetIDQ software into R for convenient data processing, statistics and downstream analysis. It covers every step of filtering and analysis with the parameters used in this work to ensure the best possible reproducibility.
[image: Figure 3]FIGURE 3 | Number of metabolites per class with the highest concentration per extraction protocol across all sample types and model organisms. Metabolites that appear in the bar chart are only counted when they produce the highest or a non-significantly lower concentration (p > 0.05, see Material and Methods) than another tested extraction protocol. The dotted line shows the number of detectable metabolites for each sample type. Indicated by color are the different metabolite classes measured. The legend is categorized between the LC-MS/MS and FIA-MS/MS measurements. A list of the metabolites per extraction protocol can be viewed online in “MetaboExtract”. Of note, the metabolite classes that were best suited for a single extraction protocol are depicted in Supplementary Figure S4.
R Shiny app
Data can be explored and downloaded using the Shiny app “MetaboExtract” which is available at http://www.metaboextract.shiny.dkfz.de. The underlying code is also available at https://github.com/andresenc/MetaboExtract (Andresen et al., 2021). Figures 2, 3 as well as S3 were extracted from the Shiny app.
RESULTS
The aim of this study was the comparison of seven extraction protocols (Figure 1) across three model organisms to determine the optimal extraction procedure with regards to metabolite coverage, their absolute concentration and robustness (CV%). In total, we analyzed 630 metabolites, however, after filtering for low concentrated metabolites below the limit of detection (LOD), we continued the analyses using this processed data. Supplementary Figure S1 shows the ratio of LOD, LOQ and valid measurements per extraction protocol across all sample types and model organisms.
Biphasic Extractions Generate the Highest Coverage and Concentration
The metabolic profiling kit (Biocrates MxP Quant 500) used for this study quantifies polar as well as non-polar metabolites across 14 small molecule and nine different lipid classes. Therefore, an extraction procedure is required that enables solubilization ranging from very polar metabolites (e.g., carbohydrates and amino acids) to very non-polar metabolites such as triacylglycerols (Figure 2). While the maximum coverage between the different model organisms is expected to be variable, the general performance of the respective protocol remained similar. Figure 2 shows the detected metabolites per extraction protocol across all sample types and model organisms. The ordering of the protocols from left to right also indicates the level of complexity and time required for the protocol (Figure 1).
Clear performance trends between the monophasic (100IPA, IPA/ACN/H2O, MeOH/ACN/H2O + FA) and biphasic (MeOH/CHCl3/H2O, 75EtOH/MTBE, (2x)MeOH/MTBE) extractions were apparent. The protocol using MeOH/CHCl3/H2O resulted in the highest metabolite coverage in all sample types and across all organisms (zebrafish liver (422), Drosophila (388), mouse liver (509), mouse kidney (530)). Similarly, 75EtOH/MTBE, as well as both MeOH/MTBE protocols, produced a broad coverage across all metabolite classes. In other words, all biphasic extractions performed well and were comparable regarding their metabolite coverage.
While 100IPA, a rapid and simple single solvent extraction protocol, produced fair coverage, the remaining protocols, both containing acetonitrile, achieved the lowest coverage regardless of the sample type or organism. Comparison of the different metabolite classes reveal that these monophasic extraction protocols failed to extract several lipids, such as di- and triacylglycerols as well as ceramides or cholesterol esters.
Although the coverage of a given extraction is essential, the concentration of a metabolite may vary across the different extraction procedures. Here, we consider an extraction protocol as better when higher concentration of metabolites can be achieved. To scrutinize the extraction protocols regarding this criterion we performed an ANOVA (see material and method part) counting the metabolites that reached the highest or a non-significantly lower concentration in a given extraction protocol per model organism (Figure 3). Therefore, high counts of metabolites in Figure 3. indicate that a given protocol extracted the highest concentration. Vice versa, lower counts in Figure 3 indicate that other protocols extracted significantly higher concentrations generating an overview and elucidate trends in performance. A list of the metabolites that are extracted with the highest concentration (or a non-significantly lower concentration that another protocol) is available online in “MetaboExtract”.
In Figure 3 a similar pattern compared to the metabolite coverage (Figure 2) emerged. The protocol using MeOH/CHCl3/H2O resulted in the highest concentrations of metabolites measured within each metabolite class across all organisms (zebrafish liver (392), Drosophila (379), mouse liver (493), mouse kidney (510)). The remaining biphasic extraction protocols performed comparable, apart from MeOH/MTBE in mouse liver and kidney, showing significantly lower concentrations per metabolite than the other protocols with a strong reduction in triacylglycerols. Within the group of MTBE protocols the combination with EtOH was superior to the MeOH extraction resulting in higher or comparable metabolite concentrations. Comparing both MeOH variations, in mice, 2xMeOH/MTBE resulted in higher concentrations than the MeOH/MTBE extraction. Of note, in mouse liver, 2xMeOH/MTBE generated the highest concentrations within the group of MTBE protocols indicating strong differences between the sample types. In-depth comparison of several metabolites using “MetaboExtract” shows that while not counted in Figure 3, MTBE containing protocols perform comparable across most model organisms and sample types.
Similarly to the coverage of metabolites, both acetonitrile-containing protocols performed worse across all model organisms and sample types overall with the exception of very few metabolite classes. For example, MeOH/ACN/H2O + FA extracted amino acids and their related metabolites at higher concentrations across all model organisms. Lastly, the rapid 100IPA protocol produced comparable or higher concentrations than the MTBE protocols across most metabolite classes.
Extraction Protocol Variability as an Essential Quality Parameter
While coverage and concentrations are important to determine the optimal extraction protocol for the broadest range of metabolite classes, the variability or the coefficient of variance (CV%) of each metabolite between the analysis of biological triplicates informs about the robustness of a protocol. To better understand the variability across the different protocols and compare it alongside the coverage we plotted both as a spider plot in Figure 4. There, the variability of the measurements between the triplicates per metabolite in CV% ranges from 0–10% (= excellent), 11–20% (= good), 21–30% (= acceptable) and >30% (= not acceptable). The percentage ranges were calculated from the total of 630 possible metabolites, elucidating the variability of a method but also the number of detectable metabolites per method. For example, in mouse kidney, 75EtOH/MTBE results in 202 (32.1%) metabolites with an excellent CV, 252 (40%) metabolites with a good CV, 21 (3.3%) metabolites with a CV that is acceptable CV and finally, 30 (4.8%) metabolites with a high CV that is not acceptable. Similarly, 100IPA appears as a well performing choice in this sample type with most measurements in a CV% range from 0–10% (= excellent).
[image: Figure 4]FIGURE 4 | Variability of extraction procedures across all sample types and model organisms. Indicated by color are the different extraction protocols used. The CV% was generated based on the triplicate analyses. For each of the CV% categories the percentage of the total 630 metabolites. Note that 2xMeOH/MTBE/MeOH was only used for mice sample types. Alternative visualizations of the CV% and MAD are shown in the (Supplementary Figure S3, S4).
This visualization enables the comparison of several extraction protocols across all sample types regarding their robustness and coverage at once (Figure 4). The protocol using MeOH/CHCl3/H2O which resulted in the highest coverage and concentration performed the worst across all sample types and model organisms with most of the metabolites with a CV of >30% (zebrafish liver (312), Drosophila (292), mouse liver (110), mouse kidney (260). Similarly, 2xMeOH/MTBE generates a high variability but also a high coverage as well as concentrations in mouse sample types. Amongst the other model organisms (Drosophila and zebrafish), a single extraction with MeOH/MTBE resulted in a high portion of CV >30% (= not acceptable) compared to 75EtOH/MTBE. Yet, differences could be seen in mouse sample types, where 75EtOH/MTBE performed better in mouse kidney than mouse liver and conversely, for MeOH/MTBE.
75EtOH/MTBE resulted in acceptable levels of variance across all sample types and model organisms (<30%). An alternative visualization of the CV% across the different extraction protocols can be found in Supplementary Figure S2. The median and median absolute deviation (MAD) of the coefficient of variation (CV) across the seven extraction protocols is depicted in the Supplementary Figure S3. Both visualizations strengthen the conclusion described above. Notably, Drosophila and zebrafish samples show overall higher variability in the measurements.
As a next step, we used the 75EtOH/MTBE extraction protocol as an example to visualize the overlap and the uniquely determined metabolites across the different sample types and model organisms in a Venn diagram (Figure 5).
[image: Figure 5]FIGURE 5 | Venn diagram showing number of metabolites that are common or unique across all sample types and model organisms within the 75EtOH/MTBE extraction protocol. A comparison of the remaining extraction protocols can be found in the supplement (see Supplementary Figure S5). A list of the metabolites that are unique and overlapping can be found in the supplementary data file (see supplementary Data File S1).
Strong Overlap of Detectable Compounds Between Analyzed Sample Types Using 75EtOH/MTBE
Figure 5 shows the common and uniquely extracted metabolites per model organism within the 75EtOH/MTBE protocol. Overall, the 75EtOH/MTBE protocol resulted in adequate coverage and metabolite concentrations of the evaluated protocols while also showing excellent to acceptable levels of variance between the measurements. Within this protocol 261 common metabolites out of 630 possible compounds could be extracted across all matrices. Additional 129 metabolites were shared between the liver and kidney samples (mouse and zebrafish). Only very few metabolites were unique to each sample type, highlighting the broad coverage of the 75EtOH/MTBE extraction protocol. Venn diagrams for the remaining extraction protocols are provided in Supplementary Figure S5 together with the list of shared or unique metabolites in supplementary Data File S1. There, MeOH/CHCl3/H2O is once more the protocol producing the highest coverage across all sample types and model organism (304 metabolites).
“MetaboExtract” - An Interactive Resource to Explore Metabolite Extractions and Baseline Concentrations of Model Organisms
The presented data provides an attempt to inform about the optimal extraction protocol for a standardized profiling assay. However, it harbors further information such as baseline concentrations for sample types and whole model organisms. To access this information researchers may explore the data set via the easy-to-use interactive R/shiny app “MetaboExtract” (Andresen et al., 2021). There, the already present metabolite data on human tissue and cells was expanded by our data set focused on model organisms. Since all data was generated using the standardized MxP Quant 500 assay it is highly comparable. Organisms, tissues, extraction methods and classes of metabolites may be (de)selected to focus on the data of interest that are then provided in comprehensive and interactive visualizations. The data presented in Figure 2 and in Supplementary Figure S4 were generated using MetaboExtract. Its standardized nature provides the potential for further expansion via additional MxP Quant 500 assay measurements.
DISCUSSION
Model organisms enable standardized laboratory-controlled handling, sampling and experiments. This level of standardization in the pre-analytical phase benefits metabolic profiling due to the dynamic nature of the metabolome, rapid turnover rates of metabolites and the influence of the environment (Edison et al., 2016; Saoi and Britz-mckibbin, 2021).
Here, we focused on the extraction and processing of diverse sample types, one of the most important aspects in the analytical phase requiring strict standardization for reproducibility of data. To this end, we used a targeted metabolic profiling approach (Biocrates MxP Quant 500) quantifying up to 630 metabolites and validated it across three commonly used model organisms (Drosophila, mouse and zebrafish) to find a robust, easy-to-use extraction protocol yielding a comprehensive coverage of the target analytes (Figure 1). This metabolic profiling assay quantifies polar as well as non-polar metabolites across 14 hydrophilic and 9 different lipid classes. Hence, it requires the extraction of a chemically diverse range of metabolites from solid samples. Besides broad metabolite coverage and high concentrations with little loss during the extraction, we evaluated the robustness of a given method as well as the practicability and effort of performing the protocols.
Biphasic Extractions are Superior to Monophasic Extractions
In our study, biphasic extractions (MeOH/CHCl3/H2O, 75EtOH/MTBE, (2x)MeOH/MTBE) resulted in superior coverage and concentrations across all model organisms and sample types. Here, the complementary phases, composed of an organic lipid-rich phase and an aqueous phase containing primary and secondary metabolites, were combined and dried in the final step of each protocol allowing for a greater coverage as compared to monophasic extractions. Chloroform based biphasic extractions by Bligh and Dyer (1959) have been dominantly used over the years due to the focus on the lipid fraction, however, MTBE (methyl tert-butyl ether, i.e., TBME) is more frequently used as a non-toxic and non-carcinogenic alternative to chloroform (Matyash et al., 2008; Furse et al., 2015). Here, both strong hydrophobic solvents in combination with another organic solvent of lower hydrophobicity such as ethanol or methanol resulted in comparable metabolite coverage. Importantly, the chloroform-based extraction resulted in the highest concentrations as well as broadest coverage, however, substituting it with MTBE resulted in similar but less variable measurements (Figures 3, 4).
Monophasic extractions (100IPA, IPA/ACN and MeOH/ACN) require less solvent and are performed more rapidly as compared to biphasic ones, which is a big advantage when processing large numbers of samples. While the robustness of monophasic extractions was comparable to that of the other well performing biphasic extractions, i.e., 75EtOH/MTBE, they provided lower compound coverage due to the lack of certain lipids that were poorly extracted, with the exception of 100IPA, which provided adequate coverage and concentrations in most cases. This easy-to-use and rapid protocol achieved adequate lipid coverage and reproducibility in most model organisms and sample types. However, the concentration for amino acids and amino acid related metabolites were lower as compared to biphasic extraction. Several other lipidomic studies concluded that isopropanol is an adequate alternative to more complex and time-consuming biphasic extractions. There, utilizing isopropanol in a ratio to water, e.g., 90:10 v/v or 75:25 v/v, performed well and was regarded as excellent alternative for lipidomic analyses (Calderón et al., 2019). Although such monophasic extractions are in general well suited for lipidomic approaches, the broad nature of the standardized metabolic profiling assay requires a trade-off between coverage, extracted concentration as well as reproducibility across all metabolite classes. The latter criterion was recently highlighted by Ghorasaini et al. (2021) in an interlaboratory assessment of extraction protocols for lipidomic analyses. The authors showed that the extraction with MeOH/MTBE performed better and was more practical than the comparable Bligh and Dyer extraction.
In line with this notion and matching the discussed criteria, we suggest the protocol 75EtOH/MTBE as a suitable broadly applicable biphasic extraction with MTBE. Importantly, similar conclusions could be drawn for other sample types. Erben et al. (2021) compared several extraction protocols for metabolic profiling of human stool samples via MxP Quant 500 and Andresen et al. (2021) of human cells from different tissues (human liver and bone marrow) or cell lines (adherent: HEK and non-adherent: HL60). Both studies concluded that protocols including methanol or ethanol with MTBE are suitable for these sample types confirming our findings.
No one Size Fits all Approach
The biphasic MTBE extractions achieve a broad coverage, high concentrations and little variability in between extractions. These attributes make it a versatile extraction method suitable for the different model organisms and sample types tested.
However, the extraction protocol of choice depends highly on the target as well as the sample type. There is no universal extraction protocol that is optimal in all instances. While our study aimed to find the most versatile protocol, it also showed that other protocols extracted certain metabolite classes more efficiently than the broader biphasic extractions. For instance, MeOH/ACN/H2O + FA was superior in the extraction of amino acids in zebrafish and of glycerophospholipids in Drosophila as compared to the other protocols (Supplementary Figure S4). Due to the fact that the 75EtOH/MTBE protocol is quite time and labor consuming, the rapid 100IPA protocol may provide an adequate alternative for large sample cohorts where high-throughput is required. Hence, the most suitable extraction protocol highly depends on the type of analysis (quantitative or qualitative assessment), the coverage needed (a small set of targets within one metabolite class or a broad screening), as well as the size, type, and number of samples to process.
To find the most adequate protocol for a given scenario we included this data in a publicly available shiny app - “MetaboExtract” (Andresen et al., 2021). This open access resource is expandable and makes use of the comparability of standardized assays such as MxP Quant 500. MetaboExtract enables users to review and explore standardized extractions and infer baseline concentrations of metabolites across a variety of sample types and organisms. There, users can search for a metabolite or metabolite class of interest, review or compare measured concentrations following a variety of mono- or biphasic extraction protocols across human cells, cell lines and tissue and, now, model organisms.
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Changes in the composition of gut microbiota are implicated in the pathogenesis of several neurodegenerative disorders. Here, we investigated whether gut bacteria affect the progression of Huntington’s disease (HD) in transgenic Drosophila melanogaster (fruit fly) models expressing full-length or N-terminal fragments of human mutant huntingtin (HTT) protein. We find that elimination of commensal gut bacteria by antibiotics reduces the aggregation of amyloidogenic N-terminal fragments of HTT and delays the development of motor defects. Conversely, colonization of HD flies with Escherichia coli (E. coli), a known pathobiont of human gut with links to neurodegeneration and other morbidities, accelerates HTT aggregation, aggravates immobility, and shortens lifespan. Similar to antibiotics, treatment of HD flies with small compounds such as luteolin, a flavone, or crocin a beta-carotenoid, ameliorates disease phenotypes, and promotes survival. Crocin prevents colonization of E. coli in the gut and alters the levels of commensal bacteria, which may be linked to its protective effects. The opposing effects of E. coli and crocin on HTT aggregation, motor defects, and survival in transgenic Drosophila models support the involvement of gut-brain networks in the pathogenesis of HD.
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INTRODUCTION

Huntington’s disease (HD) is a progressive genetically inherited neurodegenerative disorder characterized by debilitating motor, psychiatric, and cognitive symptoms (Bates et al., 2015; Ghosh and Tabrizi, 2018). Expansion of a CAG repeat (>35) in exon 1 of the huntingtin (HTT) gene, which translates into an abnormal polyglutamine (polyQ) tract, is the underlying cause of HD (Huntington’s Disease Collaborative Research Group, 1993). The expanded polyQ enhances the amyloidogenic properties of HTT exon1 (HTTex1) peptide, which misfolds and forms insoluble protein assemblies in neurons (DiFiglia et al., 1997). Expansion of the polyQ repeat is a major determinant of disease onset in HD, however, multiple genetic and environmental factors may affect the development and progression of symptoms. One potential modifier is neuroinflammation exemplified by elevated levels of inflammatory microglia and TH17.1 cells in the brains of pre-manifest HD patients. An increase in the activated immune cells coincides with elevated production of inflammatory cytokines, which persists during the symptomatic stages of HD (Björkqvist et al., 2008; Politis et al., 2015; von Essen et al., 2020). Although mutant HTT has been directly implicated in the activation of inflammatory pathways, the environmental inducers of inflammation in HD remain to be investigated (Khoshnan et al., 2004; Trager et al., 2014; Khoshnan et al., 2017).

Commensal and acquired gut microorganisms are prominent sources of inflammogens implicated in neurological disorders. Within the last decade, extensive studies demonstrate that the gastrointestinal (GI) tract and its resident microbes (collectively known as microbiota, and their genomes as microbiome) regulate the nervous system physiology. For example, the gut microbiota influences neurodevelopment, neurodegeneration, neurotrophin and neurotransmitter production, neuropsychiatric and motor behaviors, and neuroinflammation (Sampson et al., 2016; Sharon et al., 2016; Morais et al., 2021). Changes in the homeostasis of gut microbiota (dysbiosis) have been linked to the pathogenesis of several neurological and neurodegenerative disorders, including, autism spectrum disorder (ASD), multiple sclerosis (MS), Alzheimer’s disease (AD), Parkinson’s disease (PD), and amyotrophic lateral sclerosis (ALS) (Hsiao et al., 2013; Sampson et al., 2016; Marizzoni et al., 2020; Takewaki et al., 2020; Zeng et al., 2020). Neuroinflammation is a prominent feature of gut dysbiosis in neurodegenerative disorders, which includes the activation of microglia and subsequent production of inflammatory cytokines (Sampson et al., 2016; Abdel-Haq et al., 2019). Notably, inflammatory bacteria such as Enterobacteriaceae are elevated in the gut of PD patients and their abundance correlates with the worsening of the neurological and pathological symptoms (Keshavarzian et al., 2015; Scheperjans et al., 2015; Li et al., 2017). Moreover, lipopolysaccharides (LPS), major components of gram negative bacteria, which include Enterobacteriaceae, have been implicated in the pathogenesis of PD (Perez-Pardo et al., 2019). Gut dysbiosis manifested by reduced alpha diversity in the bacterial communities were recently reported in a cohort of HD patients. Notably, in these studies changes in the abundance of Eubacterium halii and potentially other candidates coincide with altered cognition (Wasser et al., 2020). Another gut microbiome analysis of a group of HDs patient’s links blooming of the gram-negative bacteria Bilophila species to elevated levels of inflammatory cytokines (Du et al., 2021). In transgenic mouse models of HD expressing the neurotoxic mutant HTTex1 fragment, gut dysbiosis has been linked to weight loss, motor deficit, metabolic changes, and disruption in the intestinal epithelium (Kong et al., 2020; Stan et al., 2020; Kong et al., 2021). These promising studies highlight a potential role of gut microbiota in the pathogenesis of HD. However, the mechanisms of how a specific bacterium may affect disease manifestation remain to be investigated.

Drosophila melanogaster (fruit fly) is emerging as a useful model to study the impact of gut-brain interactions in the development and progression of neurological disorders (Wu et al., 2017; Douglas, 2018). Similar to mammals, gut homeostasis in Drosophila is regulated by the interaction of bacteria with the enteric neurons and intestinal epithelium including the enteroendocrine cells, which produce antimicrobial peptides (AMPs) involved in immunity against invasive pathogens and maintaining optimal abundance of commensal bacteria (Hanson and Lemaitre, 2020). Drosophila has a handful of commensal gut bacteria, which can easily be manipulated for studies on gut-brain communications (Douglas, 2018; Ankrah et al., 2021). Lactobacillus and Acetobacter species are the two most abundant bacterial genera, which regulate nutrient acquisition, growth, metabolism, immune development, and locomotion (Schretter et al., 2018; Storelli et al., 2018; Henriques et al., 2020; Yamauchi et al., 2020; Ankrah et al., 2021). The Drosophila models of HD display several hallmarks of disease progression including protein aggregation, motor defects, and aberrant expression of genes including those implicated in systemic inflammation (Barbaro et al., 2015; Al-Ramahi et al., 2018). The simplicity of Drosophila gut microbiota offers a useful platform to examine the influence of endogenous and single exogenous bacterial species on HD pathogenesis and to investigate the role of HTT in gut–brain pathways. As a first step, we explored whether elimination of gut bacteria in HD Drosophila models or colonization with the human pathobiont E. coli influences disease development. Here, we report that gut bacteria promote the aggregation of amyloidogenic N-terminal fragments of HTT, contribute to development of aberrant motor behavior and reduce the life span of female HD flies. We further provide evidence that modifying the gut environment of female HD flies ameliorates HD phenotypes. These studies and models facilitate future dissection of gut-brain interaction in HD at a molecular level and are useful for the discovery of gut-based therapeutics.



MATERIALS AND METHODS


Fly Stocks

The huntingtin expressing transgenic Drosophila lines used in this study were M{UAS- HTT.ex1.Q25} (B#68414), M{UAS-HTT.ex1.Q120} (B#76352), and M{UAS-HTT.586.Q120} (B#68447), M{UAS-HTT.FL.Q25} (B#68397), M{UAS-hHTT.FL.Q120} (Barbaro et al., 2015; Chongtham et al., 2020). Human HTT 586, full-length HTT and HTTex1 (90 aa) transgenes were inserted into the same chromosomal location (51D) and in the same orientation in a common inbred host Drosophila line using the phiC31 targeted-insertion system (Bischof et al., 2007). The Gal4/UAS system (Brand and Perrimon, 1993) was used to express the HTT transgenes by crossing the transgenes under the control of the UAS promoter to a driver line having the yeast Gal4 transcriptional activator. The GAL4 drivers used were the pan-neuronal elav-Gal4 C155 driver (Bloomington Stock Number B#458) and the ubiquitous da-Gal4 (B#8641). Fly cultures were maintained on standard cornmeal/sugar/agar media on a 12:12 h light:dark cycle. Appropriate crosses were carried out to obtain desired progeny). Briefly, standard food vials with ten UAS-HTT males and ten da-Gal4 or elav-Gal4 driver females were allowed to mate for 2 days and then passed into new vials at 20°C. All assays used female progeny, which were collected after the eclosion and maintained at 20°C for 2–3 days until enough flies had been collected.



Treatment of Flies With Antibiotics or Small Molecules

For drug treatment, groups of 15–20 female flies were placed in vials containing standard cornmeal/sugar/agar food alone for non-treatment control experiments or standard food mixed with 1 mg/ml of water-soluble test compounds crocin (cat# 17304 Sigma), rifaximin (cat# Y0001074, Sigma), luteolin (# L9283 Sigma), or 1% penicillin-streptomycin (cat#15140-122; Gibco). The flies were transferred to 25°C and passaged to fresh vials every 2nd or 3rd day. For treatment with live bacteria, curli producing (MC4100) and curli deficient (Δcsg) E. coli strains from −80°C frozen stocks were grown on YESCA (1% Casamino Acids, 0.12% yeast extract, 2% Bacto agar) agar plates at 25°C for 48 h. The Lactobacillus rhamnosus strain (JB-1, ATCC) from frozen stock was streaked on MRS agar (cat#OXCM0361B, Fisher) plates and grown at 37°C overnight. The Acetobacter stock was prepared by grinding adult flies in PBS followed by culturing of isolated bacteria on mannitol agar plates. Isolated colonies were grown in liquid manitol broth at 37°C in a bacterial shaker. The bacterial cultures were harvested by centrifugation (3000×g, 5 min), washed and suspended in PBS. The bacterial suspension (0.5 OD or 5 × 107 cells) was then mixed with standard food and groups of 15–20 female progeny that had first been treated with 1% penicillin-streptomycin- supplemented food for 3–4 days, were transferred to the bacteria supplemented food. The flies were transferred to new food with the live bacteria every 2nd or 3rd day at 25°C.

To examine the effects of crocin on E. coli treated flies, crocin (1mg/mL) and E. coli (0.5 OD or 5 × 107 cells) were both mixed with standard food and flies, that had been treated with 1% penicillin-streptomycin for 3–4 days, were transferred to the crocin and E. coli mixed food. Flies were transferred to fresh food every 2nd or 3rd day and their bacterial load and motor behavior was monitored.



Western Blotting

At least 10 wandering third instar larvae or adult flies were lysed and homogenized in RIPA buffer (25 mM Tris-HCl pH 7.6, 150 mM NaCl, 1% NP-40, 1 mM EDTA) with protease inhibitors (Complete, Mini Protease Inhibitor Cocktail, and Roche Applied Science). The lysates were then boiled at 95°C for 5 min, and equal amounts of protein were separated by SDS/PAGE on pre-cast 4–20% polyacrylamide gradient gels (Cat# 5671094, Biorad) and transferred to immune-blot PVDF membrane (Merck cat# IPVH00010). Membranes were blocked with blocking solution (5% non-fat milk in 0.05% Tween in PBS) and incubated with primary anti-HTT antibody PHP1 (1:1,000 in blocking solution) overnight at 4°C. The blots were then treated with HRP-conjugated goat anti-mouse secondary antibody (1:10,000) diluted in blocking solution for 1 h and developed with enhanced chemiluminescent (ECL) substrate (Cat#1705060, Biorad).

To separate SDS-resistant amyloid assemblies, semi-denaturing detergent agarose gel electrophoresis (SDD-AGE) was performed (Halfmann and Lindquist, 2008) with some modifications. Fly lysates were prepared as described above and resolved by electrophoresis in SDD-AGE gels (1.5% agarose, 1X TAE, 0.1% SDS). Proteins were transferred to immune-blot PVDF membrane by overnight downward capillary action using 1X TBS. Membranes were then treated as western blots above.



Immunostaining of Larval Brains and Guts of Adult Flies

Wandering third instar larvae were cut into anterior and posterior halves, and the anterior halves were turned inside out and placed in PBS on ice. These halves were then fixed by rocking for 30 min at RT with 4% formaldehyde made in PBST (PBS + 0.2% Triton X-100). After fixation, halves were washed three times with PBST, blocked with 5% BSA in PBT for 1 h at RT, probed overnight with primary antibody (s) at 4°C, washed, blocked again, and incubated with secondary antibody (s) for 2 h and washed again. Larval brains were then dissected out and mounted in Vectashield-DAPI medium. The primary antibodies were rat-Elav-7E8A10 anti-elav (used at 1:200 dilution in PBS; Developmental Studies Hybridoma Bank), PHP1 anti-HTT (used at 1:500 dilution in PBS; Ko et al., 2018). The secondary antibodies were Alexa Fluor 488 goat anti-mouse (green) and Alexa Fluor 568 goat anti-rat (red) (used at 1:250 dilution in blocking solution, Life Technologies).

Whole guts of adult flies were dissected out in PBS, fixed in 4% formaldehyde in PBST for 1 h, washed with PBST and incubated with blocking buffer for 1 h at RT. The guts were then probed with anti-E. coli monoclonal antibody (produced in house) overnight at 4°C. After washing with PBST, guts were incubated with Alexa Fluor 488 goat anti-mouse antibody diluted in blocking buffer for 2 h at RT and washed. The guts were mounted in Vectashield-DAPI medium. Images of mounted tissues were captured using a Leica Sp8 laser scanning microscope and analyzed using Leica Application Suite X (LAS X) software.



Seeding Assay

Seeding assay was according to recent protocols published recently (Chongtham et al., 2021). Briefly, 5 μg of fly lysate from control, E. coli and E. coli (curli+) fed flies was preincubated with 0.01 μg/mL of proteinase K at 37°C for 1 h and heat inactivated at 75°C for 10 min. The proteinase K treated fly lysate was then incubated with 100 μg of total protein from human neural lysates for 4 h at 25°C with continuous agitation. Semi-denaturing detergent agarose gel electrophoresis (SDD-AGE) was performed to analyze the seeded products.



Climbing Assay

For monitoring the locomotor ability, 10 flies were gently tapped to the bottom of a vertical glass vial (diameter, 2.2 cm), as adapted from Liu et al. (2008). The number of flies that climbed to a height of 5 cm within 10 s was recorded. The test was repeated three times each for four vials of 10 flies at 1 min intervals.



Longevity Assay

A longevity assay was performed as described previously with slight modifications (Barbaro et al., 2015). Briefly, eighty eclosed female flies (1–3 days old) were divided into four tubes of 20 each with the indicated treatment in the figure legends and were maintained at 20°C with a 12:12 h light:dark cycle. Longevity assays in the presence of E.coli were performed at 25°C to accommodate bacterial growth. Progeny were collected and transferred to fresh vials with standard food ± treatment. Cultures were monitored every other day and the number of dead flies counted.



Congo Red Staining of Bacterial Colonies and Colony Forming Unit Counting

To determine the E. coli (Curli-producing) load in the gut, flies were surface sterilized with 70% ethanol for 1 min and washed three times with sterile 1X PBS. Flies were then homogenized in groups of five in 500 μL of sterile 1X PBS using a motorized pestle. Microbial counts were determined by serial dilution plating of the homogenates on YESCA agar plates supplemented with 50 μg/mL of Congo Red (CR) (Sigma). The YESCA CR plates were incubated at 25°C for 2 days to induce curli production and the number of red colonies that showed curli expression were counted.



Quantification of Dead Pupae

Four groups of 10 UAS-HTTex1-120Q males and elav-Gal4 female virgins were allowed to mate for 2 days at 20°C and passaged daily into vials with standard food supplemented with crocin (1 mg/mL) or 1% penicillin-streptomycin for a span of 4 days. Twenty days after crosses were made, all flies were emptied from the vials, and empty pupal cases and cases containing dead flies were counted to calculate the percentage of pupal survival (Hatfield et al., 2015).


PCR Amplification Bacteria

Flies were surface sterilized with 70% ethanol for 1 min and washed three times with sterile 1X PBS. Bacterial DNA was extracted from equal number of HTTex1 (25Qs or 103Qs) using stool DNA kit (Omega Bio-tek, Norcross, Georgia) according to the provided procedures. Bacterial DNA was amplified from 5 ng of total DNA from each batch of fly by q-pCR using the universal primer Eub340F: 5′-TCCTACGGGAGGCAGCAGT-3′ and Eub781R: 5′-GGACTACCAGGGTATCTAATCCTGTT-3′) (Nadkarni et al., 2002) in a 7300 real-time PCR system. Data were analyzed comparatively by the formula 2(–ΔΔCT).



Construction of pLenti6-csgA-6x his Plasmid

E. coli genomic DNA was isolated from ∼1 mL of overnight culture using QIAamp DNA Mini Kit (QIAGEN), following the manufacturer’s protocol. C-terminally hexahistidine-tagged CsgA without N-terminal SEC secretion signal sequence (Evans et al., 2015) was amplified via standard PCR method using the following primers: csgA F: 5′-TCAAGGGAATTCACCATGGGTGTTGTTCCTCAGTACGG-3′, csgA R: 5′-TCAACGGGATCCCTAGTGATGATGGTGGTGA TGGTACTGATGAGCGGTCGCGTTG-3′. Thermal cycling program used for the PCR is as follows: 94°C, 5 min → 33x [94°C, 30 s → 58°C, 30 s → 72°C, 30 s] → 72°C, 7 min → 4°C. The resulting PCR amplicon was gel-purified using QIAquick Gel Extraction kit (QIAGEN) and then assembled into pLenti6/V5-D-TOPO vector (Invitrogen) following the manufacturer’s protocol. The cloned plasmid was subsequently transformed into One Shot TOP10 chemically competent E. coli (Invitrogen) and spread on LB + Ampicillin (100 μg/mL) agar plate for selection. Several plasmid clones were isolated using QIAprep Spin Miniprep kit (QIAGEN) and then screened via agarose gel electrophoresis after digesting them with EcoRI and BamHI. The correct clone was sequenced using CMV-F primer (5′-CGCAAATGGGCGGTAGGCGTG-3′) and named pLenti6-V5-D-TOPO:csgA-6x His.



Co-transfection of HTTex1 Q103-EGFP and csgA Plasmids in HEK293 Cells

HEK293 cells were seeded in a 6-well plate with approximately 25% density and let grow overnight at 37°C, 5% CO2. The cells were then transfected using calcium phosphate transfection method. In brief, 0.1 μg Lenti-HTTex1 Q103-EGFP plasmid and differential amounts of Lenti–csgA-6x His plasmid (0, 0.2, or 0.3 μg), were added in each snap-cap tube. Beta-galactosidase cDNA cloned in similar vector was used as control. The total amount of DNA in each transfection mixture was normalized using an empty plasmid backbone. 2 M CaCl2 was subsequently added (0.12 M final concentration), and the volume of mixture was brought up to 100 μL with ddH2O. 100 μL 2x HBS was added next dropwise and part of solution was squirted into the rest by pipetting for aeration. Entire volume of each transfection mixture was added to the cells and incubation was done overnight at 37°C, 5% CO2. The transfected cells were subjected to widefield fluorescence microscopy for quantifying HTTex1 Q103-EGFP aggregates and then harvested for SDS-PAGE and western blotting analyses for HTTex1 Q103-EGFP (probed with PHP2 antibody, 1:1,000 dilution) and CsgA-6x His (probed with mouse anti-His antibody, from Thermo Fisher, 1:5,000 dilution).




16S Sequencing of Gut Bacteria

Female flies were harvested on the indicated days post-eclosion, gently disinfected in 70% ethanol and three subsequent rinses in PBS to remove any external bacteria and stored immediately at −80°C. Similar samples for different batches of flies were mixed and shipped to the sequencing facility at Zymo Research Irvine, CA, United States. Briefly, bacterial DNA was extracted using ZymoBIOMICS-96 MagBead DNA kit (Zymo Research Irvine, CA, United States). The DNA samples were prepared for targeted sequencing with the Quick-16S NGS library Prep kit and 16S primer set V3-V4 (Zymo Research Irvine, CA, United States). The final library was sequenced on Ilumina MiSeq with a V3 reagent Kit (600 cycles). The sequencing was performed with 10% PhiX Spike-in.



Bioinformatics Analysis of Bacteria

Unique amplicon sequences were inferred from raw reads using the Dada2 pipeline (Callahan et al., 2016). Chimeric sequences were also removed with the Dada2 pipeline. Taxonomy assignment was performed using Uclust from Qiime v.1.9.1. Taxonomy was assigned with the Zymo Research Database, a 16S database that is internally designed and curated, as reference. Composition visualization, alpha-diversity, and beta-diversity analyses were performed with Qiime v.1.9.1 (Caporaso et al., 2010). If applicable, taxa that have significant abundance among different groups were identified by LEfSe (Segata et al., 2011) using default settings. Other analyses such as heatmaps, Taxa2SV_deomposer, and PCoA plots were performed with internal scripts.



Absolute Abundance Quantification

Quantitative real-time PCR was set up with a standard curve. The standard curve was made with plasmid DNA containing one copy of the 16S gene and one copy of the fungal ITS2 region prepared in 10-fold serial dilutions. The primers used were the same as those used in Targeted Library Preparation. The equation generated by the plasmid DNA standard curve was used to calculate the number of gene copies in the reaction for each sample. The PCR input volume (2 μl) was used to calculate the number of gene copies per microliter in each DNA sample. The number of genome copies per microliter DNA sample was calculated by dividing the gene copy number by an assumed number of gene copies per genome. The value used for 16S copies per genome is 4. The value used for ITS copies per genome is 200. The amount of DNA per microliter DNA sample was calculated using an assumed genome size of 4.64 × 106 bp, the genome size of Escherichia coli, for 16S samples, or an assumed genome size of 1.20 × 107 bp, the genome size of Saccharomyces cerevisiae, for ITS samples. This calculation is shown below: Calculated Total DNA = Calculated Total Genome Copies × Assumed Genome Size (4.64 × 106 bp) × Average Molecular Weight of a DNA bp (660 g/mole/bp) ÷ Avogadro’s Number (6.022 × 1,023/mole).



Statistical Analysis

Error bars show Standard Error of the Mean (SEM = standard deviation/square root of n). Statistical significance was established using analysis of variance (ANOVA) on Prism software (GraphPad). A one-way ANOVA was performed to analyze the effect of bacterial or drug treatment on motor behavior and survival. A two-way ANOVA was performed to analyze the effect of bacterial or drug treatment, and the timeline of treatment on motor behavior and survival. A two-way ANOVA was performed to check the effect of genotype (WT and mutant HTT expression) and age of flies (days post eclosion) on microbial load of flies. A two-way ANOVA was also performed to investigate the impact of bacterial treatment or gender, and genotype (Da > Gal4, WT-HTT, and mutant HTT) on motor behavior. The ANOVA results are summarized in Supplementary Table 1 (* = P < 0.05, ** = P < 0.01, and *** = P < 0.001).




RESULTS


Gut Bacteria Promote the Aggregation of Amyloidogenic HTT Fragments in Drosophila

Transgenic Drosophila expressing HTTex1 (120Qs) under the control of the pan-neuronal driver elav-Gal4 (Ex1-HD) display gut dysbiosis exemplified by elevated levels of total bacteria when compared to a line expressing WT HTTex1 (25Qs) (Figure 1A and Supplementary Figures 1A,B). To examine whether gut bacteria influence the aggregation of mutant HTTex1, we generated larvae of the Ex1-HD line in the presence of a gut-specific antibiotic, rifaximin, to eliminate bacteria (Supplementary Figure 1C) and examined for the accumulation of aggregates by Western blots (WBs) and immunohistochemistry (IHC). Rifaximin treatment significantly reduces the levels of HTTex1 aggregates in the nervous system of Ex1-HD larvae (Figures 1B,C). Given that HTTex1 is selectively expressed in neurons, these findings suggest that gut bacteria may alter neuronal physiology and pathways which regulate the misfolding and aggregation of HTTex1. We then asked whether gut bacteria with links to neurodegeneration in humans may have a similar effect. Escherichia coli (E. coli), a gut pathobiont, has been implicated in the pathogenesis of PD. In particular, colonization of transgenic mice expressing human α-synuclein, or normal rats with an E. coli strain expressing the functional bacterial amyloids curli accelerates the aggregation of α-synuclein in the brain, induces neuroinflammation and worsens motor symptoms (Chen et al., 2016; Sampson et al., 2020). We used a Drosophila line ubiquitously expressing the N-terminal 586 amino acids (AA) fragment of mutant HTT (120Qs) (N-586 HD) to explore the impact of E. coli on aggregation. Protein aggregates in this line accumulate much slower than in the Ex1-HD line thus, making it ideal for these assays (Barbaro et al., 2015). N-586 HD larvae were generated on food containing an E. coli strain expressing curli or an isogenic mutant where the operon for curli has been deleted (Reichhardt et al., 2015). We find that colonization with either strain accelerates the aggregation of N-586 HTT fragment (Figure 1D). Although we do not observe any selective effects of curli on HTT proteostasis in the N-586 female HD flies, recombinant curli promotes the aggregation of mutant HTTex1-EGFP when co-expressed in HEK-293 tissue culture cells (Supplementary Figure 2). A likely explanation is that direct interaction of curli with mutant HTT may be essential to induce misfolding, whereas other aggregation-promoting components of E. coli common to both strains may function by indirect pathways. Collectively, these findings identify gut bacteria as modifiers of HTT aggregation in fruit fly models of HD. We also explored whether E. coli induces protein aggregation in transgenic female flies ubiquitously expressing full-length mutant HTT (120Qs) (FL-HD flies). Using various aggregate-specific antibodies (Ko et al., 2018; Chongtham et al., 2021), we did not detect any HTT aggregates in HD flies treated with or without E. coli (Supplementary Figure 3). However, we cannot rule out the formation of unstable oligomers or novel conformations, which may not bind to antibodies used in these studies.
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FIGURE 1. Microbiota modulate HTT aggregation, locomotor behavior, and lifespan of Drosophila HD models. (A) qPCR amplification of total bacteria from DNA extracted from different batches of HTTex1-expressing offspring. Data are shown as fold change over the value for one batch of WT HTTex1. (B) Western blot detection of mutant HTTex1 aggregates in the lysates of untreated or rifaximin-treated Ex1-HD larvae, using anti-HTT (PHP1) antibody. Each lane represents 10 pooled larvae (N = 10) isolated from a different fly vial. (C) Representative confocal images of brains (N = 3) from the Ex1-HD larvae treated with rifaximin and immunolabelled with anti-HTT (PHP1, green). DAPI (blue) was used to stain the nuclei. (D) SDD-AGE and WB analysis of lysates (50 μg each) derived from female N-586 HD flies untreated (control), or colonized with E. coli or E. coli expressing curli. PHP1 antibody was used to detect HTT aggregates. For each condition 10 larvae were pooled together for analysis (N = 10). (E) Female N-586 HD flies were fed curli-producing/deficient E. coli or L. rhamnosus. A climbing assay was performed at day 20 after eclosion as described in M&M. Data are reported as mean ± SEM and were analyzed by one-way ANOVA with Tukey’s post hoc test. ***p < 0.001, n = 4 groups of 10 flies. (F) The percentage of flies surviving at day 20 was calculated and plotted for each experimental condition. Data are represented as mean ± SEM and were analyzed by one-way ANOVA with Tukey’s post hoc test. ***p < 0.001; **p < 0.01, n = 4 groups of 10 flies.




Gut Bacteria Contribute to Immobility and Death of Female Flies Expressing Mutant HTT

Abnormal motor behavior is a cardinal symptom of HD. Gut bacteria have been implicated in the locomotion of Drosophila (Schretter et al., 2018). Given that E. coli promotes HTT aggregation, we asked whether it may alter the mobility of HD flies. The N-586 HD flies do not develop mutant HTT-mediated motor defects at a young age (Barbaro et al., 2015), however, colonization of female flies with E. coli significantly impairs their climbing ability, whereas Lactobacillus rhamnosus (JB-1 strain) (L. rhamnosus), a gram-positive human probiotic has no effects (Figure 1E). Moreover, E. coli does not alter the mobility of non-transgenic female flies or those expressing WT HTT (Supplementary Figure 4A). These findings suggest that E. coli may promote the toxicity of the N-586 HTT fragment, which manifests as motor defects in the transgenic flies. E. coli also shortens the lifespan of N-586 HD flies; by day 20∼50% of the flies die and the rest remain immobile and expire within few days (Figure 1F). Curli-producing E. coli appears more toxic than the isogenic mutant strain indicating that the bacterial amyloids may affect the mortality of N586-HD flies independent of HTT aggregation and locomotor defects (Figure 1F). Seeding of mutant HTT species isolated from the brains of HD Drosophila models has been linked to disease progression and toxicity (Ast et al., 2018). We recently reported that seeding-competent HTTex1 species produce neurotoxic assemblies in human neurons and neuronal lysates. The seeding competency of HTT species isolated from mouse models of HD is induced by proteinase-K (PK) treatment (Chongtham et al., 2021). To determine whether E. coli colonization enhances the seeding competency of mutant HTT in the N-586 HD flies, we performed seeding assays with or without PK treatment. Using equivalent amount of brains lysates as seeds, we find that the seeding activity of mutant HTT treated with PK is enhanced in flies colonized with E. coli ± curli (Figure 2). The elevated seeding activity is consistent with mobility defects and enhanced mortality of E. coli-treated N586-HD flies and suggest that gut bacteria may influence the production and/or the stability of seeding-competent and toxic HTT species.
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FIGURE 2. E. coli enhances the seeding activity of mutant HTT assemblies in female N-586 HD flies. (A) SDS-PAGE analysis of brain lysates followed by WBs of ∼15-day old non-transgenic (DA) or N-586 HD flies treated with E. coli probed with anti-HTT PHP1. Details are provided in the section “Materials and Methods.” (B) SDD-AGE of equal amounts of seeds from lysates in part A added to 50 μg of human neuronal lysates before or after treatment with proteinase-K (PK) (0.5 μg/ml of PK at RT for 30 min and subsequently inactivated by heating at 75°C (Chongtham et al., 2020). Seeds mixed with neuronal lysates were incubated at RT for 4 h and subsequently examined by SDD-AGE. Products were probed with PHP1 antibody.


Ubiquitously expressed full-length mutant HTT produces various abnormalities such as failure to elicit metamorphosis, cryptocephal phenotype, defects in abdominal and thoracic dorsal closure and rotated genitalia in the adult flies. These phenotypes are less severe when progenies are raised at low temperature (20°C) and this condition provides sufficient offspring with minimal or no visible structural defects. The progressive immobility of FL-HD flies is comparable between males and females (Supplementary Figure 4B). However, even at low temperature the rotated genitalia and abdominal cleft phenotype are more pronounced in males than in females. To avoid any compounding effects, which may arise from these and/or other undetected phenotypic and genotypic differences between the male and female HD flies, we selected a homogenous population of females with no visible structural pathology for the following studies.

To examine the role of gut bacteria on the mobility of FL-HD, we treated ∼3 day old adult female flies with rifaximin or penicillin-streptomycin and evaluated their climbing ability at different intervals. Antibiotic treatment ameliorates the motor defects of FL-HD flies (Figures 3A, 4A). Conversely, colonization of FL-HD flies with E. coli exacerbates the climbing defects but has no effects on the non-transgenic flies or those expressing full-length WT HTT (Figure 3B and Supplementary Figure 4A). Colonization of FL-HD or control flies with L. rhamnosus does not alter their climbing abilities. (Figure 3B and Supplementary Figure 4A). Notably, feeding excess Acetobacter senegalensis (A. senegalensis), a commensal gram-negative bacterium of Drosophila also accelerates the motor defects of FL-HD flies (Figure 3B). The similar debilitating climbing defects induced by two E. coli strains and A. senegalensis are consistent with a pathogenic role of gram-negative bacteria in the motor behavior of female HD flies. E. coli colonization also significantly reduces the lifespan of FL-HD flies and similar to the N-586 HD model, the curli-producing strain appears more pathogenic (Figure 3C). Immunostaining the gut of E. coli-fed female HD flies (FL-HD or the N-586 HD) shows colonization of E. coli in the midgut (Figure 3D and Supplementary Figure 5), which contains enterocytes and enteric neurons regulating host-microorganism interactions (Dutta et al., 2015; Capo et al., 2019). The localized accumulation of E. coli in the midgut is noteworthy as it confirms spatial colonization and a niche, which may participate in gut-brain communications in flies.
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FIGURE 3. Gut bacteria regulate the motor function and lifespan of female FL-HD Drosophila. (A) Newly eclosed FL-HD flies or controls expressing full length HTT with 25Qs (WT-HTT) were treated with penicillin-streptomycin (ABX) for 15 days to eliminate gut bacteria. A climbing assay was performed at days 1, 5, 10, and 15 post-treatment. The data are graphed as mean ± SEM, two-way ANOVA with Tukey’s multiple-comparisons test. ***p < 0.001, n = 9 groups of 10 flies. (B) Bacteria-deficient adult FL-HD flies were fed different strains of E. coli, A. senegalensis, and L. rhamnosus for 15 days. Locomotive behavior for each condition was quantified as in part (A). The data are reported as mean ± SEM, two-way ANOVA with Tukey’s multiple-comparisons test. ***p < 0.001; **p < 0.01, n = 6 groups of 10 flies. Part (C) shows the survival curve for FL-HD flies treated with two E. coli strains. The percent of flies that survived over time was calculated at different time points. The data are represented as mean ± SEM, two-way ANOVA with Tukey’s multiple-comparisons test. ***p < 0.001; **p < 0.01; *p < 0.05, n = 6 groups of 10 flies. (D) Immunostaining of the GI tract of control or E. coli (curli) treated FL-HD flies demonstrating bacterial colonization of fly gut. A monoclonal antibody generated to E. coli was used for detection. DAPI was used to stain the nuclei.
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FIGURE 4. Crocin ameliorates E. coli-induced motor defects and mortality in female FL-HD flies. (A) Freshly eclosed FL-HD flies were treated with rifaximin, luteolin, and crocin for 15 days and their climbing ability was evaluated. Data are reported as mean ± SEM and were analyzed by one-way ANOVA with Tukey’s post hoc test. ***p < 0.001, n = 6 groups of 10 flies. (B) Climbing assay was performed to monitor the motor function of flies colonized with crocin, E. coli or E. coli plus crocin. Untreated FL-HD flies were used as control. Data are represented as mean ± SEM and were analyzed by one-way ANOVA with Tukey’s post hoc test. ***p < 0.001; **p < 0.01, n = 6 groups of 10 flies. Part (C,D) show the percentage of FL-HD flies, which survived over time (days) under different treatments. Temperature was elevated to 25°C to accommodate E. coli growth. The data are represented as mean ± SEM, two-way ANOVA with Tukey’s multiple-comparisons test. ***p < 0.001; **p < 0.01; *p < 0.05, n = 6 groups of 10 flies. (E) Representative confocal images of the GI tract of untreated (control) FL-HD flies or those treated with E. coli (curli) or E. coli plus crocin for 15 days showing bacterial colonization and suppression by crocin treatment. Immunostaining was performed using a monoclonal antibody reactive to E. coli DAPI was used to stain the nuclei.




Crocin Ameliorates Huntington’s Disease Phenotypes in Female Drosophila Models

Gut-based regulation of mutant HTT neurotoxicity is a potential therapeutic target. Given that rifaximin treatment of Ex1-HD flies reduces the buildup of neurotoxic HTTex1 assemblies in neurons (Figures 1B,C), we examined whether gut-based natural compounds might have a similar effect. We focused on anti-inflammatory compounds since inflammation occurs early in pre-manifest HD patients and is recognized as a modifier of HD pathogenesis (Politis et al., 2015). Moreover, inflammation is a prominent outcome of dysbiosis linked to neurodegeneration (Sampson et al., 2016; Goyal et al., 2021). Toward this end, we generated Ex1-HD larvae on foods containing luteolin, a flavone which we have found to inhibit the IKKβ-dependent aggregation of HTTex1 in human neurons (Khoshnan et al., 2017), or crocin, a carotenoid abundant in the medicinal plant Crocus sativus (saffron), also known for its anti-inflammatory properties and inhibiting the aggregation of amyloidogenic proteins like α-synuclein (Inoue et al., 2018; Shafiee et al., 2018). We find that similar to antibiotics (rifaximin or penicillin-streptomycin), treatment with luteolin or crocin reduces the aggregation of HTTex1 in the nervous system of Ex1-HD larvae (Figures 1B,C, 5A,B, and Supplementary Figure 6). Crocin or antibiotics also enhance the eclosion efficiency of Ex1-HD flies (Figure 5C) further reinforcing gut-mediated regulation of HTTex1 aggregation, toxicity and survival.
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FIGURE 5. Crocin and antibiotics reduce HTTex1 aggregation and mortality. (A) SDD-AGE and WB analysis of lysates generated from the Ex1-HD larvae treated with crocin or penicillin/streptomycin (ABX). PHP1 antibody was used to detect aggregates. Elav-Gal4 larvae were used as a negative control. For each condition, ten larvae (n = 10) were pooled and analyzed. (B) Representative confocal images of brains from Ex1-HD larvae untreated (Control) and treated with crocin or ABX, and immunolabelled with PHP1 (green), anti-Elav antibody (red), and DAPI (blue). Part (C) shows the percent of pupal survival of Ex1-HD larvae treated with crocin or ABX. The data are represented as mean ± SEM, one-way ANOVA with Tukey’s post hoc test. n = 5 independent crosses for each condition, ***p < 0.001.


Notably, addition of crocin, rifaximin or luteolin to fly food also ameliorates the motor defects of female FL-HD flies with crocin being the most potent compound (Figure 4A). Crocin also improves the severe motor defects of the FL-HD flies colonized with E. coli (Figure 4B). In survival assays, crocin extends the lifespan of female FL-HD flies and those treated with E. coli ± curli (Figures 4C,D, respectively). Mechanistically, we find that crocin treatment blocks the colonization and accumulation E. coli in the flies’ gut (Figure 4E and Supplementary Figure 7). Crocin does not inhibit the growth of E. coli in culture thus, its inhibitory effects on gut colonization may be due to the induction of flies’ anti-microbial defense pathways and/or altering the abundance and/or physiology of gut microbiota.



Crocin Modulates the Composition of Gut Bacteria in Female Huntington’s Disease Flies

We performed culture assays to examine any potential dysbiosis in the gut of female FL-HD flies. Notably, compared to flies expressing WT HTT, FL-HD flies begin to show dysbiosis by day 5 post eclosion exemplified by lower colony-forming units (CFUs) of Lactobacilli but elevated CFUs of Acetobacter (Figure 6). These findings are similar to results in Ex1-HD flies (Figure 1A and Supplementary Figure 1) and support an expanded polyQ-mediated disruption in the composition of gut bacteria. To gain better insights into the composition of gut bacteria and the impact of crocin, we performed 16S rRNA sequencing. Our Drosophila stocks including those with human HTT transgenes predominantly harbor several Lactobacilli strains and Acetobacter senegalensis (A. senegalensis) species. Notably, Lactobacilli and Acetobacter show temporal fluctuation in abundance independent of any transgenes, which may be related to flies’ physiology and nutritional demand (Schretter et al., 2018; Storelli et al., 2018; Henriques et al., 2020; Yamauchi et al., 2020; Ankrah et al., 2021) (Figures 7A–C and Supplementary Figure 8A). Flies ubiquitously expressing HTT transgenes (WT or mutant) differ with respect to the relative abundance of Lactobacilli and A. senegalensis when compared to control flies (Da-Gal4) (Figures 7A–C and Supplementary Figure 8A). Consistent with culture findings, female FL-HD flies harbor elevated levels of Acetobacter and changes in the abundance of various Lactobacilli species when compared to normal flies or those expressing WT HTT (Figure 7C and Supplementary Figure 8A). Interestingly, elevation of Acetobacter has been linked to induced mortality in Drosophila (Obata et al., 2018). Indeed, female HD flies fed excess A. senegalensis develop severe motor defects, which are similar in magnitude to those induced by E. coli (Figure 3B). These data are consistent with the induction of dysbiosis by mutant HTT in Drosophila and a potential link to disease progression. Crocin treatment alters the abundance of Acetotbacter and Lactobacillus in all tested fly lines independent of HTT transgene expression (Figures 7D–F and Supplementary Figure 8B). Crocin also reduces the elevated levels of Acetobacter but increases the abundance of Lactobacillus-NA (not annotated in data bank) in 5-day old female FL-HD flies, however, the effects do not persist (Figure 7F and Supplementary Figure 8B). We predict that crocin may alter the signaling pathways, which regulate the abundance and/or the physiology of Lactobacilli and Acetobacter species based on the flies’ nutritional demand (Storelli et al., 2018; Yamauchi et al., 2020). Such systemic and complex metabolic changes may translate into protection observed in the crocin-treated HD flies and remain to be investigated at a molecular level.
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FIGURE 6. FL-HD female flies have lower abundance of Lactobacilli but elevated levels of Acetobacter. Microbial counts were determined by serial dilution plating of fly homogenates on MRS or Mannitol agar plates (section “Materials and Methods”). (A,B) Time course of the relative abundance of colony forming units (CFU) of Lactobacilli and Acetobacter, respectively. The data are represented as mean ± SEM, two-way ANOVA and Sidak’s multiple comparison Test. n = 4 agar plates for each condition, ***p < 0.001.
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FIGURE 7. Relative abundance of Lactobacilli strains and A. senegalensis in the gut of female HD flies by 16S rRNA gene sequence analysis. (A) Comparative analysis of Da-Gal4 flies with those expressing WT-HTT, (B) Da-Gal4 with FL-HD flies, and (C) WT-HTT with FL-HD. Parts (D–F) show the effects of crocin on the abundance of bacteria in Da-Gal4, WT-HTT, and FL-HD flies, respectively. All analyses were performed as described in the section “Materials and Methods” by Zymogen’s computational biologists. Lactobacillus-NA strain was not detected in the data base.





DISCUSSION

We took advantage of the simplicity of microbiota in Drosophila to reveal how bacteria may affect the development of HD. We provide evidence that gut bacteria promote mutant HTT aggregation, impair locomotion and reduce the lifespan of transgenic female HD flies. More specifically, we have identified the gram-negative Acetobacter, a commensal fly bacterium, and E. coli a human pathobiont, as modifiers of HD pathogenesis. As a proof of concept, we have further demonstrated that modifying the gut environment of HD flies by a gut-specific antibiotic rifaximin, which is approved to treat dysbiosis in Hepatic Encephalopathy patients (Bureau et al., 2021), or small nutraceuticals such as luteolin or crocin delays HD progression. These studies are a prelude to future mechanistic investigations of microbiota-brain interactions in HD and identification of pathway, which may serve as targets for gut-based therapeutic interventions. A limitation of the current study however, is the use of just female flies in behavioral studies. While both sexes display HD phenotypes including HTT aggregation and immobility, the response of male Drosophila expressing mutant HTT to microbial and dietary manipulations of the gut environment may differ from females and remains to be investigated.

Our results indicate that elimination of gut bacteria by antibiotics in the Ex1-HD flies significantly reduces the aggregation of amyloidogenic N-terminal HTTex1. These findings are further reinforced by the induction of mutant HTT aggregation by two strains of E. coli in the N-586 HD flies. Interestingly, E. coli colonization elevated the seeding activity of mutant HTT (Figure 2), which is linked to severity of symptoms in HD animal models and neurotoxicity in human neurons (Ast et al., 2018; Chongtham et al., 2021). The notion that gut bacteria may alter the toxicity of mutant HTT assemblies is a novel finding, which requires biophysical investigation to identify any potential neurotoxic conformations (Ko et al., 2018; Chongtham et al., 2021). Recent studies indicate that gram-negative bacteria promote the aggregation of polyQ peptides and impair the motility of Caenorhabditis elegans by disrupting proteostasis in neurons, muscle and intestinal cells (Walker et al., 2021). Our studies are consistent with these findings and underscore the regulatory role of gut bacteria in promoting the misfolding and aggregation of amyloidogenic HTT fragments and the production of neurotoxic assemblies. Surprisingly, several bacterial species have been detected in the brain tissues of HD patients. Among them are members of Enterobacteriaceae family, which include E. coli and other gram-negative bacteria (Alonso et al., 2019). How bacteria gain access to the brains of HD patients and whether they affect the proteostasis of HTT remains unknown. Our results however, indicate that bacteria such as E. coli may promote the aggregation of HTT from the gut. Notably, antibiotic treatments of Ex1-HD flies (expressing mutant HTTex1 selectively in neurons) reduce the aggregation of HTTex1 (Figures 1B,C, 5A,B) thus, supporting an indirect role for gut microbiota regulating the aggregation of amyloidogenic HTT fragments in the nervous system. Ex1-HD flies also show signs of gut dysbiosis (Figure 1A). Given that enteric neurons directly interact with the intestinal epithelium, we speculate that mutant HTTex1 may disrupt neuronal signals essential for gut microbial homeostasis. While details remain to be understood, the findings support the notion that gut dysbiosis in HD flies may also be triggered by neuronal defects. Collectively, we predict that aberrant bidirectional signaling may feed one another and contribute to gut-brain dysfunction in HD.

E. coli expressing the functional amyloids curli in the gut has been implicated in α-synuclein aggregation in the brains of rodents, which coincides with PD pathology (Chen et al., 2016; Sampson et al., 2020). Our data did not show a selective impact of curli-producing E. coli on HTT aggregation and impaired locomotion of female HD flies but curli had a negative effect on lifespan and promoted HTTex1 aggregation when co-expressed in mammalian tissue culture (Figures 1, 3 and Supplementary Figure 2). These findings suggest that curli amyloids may need close contact with HTT to promote its aggregation and that they are potentially unable to enter Drosophila cells. Moreover, the negative effects of curli on the survival of female HD flies may be independent of HTT aggregation. Notably, E. coli and elevated Acetobacter (a fly commensal) produced similar debilitating effects on locomotion, which is consistent with gram-negative bacteria being modifiers of HD symptoms. A recent study demonstrated a correlation between the abundance of the gram-negative Bilophila species and elevated inflammatory cytokine response in HD patients (Du et al., 2021). Our findings along with studies on the microbiota of HD patients and mammalian models support the potential involvement of specific clades (or a specific clade) of gut bacteria regulating HD progression and severity (Kong et al., 2020; Stan et al., 2020; Wasser et al., 2020; Du et al., 2021; Kong et al., 2021).

The ability to modify HD pathology from the gut is therapeutically useful and attractive. Inclusion of crocin in the diet suppressed HTT aggregation, ameliorated locomotive defects, and increased the survival of female HD flies including those colonized with E. coli. The effects of crocin on the diversity of gut bacteria in Drosophila were difficult to dissect due to few commensal species. However, crocin treatment altered the abundance of Lactobacillus and Acetobacter in the young female FL-HD flies (Figure 7F) and prevented E. coli colonization in the gut (Figure 4E and Supplementary Figure 7). In rodents, crocin modifies gut microbiota, which coincides with the inhibition of neurodegeneration in cerebral ischemia models (Zhang et al., 2019), and mitigates glucocorticoids-induced dysbiosis in mice by increasing the alpha diversity of gut bacteria and subsequent normalization of aberrant lipid metabolism (Xie et al., 2019). Crocin and its major byproduct crocetin do not penetrate the gut epithelium in mammals suggesting that its protective effects are potentially induced by modification of gut physiology and/or its microbiota (Xie et al., 2019; Zhang et al., 2019). Given that alpha diversity of gut bacteria is decreased in HD patients and in HD mice (Kong et al., 2020; Stan et al., 2020; Wasser et al., 2020; Du et al., 2021), the application of crocin as a promoter of bacterial diversity in HD models with complex microbiota may provide useful knowledge on specific species, which regulate HD progression.

In summary, our data support a link between gut bacteria and disease progression in transgenic Drosophila models of HD and highlight the involvement of gram-negative bacteria in regulating the abundance and toxicity of mutant HTT. The neurotoxic phenotypes such as protein aggregation, motor defects and mortality induced by E. coli are useful biomarkers to investigate the gut-brain circuits at a cellular and molecular level. The Drosophila GI tract shares anatomical and functional similarities to the mammalian equivalent (Apidianakis and Rahme, 2011). The midgut where E. coli colonizes (Figures 3 and 5) is enriched in numerous cell types including the enteroendocrine (EE) cells, which perform similar tasks as in human GI cells and are nodes for gut-brain networks implicated in neurodegeneration (Chandra et al., 2017). Future knowledge on the transcriptome and proteomics of EE cells in HD Drosophila models may identify some of the earliest events, which may trigger the neurotoxicity of mutant HTT in the nervous system. The inclusion of crocin as an inhibitory agent of E. coli toxicity may also identify overlapping pathways, potentially functioning in the opposite directions, or compensatory circuits beneficial to HD. Crocin has a long history of medicinal use and has produced favorable outcomes in clinical and preclinical trials in CNS disorders including AD, PD, ischemia, mood disorders, and LPS-induced cognitive decline (Rajaei et al., 2016; Zhang et al., 2018; Haeri et al., 2019; Zhang et al., 2019; Azmand and Rajaei, 2021). The therapeutic benefits of crocin in subjects with depression have been attributed to the induction of neurortrophin expression including brain-derived neurotropic factor (BDNF) (Ghasemi et al., 2015; Moghadam et al., 2021). This property of crocin may prove useful for HD considering the role of HTT in BDNF expression and transport, biological activities that are diminished in neurons expressing mutant HTT (Zuccato and Cattaneo, 2014). These features and the gut-modifying properties of crocin make it or its derivatives attractive therapeutic candidates for HD.
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Lately, the use of zebrafish has gained increased interest in the scientific community as an animal model in preclinical research. However, there is a lack of in vivo imaging tools that ensure animal welfare during acquisition procedures. The use of functional imaging techniques, like Positron Emission Tomography (PET), in zebrafish is limited since it requires the animal to be alive, representing a higher instrumentation complexity when compared to morphological imaging systems. In the present work, a new zebrafish enclosure was developed to acquire in vivo images while monitoring the animal’s welfare through its heartbeat. The temperature, dissolved oxygen, and pH range in a closed aquatic environment were tested to ensure that the conditions stay suitable for animal welfare during image acquisitions. The developed system, based on an enclosure with a bed and heartbeat sensors, was tested under controlled conditions in anesthetized fishes. Since the anesthetized zebrafish do not affect the water quality over time, there is no need to incorporate water circulation for the expected time of PET exams (about 30 min). The range of values obtained for the zebrafish heart rate was 88–127 bpm. The developed system has shown promising results regarding the zebrafish’s heart rate while keeping the fish still during the long imaging exams. The zebrafish enclosure ensures the animal’s well-being during the acquisition of in vivo images in different modalities (PET, Computer Tomography, Magnetic Resonance Imaging), contributing substantially to the preclinical research.
Keywords: Zebrafish physiology, non-invasive sensors, vital signs monitoring, zebrafish heart rate, small animal imaging
1 INTRODUCTION
Most preclinical experimental studies are conducted in animal models, traditionally mammals, like rodents. This is mainly due to the homology of the mammalian genome, anatomy, cellular biology, and physiology (Merrifield et al., 2017). However, these models have significant disadvantages, such as the high maintenance cost and complex genomes (Volkoff, 2019). On the other hand, non-mammalian vertebrates, mainly fishes, have genetic, endocrine, and physiological features, brain mechanisms, and essential gut functions similar to humans (Volkoff, 2019). These similarities allow using fishes as models of human diseases (Barbazuk et al., 2000; Kari, Rodeck and Dicker, 2007; Lieschke and Currie, 2007; Feitsma and Cuppen, 2008; Sun et al., 2008; Howe et al., 2013; Jones and Norton, 2015; Meshalkina et al., 2017; Sieber et al., 2019).
Zebrafish have short life cycles, and when compared with mammalian models, they have lower maintenance costs and fewer ethical issues involved in conducting experiments, facilitating genetic manipulation (Kari, Rodeck and Dicker, 2007; Volkoff, 2019) and allowing faster and cheaper large-scale studies when compared with other vertebrate models (Bufkin and Leevy, 2015). Zebrafish also has a unique natural ability to regenerate some tissues, and its genome has already been sequenced, which makes it very attractive to different research areas, such as evolutionary biology, and regenerative medicine (Lieschke and Currie, 2007; Howe et al., 2013; Marques, Lupi and Mercader, 2019). Due to its advantages, zebrafish models are becoming increasingly important and used in preclinical research. There is a clear interest in using and studying this animal model using medical imaging (Yao, Lecomte and Crawford, 2012); however, the imaging systems are rarely used (Browning, 2013), mainly due to the lack of technology and tools oriented to the acquisition of in vivo zebrafish images (Koba, Jelicks and Fine, 2013). Furthermore, its small size and physiological requirements make it very challenging and require the development of a dedicated housing capable of keeping the fish still and monitoring physiological parameters to ensure the animal’s welfare during imaging procedures.
Positron Emission Tomography (PET) is a powerful image research tool for many biological research activities. The non-invasive image provided by PET technology and its ability to detect changes in metabolic, biological, chemical, and molecular processes may provide new scientific discoveries and economic advantages in research with zebrafish (Bufkin and Leevy, 2015; Dorsemans et al., 2017). However, only a few studies using PET in zebrafish are reported in the literature (Bufkin and Leevy, 2015; Dorsemans et al., 2017; Jones et al., 2017; Snay, 2017; Tucker et al., 2021). In all of those, the equipment used has been particularly rudimentary for physiological preservation and animal welfare. In these in vivo studies, zebrafish were either upright or wrapped in absorbent tissue (Bufkin and Leevy, 2015; Dorsemans et al., 2017; Jones et al., 2017; Snay, 2017; Tucker et al., 2021). These conditions are not natural for the fish, adding undesirable physiological stress.
More recently, new dedicated chambers have been developed ((Koth et al., 2017; Merrifield et al., 2017; Seeger et al., 2022)) that have water circulation ensuring a continuous supply of fresh water and anesthetics. Despite the monitoring of the environmental conditions, these chambers did not monitor the zebrafish’s physiological stability. In addition to being able to monitor the well-being of the fish over time, this information will also be helpful to use as cardiac gating in the various imaging modalities (e.g., Merrifield et al., 2013).
Therefore, to address these challenges, a new dedicated zebrafish enclosure capable of keeping it still and monitoring the animal’s vital signs during the imaging exam is presented, demonstrating the capability to predict critical injuries of the animal and prevent them in time during acquisitions procedures.
2 ZEBRAFISH ETHICAL PRINCIPLES
The zebrafish used in this study were protected under the directive 2010/63/EU, following the 3Rs principle (Replace, Reduce, and Refine). Therefore, the experimental design was meticulously planned to decrease the chance of errors and unsuccessful experiments; additionally, to avoid unnecessary testing, an extensive literature review, covering a broad number of areas involving the problem, was carried out. Furthermore, the fish’s well-being, including anesthesia administration and recovery, was assessed during the experiments to minimize suffering. Finally, euthanasia was performed according to the methods approved by the competent entities when needed.
3 ZEBRAFISH PREPARATION
The zebrafish used in this work were kept in tanks with proper conditions at the bioterium of the Biology Department of the University of Aveiro. Adult zebrafish were maintained in carbon-filtered water with salt (Instant Ocean Synthetic Sea Salt) under a 12:12 h (light: dark) cycle and at 26 ± 1°C. The water was continuously renewed, and physicochemical parameters were controlled (pH 7.5 ± 0.5; conductivity 750 ± 50 µS and dissolved oxygen above 95% saturation).
The experiments with zebrafish required their immobilization using an anesthetic like tricaine methanesulfonate (MS222), which is the most used and well-established for this species (Collymore et al., 2014). The anesthetic works as a muscle relaxant, reducing the muscle action potentials and spontaneous contractions (including sensory inputs and reflexes) (Matthews and Varga, 2012). The protocol followed in the present work to anesthetize zebrafish is described in Figure 1 and was based on the one reported in (Merrifield et al., 2017).
[image: Figure 1]FIGURE 1 | Anesthesia protocol followed in the present work.
The protocol starts by emerging the zebrafish on a solution of MS222 (125 mg/L) until reaching the surgical level of anesthesia, which can be identified through the loss of equilibrium, no reflex response, and the slowdown of opercular movements. After reaching this level of anesthesia, the zebrafish is transferred to a 100 mg/L of MS222 solution, where it is kept to maintain the anesthesia effect. The anesthetized zebrafish tend to be laid on their back, so we decided to maintain them in this position in the enclosure during our measurements. However, there is no technical limitation in doing the heartbeat measurements with the zebrafish in its natural position when awaked.
4 ZEBRAFISH ENCLOSURE
The developed enclosure consists in a closed cylindrical chamber made with PMMA (Poly (methyl methacrylate)). The chamber material was chosen due to its transparency, enabling the visualization of the fish and ensuring that the animal does not exhibit signals of stress. In addition, the material has a reduced atomic number (water equivalent), which has less interaction with the radiation during the imaging exam minimizing the image deterioration. The chamber includes inside a bed support to accommodate the zebrafish in a position aligned with the heartbeat sensors. Beyond these sensors, the developed enclosure also contains a thermistor to measure the water temperature (Figure 2).
[image: Figure 2]FIGURE 2 | Enclosure prototype developed (A) Bed support block to accommodate zebrafish (B) Block to seal the container.
The proposed bed configuration intends to improve the zebrafish placement in a horizontal position, preventing the fish from moving as well as allowing an effortless sealing of the container when filled with the anesthetic solution.
Additionally, a sponge was added to the support block of the zebrafish’s bed to immobilize it more efficiently (Figure 3). Since the opercula need to move freely and without the interference of the immobilization material, the sponge has a broad aperture in the zebrafish’s head region. In order to ensure that the animal stays still during the data acquisition, the tail was positioned in a tighter region of the sponge.
[image: Figure 3]FIGURE 3 | Zebrafish in the bed with a sponge to improve immobilization and positioning of zebrafish.
5 MONITORING SYSTEM
The heartbeat monitoring system consists of a transmitter, an infrared light-emitting diode (IR LED), and a receiver based on a phototransistor (optical sensor). These components were placed on opposite sides of the zebrafish body, as illustrated in Figure 4 (Yoshida, Hirano and Shima, 2009). The IR LED emits infrared photons being partially absorbed by the fish’s body. Since the number of photons absorbed varies with the blood volume, there is a correlation between the electrical signal produced and fish heartbeat.
[image: Figure 4]FIGURE 4 | Sensor arrangement relative to the zebrafish (front view). Adapted from (Yoshida, Hirano and Shima, 2009).
Besides the unit responsible for the heartbeat monitoring, it was also necessary to assemble a unit for the water temperature monitoring. The temperature sensor is based on a Negative Temperature Coefficient (NTC) thermistor from Betatherm®1.
The block diagram from Figure 5 provides a functional view of the system developed, from the data acquisition stage (sensors and microcontroller) to the data processing and system control, which is executed by dedicated software. As shown in Figure 5, the sensors are underwater in the same environment as the zebrafish. First, the signal is filtered and amplified in the conditioning circuit. Then, the microcontroller (Arduino Uno R3) reads and converts the analog signal to digital and sends the data to a Python (v. 3.8) program. Finally, the data is processed and displayed in a Graphical User Interface (GUI), developed using Qt Creator (v. 4.14.1) and PyQt 5.
[image: Figure 5]FIGURE 5 | Block diagram of the heartbeat and water temperature measurement and display.
5.1 Hardware
Regarding the hardware, the heartbeat signal acquired is filtered through a simple low pass filter circuit (cutoff frequency of 2.34 Hz) and has an amplification stage (with a gain of 100). Next, the amplified signal is filtered through a high pass filter with a cutoff frequency of around 1 Hz to block the DC component and is further amplified by another amplification stage, with a gain of 45. In this way, we set the signal to be within the voltage readout range of the analog converter.
Concerning the electronic circuit that was developed to monitor the water temperature, the thermistor and a resistor (10 kΩ) were positioned in a voltage divider configuration to obtain a suitable signal for the microcontroller.
5.2 Firmware and Software
The microcontroller reads the signals produced by the sensors and conditioning circuits for posterior processing.
The analog value given by the water temperature conditioning circuit ([image: image]) is converted to voltage ([image: image]) by applying (1). The resistance of the thermistor ([image: image]) correspondent to Vo is then obtained with the voltage divider formula (2). Finally, the Steinhart-Hart Equation (3) converts the thermistor’s resistance to a temperature reading (T) (in Kelvin), which is converted to the Celsius degree scale.
[image: image]
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where [image: image] is the resistor of the voltage divider circuit, [image: image] is the voltage supply of the circuit, and [image: image], [image: image] and [image: image] are the thermistor’s Steinhart-Hart coefficients.
The obtained temperature data and the analog readings from the heart rate conditioning circuit are then sent via serial communication (USB) from the microprocessor to the computer. This data is further processed in a dedicated software and displayed in a graphical interface based on multithreading and multiprocessing programming, enabling the processing and displaying of the data acquired in real-time.
The heartbeat raw data sent to the computer is filtered using a bandpass Butterworth filter, with cutoff frequencies of 0.2 and 7 Hz (Figure 6). In this way, both the signal’s DC component and higher noisy frequencies are eliminated. The heart rate calculations were based on a find_peaks Python function (Scipy library) (scipy.signal.find_peaks—SciPy v1.7.1 Manual, no date) that finds the local maxima inside a signal by comparing neighboring values. With the position of the peak information, it was possible to extract the time between two consecutive peaks (delta_t), and thus, possible to know the number of beats per minute ([image: image]).
[image: Figure 6]FIGURE 6 | Block diagram of the analysis applied to the acquired signals, both by the sensors and the video.
Regarding the GUI design and operation, the sensor’s data are displayed in the plot area (Figure 7B). In addition, the heartbeat frequency and temperature measurements calculations are carried out parallel to the acquisition, almost in real-time, and displayed in Figure 7A.
[image: Figure 7]FIGURE 7 | Graphical interface developed, during the signal acquisition.
During acquisitions, a live video of the zebrafish enclosure is also displayed for a better examination of the fish welfare (Figure 7C). The video is also recorded and synchronized with the heartbeat signal for further processing using Computer Vision algorithms.
The video recordings were used to validate the results obtained by the sensors. The video analysis basic principle is based on the evident variation of pixels intensity value when zebrafish heartbeats. Therefore, the algorithm developed converts the frames from the video recordings to grayscale (pixel’s value varies between 0 and 255) and allows the user to choose a Region of Interest (ROI) in the image (Figure 8).
[image: Figure 8]FIGURE 8 | Interface of the computer vision software and ROI selection.
The average pixels intensity value inside the ROI is calculated for each individual video frame and represented as a time series, showing the signal corresponding to the heartbeat. After, the signal is processed and analyzed similarly to the method performed for the sensors’ signals.
6 RESULTS AND DISCUSSION
6.1 Dissolved Oxygen and pH Measurements
The water parameters - dissolved oxygen and pH - were measured in a recipient with a similar volume to the developed enclosure. By monitoring these parameters over time, we checked that the zebrafish remains stable along with its well-being guaranteed for approximately 20 min. pH and dissolved oxygen were monitored over time since these two parameters are regularly checked in zebrafish tanks. A multi-parameter system (Multi 3410) was used with digital sensors, one for pH (SenTix® 940) and another for dissolved oxygen (FDO® 925).
Zebrafishes were anesthetized according to the protocol defined in Section 3 and transferred to a close recipient, free of air, with a similar volume of the zebrafish enclosure to be used. pH and dissolved oxygen concentration were registered every 30 seconds to evaluate how these values change over time.
Figure 9A shows that the dissolved oxygen concentration remains practically constant even with the zebrafish presence. Relative to the pH graph (Figure 9B), it is possible to verify that the measurement takes time to stabilize. However, after that period, it is observed that the pH follows the tendency of the control study. Both graphs evidence that the zebrafish does not significantly change the environment concentration of dissolved oxygen and pH, maintaining these values within acceptable values throughout the experiments, between 6–8 mg/L (Hammer, 2019) and 6–8 (Avdesh et al., 2012), respectively.
[image: Figure 9]FIGURE 9 | Variation of the (A) concentration of dissolved oxygen and (B) pH over time with zebrafish and without (control).
Considering the results obtained, it was concluded that it is possible to perform PET exams on zebrafish in a closed volume without increasing the system’s complexity by including a water renewal system.
6.2 Water Temperature Measurements
The water temperature was monitored during the zebrafish’s vital signs measurements. The water temperature throughout the experiments varied between 24.5°C and 25.5°C, as shown in Figure 10. These values are within the expected and optimal range for zebrafish (24–29°C) reported in the literature (Avdesh et al., 2012; Hammer, 2019). During the vital signs measurements, it was necessary to adjust the fish positioning, which generated some movement in the water, leading to rapid changes in the thermistor response, as evidenced in Figure 10.
[image: Figure 10]FIGURE 10 | Water temperature evolution during a zebrafish trial.
6.3 Validation of the Vital Signs Monitoring System
Before testing the vital signs monitoring system developed in zebrafish, it was decided to validate it first in human volunteers.
For this purpose, a commercial heart rate meter (Oximeter MD300C29, ChoiceMMed) was used to compare its results with the proposed system. Volunteers were asked to put one finger on the commercial heart rate meter, and another finger from the other hand between the IR LED and the phototransistor. The volunteers remained in this position for about 2 minutes, and the pulse rate was registered from both the heart rate meter and sensors every 10 seconds.
The monitoring system’s response is illustrated in Figure 11. The sightly changes of the heart rate values over time observed in the graph can be due to some agitation or stress of the volunteers caused by the measurement per si. Besides, the differences between the sensors and the commercial meter may be because it is more challenging to position the finger without moving it in the developed system. This movement can induce changes in the sensor measurements. Nevertheless, despite a 3% of the maximum difference, the heart rate values calculated by the developed system are within the error range of the commercial heart rate meter, which indicates the correct functioning of the developed system.
[image: Figure 11]FIGURE 11 | Comparison of the heart rate values obtained by the developed system's sensors and a commercial heart rate meter in one volunteer.
6.4 Zebrafish Vital Signs Measurements
Zebrafish vital signs measurements were performed in the Biology Department bioterium of the University of Aveiro, using the developed enclosure. Four data samples are presented in Table 1 for demonstration purposes once the remaining adult zebrafish samples contain similar information.
TABLE 1 | Identification of the zebrafish.
[image: Table 1]The raw data acquired for each zebrafish was done during 30 min and were filtered and processed according to the procedure described in Section 5 (Figure 6).
For each fish, the heart rate obtained by the sensors was compared with the value calculated using the developed computer vision algorithm for zebrafish heart rate detection. The raw and filtered signals obtained from two zebrafish are shown in Figure 12. Both graphs make it possible to distinguish between the peaks that correspond to the heartbeat (peaks with lower amplitude) and the opercular aperture (peaks with higher amplitude). The only difference between the two signals is that the opercular aperture of the zebrafish 2 (Figure 12B) has a bigger frequency, as verified in Table 2.
[image: Figure 12]FIGURE 12 | (A) Signal acquired from zebrafish 1 (B) Signal acquired from zebrafish 2.
TABLE 2 | Zebrafish heart and operculum rates obtained with the sensors and video analysis method.
[image: Table 2]Comparing the signals obtained by the sensors and the video (Figure 12), it can be observed that some peaks are not perfectly synchronized, which is likely due to limitations of the video method (incorrect ROI selection, fish movements, or light reflections), as the SNR is lower for that method. Besides, the synchronization method is manually tuned and not done automatically by the software, contributing to a not perfect synchronization. However, despite that, the results between the two methods are in good agreement, as summarized in Table 2.
Analyzing Table 2, it is observed that the zebrafish heart rate varies between 88–127 bpm, and the operculum rate varies between 12–49 bpm. Besides, it is noticeable that both operculum and heart rate values are similar within errors when measured with the sensors’ signal or with the video; the more significant difference between the two methods found is only 8 bpm.
Regarding zebrafish 4, it was impossible to perform a video analysis due to undesired camera movements. Zebrafish 4 revealed a particular behavior since the opercular aperture was nonexistent at the end of the acquisition, which implies that the signal only contained the heartbeat pulse. Therefore, despite the zebrafish’s visible heartbeat on the acquired signal, the nonexistence of the opercular aperture indicated that the zebrafish entered into the overdose anesthesia level, leading to a non-recovery from the anesthesia even after being placed in freshwater.
Summarily, by the analysis of the graphs and Table 2, it is observed that the two methods of heart rate determination are consistent. In addition, it is possible to detect the heart rate and the presence of opercular movement, both indicators of the zebrafish’s well-being.
The obtained heart rate values compare favorably to the values found in the literature (Pereira et al., 2015; Wang et al., 2017; Santoso et al., 2020), validating our results. Nevertheless, some other discrepancies in the literature can be pointed out (Pereira et al., 2015; Wang et al., 2017; Santoso et al., 2020). For example, the different protocols and environmental conditions could justify minor discrepancies between the literature studies and the present work.
7 CONCLUSION
A suitable enclosure for in vivo imaging of adult zebrafish, incorporating a heart rate, opercular movement, and water temperature monitoring system, was successfully developed and implemented. As a result, the zebrafish were successfully maintained and recovered, without renewing water, for up to 30 min, the typical time for in vivo medical image acquisition.
The heartbeat signals obtained in zebrafish trials were in accordance with results from the video analysis, using computer vision methods. The maximum difference noticed between both methods was within the errors of the developed system.
The heart rate values obtained were between 88 and 127 bpm, which agrees with the values reported in the literature (63–125 bpm) (Wang et al., 2017).
Monitoring the opercula aperture could give information about the zebrafish’s well-being since the nonexistent opercular movement means that the zebrafish is entering the overdose anesthesia level. The developed system was able to detect the opercula aperture failure and correlate this effect with a posterior non-recovery from anesthesia, demonstrating the capability to predict critical injuries of the animal and prevent them in time.
The developed system has shown promising results presenting a challenging but interesting solution to be applied in different preclinical imaging modalities and to perform different studies combining zebrafish models and in vivo medical imaging.
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FOOTNOTES
1BetaCurve Interchangeable Thermistor 10 kΩ with an [image: image] of -4.39%/°C.
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Organoids are complex multicellular three-dimensional (3D) in vitro models that are designed to allow accurate studies of the molecular processes and pathologies of human organs. Organoids can be derived from a variety of cell types, such as human primary progenitor cells, pluripotent stem cells, or tumor-derived cells and can be co-cultured with immune or microbial cells to further mimic the tissue niche. Here, we focus on the development of 3D lung organoids and their use as disease models and drug screening tools. We introduce the various experimental approaches used to model complex human diseases and analyze their advantages and disadvantages. We also discuss validation of the organoids and their physiological relevance to the study of lung diseases. Furthermore, we summarize the current use of lung organoids as models of host-pathogen interactions and human lung diseases such as cystic fibrosis, chronic obstructive pulmonary disease, or SARS-CoV-2 infection. Moreover, we discuss the use of lung organoids derived from tumor cells as lung cancer models and their application in personalized cancer medicine research. Finally, we outline the future of research in the field of human induced pluripotent stem cell-derived organoids.
Keywords: induced pluripotent stem cells, lung organoids, cystic fibrosis - CF, human disease modelling, 3D structure, chronic obstructive pulmonary disease, lung cancer
1 INTRODUCTION
Respiratory disorders such as asthma, chronic obstructive pulmonary disease (COPD), and idiopathic pulmonary fibrosis (IPF) affect millions of people worldwide, accounting for approximately 8% of global mortality (Dwyer-Lindgren et al., 2017). Lung tumors and airborne infections add to the burden of lung disease-associated morbidity and mortality, with the ongoing COVID-19 pandemic demonstrating the potential impact of viral lung disease on the worldwide population (Pollard et al., 2020; Kumar et al., 2021). Despite intensive research efforts spanning decades, our knowledge of lung biology and its interaction with the disease process remains incomplete. For example, key questions remain around the nature of lung stem cells, their roles in tissue regeneration and their therapeutic potential. A better understanding of the lung stem cell progenitor’s capacity to generate the various cell types of the adult lung and unraveling the pathways involved in their responses to injury could lead to the discovery of more efficient treatments for numerous pulmonary diseases. Thus, there is a persistent and urgent need to develop more relevant in vitro models of the human lung that authentically recapitulate the organ’s physiology and can be used to elucidate the mechanisms and biomarkers of pulmonary disease, as well as to test and guide the development of new treatments for conditions affecting the airways.
Studies of lung biology have, until recently, been limited by the unique structural and cellular complexity of the organ. The human lung comprises over 40 different types of cells (Franks et al., 2008; Cunniff et al., 2021; Varghese et al., 2022), arranged in a complex three-dimensional (3D) architecture that is designed to withstand the continuous dynamic mechanical stress associated with respiratory movements (Nossa et al., 2021) while existing and functioning at the air-tissue-interface, in the presence of a varied and interactive microbiota (Paolicelli et al., 2019; Barcik et al., 2020). Studies of primary tissue ex vivo cannot provide dynamic information, while the relative inaccessibility of the lung and its constant movement have precluded the widespread use of intra-vital imaging in pre-clinical models. Together, these challenges have driven researchers to develop and explore the use of lung organoids (LOs). These 3D in vitro models of the lung incorporate multiple cell types derived from induced pluripotent stem cells (iPSCs) (Clevers, 2016; Paolicelli et al., 2019; Jose et al., 2020; Wang et al., 2020a) and offer the potential to answer long-standing questions about lung biology in health and disease.
In this review we outline the unique features of the lung that make studying the organ and its pathologies such a challenge, then summarize the pre-organoid era leading to the development of these latest models. We then review the different approaches used to generate LOs, and report the latest findings made in the field, before finally looking at the direction of pulmonary research in the future.
2 THE PRE-ORGANOID ERA: EARLY ATTEMPTS TO MODEL THE HUMAN LUNG
While all organs are, to some degree, complex, the human lung is remarkably so. While the stomach (Busslinger et al., 2021) and liver (Ramachandran et al., 2020), for example, are comprised of four or five main cell types, the lung contains more than 40 (Franks et al., 2008; Cunniff et al., 2021; Varghese et al., 2022), varying in proportion depending on the region of the lung and exhibiting clear patterns of polarization at the air-liquid interface (Castellani et al., 2018). Thus, the development of reliable in vitro lung models is a challenge on a grand scale (Castellani et al., 2018).
Accordingly, for many years, studies of lung tissue either employed a reductionist approach based on 2D culture of human cells, or relied on animal models, in which the 3D structure of the lung is intact. Together with increasing use of tools such as genetic engineering and inducible gene expression, these approaches have enabled us to better understand the molecular basis of some lung diseases (Guilbault et al., 2007; Williams and Roman, 2016; Lambrecht et al., 2019). However, 2D cultures of human cells have clear drawbacks for the study of an organ with a function that is tightly linked to its 3D organization and multiple studies have shown that the overall ability of rodent models in particular to accurately replicate human pulmonary diseases is limited (Shmidt and Nitkin, 2004; Matute-Bello et al., 2008; Wang et al., 2008). Thus, there is mounting evidence for the need to develop human cell-based systems to study pulmonary disease.
2.1 Basic 2D Cultures of Human Lung Cells
Prior to the advent of 3D tissue culture methods, many studies of the lung used human primary cells and/or cell lines derived from healthy pulmonary or tumor tissues, grown in monolayer cultures (Gottschling et al., 2012). The 2D models are ideal for high-throughput drug screening and their generation from cell lines with histological and genetic changes allows modeling of different clinical conditions and drug responses (Huang et al., 2021). Gazdar et al. (2010) reviewed the important discoveries made using 2D models such as, the spectrum of TP53 gene mutations in lung cancer (Takahashi et al., 1989), mechanisms of resistance in EGFR mutant cells (Kwak et al., 2005; Pao et al., 2005; Engelman et al., 2007) and the description of BRAF mutations in various tumors, including lung (Davies et al., 2002; Pratilas et al., 2008).
While these models have the advantage of human origin, they are constrained by the culture’s limited amount of extracellular matrix and the absence of different lung cell subtypes—including progenitors—and their inability to replicate the morphology or structural features of the in vivo lung architecture. The significance of these factors has become even more apparent in recent years: for example, we now know that lung-infiltrating immune cells are fundamental to the biology of several lung diseases, including COPD (Huang et al., 2019; David et al., 2021), IPF (Tanabe et al., 2020; van Geffen et al., 2021; Zhu et al., 2021), and non-small cell lung cancer (Tamminga et al., 2020). Furthermore, recent studies have illustrated the central role of tissue polarity in lung conditions, which can alter the functions of native cells in terms of spreading, migrating, and sensing soluble factors and other ligands (Duval et al., 2017). This implies limited relevance of findings from 2D cell cultures or isolated primary cells.
2.2 Rodent Models of Human Pulmonary Disorders
Although the etiology of human lung diseases is complicated and multi-factorial, there are three broad underlying forces: genetic mutation/variation/predisposition, environmental exposure/influences, and infection by a pathogen. Animal models have been used widely to investigate the mechanisms of each of these forces. While such studies have generated important insights into human lung disorders, there is a growing body of evidence that indicates their lack of ability to achieve progress in the field. Molecular characterization of human lungs using proteomic, transcriptomic, and in silico approaches, such as the Molecular Atlas of Lung Development Program (LungMAP), revealed major molecular differences between mouse and human lung epithelial tissues (Ardini-Poleske et al., 2017; Pan et al., 2019). Recent studies also showed that human lungs significantly differ from those of mouse models in several key metabolic processes as well as molecular pathways regulating the development and function of the lung extracellular matrix (Wang et al., 2015; Aichler et al., 2018). The main differences between human and mouse lungs are summarized in Figure 1. Below, we note key examples of the types of animal models commonly in use, acknowledging the advances and also noting their limitations that are driving the design of ever better LOs.
[image: Figure 1]FIGURE 1 | Key human and mouse lung differences: (A)—Biological and physiological relevance of mouse and organoid models. (B)—The main differences between human and mouse lungs.
2.2.1 Models of Genetic Diseases Affecting the Lungs
CF is among the most common autosomal recessive diseases in humans and is caused by mutation of the cystic fibrosis transmembrane conductance regulator (CFTR) gene. Genetically modified rodents bearing one or several of the more than 2,000 CFTR mutations that can result in CF in humans (De Boeck, 2020) have been used to model the condition, as reviewed by Semaniakou et al. (2018). However, although these models bear mutations known to be associated with the onset of CF in humans, the disease phenotypes in these mice vary in severity and pathology. These differences have been attributed to the rodent’s lack of specific cell types, receptors, and mediators involved in CF (Grubb and Boucher, 1999; Pan et al., 2019). Recent studies indicate that the differences in the microbial composition of the murine and human lung could also be a key factor (Semaniakou et al., 2018). Taken together, the distinct microbiota, alongside the molecular and physiological differences between mouse and human lungs, mean that murine models of CF are limited in their ability to advance our knowledge.
The same pattern emerges for the study of IPF—a chronic progressive disease characterized by scarring of the lung tissue—which has incompletely understood environmental and genetic components to its etiology (Chanda et al., 2019). The main mouse model of IPF involves the induction of pulmonary fibrosis by direct administration of bleomycin into the lungs of rodents (Walters and Kleeberger, 2008), with more recent developments including transgenic overexpression of pro-fibrotic cytokines such as TGF-β, TNF-α, IL-1β, and IL-13 in mice (Tashiro et al., 2017). However, despite showing fibrotic features, mouse models of IPF often display heterogeneous disease kinetics, especially in terms of the severity and extent of pulmonary lesions and levels of different cytokines (Moeller et al., 2008). Humanized mice have also been used as recipients of injected IPF patient lung biopsy material or tissue explants, which has allowed researchers to study the biology of the resulting lung remodeling and fibrotic lung phenotype (Habiel et al., 2018). As a result of murine studies, two IPF drugs have been developed, pirfenidone (King et al., 2014) and nintedanib (Richeldi et al., 2014), but neither are able to cure the disease and patient survival remains poor, with a median lifespan of 3.8 years post-diagnosis (Raghu et al., 2014).
2.2.2 Models of Pulmonary Infections
Another challenge is the development of relevant preclinical models of human pulmonary infections. Rodents and humans differ in their susceptibility to many pulmonary pathogens. This is particularly clear in mouse models of lung conditions that, in humans, develop through recurrent exacerbations of pulmonary infections including those by Staphylococcus aureus, Haemophilus influenzae, Pseudomonas aeruginosa, and Burkholderia cepacian (Semaniakou et al., 2018). Again, the difference in the microbes colonizing laboratory mice and humans is likely a major factor limiting the applicability of these models, and it is not yet clear whether this challenge can be overcome, although some attempts are being made [reviewed in Chang et al. (Chang and Sharma, 2020)]. Human viral lung infections are also difficult to study in murine models. For instance, investigations of human infection with the pathogenic avian influenza virus H5N1 in these models is impeded by the absence of the epithelial receptor for viral entry in mice (Ibricevic et al., 2006). Similarly, mice lack the ACE2 receptor required for severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection, initially dramatically limiting their applicability in this field. Although the development of a mouse model expressing the human ACE2 receptor was recently reported (Cleary et al., 2020), it is still unclear whether the response of mice to the virus mimics that of humans, and whether they express other as yet unidentified co-factors involved in infection/pathology.
Sepsis is a condition characterized by life-threatening organ dysfunction, and is caused by the host response to infection, most commonly by bacteria (Minasyan, 2019; Reyes et al., 2020) but also by some viruses (Singer et al., 2016; Hortova-Kohoutkova et al., 2020; Hortova-Kohoutkova et al., 2021). In the respiratory system, sepsis manifests clinically as acute lung injury (ALI) or, the more severe acute respiratory distress syndrome (ARDS) (Sevransky et al., 2009; Angus and van der Poll, 2013). Sepsis-induced ALI is marked by a “cytokine storm” that triggers inflammation and is followed by uncontrolled infiltration of pulmonary tissue by neutrophils (Aziz et al., 2013), while ARDS also involves pulmonary edema caused by alveolar injury that results in dangerously low oxygen levels in the blood (Sweeney and McAuley, 2016). Respiratory-infection-linked sepsis deaths totaled 1.8 million globally in 2017 (Rudd et al., 2020) driving urgent research into the condition. Sepsis has been experimentally induced in rodents by the administration of microbial components or living pathogens (e.g., Escherichia coli, or S. aureus) into the bloodstream, peritoneal cavity, or trachea (Karzai et al., 2003; Wang et al., 2004; Charavaryamath et al., 2006; Stahl et al., 2013; Kapicibasi et al., 2020). These models have shown that sepsis induced in mice by injection of peptidoglycan causes organ injury, organ, and systemic inflammation (Wang et al., 2004). Similarly, injection of a high dose of LPS and alphatoxin induces a systemic inflammatory response syndrome in rodents (Stahl et al., 2013). However, despite extensive animal studies, clinical translation has been largely unsuccessful. In this case, one of the reasons for the poor translation of the mouse data to humans is likely due to their markedly different genomic response to inflammation. A study comparing mouse and human endotoxemia showed no correlation between the top 10 most downregulated signaling pathways in the two species. In contrast to mouse models, the response to injury in humans was dominated by upregulation of genes related to innate immune response and downregulation of pathways related to adaptive immunity (Seok et al., 2013). Therefore, one must conclude that the balance of harm to the animal—in this case significant suffering is induced during sepsis modeling—and the low potential for valuable clinical insight, renders the use of such models highly undesirable for future research (Nandi et al., 2020).
2.2.3 Animal Models of Human Lung Cancer
Since the first animal model of leukemia was reported in 1950, many types of animal models of cancer have been developed to understand tumor biology and test drug efficacy. One of the simplest human tumor models is created by injecting tumor cell lines into immunodeficient mice. However, the pressure to develop more standardized model emerged due to unanticipated and unpredictable phenotype alterations compared to the original tumor. The patient-derived xenograft (PDX) model represents a reliable translation research tool that accurately mimics parental tumor tissue. It is generated by implanting a small tissue sample into highly immunodeficient mice. The great advantages of PDX models are in preserving the histologic features, genetic aberrations and gene expression profiles of the original tumor, as well as matching the characteristics of inflammation and the responses to chemotherapeutics and other anti-tumor drugs of the parental tissue. Therefore, PDX models are a valuable tool in tumor biology research, development of novel anti-cancer therapeutics, and pre-clinical drug screening (Lai et al., 2017; Bleijs et al., 2019; Yoshida, 2020). Although PDX models represent highly complex systems that accurately replicate tumor tissue in vivo, they also have several drawbacks, for example, the low success rate (30%–40%, lack of efficacy and the high cost of their establishment in terms of time and money, as well as their limited potential for application in high-throughput studies (Kim et al., 2019; Li et al., 2020). These features render PDX models unsuitable for use in the personalized treatment industry and other models suitable for high-throughput research are urgently required.
In lung cancer modeling, PDXs were reported in development of a novel anti-tumor therapeutic approaches, for example, in evaluation of microwave hyperthermia therapy (Motomura et al., 2010). Furthermore, PDX models of lung cancer have been used in pre-clinical drug testing (Hai et al., 2020; Li et al., 2020; Shi et al., 2020; Wang et al., 2020b), which is discussed in the following sections.
3 THE BIRTH OF HUMAN LUNG ORGANOIDS: PHYSIOLOGICALLY RELEVANT MODELS OF PULMONARY TISSUES
To overcome the limitations of classical 2D cultures and inter-species models, the use of lung tissue organoids has been pioneered in the field of lung research. Organoids are 3D “organ in a dish” models that aim to recreate key aspects of the in vivo structure of tissues using a mixture/variety of cell types from the species of interest to generate a relevant microenvironment in which cells within the organoid exhibit key aspects of the function of that organ (Lancaster and Huch, 2019).
Research into organoids was initially pioneered in the field of cancer studies, with cultured 3D structures based on simple air-medium interface system used to characterize the histological features of tumors (Kondo and Inoue, 2019). A significant advance in our ability to model non-malignant cells was the innovative demonstration by Sato et al. (2009) that individual Lgr5+ stem cells isolated from small intestinal crypts of adult mice could be grown and maintained in 3D cultures in which they regenerated the intestinal niche, comprising villus-like structures and fully differentiated epithelial cells. Since then, the use of tissue organoids in disease modeling research has expanded rapidly, with more than 3,000 scientific articles now published in this field alone (Lancaster and Huch, 2019).
It is now possible to generate LOs from cultures of pluripotent stem cells (PSCs) (including embryonic stem cells), induced PSCs (iPSCs), or adult stem cells (ASCs). Regardless of the source cell type, a key procedure common across all protocols for organoid derivation is the embedding of cells in extracellular matrix, which serves as the basal lamina for tissue culture and supports the development of the 3D architecture (Schutgens and Clevers, 2020). Fully differentiated organoids can then be passaged, further expanded, and used for basic tissue research (Tian et al., 2021), cell interaction studies (Nikolic and Rawlins, 2017), and cancer drug testing (Clevers, 2016; Drost and Clevers, 2018; Kim et al., 2019).
3.1 Different Methods for Generating Lung Organoids
As mentioned above, human LOs can now be derived through several routes and different biological materials, each with its own strengths and limitations. Selecting the most appropriate method for each application is of key importance, but with careful application of the methodologies mentioned below, valuable insights into lung biology and disease pathology can be made.
3.1.1 Generation of Primary Lung Progenitor Cell-Derived Organoids
Early protocols for LO differentiation were based on the use of primary lung progenitor cells (Leeman et al., 2019; Rabata et al., 2020; Schutgens and Clevers, 2020), or transformed lung cancer cells (Neal and Kuo, 2016; Sato et al., 2017). Several methods have been published describing the isolation of these cells from lung tissue that was first subjected to mechanical disruption followed by digestion using enzymes (Katsura et al., 2020; Salahudeen et al., 2020; Lamers et al., 2021; Tindle et al., 2021). Once a single-cell suspension has been generated, the cells are either directly seeded into Matrigel droplets for organoid culture or sorted based on the expression of cell-type-specific markers for organoid cultures that require a more homogeneous population of a particular cell type (Katsura et al., 2020).
Importantly, it is also possible to generate LOs from specific lung regions to model their physiology more accurately. For example, human lung basal cells can be isolated from either the trachea or upper bronchia, after which they are expanded ex vivo and stem cells are isolated for embedding into the matrix (Schutgens and Clevers, 2020). Similarly, alveolar-like organoids can be generated by sorting of type II alveolar cells identified as CD45−CD31−Epcam+HTII+ cells from dissociated lung tissue dissociation and mixing them with MRC5 fibroblasts before embedding in Matrigel (Barkauskas et al., 2013). A second method of alveolar organoid generation involves co-culture of epithelial progenitors with stromal fibroblasts (Tan et al., 2017), although this approach is less commonly used. More advanced LOs exhibiting a limited lung-like structure have been generated by mixing epithelial and fibroblastic cells using multi-layered microfluidic devices that enable the formation of differentiated LOs with morphological and secretory cellular phenotypes similar to those in human lungs (Hegab et al., 2015; Gkatzis et al., 2018). Similarly, organoids derived from alveolar or small airway epithelial cells have been co-cultured with mesenchymal stromal cells (MSCs) to promote alveolar organoid formation (Leeman et al., 2019). Leeman et al. (2019) also showed that ASC-derived LOs exhibit increased alveolar differentiation and decreased self-renewal when cultured with MSC-conditioned medium, thus demonstrating that MSC-secreted factors are important for the self-organization of lung epithelial organoids. Despite the achievements in the field of primary lung progenitor cell-derived organoid research, some limitations of these in vitro models remain. First, primary cell-derived LOs lack the mesenchymal cells that produce factors to support LO growth and differentiation (Leeman et al., 2019). Therefore, the successful generation of LOs requires either co-cultivation with mesenchymal cells or supplementation of the medium with these factors. Furthermore, cell-derived organoids are formed from only a limited number of cell types, which does not accurately mirror the complex structures of the human lung. Finally, primary cell-derived organoids require lung tissue biopsies, which provide only a limited amount of material for LO differentiation.
3.1.2 Generation of Induced Pluripotent Stem Cells-Derived Lung Organoids
iPSC-based organoids can be generated by reprogramming somatic cells from patients (often easily accessible skin fibroblasts or peripheral blood mononuclear cells), making them a uniquely valuable and versatile tool for clinical research (Figure 2). This approach has revolutionized the study of genetic disorders in particular, superseding the previous ASC-based organoids, that were limited by their lack of MSCs and fibroblastic stromal cells, which are required for tissue-like structures and functions (Schutgens and Clevers, 2020). Thus, the use of PSCs to generate LOs with both epithelial and mesenchymal components has been a breakthrough in the field, and these organoids are now being utilized to study lung development and lung diseases across a broad range of fields (Choi et al., 2016).
[image: Figure 2]FIGURE 2 | Lung organoids: (A)—The main sources for the creation of the human LOs. (B)—The main application of human LO models.
The process of LO differentiation follows that of normal embryogenesis, in which fetal lungs arise from the anterior foregut endoderm, forming the bronchial, and alveolar tissues (Schittny, 2017). In vitro, this process is driven/directed by sequential activation and inhibition of different signaling pathways using growth factors and small molecules. The iPSC-derived LO differentiation protocol was firstly described by Dye et al. (2015). This protocol involves the initial differentiation of either ESCs or iPSCs into definitive endoderm by treatment with activin A for a period of 4 days (Figure 3, days 1–4). This endodermal layer is then differentiated to form anterior foregut spheroids by using a combination of noggin, the TGFβ/activin/NODAL pathway inhibitor SB431542, FGF4, and the GSK3 inhibitor CHIR99021 (Figure 3, days 4–10). These signals are sufficient to induce both mesenchymal and epithelial cell populations within the anterior foregut spheroids. The activation of the WNT and FGF pathway and the simultaneous inhibition of the BMP/TGFβ signalling in PSCs was found to be optimal for the generation of lung tissue expressing NKX2.1+, a key transcription factor that regulates pulmonary development (Minoo et al., 1995; Choi et al., 2016). For the generation of NKX2.1+ E-cadherin+ foregut spheroids, the sonic hedgehog activator SAG is also added on days 4–10. Finally, NKX2.1+ SOX9+ spheroids are embedded into a gel matrix and expanded in an FGF10-containing medium, leading to the development of 3D LOs comprising both P63+ basal cells and FOXJ1+ ciliated epithelial cells (Dye et al., 2015; De Luca et al., 2017). Importantly, these organoids also exhibit tissue polarity, evidenced by the localization of acetyl-tubulin and E-cadherin markers (Jose et al., 2020). As previously mentioned, human lung tissue comprises more then 40 cell types (Franks et al., 2008; Cunniff et al., 2021; Varghese et al., 2022), including infiltrating immune cells. However, iPSC-derived organoids do not consist of any cells of hematopoietic origin, which can be an experimental advantage allowing controlled cocultures, such as Jose et al. (2020) showed for monocytes. Moreover, distinct protocols differ in the cell types composition within the organoids. The composition of several cell types forming iPSC-derived organoids is shown in Figure 4, the overall complexity of iPSCs model indeed does not reach completely the normal lungs.
[image: Figure 3]FIGURE 3 | iPSC-derived lung organoid differentiation: (A)—The protocol starts with the induction of iPSC colonies to form the definitive endoderm, which is then differentiated into foregut spheroids. These spheroids are then embedded in a gel basal matrix and further differentiated into LOs. (B)—Bright-field images of the different stages of LO development from iPSCs.
[image: Figure 4]FIGURE 4 | Lung iPSC-derived organoid composition: (A)—The structure of human LOs and their cellular composition. The scheme shows selected major cell types forming in published iPSC-derived LOs models, including club cells, goblet cells, basal cells, alveolar epithelial cells 1 and 2, multiciliated epithelial cells, lung progenitor cells, and mesenchymal cells. While human lung tissue comprises more than 40 different cell type, including infiltrating immune cells, the iPSC-derived organoids models provide unique opportunity to study the “tissue” without the infiltrating hematopoietic cells. Although, iPSC-derived organoids represent excellent in vitro model, they do not fully mimic the human lung tissue complexity. (B)—Main function of mentioned cell types in human the lung.
A recent advance in LO research is represented by reporter iPSCs, which allows the differentiation of different cell types to be tracked within the organoid. Pioneered by Sharma et al. (2018), this method involves fluorescent tagging of endogenous proteins in a stable human iPSC line using CRISPR/Cas9 genome editing technology (Sharma et al., 2018). Since almost any intracellular protein can be tagged, this system represents a powerful tool with the potential for application in many fields of research. Notably, this technique has recently been used in our own laboratory to study the activation of transcriptional factors such as NF-κB during LO differentiation and stimulation (Jose et al., 2020). Hawkins et al. (2021) published the protocol for directed differentiation of human iPSCs into airway basal cells allowing use of the iPSC NKX2-1GFP/TP63tdTomato dual reporter system. This protocol facilitates tracking of the differentiation state of the cells and sorting of the positive population to obtain pure culture of lung progenitor cells (Hawkins et al., 2021). In another study, the fluorescent reporter NKX2-1 and SFTPC iPSCs line were used to generate and purify alveolar epithelial type 2 cells (AEC2s) (Jacob et al., 2017). Importantly, this approach provides opportunities to study AEC dysfunction, which has been implicated in the pathogenesis of many lung disorders (Hawkins et al., 2021).
Advances in iPSC-derived LO generation have led to the generation of organoids with close transcriptional similarities to human fetal lung (Dye et al., 2016); however, their ability to recapitulate the characteristics of the adult tissue remains to be fully defined.
4 THE APPLICATION OF LUNG ORGANOIDS
The special characteristics of organoids make them an excellent model for a wide range of basic and translational investigations, including drug testing, genetic screening, and disease modeling (Table 1). The major advantage of LO cultures is the interdependent existence of epithelial and mesenchymal cell populations, which—alongside epithelial polarization—is required for proper pulmonary function in vivo (Tan et al., 2017).
TABLE 1 | Lung organoids used for disease investigation: Disease studies where 3D LOs were used as experimental models.
[image: Table 1]4.1 Lung Organoids as Models of Genetic Diseases Affecting the Lungs
LOs have been used successfully to investigate the pathogenesis of CF and protocols have been published for generating disease-specific lung progenitor cells from human CF patient-derived iPSCs (Mou et al., 2012; Wong et al., 2012). The value of this approach lies in the use of a human model, as the murine models may not be exact phenocopy of the human lung disease (Clarke et al., 1992; Snouwaert et al., 1992; Guilbault et al., 2007; Mou et al., 2012). Moreover, patient-derived iPSCs can be used to study the clinical variability of CF without the need for prior analysis of the genetic background of patients (Mou et al., 2012). Furthermore, Mou et al. (2012) used modified RNAs as a replacement for viral vectors to establish iPSC lines that are not genetically modified and therefore, provide an advantage for potential clinical use. Wong et al. (2012) validated the applicability of iPSC-derived epithelial cells as an in vitro model for the drug screening. In this study, CF patient-specific iPSC-derived lung epithelial cells were used to test a novel small molecule compound called a “corrector”, which is able to restore the trafficking of a mutant CFTR protein to the plasma membrane. “Corrector” treatment of cells with the F508del CF mutation resulted in the enhanced plasma membrane localization of the CFTR protein (Wong et al., 2012). Finally, this approach provides the ability to test drugs for personalized medicine and the possible future development of regenerative medicine for lung disorders. An additional advantage of iPSC-derived LOs in the study of lung fibrosis lies in their capacity for expansion of lung stem cell populations and the induction of differentiated cells from very limited amounts of starting material. In one study, Firth et al. (2015) took advantage of this feature to generate iPSC-derived LOs from CF patient fibroblasts. These organoids exhibited fibrotic characteristics in vitro, which were abrogated by CRISPR-mediated CFTR correction, ultimately giving rise to normal LOs (Firth et al., 2015). Alongside these disease-modelling successes, LOs have been instrumental in advances in CF drug testing (Kim et al., 2021). In one study, fibrotic response and collagen accumulation were ameliorated in a LO model of CF by treatment with NP-011, a novel potential anti-fibrotic drug (Kim et al., 2021). In the future, the use of patient-derived organoids may hold the potential for improved diagnostics (Dekkers et al., 2013), with the hope of achieving greater insight into disease processes, and perhaps even personalized therapies for CF (Berkers et al., 2019).
The limitations of mouse models of IPF also make LOs the natural choice for advancing knowledge in the field. This is especially so given the important role of altered extracellular matrix (ECM) composition in IPF pathology, which is readily studied in organoid models of the IPF lung (Kim et al., 2021; Suezawa et al., 2021). These models have yielded important insights, including the identification of new inhibitors of fibrinogenesis, such as NP-011, which was shown to ameliorate fibrosis induced by TGFβ (Kim et al., 2021). Moreover, similar results were obtained using in a mouse model of pulmonary fibrosis, suggesting the important potential of LOs for respiratory disease modeling and drug testing (Kim et al., 2021). Another condition extensively studied using LOs is fibrotic lung injury and the associated repair mechanisms. For instance, Chen et al. (2017) recapitulated fibrotic lung disease in vitro in normal iPSC line-derived LOs by the introduction of a mutation in the HPS1 gene. ECM and MSCs accumulated in affected LOs, in processes similar to those observed in HPS1 mutant-driven lung fibrosis in vivo (Chen et al., 2017).
Cytokine stimulation of organoids has been investigated in the field of pulmonary research. IL-1β is produced by lung interstitial macrophages in mouse lungs following bleomycin-induced injury (Choi et al., 2020). In the alveolar region, IL-1β induces differentiation of AT2 cells into damage-associated transition progenitors (DAPTs), which further differentiate into AT1 and AT2 cells to regenerate the alveolar compartment (Choi et al., 2020). This also occurs in IL-1β-stimulated mouse AT2 organoids (Choi et al., 2020), indicating the suitability of cytokine treatment of organoids for the study of inflammation and regeneration after injury. Choi et al. (2020) also demonstrated that chronic inflammation can be mimicked by IL-1β treatment of LOs, with sustained stimulation with IL-1β found to impair the terminal differentiation of AT1 cells and cause accumulation of DAPTs. Such an increase in the number of cells with expression profiles similar to DAPTs also occurs in the lung tissue of patients with IPF (Choi et al., 2020). Interestingly, withdrawing IL-1β after 14 days of LO stimulation resulted in increased terminal differentiation of AT1 cells (Choi et al., 2020), suggesting the potential benefits of therapies targeting IL-1β in the treatment of IPF. These examples of organoid models of immune responses in various tissues indicate a promising trajectory for basic and preclinical immunological research.
4.2 Lung Organoids to Model Lung Infections—The Model of SARS-CoV-2 Infection
The inflammatory response plays a crucial role in pathology as well as in the regeneration of lung tissue (Lechner et al., 2017). For example, cytokine storm and cytokine-release syndrome are life-threatening systemic inflammatory events involving elevated levels of circulating cytokines and immune cell hyperactivation (Fajgenbaum and June, 2020). In experimental settings, the induction of cytokine storm-like environments can be achieved by infection of lung tissue with a pathogenic agent or by direct stimulation with relevant cytokines. The cytokine approach has the advantage of mimicking the inflammatory niches in culture, even in relatively simplified in vitro tissue models, which lack the complete milieu of naturally occurring cell types.
Airway epithelial cells serve as a first line of defense against pathogen attack or inflammatory stimuli. Accordingly, LOs have been exploited to help understand how epithelial cell function/dysfunction contributes to the pathogenesis of various inflammatory lung diseases and infections (Gkatzis et al., 2018).
Several organoid-based in vitro models of lung infection have been established, which have provided valuable insights into the underlying host-pathogen interactions at the cellular and molecular levels. The recent SARS-CoV-2 pandemic has increased the demand for, and focus on, in vitro models of human lung tissue to facilitate disease pathology investigations and drug testing experiments. A seminal work in the field of LO infection models was published by Chen et al. (2017), who presented a protocol to generate PSC-derived lung bud organoids consisting of mesodermal (Vim+, CD90+) and pulmonary endodermal (FOXA2+, NKX2.1+, EPCAM+, SOX9+) cells. These organoids were shown to undergo branch morphogenesis when cultured in 3D Matrigel or transplanted into a mouse, rendering the model highly relevant as branching morphogenesis is a critical step in lung tissue development (Schittny, 2017). The researchers also infected the organoids with respiratory syncytial virus (RSV), which causes small airway obstruction and bronchiolitis in infants. They revealed a process of shedding of swollen, infected cells similar to that seen in infected human lungs (Chen et al., 2017). Therefore, RSV-infected LOs represent a useful model for RSV infection research, especially as most commonly used mouse models are limited by crucial differences between human and murine physiology, especially in metabolism, which may also be due to the fact that model organisms develop faster than humans (Kim et al., 2020).
A system for the culture of organoids derived from a single adult human alveolar epithelial type II cell (AT2) has also been developed. The resulting organoids successfully supported the differentiation of AT2 cells into AT1 cells (Salahudeen et al., 2020), which together form the human lung epithelium, in which AT2 cells produce pulmonary surfactant proteins, and AT1 cells cover most of the surface area of the alveoli and perform the function of gas exchange (Cunniff et al., 2021). These organoids have also been used to model human SARS-CoV-2 infection (Salahudeen et al., 2020). Around 10% of AT2-derived organoids (specifically the SFPTC+ cells) and 10% of basal cell-derived organoids (specifically SCGB1A1+ club cells) were infected with SARS-CoV-2. These results indicate that AT2 cells are directly infected by SARS-CoV-2 and that club cells are a distal lung target population (Salahudeen et al., 2020).
Xu et al. (2021) used LOs to examine the innate cellular immune response of lung tissue during SARS-CoV-2 infection. They found that expression of receptor interacting serine/threonine-protein kinase 1 (RIPK1), an important mediator of inflammation and cell death (Mifflin et al., 2020), is upregulated in patients with COVID-19 who experience a cytokine storm, and is also activated in SARS-CoV-2-infected primary LOs. Interestingly, treating infected LOs with the RIPK1-inhibitor Nec-1s reduced the transcription of proinflammatory cytokines, as well as ACE2 and the epidermal growth factor receptor (EGFR), which mediate viral entry (Xu et al., 2021).
Clinical trials of the immunomodulatory and clinical effects of another RIPK1 inhibitor, SAR443122, in patients with severe COVID-19 are currently in progress. Interestingly, these studies conducted in LOs, show the applicability of these organoids as suitable models to dissect the pathological mechanisms underlying infectious diseases. Moreover, LOs can be used for rapid screening of the infectivity of emerging human airway pathogens and to test disease-specific therapeutics. Using LO models to test the safety and efficacy of potential drugs instead of time-consuming and costly clinical trials can greatly contribute to faster and cheaper development of new drugs. Indeed, an LO model has been used to test drugs for SARS-CoV-2 infection (Ebisudani et al., 2021). In this model, infected LOs were treated with physiologically relevant concentrations of lopinavir, nelfinavir, and remdesivir (Ebisudani et al., 2021). Lopinavir and nelfinavir are protein inhibitors commonly used in combination with other drugs for the treatment of HIV-1 infection in adults, adolescents and children (Croxtall and Perry, 2010). Remdesivir is an adenosine nucleotide analogue with broad-spectrum activity against viruses from various families (Lamb, 2020). Although lopinavir and nelfinavir significantly decreased the viral titer, SARS-CoV-2 viral replication was not halted. Interestingly, remdesivir inhibited the replication of the virus in infected organoids (Ebisudani et al., 2021). These results correlate with clinical data of patients infected by SARS-CoV-2 (Beigel et al., 2020; Grein et al., 2020; Ebisudani et al., 2021) and thus, suggest that LOs represent appropriate models for the study of infectious lung diseases.
To conclude, organoids have been already used successfully as models of human disease caused by infections with viruses such SARS-CoV-2 and RSV. These models represent effective and relatively cheap tools for preclinical and clinical trials of potential treatment strategies. Furthermore, LO models of human lung tissue and infectious disease offer possibilities for comparison with, and validation of, serological data from the patients in the clinic.
4.3 Lung Organoids in Cancer Research
Compared to conventional 2D monolayers and suspension cell cultures, LOs used in cancer research provide a valuable opportunity to develop physiologically, genetically, and histologically relevant tumor models. LOs can mimic some of the high cellular organization, tumor microenvironment, and cell interactions of in vivo tumor tissue. As such, LOs have been used in various contexts from carcinogenesis, to personalized medicine and drug development (Gunti et al., 2021).
Lung cancer organoids (tumoroids) precisely reflect the histological features of primary lung tumors and maintain their genomic abnormalities during long-term expansion in vitro. Recognizing that these models represent a valuable resource, Kim et al. (2019) created a biobank of 80 lung tumoroids from the five most frequent subtypes of lung cancers, and five normal bronchial organoids as controls, which replicate the unique histological features of the primary tissues. Such biobanks serve as a beneficial platform for drug testing and pre-clinical research to advance personalized medicine approaches.
Similar to LOs derived from primary lung progenitors, organoids established from lung cancer cell lines or primary tumor cells contain only a few cell types and so fail to completely replicate the tumor in vitro (Fiorini et al., 2020). Nevertheless, these systems have been used successfully in drug sensitivity studies. In one such study, high-throughput screening of anticancer agents on liver organoids indicated that patient-derived organoids can mimic a patient’s response to a particular therapy. Thus, these types of organoids could potentially be used for the development of personalized medicine approaches or as part of clinical trials (Vlachogiannis et al., 2018). Indeed, others have shown that cancer-cell-derived LOs can serve as a tool for pre-treatment drug screening and personalized medicine. Hai et al. (2020) developed genetically modified mouse LOs to mimic human lung squamous cell carcinoma (LSCC) and used this model to demonstrate that treatment with the WEE1 inhibitor (AZD1775) and the adjuvant PD-1 inhibitor enhanced T-cell anti-tumour activity. This demonstrates the importance of drug efficacy screening for identifying more efficient therapeutic drug combinations for evaluation in future clinical trials (Hai et al., 2020). Shi et al. (2020) published a protocol for in vitro generation of non-small cell lung cancer (NSCLC) organoids that mimic the histological attributes of the original tumor tissue. Moreover, these NSCLC organoids retained the molecular profile of matching tumor tissue long-term, even after multiple passages (>3 months, >10 passages). Next, they and others showed that NSCLC organoids and PDX models from the same parental tissue exhibit similar drug responses and proposed that organoid cancer models are a valid pre-clinical model to explore novel therapeutic options for NSCLC disease (Hai et al., 2020; Li et al., 2020; Shi et al., 2020; Wang et al., 2020b). Li et al. (2020) established organoid models of lung adenocarcinoma (LADC), the most common subtype of NSCLC. They also showed that the in vitro generated organoids preserve the key tumor features and therefore, can be used as a valuable pre-clinical tool. Using LADC organoids derived from 12 cancer lines they performed high-throughput drug response screening and showed that the sensitivity to a particular drug was consistent throughout individual passages and also that the response to the drug varied among different organoid lines (Li et al., 2020). Moreover, they discovered unpredicted drug sensitivity regardless of genetic markers. For example, the ACI-3_O line and SOL-4_O line responded gefitinib despite the lack of EGFR mutations. Again, their conclusions highlight the benefits of drug response screening on organoids (Li et al., 2020). Kim et al. (2019) used LOs generated from patient-derived cells to dissect the genetic and phenotypic basis of heterogeneous responses to anticancer therapy. They demonstrated that variability in drug responses correlated with particular genomic mutations and persisted during multiple organoid passages. For example, organoids with a BRCA2 gene mutation showed increased sensitivity to the PARP inhibitor, Olaparib (Kim et al., 2019). Moreover, PDX derived from these organoids also responded to Olaparib treatment. On the other hand, although two organoids derived from different tissues expressed the same EGFR mutation, their responses to erlotinib and crizotinib differed due to secondary mutations. Overall, these studies highlight the critical importance of the LO biobank mentioned above for anti-tumor drug screening to predict individual patient drug responses (Kim et al., 2019).
The results mentioned above demonstrate that organoids are suitable for high-throughput screening while providing the advantages of 3D cancer models which, combined with clinical evaluation of specific genetic alterations, can serve as a tool for personalized therapy. Indeed, another recent study by Hu et al. (2021) proved that LOs successfully mimic original tumor tissue features and preserve them after in vitro cultivation. Moreover, they developed an integrated superhydrophobic microwell array chip (InSMAR-chip) suitable for high-throughput testing. With this set-up, they analyzed drugs administered during patient treatment and obtained results showing 100% accuracy and specificity in 10 of 21 samples. The remaining 11 on-chip samples could not be compared to relative patient responses due to differences in subsequent treatment. Nevertheless, this study showed a strong correlation of the drug response with genetic mutation and clinical outcomes and therefore, confirmed this as a promising approach for predicting the most effective drugs for individual patients (Hu et al., 2021).
As a result of such successes, LOs derived from patients with various lung pathologies have now entered clinical trials to establish their efficacy in predicting individual patients’ responses to a specific therapy (Table 2).
TABLE 2 | Clinical trials in lung organoids: List of the clinical trials using 3D LOs as in vitro models.
[image: Table 2]These studies of high-throughput screening have highlighted the potential of cancer organoids as a promising tool for personalized treatment. Using such progressive methods, organoids can be generated for each individual patient and used to screen drug responses based on the initial clinical tests of specific genetic mutations and gene expression profiles. This approach holds great potential for achieving better clinical outcomes and prolonged survival of patients. High-throughput testing also offers a great advantage for screening samples currently available in biobanks. Furthermore, as more patient-derived samples are contributed, the collection of unique genetic alterations and their specific combinations will expand. Thus, we expect that this approach will provide a standardized tool for rapid development and testing of new anti-tumor treatments.
5 Lung Organoids: Future Prospects and Remaining Challenges
So far, we have discussed the great progress made using primary lung progenitor cell-derived and iPSC-derived LOs in modeling human diseases such as CF, IPF, lung cancer, and SARS-CoV-2 infection. However, certain challenges still need to be addressed to improve the relevance of these models to in vivo conditions. Several approaches have been developed to further enhance the physiological resemblance of in vitro 3D models to lung tissue in vivo. One is based on the cultivation of lung epithelial cells at an air-liquid interface, where the basolateral side of the epithelial cells is immersed in culture medium while the apical side is exposed to humidified air. This approach was used by Mas et al. (2016) to develop OncoCilAir™ tumor-stroma airway model by co-culture of lung adenocarcinoma cells, human primary bronchial cells, and lung fibroblasts. This model provides an alternative means of testing drug efficacy and toxicity that could replace animal models by overcoming the disadvantages of differences in rodent cancer physiology and genetic features. Specifically, the major drawback of animal lung models is the diversity in progression of lung disease and response to therapy (Mas et al., 2016).
The newly developed cultures that incorporate an extracellular scaffold represent a further advance that enables standardized long-term cultivation conditions and reproducibility (Zscheppang et al., 2018). Moreover, this approach facilitates exploration of the interaction between the ECM and lung cells in the context of aberrant repair or regeneration. The scaffolds are generated by decellularization of healthy human lung tissue or tissue derived from patients with conditions such as IPF. These models will contribute greatly to our understanding of the pathogenesis of lung disease and evaluation of the role of ECM in the onset and course of these pathologies (Zscheppang et al., 2018).
While 3D models have many advantages compared to conventional 2D models, many still fail to fully represent even a small fraction of the dynamic features of human lungs, such as the processes of nutrient and gas exchange, the mechanical forces created by breathing movements, and dynamic flow conditions. The tumor-on-a-chip model however, was designed to overcome these limitations (Barros et al., 2021). These microfluidic models of lung tumors are often derived from established lung cancer cell lines, which form a spheroid in the microchannel, adding a further 3D aspect to these studies (Mehta et al., 2022). Microfluidic devices have been used to study drug resistance, the efficiency of photodynamic therapy, the influence of mechanical forces in the lungs on tumor progression and drug resistance, and characterization of cell-cell communication in the tumor microenvironment (Del Piccolo et al., 2021). For example, Xu et al. (2013) developed a microfluidic device to study drug sensitivity of a co-cultured human non-small cell lung cancer cell line (SPCA-1) and stromal cells. They also established a culture of fresh lung cancer tissues from eight patients in their microchip device, in order to identify personalized medical treatments. This approach accomplished replication of the actual condition of the solid tumor in vivo. Microfluidic devices provide an easy way to administer single or combined anti-cancer treatments in high-throughput assays, which is beneficial for the development of personalized medicine. Further advantages are that these devices require only small amounts of samples and reagents, short assay time and high sensitivity. Microfluidic devices can also be used with various tissue set-ups, such as cell line monolayers or co-culture of cancer cell lines and stromal cells, to more accurately recapitulate tumor tissue in vivo, or even primary fresh tissue. This approach revealed significant differences in treatment sensitivity, with the poorest detected in fresh tissue (Xu et al., 2013). Thus, further studies are warranted to develop methods for cultivation of patient tumor tissue in vitro while closely maintaining the physiological features of the human body that can be used to exploit the potential of organoids in the development of personalized therapy.
Sepsis and septic shock greatly contribute to the mortality of human population (Rudd et al., 2020). Therefore, the development of an in vitro model of sepsis represents another prospect for the LO approach for defining the exact pathogenesis of the disease and identifying potential therapeutic strategies and new biomarkers. However, an in vitro model of sepsis-induced lung injury based on LO technology may require a complex set-up due to the number of different cell types and their specific effects in septic reactions. For instance, hypoxemia, which is an important factor in the pathophysiology of ALI/ARDS, is caused by neutrophil entrapment in the pulmonary microvasculature (Park et al., 2019). Therefore, to create a relevant in vitro model of sepsis might warrant culture under hypoxic conditions. Nevertheless, similar to the situation for infectious diseases, a great advantage of LOs as a model of human sepsis is in the possibility of comparison with, and validation of, serological data from patients in the clinic.
The use of iPSCs to derive LOs has rapidly advanced the field in recent years; however, these models are not yet perfect. LOs developed from iPSCs resemble fetal tissues rather than adult lungs and, therefore, transplantation into a living organism may be required to fully recapitulate the adult lung phenotype (Dye et al., 2015). This engraftment procedure has been successfully achieved using humanized/immunodeficient mouse recipients to develop mature intestinal (Cortez et al., 2018; Poling et al., 2018; Boyle et al., 2021), brain (Dong et al., 2021), and kidney (van den Berg et al., 2018) organoids, but it is not so commonly practiced with LOs. An early study by Dye et al. (2016) demonstrated that human ESC-derived LOs can be maintained for up to 15 weeks after engraftment into the epididymal fat pad of male NOD-scid IL2Rgnull mice. After the engraftment, LOs improved their cellular differentiation of secretory lineages and formed airway-like structures that were similar to adult human lungs, including vasculature and smooth muscles. However, a bioartificial microporous poly (lactide-co-glycolide) (PLG) scaffold niche was necessary for proper engraftment (Dye et al., 2016), which requires advanced techniques for its fabrication. Nevertheless, alternative approaches such as decellularized lung scaffolds are also available to provide relevant physical and environments for the generation of organized lung structures (Gilpin et al., 2014).
A notable drawback of iPSC-derived LOs is the lack of a pulmonary immune cell populations. The human lung comprises both tissue-resident immune cells (such as pulmonary macrophages) as well as infiltrating immune cells, such as neutrophils, monocytes, and T-cells, which are not found in LOs. This immune cell-deprived scenario renders such a model unsuitable for studying diseases in which immune cells have a major role—including microbial infections and inflammation. However, recent studies have demonstrated that immune cells can be co-cultured with organoids to generate a more physiologically relevant model. Our own findings show that iPSC-derived LOs, although deprived of immune cell populations, can respond to microbial ligands and are able to recruit human primary monocytes in vitro (Jose et al., 2020). Interestingly, co-cultured monocytes interacted closely with the organoid tissue and significantly changed their phenotype (Figure 5). Similarly, another study showed that RSV-infected airway organoids were able to recruit and interact with human neutrophils (Sachs et al., 2019). Taken together, these results suggest that co-culturing LOs with primary immune cells will allow a better dissection of the interactions of immune cells with human tissues and thus, contribute to a better understanding of complex pathologies.
[image: Figure 5]FIGURE 5 | Lung organoids co-cultured with primary monocytes: Immunofluorescent labeling of human LOs shows tissue polarity and recruitment of human monocytes.
As already mentioned, the local microbiota plays a crucial role in the pathology and homeostasis of the lung tissue (Paolicelli et al., 2019; Barcik et al., 2020). Although many studies have focused on the role of the microbiota in the gastrointestinal tract using human intestinal organoids (Min et al., 2020), few studies using LOs have been reported. Therefore, future research should focus on dissection of the cell-cell interaction of the microbiota with lung tissue and the molecular mechanisms by which the microbiota influences the development, pathology, and homeostasis of human lung.
6 DISCUSSION
Using 3D organoids as a tool to understand lung development and function holds great potential for generating important insights not only into genetic lung disorders, but also into diseases such as COPD, CF, and lung infections. The generation of LOs from human PSCs is crucial for overcoming the obstacles to in vitro studies of human cells, which for many years have relied on the scant availability of post-mortem tissues. LOs can bridge the knowledge gap between lung disease pathways identified in rodent models and therapeutic possibilities in their human counterparts. The end of our long-term dependence on rodent models for genetic manipulation studies may also be heralded by the emergence of novel genome editing techniques such as CRISPR, which could be used to generate genetic models of pulmonary disease using organoids. This approach would facilitate mechanistic studies in a physiological setting that closely resembles the human respiratory system without the need for presumably costly and time-consuming animal research. The recent advances in the use of iPSC-derived LO in clinical trials are also promising in terms of drug screening for personalized treatment or transplantation of healthy tissues, especially allogenic tissues, in patients, and hints at a future that includes “organoid-based treatment” of pulmonary diseases.
In summary, we believe that organoids represent the future of lung disease modeling as they allow long-term cultivation of human lung tissue, maintaining many of its phenotypical, and functional characteristics. LOs represent one of the best tools for translational research, due to the comparatively inexpensive and increasingly biologically-relevant methodology. The past 10 years have seen an increasing number of studies leveraging organoids to shed light on previously unexplained pathologies of diseases such as IPF (Chen et al., 2017; Kim et al., 2021; Suezawa et al., 2021), CF (Dekkers et al., 2013; Firth et al., 2015; Kim et al., 2021), and lung cancer (Hai et al., 2020; Li et al., 2020; Shi et al., 2020; Wang et al., 2020b; Gunti et al., 2021; Hu et al., 2021). Harnessing the potential that LOs have to offer will promote the design of new treatments and diagnostic methodologies and thus, finally improve the quality of life of people affected by various pulmonary diseases.
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As the largest internal organ, the liver is the key hub for many physiological processes. Previous research on the liver has been mainly conducted on animal models and cell lines, in which not only there are deficiencies in species variability and retention of heritable material, but it is also difficult for primary hepatocytes to maintain their metabolic functions after in vitro expansion. Because of the increased burden of liver disease worldwide, there is a growing demand for 3D in vitro liver models—Liver Organoids. Based on the type of initiation cells, the liver organoid can be classified as PSC-derived or ASC-derived. Liver organoids originated from ASC or primary sclerosing cholangitis, which are co-cultured in matrix gel with components such as stromal cells or immune cells, and eventually form three-dimensional structures in the presence of cytokines. Liver organoids have already made progress in drug screening, individual medicine and disease modeling with hereditary liver diseases, alcoholic or non-alcoholic liver diseases and primary liver cancer. In this review, we summarize the generation process of liver organoids and the current clinical applications, including disease modeling, drug screening and individual medical treatment, which provide new perspectives for liver physiology and disease research.
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1 INTRODUCTION
As the largest internal organ, the liver is the key hub for many physiological processes. It not only participates in the metabolism of major nutrients, but also has diverse roles in the regulation of the immune system and the decomposition of heterogeneous biological compounds (Trefts et al., 2017), including many drugs, and other functions. Therefore, liver disease has an enormous impact on human health. Liver disease causes approximately two million deaths worldwide each year (Asrani et al., 2019), and epidemiological studies have shown that the burden of liver disease varies among people of different ethnicities, genders, geographic regions, financial positions and social ladders. In addition, certain liver diseases also show genetic correlations. With the aging of the global population, the prevalence of obesity, diabetes and other diseases is gradually increasing, which also increases the incidence rates of non-alcoholic steatohepatitis and chronic liver disease (Estes et al., 2018).
The development of the liver is first initiated by the inner cell mass, which progressively develops into an embryo. As illustrated in Figure 1, the posterior foregut of the endoderm develops into the liver as the triple germ layer forms. The liver is formed by the growth of the ventral foregut epithelium, which is first to develop into the hepatic bud structure. The hepatic buds generate hepatocytes and the cholestatic epithelium, while the adjacent mesenchymal stroma of mesodermal origin constitutes hepatic fibroblasts and stellate cells (Lancaster and Knoblich, 2014). The growth of the liver also involves the establishment of innervation, extensive vascularization and interactions between various types of cells, and it eventually develops into an organ with complex architecture and function. In an in vitro model, bile duct cells and hepatocytes complete cyclic renewal every 60 and 150 days, respectively (Magami et al., 2002). Although this is slower than the turnover rate of other organs of endothelial origin, the liver demonstrates a remarkable ability to regenerate after suffering injury.
[image: Figure 1]FIGURE 1 | The process of organogenesis. The physiological process of human embryonic development begins with the oosperm, which divides several times to form the Morulaand then develops into the blastocyst. The inner cell mass within it serves as the early embryonic stem cells and has developmental omnipotence. The ectoderm, mesoderm and endoderm form various tissues and organs, this process is called organogenesis. The study of the process of organogenesis contributes to the directed construction of related organoids. AF, anterior foregut; PF, posterior foregut; M, midgut.
To define the pathological changes of these diseases and discover the potential treatment approaches, researchers require an array of approaches to understand the development of liver structure and function, the pathogenesis of liver diseases, and the responses to related treatments. During the past few decades, most in vitro studies of chronic liver diseases have used two-dimensional (2D) cultured cell lines. Cell lines from benign or malignant tumours of the liver and primary human hepatocytes (PHHs) are the main sources for these in vitro studies because cancer-derived hepatocyte lines lack their normal liver cell counterparts, despite their ability to proliferate indefinitely. Most importantly, they lack most of the cell types that differentiate into primary tissues (Schutgens and Clevers, 2020). Although PHHs retain many of the characteristics of normal hepatocytes, their viability in culture is limited to a few days, so there is a constant need for fresh donor tissues, which are often difficult to obtain. In addition, their initial establishment involves not only extensive genetic but also phenotypic adaptation to culture conditions (Nuciforo and Heim, 2021). Two-dimensional cultured cell models, such as PHHs and induced pluripotent stem cells (IPSCs) also lose the polarity that hepatocytes exhibit in vivo because they are forced to adopt a flat morphology in vitro (Shulman and Nahmias, 2013).
By contrast, the in vivo models for studying the pathogenesis of liver-related diseases are mainly animal models (Aqeilan, 2020), which facilitates a greater and more sophisticated dimension of understanding. While animal models used to study liver disease mechanisms and targeted therapeutics share key biological and histological features with the liver in humans (Prior et al., 2019), the intrinsic differences between animal models and humans cannot be easily resolved, especially in replicating the key aspects of the complex structure and metabolic functions of the liver in humans, which has severely affected several potentially effective therapeutic agents in clinical trials. In addition, most of the animal models used in preclinical studies are based on inbred lines with genetic homogeneity that lack the heterogeneous genetic diversity of humans.
Organoids are established over long periods of time and maintain genetic sustainability, thereby achieving more complex structures similar to those of the mammalian body, and they have been applied to rodents (Kuijk et al., 2016), canines (Nantasanti et al., 2015; Gabriel et al., 2022), cats (Kruitwagen et al., 2017) and humans. In addition, while both in vitro models and organoids are capable of providing causal evidence of pharmacological and genetic targeting, the assay throughput of organoids is well beyond the maximum capacity of mouse models (Takebe et al., 2017). For the past few years, researchers have introduced transcriptomics, proteomics and metabolomics into studies of organoid cultures, promoting new discoveries and complementary investigations in 2D cultures and animal models. We summarize the advantages and disadvantages of different in vitro models in Table 1. In recent years, much progress has been made in establishing several different organoid culture protocols to simulate the human liver and model liver-related diseases. In addition, organoids have potential for drug testing and even organ replacement. Here, we describe the principal derivation procedures, as well as the classification of liver organoids, and discuss their present and emerging applications in disease modeling, drug screening, and regenerative medicine. Finally, we highlight some of the challenges that remain in the field.
TABLE 1 | Comparison of different hepatic in vitro model systems.
[image: Table 1]2 OVERVIEW OF THE LIVER AND ORGANOIDS
2.1 Origin of liver organoids
In 1981, Evans and others established pluripotent stem cells from mouse embryos (Lancaster and Knoblich, 2014) and in 1988, the first human embryonic stem cell line was isolated and cultured from human blastocysts by Thomson et al. (1998) In 1987, Bissell and colleagues reported that extracellular matrix (ECM) extracts play an important role in epithelial organization into 3D ducts and conduits in a mammary model (Li et al., 1987). However, it was not until 2009 that Clevers and colleagues generated intestinal organoids from adult intestinal stem cells by 3D culture of stromal gels (Sato et al., 2009), which is believed to be the first organoid ever established in vitro.
The definition of an organoid is the collection of organ-specific cell types that develop from stem cells or organ progenitors and self-organize through cell sorting and spatially-restricted lineage commitment in a manner similar to that in vivo (Lancaster and Knoblich, 2014). Self-organisation, the basis for organoid establishment, is achieved through direct cell-cell interactions (Asai et al., 2017). The general ability of cells to separate and reorganise through the process known as “cell sorting” forms generations with histogenic characteristics that are identical to those in vivo. Self-organisation depends not only on the classification of cells, but also on the correct execution of genealogical decisions for progenitor cells, which includes the appropriate direction of stem cell division, the correlation of synchronous and non-synchronous divisions, and the migration of differentiated daughter cells to particular locations within a specific tissue (Lancaster and Knoblich, 2014).
2.2 Derivation methods for liver organoids
Organoids are based on the ability of cells to self-organise, which is influenced by the physical characteristics of the culture environment, the requirement for endogenous and/or exogenous signals and the starting cell type and system conditions (Rossi et al., 2018). Different parameter selections of these characteristics can ultimately affect the features and the extent of applicability of the organoid as a biological prototype system.
Until now, several approaches for the generation of liver organoids have been published. The current mainstream approaches for the generation of liver organoids involve a PSC-derived approach, including transdifferentiation (Sun et al., 2019), and an ASC-derived approach. The different approaches for the generation of liver organoids and their characteristics are described in further detail below.
3 CLASSIFICATION OF LIVER ORGANOIDS
Depending on the type of starting cell, organoids can be classified as PSC-derived or ASC-derived. Because each cell type originates at a different developmental stage, the maturity level of the organoid that can be derived from each type of starting cell is variable. The process of PSC- and ASC-derived organoid establishment is presented in Figure 2.
[image: Figure 2]FIGURE 2 | The construction procedure of ASC and PSC-derived liver organoids. The process of constructing liver organoids is divided into ASC and PSC origin. ASC are mainly derived from biopsy of adult tissues to obtain healthy or tumor tissues. Hepatocytes or bile duct tissues obtained from biopsies were inoculated in isolation medium, and subsequently hepatocyte organoids and cholangiocyte organoids were constructed using defined differentiation media. PSCs can be obtained by reprogramming fibroblasts in vivo, in addition to inner cell mass, which are capable to form hepatic progenitor cells by co-culture and special signal-mediated differentiation towards endoderm, and eventually obtain hepatocyte organoids and cholangiocyte organoids. HUVECs, vein endothelial cells; MSCs, mesenchymal stem cells.
3.1 Pluripotent stem cells-derived organoids
Pluripotent stem cells (PSCs) are a type of cell that can self-renew and differentiate into specialized cell types that comprise one of the three germ layers in vivo (Liu et al., 2020). Thus, PSCs, which contain embryonic stem cells (ESCs) and induced pluripotent stem cells (IPSCs), are primarily used to study organogenesis and progression events that result in tissue generation (Schutgens and Clevers, 2020). PSCs are induced into hepatic endodermal cells by the action of activin A and then complete differentiation in response to developmental signaling pathways from FGF and BMP (Clevers, 2016).
IPSC generated by reprogramming of skin fibroblasts (Sun et al., 2019) can differentiate into all cell types in the body and precisely differentiate into different cell and tissue types under the control of induction signals (Asai et al., 2017; Mccauley and Wells, 2017). In addition, co-cultured with stromal cells, human umbilical vein endothelial cells (HUVECs) and human mesenchymal stem cells (MSCs), all of which have stem cell potential, can helped liver endodermal cells from human IPSCs (IPSC-HEs) recapitulate early organogenesis (Takebe et al., 2013; Rossi et al., 2018).
To address the lack of homologous substrate components, Ouchi et al. (2019) generated a foregut model by recapitulating early organogenic differentiation. The authors embedded foregut globules in a stromal gel, followed by co-culture with retinoic acid (RA) to directionally differentiate PSCs into foregut-derived organoids, thereby generating more complete organoids containing both epithelial components and mesenchymal cells which can differentiate into supporting lineages. Recently, in response to the disadvantage that PSC-derived organoids exhibit only immature fetal characteristics, Mun et al. (2021) used microbial short-chain fatty acids (SCFAs) to simulate changes in the microenvironment of the liver during postnatal development. This approach could increase albumin secretion and P450 activity, as well as the expression of hepatocyte genes (Aloia et al., 2019), which improved the metabolic ripening of IPSC-derived liver organoids.
3.2 Adult stem cells-derived organoids
Adult stem cells (ASCs) are undifferentiated lineage-committed cells. Terminally differentiated cholangiocytes or hepatocytes can also become activated by appropriate liver injury, which causes them to restart the cell cycle and induce liver regenerative repair by forming ASCs (Liu et al., 2020). However, other ASCs, such as hematopoietic stem cells, do not have this characteristic. Compared to PSC-derived organoids, ASCs can only differentiate into components associated with the organ or tissue from which they are derived. However, ASC-derived organoids are more stable at chromosomal and structural levels, while having a lower incidence of single base changes (Huch et al., 2015). This is due to the presence of inherited and epigenetic abnormalities in IPSC-derived organoids during IPSC reprogramming and organ differentiation, which occur infrequently in ASC-derived organoids (Ohnuki and Takahashi, 2015).
ASCs are located in a very specific microenvironment, namely, the stem cell niche, which ensures that the cells are able to renew themselves. Stem cell niches are functional domains within stem cell populations capable of controlling the dynamics of tissue homeostasis under different conditions (Vining and Mooney, 2017), and they communicate with stem cells through mechanical signals that regulate cell fate and steer their developmental processes with a high degree of plasticity (Voog and Jones, 2010). ASCs are usually obtained from isolated cells or dissected tissue fragments of normal or tumour tissues (Schutgens and Clevers, 2020). The cells of tissue origin used to establish liver organoids, including hepatocytes and duct cells, usually have a slow turnover rate but can exhibit a remarkable capacity for tissue self-renewal and damage restoration after liver injury (Aloia et al., 2019). ASC-derived liver organoids of hepatocyte origin are perhaps slightly superior to those of bile duct origin in terms of maturity and physiological relevance. However, there is still no alternative to cholangiocyte-based liver organoids, for example, to study the function and pathology of the bile duct. Meanwhile, bile duct-derived liver organoids are inoculated more efficiently than hepatocyte-derived liver organoids, with EpCAM + hepatic duct cell-derived organoids having a higher efficiency than hepatocyte-derived organoids, even in the presence of TNF-α (Peng et al., 2018). ASCs obtained from biopsy specimens, such as tumour tissues, allow the generation of patient-derived organoids (PDOs). Liver organoids derived from healthy tissues initially form a monolayer of epithelial structures, which transdifferentiate into pseudo-lamellar epithelial cells (Broutier et al., 2017), while tumouroids can directly recapitulate the features of the various tumour subtypes. Furthermore, they retain histologic, genetic and transcriptomic features to mirror the original tumour tissue (Li et al., 2019).
Following chronic liver injury, oval cells, a population of bipotent progenitor cells derived from biliary epithelial cells (BECs) in the Hering duct that emanates from the biliary tree, trigger regeneration by restoring both hepatocytes and cholangiocytes, suggesting that they are an alternative source for new cell therapies. Following acute liver injury, such as partial hepatectomy (PHx), total liver chemical-induced damage or infection (Broutier et al., 2016), mature hepatocytes respond by proliferating. Interestingly, no significant dedifferentiation to a progenitor state was observed during this process (Nuciforo and Heim, 2021) Based on the reparative mechanism of acute liver injury, mature hepatocyte-derived liver organoids can be generated directly, cultured and expanded in vitro for long periods of time (Hu et al., 2018).
The Wnt signaling pathway is comprised of extracellular development-related proteins, and this pathway is responsible for initiating sustained tissue renewal by promoting stem cell activity; otherwise, tissue renewal is impaired (Clevers et al., 2014). Lgr5, which is one of the target genes of Wnt, is a commonly used stem cell marker (Clevers, 2016). When CCl4 was used to induce liver injury, the damaged tissue showed increased expression of Axin2-LacZ16 compared to healthy tissue. Furthermore, Lgr5+ cells not only express multiple Wnt target genes but also have features of bi-potent liver progenitors, which allows them to achieve in vitro expansion (Huch et al., 2013).
4 CHARACTERISTICS OF THE CULTURE ENVIRONMENT
Organoid differentiation of PSCs consists of several stages. First, the differentiation of IPSCs to the definitive endoderm is followed by the directed derivation to foregut progenitors, which is a crucial step, and finally in the presence of BMP and RPMI, among other factors, to hepatoblasts (Sampaziotis et al., 2015). Subsequently, hepatic progenitors with bidirectional differentiation potential can differentiate into hepatocytes or bile duct cells in different settings, a process that usually requires co-culture with mesoderm-derived stromal components embedded in ECM, which promotes three-dimensional (3D) growth and organoid formation.
4.1 Co-culture
As most liver organoids are typical of cystic organoids, containing only epithelial cell types, co-culture is needed to generate organoids. As displayed in Figure 3, co-culture methods are essential to study the interaction of organ tissues with immune cells, stromal cells, and fibroblasts, as well as to achieve the optimal reproduction of the actual environment in vivo.
[image: Figure 3]FIGURE 3 | Overview about co-culture of liver organoids. There have been many researches in the field in co-culture of liver organoid, which mainly includes co-culture with immune cells, stromal cells, fibroblasts and microorganisms. The involvement of immune cells such as dendritic cells and stromal cells such as hematopoietic stem cells in co-culture helps to simulate the real environment in vivo. Co-culture with hepatitis virus not only reflects the role of the liver-microbe axis, but also allows for participation in disease modeling. Co-culture with cancer-associated fibroblast (CAF) in tumor modeling not only mimics the tumor microenvironment but also promotes the growth of cancer stem cells (CSCs).
4.2.1 Organoids and immune cells
The co-culture of liver organoids with immune cells facilitates the exploration of the physiological state of the liver and the mechanisms of disease, in addition to promoting the investigation of the dynamic interactions between expanding tumours and immune systems (Bresnahan et al., 2020).
There are three types of systems in which organoids are co-cultured with immune cells (Bar-Ephraim et al., 2019). In the first system, immune-related cytokines are added to organoid media. In the second system, organoids are dissociated into single-cell suspensions and co-cultured with immune cells for a defined period of time before establishing organoids. In the third system, activated immune cells are co-cultured with organoids. However, of these three approaches, the first simply adds cytokines and lacks the relevant immune cell component, while the second is a co-culture of immune cells with organoids that have been digested into single cells, which does not prove that a co-culture system was established after digestion. By contrast, the third approach constitutes a putative co-culture system of immune cells. In addition, Yuki et al.(2020) described a method for establishing tumour-derived organoids, while preserving immune, stromal and mesenchymal cells from the same tumour specimen. The authors named this system “a native model,” which provides a holistic approach to the study of the tumour microenvironment and allows better simulation of tumour metastasis.
4.2.2 Organoids and microbes
Many liver diseases, such as primary sclerosing cholangitis (PSC) and hepatic encephalopathy (HE) due to cirrhosis, have been reported to associate with microbial characteristics. For example, microbes play an essential role in liver inflammation, with the liver impacting and communicating with microbes through mediators such as bile acids or inflammatory signals. This connection is known as the liver-microbiome axis (Adolph et al., 2018). Therefore, the co-culture of organoids and microbial organisms can be used to study infectious or non-infectious liver inflammation.
The co-culture of organoids with viruses, which can mimic virus infection, has potential for infectious disease models. For example, Nie et al. (2018) generated an in vitro infection model with hepatitis B virus (HBV) after co-culture of PSCs with stromal cells on 3D microtiter plates, which developed into vascularised and functional tissue after transplantation. The significant release of viruses from infected IPSC-derived organoids in this assay and the high expression of the infection-promoting factors GPC5, PPARA and CEBPA in IPSC-derived liver organoids demonstrated the stability of this differentiated infection model.
During the COVID-19 epidemic, organoids were similarly applied to related research areas. Researchers reported that liver organoids were highly sensitive to SARS-CoV-2 infection and showed high expression of chemokines following infection, which is consistent with findings in lung specimens from human COVID-19 autopsies (Yang et al., 2020). In addition, co-culture of patient-derived organoids with microbes provides new insights on the roles played by microbes in the disease process (Mccarron et al., 2021). Liver organoids, as an emerging in vitro model, provide an effective way to investigate the human tissue response to SARS-CoV-2 infection.
4.2.3 Organoids and fibroblasts
The co-culture of organoids and fibroblasts has been widely used in tumour patient-derived organoids. Cancer associated fibroblasts (CAF), which are derived from tissue-residual fibroblasts, endothelial cells and vascular smooth muscle cells, play an essential role in the establishment of the tumour microenvironment (Yamamura et al., 2015). CAFs can mold stem cell niches to maintain and facilitate the growth of cancer stem cells (CSCs) through direct contact with tumour cells or a paracrine pathway (Liu et al., 2021). The co-culture of CAFs with liver tumour-derived organoids promoted the growth of organoids, and the results showed that the effect of CAFs was achieved by expanding the volume of organoids instead of the number, although the effectiveness on organoid initiation was not confirmed.
In addition to the growth promoting effects on CSCs and liver tumour-derived organoids, CAFs can induce tumour drug resistance (Xiong et al., 2018). CAFs cause tumour drug resistance by affecting the tumour-specific microenvironment, including increasing tumour mesenchymal pressure and inducing vascular collapse. CAFs can also alter the immune response through ECM remodeling, thereby preventing the regulation of tumour tissue by immune cells (Liu et al., 2021). In addition to co-culture with organoids, co-transplantation of CAFs with organoids can result in more efficient tumour formation.
4.2.4 Organoids and stromal cells
Hepatocytes and bile duct cells in the liver differentiate from the epithelium of the ventral foregut in the endoderm and the mesenchyme transforms from the mesoderm, so that hepatic progression represents a complex interplay between tissues of endodermal and mesodermal origins. To achieve this physiological state as much as possible, Takebe et al. (2013) generated functional vascularized liver buds by co-culture of IPSCs with stromal cell populations such as human umbilical vein endothelial cells (HUVECs) and human mesenchymal stem cells (MSCs). In addition to direct hepatocyte-stromal cell interactions, the stromal cell population also activates FGF and BMP through a paracrine pathway, which is necessary for the generation of 3D liver buds in vitro. However, due to the heterogeneity of IPSCs, common culture protocols do not guarantee that the cells used for organoid generation have the same characteristics, even if they come from the same cohort. To demonstrate the difference between the TGFβ1-induced artificial liver fibrosis model and the liver fibrosis caused by the natural development of NAFLD, Ali et al. established HepaRG-based bioengineered multicellular liver microtissues (BE-MLMs). HepaRG (cell line), HUVECs (human primary), KCs (human primary), and HSCs (human primary) were co-cultured in spheroid-laden hydrogels at different ratios while simulating liver tissue native configuration, such as nutrients/O2 gradients and direct cell-cell contacts between different cell types inside spheroids (Bao et al., 2021). Organoid of the HepaRG-based BE-MLMs is more complex and further describes the structural and metabolic environment of the liver. A new method for the co-culture of vascular endothelial cells and organoids was recently described by Pettinato and others. The authors reported that suppression of the Sonic hedgehog and Notch signalling pathways at an initial phase of differentiation significantly increased the expression of key proteins and the activity of enzymes (Pettinato et al., 2021).
Overall, co-cultures play an irreplaceable role in the construction of organoids, bridging the cellular and structural deficiencies of single germ layer-derived organoids in immune, neural and vascular aspects. In terms of disease modeling, co-cultured organoids can personalize the simulation of the patient’s in vivo environment and construct more effective disease models. However, there are differences between HUVEC and mature hepatic sinusoidal endothelial cells, which may lead to differences in subsequent applications for disease modeling. In addition, the current co-culture of TME components other than immune cells and fibroblasts with organoids still needs to be improved to further enhance the effectiveness of organoids.
4.2 Culture environment of liver organoids
4.2.1 Matrigel method
The two-dimensional (2D) culture of hepatocytes primarily consists of monolayers on collagen gels and cultures covered with matrix or collagen gels, which are defined as “sandwich cultures” (Peng et al., 2021), but hepatocytes cultured in this way rapidly exhibit defects in their morphology. In organoid cultures, hepatocytes are mainly co-cultured with mesenchymal cells and supported by the matrix gel, which induces the aggregation into 3D spheroids. Table 2 compares and summarizes the characteristics of biomaterials from matrigel sources and non-matrigel sources.
TABLE 2 | Comparing the differences between different organoid construction biomaterials.
[image: Table 2]Matrigel is an extract from Engelbreth-Holm Swarm mouse sarcoma with components similar to those of a true basement membrane that can form a hydrogel at temperatures of 30°C and above (Benton et al., 2014; Aisenbrey and Murphy, 2020), and the effectiveness of matrix gel-based cultures for organoid generation has been widely demonstrated (Guan et al., 2017; Giobbe et al., 2019). However, the generation of Matrigel-based liver organoids suffers from a lack of cell function and maturation. Furthermore, the complex and uncertain composition of Matrigel makes it difficult to precisely demonstrate its role in organoid generation.
4.2.2 Matrigel-free methods
The matrix gels prepared by decellularization, as described above, are of animal origin, and their residual animal protein content may induce an immune response in the host (Giobbe et al., 2019; Kozlowski et al., 2021). Therefore, the advent of chemically-synthesized matrices has remedied this shortcoming. A purely chemically-synthesized matrix that integrates key ECM proteins found in the liver, such as type IV collagen and fibronectin, was prepared using poly ethylene glycol (PEG) hydrogels as the skeleton and successfully used to culture liver organoids. In addition to the benefits of complete chemical synthesis and avoidance of immunological factors, the stable cross-linking of the PEG gel matrix allowed for the stable culture of liver organoids for more than 14 days (Sorrentino et al., 2020). In addition to purely chemically-synthesized substrates, the bioplotted poly-L-lactic acid scaffold (Wang et al., 2016), which permitted cells to develop in three dimensions and form cell-cell connections, was applied by Wang and colleagues. The cells grown within the ECM scaffold had markedly higher P450 activity and metabolizing enzymatic activity compared to IPSC-derived hepatocytes grown in a 2D matrix gel.
4.2.3 Liver on-chip
With the development of organoid chips in recent years, liver chips have received much attention and investigation. The types of cells and culture approaches used for liver microarrays are constantly improving, and the overall model can be classified as simple microwell microarrays (Wiedenmann et al., 2021), complex microfluidic microarrays (Ya et al., 2021) and body on chip (Tao et al., 2021), a collection of multiple organoids. Microfluidic organoids not only enable more precise control of culture conditions, but also reduce the influence of human factors by imposing physical and mechanical controls (Telles-Silva et al., 2022). Based on the standardized nature of organoids, this model implies more consistent drug responses and more reliable results.
The liver organoids generated of the rat, dog and human involved using micro-engineered organoids containing primary hepatocytes and stromal cells. Primary hepatocytes of the three sources were located in the porous membrane with two parallel microchannels within the ECM sandwich, while stromal cells were located on the other side of the sandwich. Ya et al. (2021) used engineered liver lobule canines (LLC) to generate liver organoids. The addition of an oxygen concentration regulation chip (ORC) on top of this could more accurately reflect the blood supply and blood oxygen content of the hepatic arterial and venous systems in the actual liver. The advantages of this organoid over those cultured in a matrix gel are that it solves the issue of vascularization and the establishment of a naturally perusable hepatic sinusoidal system, which prolongs the application of the liver organoid.
4.2.4 Other biomaterials methods
In vitro cells self-organizing into organoids are limited by the lack of circulatory system as well as oxygen and nutrients, which leads to the appearance of central organoid necrosis. To address this problem, vascularization methods have been applied to the construction of organoids, and interspersing fibers of endothelial cells between fibers containing parenchymal cells can facilitate vascularization and anastomosis with the host tissue in vivo. In addition to this, 3D printing techniques have been applied to construct vascularized frameworks for tissue development and differentiation of organoids in response to endothelial-parenchymal interactions (Leong et al., 2013).
Biomaterial scaffolds are mainly used for compartmentalization or restriction during organoid construction and are important for determining the final organoid structure and function. For example, the initial arrangement of epithelial and mesenchymal cells that initiate the development of ectodermal appendages in co-culture can be constructed by 3D modeling, which later consists of multiple parallel adjacent fibrous compartments filled with epithelial and mesenchymal cells as a whole (Pan et al., 2013).
5 VALIDATION OF LIVER ORGANOIDS
After the liver organoid is generated, its performance can usually be assessed in vitro by morphological tests (Broutier et al., 2016; Aloia et al., 2019; Ogoke et al., 2022), functional tests (Akbari et al., 2019), such as P450 activity assays, and single-cell sequencing (Elbadawy et al., 2020). Compared to morphological and functional tests, single-cell sequencing is more reflective of the similarity between the organoid and the primary liver. The Human Cell Atlas Project is a worldwide study that characterizes cellular and tissue components through a single cell genomics approach, and it meticulously identifies different cells and tissues and defines all cell types in the human body based on their unique molecular profiles (Lindeboom et al., 2021). Single-cell transcriptomics also plays an important role in the validation of organoids. A single-cell genomic approach can quantify the similarity of cells within liver organoids to the primary liver tissue, and this approach offers superior resolution and accuracy compared to bulk RNA-sequencing (Brazovskaja et al., 2019; Shinozawa et al., 2021). Camp et al. (2017) reported the regeneration of PSCs to a hepatocyte lineage by applying single-cell RNA sequencing at a 2D level, and a 3D liver bud was generated by co-culture of hepatocytes and stromal cells. Furthermore, the similarity to fetal hepatocytes was demonstrated based on the results of single-cell RNA sequencing, thereby proving the validity of the liver organoid.
6 APPLICATION OF LIVER ORGANOIDS
Existing disease models, such as cancer models, only reproduce a patient’s tumour, and the lack of a functional holistic component in these models leads to limitations in their application. Commonly used animal models, while contributing to the fundamental field of disease research, can require long culture and experimental periods and often do not adequately reflect the histological complexity and genetic specificity of the human body (Drost and Clevers, 2018; Nuciforo and Heim, 2021). By contrast, organoids can serve as preclinical models because they are physiologically and functionally similar to their primary organs. As such, the study of disease is not only limited to basic theory; instead, it also contributes to the development of clinical therapeutics, which is superior to other established 2D models. The current use of liver organoids is summarized in Figure 4.
[image: Figure 4]FIGURE 4 | Liver-derived organoid applications After the liver organoid has been constructed, relevant expressions can be examined by morphology, RNA sequencing and proteomic analysis to determine the validity of the organoid. Subsequently, liver organoids can be used for liver pathophysiology research, disease modeling, drug screening and regenerative medicine. In addition to further understanding of liver physiology, in vitro 3D organoids can be used to construct multi-organ systems to study the role of different organs through liver-on-chip. For example, the role of hepatopancreatic islet axis in diabetes. Drug analysis includes efficacy and toxicity analysis, which contributes to the clinical application of drugs. Disease modeling is a popular area for liver orgaoids applications. Congenital and genetic diseases have been constructed through gene editing techniques. The availability of liver organoids also offers the hope to autologous organ transplantation. Healthy liver tissues in patients are able to be expanded and then transplanted, which can avoid the emergence of anti-host reactions. In addition to this, biopsied liver tissue is able to expand the biobank.
6.1 Disease modelling
The sources of the disease models used to generate organoids can be classified as patient-derived organoids and CRISPR + organoids. Patient-derived normal or abnormal specimens preserve the genetic background of the respective individual, and thus, are important in disease modelling of monogenic diseases and cancers, as patient-derived tissues include specific genetic mutations. In addition, they can be used to develop individualized drug tests or treatment plans for patients (Nuciforo and Heim, 2021).
CRISPR-Cas9-mediated genome engineering is one of the most popular gene editing technologies, and it mainly includes gene knock-in and knock-out techniques. After CRISPR-Cas9-induced double-strand breaks occur, the induced breaks can be repaired by non-homologous end joining or homology-directed repair (Zhan et al., 2019; Hendriks et al., 2020). Compared to patient-derived organoids, CRISPR + organoids can overcome the limitation of the sample source. In addition, after oncogene knock-out (Artegiani et al., 2019), it is possible to continuously observe the changes in the organoid and to further intervene in various stages of the disease. In addition to disease modelling, genome-scale CRISPR screening can identify new genes for cancer research (Zhan et al., 2019; Ringel et al., 2020).
6.1.1 Genetic diseases
Alagille syndrome (ALGS) is an autosomal dominant disorder that results in multiple organ abnormalities due to mutations in JAG1, which blocks the Notch signalling pathway. The main hepatic lesion is chronic cholestasis due to the lack of intrahepatic bile ducts (Turnpenny and Ellard, 2012). In a study by Huch et al. (2015), structural defects in the biliary tract were generated using biopsies derived from patients to model ALGS disease. The inhibition of nicotinamide, R-spondin, etc., was found to lead to a reduction in biliary marker expression and biliary cell apoptosis in ALGS patient-derived organoids. Guan et al. (2017) prepared iPSCs using fibroblasts from patients and generated IPSC-derived liver organoids expressing ALGS1. The pathogenic ALGS1 mutation C829X was introduced and restored in IPSC-derived liver organoids and controls by CRISPR-Cas9 genome editing, and it was found that bile duct formation in liver organoids was increased following reversal of the ALGS1 mutation. The efficiency of organoid formation and biliary transit function were also closely associated with the JAG1 mutation.
Citrullinemia type 1 (CTLN1) is a relatively rare inherited metabolic disorder that causes severe and fatal neonatal hyperammonemia. It is mainly due to a mutation in arginosuccinate synthetase (ASS1) that affects the detoxification function of the liver, thereby blocking the urea cycle and causing a significant accumulation of ammonia in the body that cannot be converted to urea, ultimately leading to hyperammonemia (Nuciforo and Heim, 2021). Research into this disease is hampered by the high clinical variability of the disease and the lack of models that can predict the severity of the phenotype early in the course of the disease. Akbari et al. (2019) performed disease modelling of CTLN1 by generating liver organoids using biopsies from patients. The expression of ASS1 was not detected in patient-derived organoids, but it could be detected in healthy donors, indicating the importance of ASS1 defects in CTLN1. The ability to reverse disease-associated ammonia accumulation by genetic manipulation techniques to achieve the expression of ASS1 suggests that the model is suitable for genetic manipulation. This study also provides early evidence for the role of organoids in genetically-corrected treatments for genetic disorders.
Mitochondrial DNA deficiency syndrome (MDS) is a serious genetic disorder caused by iron overload in the body, which is mainly due to mutations in DGUOK. The liver, as the main storage site for iron in the body, is more sensitive to the oxidative stress caused by iron overload, which ultimately leads to severe liver damage. However, the process from iron overload to liver failure is not known. Recently, Guo et al. (2021) used IPSCs from patients carrying a DGUOK mutation to generate liver organoids in vitro, a model that not only has the characteristics of hepatocytes, but also includes the patient’s genetic context. In addition, corrections by CRISPR/Cas9 gene editing enable more accurate controls. The ability of n-acetylcysteine (NAC) to reduce the sensitivity of NCOA4-dependent ferritin degradation-mediated iron pendant disease in lysosomes to iron overload has led to the further study of MDS.
6.1.2 Alcohol-related and non-alcoholic fatty liver diseases
Alcoholic liver disease (ALD) is a liver disease that is closely related to alcohol use. Chronic alcohol abuse (>60 g/day) plays an important role in the development of the disease, and genetic factors, such as patatin-like phospholipase domain containing 3 (PNPLA3) and transmembrane six superfamily member 2 (TM6SF2) expression, viral infections, obesity or malnutrition, are also associated with ALD (Lackner and Tiniakos, 2019). ESC-derived liver organoids co-cultured with human fetal liver mesenchymal cells can mimic the pathophysiological and developmental stages of the disease, including oxidative stress and inflammatory-mediated fibrosis. This disease model can also be used for the study of steatohepatitis that follows ALD. As this model shows significant long-term expansion potential over 20 generations, it can be applied as an industrial-scale model for studying the potential mechanisms of the disease, screening of drugs and conducting research related to ALD prevention and treatment (Wang et al., 2019).
Unlike ALD, the causative factors for non-alcoholic fatty liver diseases (NAFLD) may include high-energy diet, sedentary lifestyle, obesity, diabetes and hyperlipidemia (Younossi et al., 2019). When liver organoids were exposed to free fatty acid, hepatocytes showed steatosis and ballooning, with increased levels of pro-inflammatory cytokines and collagen, demonstrating the role of inflammation and fibrosis in the disease, and thus, recapitulating key features of non-alcoholic steatohepatitis (NASH) (Soret et al., 2020). Patient-derived organoids are capable of modeling specific diseases, while patient-derived NASH organoids show strikingly diverse transcriptomes and functions, including increased growth kinetics, lipid accumulation and sensitivity to apoptotic stimuli. The co-culture of NASH organoids with hepatic stellate cells, T cells and Kupffer cells can effectively validate NASH-related inflammation, fibrosis and tumour development. As such, this approach more accurately reflects the hepatic microenvironment of NASH patients than the NASH model constructed from healthy liver organoids (Mccarron et al., 2021). The upregulation of some novel genes in NASH organoids (Elbadawy et al., 2020) may provide a possible pathway for the use of liver organoids in the diagnosis and treatment of NASH in the future.
6.1.3 Infectious diseases
Viral hepatitis, mainly caused by hepatophilic viruses, causes acute hepatocyte necrosis, degeneration and inflammation. Hepatitis B virus (HBV), which causes chronic infection in more than 200 million individuals worldwide, is the predominant infectious agent of the liver (Wose Kinge et al., 2020). HBV exhibits significant heterogeneity, including clinical manifestations ranging from self-limiting infection to cirrhosis or hepatocellular carcinoma development, and different outcomes in response to the same drug therapy. This has led to the difficulty in providing a complete overview of the HBV replication cycle and the deficiency in representing individualized genetic backgrounds in the study of related diseases. By co-culturing IPSCs with mesenchymal and endothelial cells, IPSC-derived organoids are a good model for HBV research, which encompasses patient-specific genetic backgrounds and susceptibility to HBV infection compared to IPSC-derived hepatic-like cells (Nie et al., 2018). In addition to healthy liver organoids, the use of HBV-infected chronic cirrhotic liver tissues to generate HBV-infected patient-derived liver organoids enables the study of HBV development. Despite the lack of phenotypic evidence for abnormal growth, HBV-infected non-tumourigenic patient-derived liver organoids exhibit early cancer gene profiles (De Crignis et al., 2021), which may provide an approach for the early personalized treatment of HBV-associated hepatocellular carcinoma (HCC).
Due to the ACE2+/TMPRSS2+ expressing cell population in human bile ducts, human liver ductal organoids can be used for SARS-CoV-2 disease modelling. By co-culturing with SARS-CoV-2, human liver ductal organoids exhibited susceptibility and supported robust viral replication (Zhao et al., 2020; Lui et al., 2022). In addition to healthy human liver ductal organoids, patient-derived organoids can respond to the relationship between different diseases. For example, NASH-derived organoids demonstrate the permissible to SARS-CoV-2 pseudovirus, providing a possible explanation for the severe outcome of COVID-19 in NASH patients (Mccarron et al., 2021).
6.1.4 Liver fibrosis
Hepatic fibrosis is a dynamic pathological process that essentially results from the excessive accumulation of heterologous hepatic myofibroblastic components, leading to abnormal production of connective tissue in the liver (Parola and Pinzani, 2019). Initially, chronic inflammation in the liver occurs in response to various pathogenic factors such as hepatitis virus infection, fatty liver disease, immune disorders and drug or chemical exposure. Inflammation primarily activates hepatic stellate cells within the liver interstitium, which is the central event in liver fibrosis. Furthermore, hematopoietic stem cells are activated and differentiate into myofibroblasts, whose increase leads to the massive accumulation of ECM (Bao et al., 2021). The chronic inflammatory process also produces several immune cells that are driven by inflammatory factors, which damages hepatocytes and causes them to lose their robust regenerative capacity, ultimately leading to the development of irreversible cirrhosis.
Three-dimensional liver organoids were constructed by co-culture with HepaRG and hepatic stellate cells. After exposure to allyl alcohol and methotrexate, the organoids showed enhanced activity of hepatic stellate cells and secretion and deposition of collagen, providing evidence for the establishment of a fibrosis model based on HepaRG-derived liver organoids. In addition, acetaminophen use results in hepatocyte injury-dependent activation and collagen production in hepatic stellate cells, while histone deacetylase suppression prevents activation in these cells (Leite et al., 2016). One of the clinical manifestations of autosomal recessive polycystic kidney disease (ARPKD) is congenital hepatic fibrosis. The generation of liver organoids with a common pathogenic mutation in ARPKD demonstrated that the increased TGFβ expression generated by this mutation in bile duct cells could stimulate myofibroblasts to form collagen fibers (Guan et al., 2021), which ultimately resulted in the development of liver fibrosis.
6.1.5 Cancer
ACS-derived liver organoids and patient-derived xenografts (PDXs) are common sources of 3D in vitro liver tumour models. However, PDXs associate with a low implantation rate, and thus, they have limited application in disease modelling (Cavalloni et al., 2016). Patient-derived tumour organoids have been shown to retain the histology, gene expression and oncogenic potential of the original tumour based on long-term in vitro expansion, and these features can also be seen in patients after transplantation (Broutier et al., 2017).
Li et al. (2019) generated PDOs from tissues of different regional biopsy sources and investigated the effects of 129 FDA-approved drugs, demonstrating the roles of intra- and inter-patient factors in drug response heterogeneity, which may explain why promising drugs succeed in preclinical models but fail in clinical settings. Liver tissues from tumour patients obtained by needle biopsy, including tissues from various clinical stages of HCC of different etiologies (Nuciforo et al., 2018), have been used to construct HCC organoids. While retaining the biomarkers of the original tumour, HCC organoids are significantly different morphologically from those of non-tumour derived organoids. HCC organoids, which more closely resemble the tumour-specific microenvironment of the original tumour, may be used to further investigate individualized therapies. However, tumour-derived organoids, such as HCC organoids, are affected by the overgrowth of healthy contaminant-derived organoids, which may be due to differences in genetic stability. To avoid the growth of healthy contaminant-derived organoids, the time of tissue digestion should be increased (Broutier et al., 2017). Furthermore, the outcome of organoid generation correlates with the degree of differentiation of the original tumour, with only one quarter of HCC biopsies progressing to organoids and those are usually derived from undifferentiated specimens (Nuciforo et al., 2018).
Current sources of organoid models for Cholangiocarcinoma (CCA) include biopsy tissue from CCA patients and genetically engineered human cholangiocyte, and have been useful in disease metabolism studies, drug screening and individualized medicine (Massa et al., 2020). BRCA1-associated protein 1(BAP1), a tumour suppressor, was introduced into human cholangiocyte organoids by CRISPR-Cas9 using a loss-of-function technique, and the organoids were injected into mice subcutaneously, as well as into the liver, after editing to demonstrate tumourigenic ability. After adding doxorubicin to induce BAP1 expression, the morphology of the organoid gradually reverted to a monolayer (Artegiani et al., 2019), demonstrating that BAP1 plays an important role in the development of cholangiocarcinoma. By manipulating classical genes, such as P53, RB, MYC2 and other oncogenes, Sun et al. (2019) demonstrated that oncogenesis in hepatocytes could be prevented by inhibiting both Notch and JAK-STAT signalling pathways. By RNA sequencing of co-cultured and monocultured cells, the results showed upregulation of gene expression associated with TNF signaling. Hepatocellular carcinoma cell-endothelial vascular secretory signaling in the co-culture model differentiated macrophages toward a pro-inflammatory and pro-angiogenic phenotype, suggesting that endothelial cells induce an inflammatory microenvironment in hepatocellular carcinoma cells by recruiting immune cells (Lim et al., 2022).
6.2 Drug screening
6.2.1 Effectiveness assessment
Polycystic liver disease is a type of cystic lesion caused by the presence of fetal cholestatic cells in the liver (Raynaud et al., 2011), which leads to a dominant effect in the bile ducts, thereby increasing fluid secretion into the lumen, enhancing bile duct cell proliferation and leading to impaired liver function. Bile duct organoids were used to examine the effects of drugs on shrinking cysts in the treatment of polycystic liver disease. Octreotide, a synthetic analogue of a growth inhibitor, has been used in clinical settings to reduce the size of cysts in polycystic liver disease by eliminating the effects of secretin on cystic lesions (Sampaziotis et al., 2015).
Hepatic lipid deposition is a unique and common condition in cats in which fats are broken down into free fatty acids and then transported through the bloodstream to the liver, where they accumulate as triacylglycerols in hepatocytes. Using a feline liver organoid system to examine the effects of drugs on treating hepatic lipid deposition in cats, Haaker et al. (2020) validated the effects of AICAR, T863 and PF 06424439 on hepatic lipid deposition by quantitative TAG assays, lipid droplet staining analyses and quantitative polymerase chain reactions to further provide evidence for in vitro studies of hepatic lipid deposition.
In addition, traditional Chinese medicines play important roles in the treatment of liver diseases. After applying cholesterol + MIX (mainly cholesterol and other small molecules), Wu et al. (2019) showed increased expression of mature hepatocyte and bile duct cell markers in hepatobiliary analogs, which also showed improved drug metabolism, glycogen storage capacity and Alb secretion capacity compared to analogs in the absence of the medicine, demonstrating the positive benefits of herbal medicines in liver health.
6.2.2 Toxicity assessment
As the toxicity of certain drugs, such as the proprietary compound JNJ-2, can associate with significant species variability, liver organoids provide a considerably more accurate tool for drug toxicity testing than animal models (Jang et al., 2019). For drug-induced liver injury, the applicability of more than 200 marketed drugs and their resulting cholestatic effect and/or mitochondrial toxicity has been assessed by high-throughput liver organoid models (Shinozawa et al., 2021).
Liver organoids are also used to assess drug toxicity in cells of different origins. For example, Kang et al. (2016) established ESC-, PSC- and primary hepatocyte-derived organoids. The hepatotoxicity of acetaminophen (AAP) and aflatoxin B1 (AFB1) was evaluated, and it was found that AAP decreased cell viability and increased lactate dehydrogenase activity in a dose-dependent manner in all cell types. Furthermore, AFB1 showed different dose-dependent responses depending on the cell type and rapidly decreased cell survival in primary hepatocyte-derived organoids.
6.2.3 In vitro studies of liver physiology and regenerative medicine
The properties of organoids derived from normal tissues have a unique role in the study of liver physiology. The normal state of the hepatopancreatic islet axis is closely related to the normal functions of the liver and other organs of the mammalian body. Tao et al. (2021) simulated the human hepatopancreatic islet axis under normal conditions by generating a microfluidic multi-organ system that contained two separated regions connected by a network of microchannels. Due to the circulating perfusion conditions of this system, IPSC-derived liver and pancreatic organoids were able to persist in long-term culture.
Regenerative medicine is a field of medical research based on the natural healing ability of tissues that each organism possesses within itself. The liver, due to its powerful regenerative capacity, has opened up a wide range of prospects for the clinical application of hepatocyte transplantation and artificial liver generation using hepatocytes. Monogenic inherited liver diseases are caused by genetic defects in hepatocyte function in the absence of stem cell damage, and thus, liver transplantation can play an important role in the treatment of monogenic inherited diseases (Peng et al., 2021).
7 CONCLUSION AND PERSPECTIVE
In summary, PSC- or ASC-derived liver organoids are gradually replacing cell lines and animal models as promising in vitro models for clinical studies of the liver due to their ability to better mimic the in vivo environment. Organoids have demonstrated their potential in modeling infectious, genetic, and alcoholic liver diseases, as well as in drug screening and personalized medicine.
IPSC-derived organoids have the advantage of not relying on primary tissue resection because patient-derived iPSC lines can generate multiple cell types indefinitely and repeatedly (Takebe et al., 2014). Unfortunately, there are genetic and epigenetic abnormalities associated with this process that are difficult to control. Thus, in disease modeling, patient biopsy-derived organoids may be superior to IPSC-derived organoids because they retain the patient’s true epigenetic characteristics, which are often greatly influenced by non-genetic environmental factors. Multiple tissue biopsies combined with PDO drug screening platforms can support drug efficacy studies, leading to individualized treatment (Li et al., 2019). Although the clinical availability of patient-derived biopsy tissues is a major shortcoming, the positive contributions to drug screening and toxicity evaluation following the application of organoid disease models may increase patient acceptance of biopsies in the future. In addition, organoids can be a valuable method for early-decision making in the development of expensive anti-tumour drugs (Bertolini et al., 2015). Regardless, the emergence of organoids has addressed ethical issues to some extent (Rossi et al., 2018), and thus, the potential of organoids in clinical settings in the future is enormous. We are excited to see more comprehensive development of organoids in the future, including the application of new biomaterials that can be constructed not only in basic research, but increasingly used in actual clinical treatments.
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The gastrointestinal stromal tumors (GIST) are a rare gastrointestinal tract malignancy. The two primary mutation sites are found in KIT and platelet-derived growth factor receptor-α (PDGFR-α) genes. The current study reports on a point mutation within the exon 11 of KIT, named KIT p.V560E. Patient-derived organoids (PDOs) are potential 3D in vitro models of tissues that can be used to identify sensitivity toward specific targets in patients with tumors and allow for personalized medicine when drugs specific for newly identified genetic locus mutations are not yet available. This study describes a 68-year-old patient who complained of diffused abdominal pain and intermittent melena lasting more than 10 days. He has no other gastrointestinal abnormalities, prior abdominal surgery, or related family history. Surgery was conducted first to remove the lesions and ascertain the disease through histology and immunohistochemical stains of the mass. Immunohistochemistry revealed that the tumor was positive for CD117 and Dog-1. Based on the above findings, he was diagnosed with GISTs. Gene detection analysis and organoid culture were then performed to verify clinical decisions. KIT p.V560E and the reduced number of RB1 copies were identified as two obvious mutations, so the patient was administrated first-line treatment of imatinib 400 mg/d. However, progressive disease prompted us to switch to sunitinib, and his condition gradually improved. Meanwhile, organoid culture showed sensitivity to sunitinib and tolerance to imatinib with half-maximal inhibitory concentration (IC50) values of 0.89 and >20, respectively. In summary, to the best of our knowledge, this is the first time that the established organoid culture indicated that the GISTs organoid could identify the sensitivity to target therapies and facilitate individual-based treatment.
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Introduction

As the most common mesenchymal gastrointestinal tumors, gastrointestinal stromal tumors (GISTs) account for 0.1%–3% of all gastrointestinal tract malignancy (1). GISTs are considered to originate from the interstitial cells of Cajal (ICC), the pacemaker for the peristaltic movement of the gastrointestinal tract (2, 3). These tumors are primarily the result of KIT mutations and/or platelet-derived growth factor receptor-α (PDGFR-α) mutations which activate downstream signaling and cytogenetic changes that promote tumor occurrence and progression (4). CD117 and CD34 are expressed in approximately 95% and 80% of GISTs, respectively (5) and later discovered on gastrointestinal stromal tumor 1 (Dog-1), also suggested to be a positive diagnostic marker in pathological immunohistochemistry (6). Both immunohistochemical panel (CD117/Dog-1) and molecular analysis (KIT/PDGFR-α), the gold standard, make it possible to accurately diagnose GISTs (7). The stomach (51%), the small intestine (36%), and the colon (7%) are the most common pathological entities of GISTs (8); additionally, they usually metastasize inside the abdominal cavity like the liver (50%–60%) and peritoneum (20%–43%) (9). Patients with GISTs exhibit symptoms like gastrointestinal bleeding (hematemesis, anemia, and azotemia), tiredness, abdominal pain, or intestinal obstruction (2). Current ESMO-EURACAN-GENTURIS Clinical Practice Guidelines have reached a consensus on the management of GISTs: surgical/endoscopic resection is the standard approach to tumors ≥2 cm in size, and active surveillance is suggested when the evidence for diagnosis is inadequate. Imatinib is the standard treatment for patients whose stromal tumors have progressed locally, metastasized, or are inoperative. It is also recommended for patients who well tolerated imatinib and with all the lesions removed postoperation (10). While patients with the PDGFR-α exon 18 D842V-mutation are not as sensitive to imatinib, they are significantly more responsive to this drug than to avapritinib (11). When patients are intolerant to imatinib or having advanced disease, sunitinib as the standard second-line therapy (50 mg/d 4 weeks on/2 weeks off) was approved by the Food and Drug Administration (FDA) (12). Additionally, patients with c-KIT exon 9 mutations may gain more benefits from sunitinib than imatinib treatment (13).

The novel in vitro 3D culture technologies, patient-derived organoids (PDOs), offer us more opportunities to study human cancer models physiologically. Even with the increased development of targeted regimens and immunotherapies for cancer, relief and recovery from tumors remain a significant challenge. Current animal models cannot perfectly mirror human tumors, simulate progression, or identify genetic heterogeneity, making it difficult to translate findings into clinical practice (14). Therefore, patient-derived cancer organoids are being prioritized for use in guiding personalized medicine. Thus far, no precedents have reported the utilization of PDOs to test the sensitivity toward KIT‐targeted inhibitors in patients with GISTs. The current case report describes a GIST patient with liver metastasis and identifies a role for PDO in optimizing treatment and informing clinical decision-making.



Case Presentation

A 68-year-old man with a diagnosis of primary hypertension presented to the general surgery department on August 24, 2021 for diffused abdominal pain and intermittent melena lasting more than ten days. The man denied other gastrointestinal abnormalities, prior abdominal surgery, or related family history. Abdominal tenderness, especially in the epigastric, tenderness without rebound tenderness or Murphy’s sign was observed in the physical examination on admission. His blood test results revealed that he was anemic, with red blood cell (RBC), hemoglobin (Hb), hematocrit value (Hct), and mean corpuscular hemoglobin concentration (MCHC) of 3.3×1012/L [normal range (4.3–5.8) × 1012/L], 94 g/L (normal range, 130–175 g/L), 0.3 L/L (normal range, 0.4–0.5 L/L), and 312 g/L (normal range, 316–354 g/L), respectively. Liver and kidney function and electrolyte levels showed results within the normal range. In addition, no abnormality was observed in his serum levels of carbohydrate antigen (CA) 199 was 9 KU/L (normal range, <34 KU/L) and carcinoembryonic antigen (CEA) was 1.1 ng/ml (normal range, ≤5 ng/ml). A computed tomography (CT) scan indicated small liver lesions with multiple hypodense nodules about 30–33 Hu value, and in contrast-enhanced CT observed ring-shaped enhanced nodules with a maximum diameter of 17 mm (Figure 1A). The CT report considered liver cirrhosis and possible liver metastases that required confirmation based on clinical symptoms and other examination results. The capsule endoscopy found an ulcerated bulge covered with yellow-white digesta and bloodstains (Supplementary Figures 1A–C). Narrowing of the intestinal lumen required a slow descending of capsule endoscopy, delaying and terminating intestinal inspection. Additionally, abundant fresh blood was visible beside the bulge. Abdominal plain film examination revealed no expansion of the enteric cavity, gas-fluid, or subphrenic air.




Figure 1 | Abdominal computed tomography scan. (A) The baseline CT scan performed on August 26, 2021 showed multiple large hypodense lesions in the liver. Contrast-enhanced CT showed ring-shaped enhanced nodules with the maximum diameter of 17 mm. (B) After 2 months of treatment with imatinib, a CT scan was performed on October 25, 2021, a relapse of disease (growth of the longest lesion’s diameter from 17 to 25 mm) of the hepatic lesion and multiple hepatic metastases with slight reinforcement was observed. (C) The venous phase of the CT scan performed on November 25, 2021 demonstrated decreased hypodense lesions (growth of the longest lesion’s diameter from 25 to 23 mm) with peripheral rim enhancement. (D) After two cycles of sunitinib, a CT scan was performed on January 19, 2022 and revealed a smaller, irregular hypodense intrahepatic metastatic mass.



Surgery of resecting intestinal and liver metastases was conducted on September 1, 2021 to conduct a hemostasia operation and ascertain the disease through pathological and immunohistochemical stains of the small intestine and liver masses: GIST (small intestine, liver), high risk, and mitotic >10/50 HPF. Immunohistochemistry results were CD117 (+), Dog-1 (+), smooth muscle actin (+), Vim (+), CK (−), CD34 (−), and SOX-10 (−) (Figures 2A–D). Meanwhile, gene detection and organoid culture were performed verify the clinical diagnosis. Targeted genetic tests using next-generation sequencing of the resected tumors from the small intestine and liver were performed to clarify somatic gene mutation: we observed two significant gene mutations, KIT p.V560E and the reduced number of RB1 copies. KIT p.V560E indicated that the valine in the 560 codon of the KIT gene was mutated to glutamate, and it was within the exon 11 of KIT, and KIT mutation accounts for 60% of GISTs (Supplementary Figures 2A, B) (15). We also analyzed the sensitivity and applicability to immunotherapy: microsatellite stable; microsatellite instability where the tumor mutational burden (TMB) was rated medium of 2.23 Muts/Mb (mutational load per million bases), lower than 57% of patients with GISTs (small intestine); and no mismatch-repair gene deficiency detected (Supplementary Figures 2C, D).




Figure 2 | Macroscopic and microscopic findings of the resected tumor. (A) The resected specimen of the small intestine measured 10 × 5 × 2 cm. (B) Postoperative pathology indicated that the tumor was a high-risk GIST: the lesion had significant nuclear pleomorphism with mitotic >10/50 HPF (hematoxylin and eosin staining). The spindle or ovoid cells are deeply stained with coarse chromatin and obvious atypia (×400). (C) Immunochemical staining showing that the tissue was CD117+ (×200). (D) Immunochemical staining showing that the tissue Dog-1+ (×200).



Subsequently, we also established the organoid model with small intestinal during surgical resection (Supplementary Figures 3A–C) to assess the drug response to currently widely used KIT-targeted drugs (16). The liver organoid was also cocultured but the cell viability was inferior to the small intestinal organoid. The genetic testing results obtained from the small intestine and liver had the same gene mutation sites, so the small intestine organoid could predict treatment response that corresponded with the patient. Briefly, the patient tumor tissue was minced and digested into small cell clusters (Supplementary Figure 3A) and passed through a 70-μm filter. The cell suspension was then mixed with the Matrigel matrix (Corning Inc, Corning, NY), transferred to a culture plate, and incubated at 37°C and 5% CO2 cell culture incubator for 30 min. On complete gelation, the culture medium was added and cultured until enough PDOs were formed (Supplementary Figures 3B, C). Both the hematoxylin–eosin and immunochemical staining demonstrated that cultured PDOs retained key phenotypic characteristics of the parent GISTs like nuclear pleomorphism, mitotic rate, and immunoreactive profiles (Supplementary Figures 3D, E). The maximal tumor inhibition was 98.89% for sunitinib and 99.28% inhibition for regorafenib. The drug sensitivity of GIST-PDO against widely used target drugs including imatinib, sunitinib, and regorafenib was examined. To compare the drug sensitivities of the tested drugs, the relative half-maximal inhibitory concentration (IC50) of each drug was determined using the “Accurate drug sensitivity cut-off database,”. The IC50 of each drug can be divided into sensitive (0–0.5), undefined (0.5–1), and resistant (>1) groups. The concentration–response curves manifested that PDOs were resistant to both imatinib (IC50: >20×) and regorafenib (IC50: 1.57×), and sensitive to sunitinib (IC50: 0.89×) (Figure 3). Although regorafenib has a cytotoxic effect on neoplastic cells, it was not recommended to the patient, as its IC50 surpassed 1×, and sunitinib was ranked the optimal regimen according to the PDOs results. Notwithstanding, we administrated imatinib 400 mg daily to the patient a week postoperation, the standard first-line treatment FDA-approved treatment. Approximately 2 months later, the patient complained of epigastric pain and CT indicated more enlarged nodules with a maximum diameter of 25 mm, increased parietal thickness, and increasing nodules (Figure 1B). Thus, the therapy was switched to sunitinib (continuous 50 mg/d for 4 weeks with a 2-week interval) on November 1, 2021. CT demonstrated a well-defined, shrunk homogeneous soft-tissue mass on November 25, 2021 (Figure 1C). By Jan 19, 2022, CT scans showed partial lesion absorption (Figure 1D). The patient expressed abdominal pain relief demonstrating that he had experienced a partial response (PR). During the whole diagnosis and treatment periods, his CA199 and CEA remained normal. The diagnosis and treatment strategy timeline schematic is presented in Figure 4.




Figure 3 | Target drug susceptibilities. (A) The inhibition rate of the highest concentration: regorafenib, sunitinib, and imatinib were 99.28, 98.89, and 0.00, respectively (the control cells received no treatment, and the cell viability was 100%). (B) Half-maximal inhibitory concentration (IC50): regorafenib, sunitinib, and imatinib were 1.57, 0.89, and >20, respectively (definition: sensitive, IC50<0.5; undefined, 0.5<IC50<1; resistant, IC50>1).






Figure 4 | Timeline of the diagnostic and therapeutic process.





Discussion

The first application of organoid culture in 2009 (17) opened a new era for cancer research by allowing researchers and clinicians to observe the tumors’ biological features, discover novel biomarkers, and improve personalized treatments. Organoids derived from surgical procedures or tumor biopsies can inform clinical decision-making by providing a mechanism for reliably testing drug sensitivity and IC50 value (18). Meanwhile, large cohorts and randomized controlled trials can then be used to validate the results of organoids or, paralleled with genetic testing, to implement individualized cancer therapy.

Here, we report a case of a patient of GIST with liver metastasis whose response to treatment matched the intestine organoid culture results. Surgical resection (reaching the greatest extent possible) and segmental liver resection with laparoscopic surgery were recommended as the first therapeutic option in order to eliminate the possible life-threatening symptom of melena, determine the accuracy of the diagnosis using histological and immunohistochemical stains of the tumor, activate cancer cells’ sensitivity to adjuvant therapy as a result  of the decreased tumor load, and preserve tumor tissue for organoid development to assist clinical decision-making (19). Regular postoperation monitoring and supplementary target therapy are essential for a better prognosis. A retrospective study reported that resection of liver metastases in GIST patients combined with imatinib may lead to improved prognosis with 1- and 3-year progression-free survival of 93% and 67% respectively (20). The case reported here was not appropriate for immunotherapy: because he was microsatellite stable (MSS), had a medium TMB, and was no mismatch-repair gene deficient. A high TMB may be associated with a positive response to immunotherapy, but the cutoff point is dependent on where cancer originated (21, 22). The TMB of our patient was lower than 57% of small intestinal GIST patients. Molecular genotyping results demonstrated that mismatch-repair deficient or microsatellite instability-high colorectal cancer have adequate immune activation required to respond with immunotherapeutic agents (23, 24). Therefore, imatinib 400 mg/d was administrated to the patient as the standard first-line therapy, however, GIST progression was observed a month later. Research indicates that patients with KIT exon 11 mutation appeared to benefit less than whose with the KIT exon 9 mutation when imatinib is increased to 800 mg/d to halt disease progression (25). As a result, the case reported here was switched to sunitinib 50 mg/d for 4 weeks followed by a 2-week rest (26). The patient’s right epigastrium pain was relieved after being administrated with sunitinib, and CT scans revealed the presence of homogeneous shrunk lesions.

In this case report, we sought to explore the reasons for liver metastases’ recurrence and disease progression. On the one hand, several studies have confirmed that KIT-associated tumors progression when combined with additional sporadic mutations (27, 28), such as the decreased RB1 copies seen in this case. This could potentially incur GISTs’ metastasis in the liver. On the other hand, it was expected that imatinib treatment would improve recurrence-free and overall survival of this high-risk patient (29). Instead, the KIT p.V560E appeared to incur resistance to imatinib, a finding not reported previously. Generally, it is acknowledged that KIT exon 9 mutations or GIST without PDGFR-α or KIT mutations are more likely to acquire resistance than KIT exon 11 mutations, accounting to 10% of advanced GISTs patients (30, 31). Our patient’s gene detection reported KIT p.V560E, whose valine in the 560 codon of the KIT exon 11 gene was mutated to glutamate. A previous study found that motesanib could inhibit autophosphorylation of KIT mutants V560D more potently than imatinib in transfected Ba/F3 cells, with IC50 values of 3 and 7 nM, respectively (32). In our case, we consider that sunitinib could exhibit superior efficacy than imatinib, with IC50 values of 0.89 and >20, respectively. The possible mechanical explanation could be that mutated glutamate changed the juxtamembraneous domain of KIT, small sunitinib may bind to the ATP-binding pocket of the KIT protein, and this gatekeeper mutation hindered the incorporation of large imatinib (33).

Of note, the postoperative efficacy of the chosen drugs was consistent with the results obtained from suggesting that tumor organoids could inform treatment decisions because they could retain the original cancer gene mutation. Other examples of successful organoid use are evident in the literature. A recent case of oligometastatic colorectal cancer, for example, underwent surgical resection and followed systemic FOLFOX treatment regimen. However, the prognosis was not as expected; the patient relapsed and a clinical decision was made to switch to 5-fluorouracil and SN-38 treatment based on pharmacologic organoid screening. The case exhibited promising tumor shrinkage and experienced a partial recovery, and this case could inform us of the organoids’ role in drug sensitivity testing, supporting personalized clinical choice (18). Vlachogiannis et al. used a living biobank of patient-derived organoids collected from pretreated metastatic colorectal and gastroesophageal cancer tissues to identify PDOs’ credibility to predict clinical efficacy (34). The results were courageous because PDOs could recapitulate original tumor mutations and match drug monitoring susceptibility of the patient.

Current treatments focus on precise and individualized medicine for different genome and transcriptome landscapes, lifestyles, and progressive disease courses. The novel prominent choice, gene-targeting therapy, emerged to be powerful; however, not all patients could gain the expected effect of the recommended target drugs (35), as our patient reported above. Exact explanations from theoretical mechanisms remain challenging. In general, patient‐derived organoids could potentially compensate for this gap through their ability to retain the original mutation of the patient tumor and recapitulate drug responses. Organoid culture results could be a promising supplement or alternative to gene detection; moreover, it can be used to elucidate possible genetic alterations linked to drug resistance. For example, if a patient acquires secondary resistance to sunitinib and the combination of sunitinib, its downstream signaling, mammalian target of rapamycin (mTOR) may be a promising strategy (36). Notwithstanding credible efficacy data, we could utilize the organoid culture technology to provide preliminary validation.

While PDOs encountered dramatic progression in clinical therapy over the past decade, their intrinsic property limited their advance. Because the tissues or tumors are acquired from the individual patient, heterogeneity can attribute to diverse treatment options that make consensus a challenge. Besides, not all tumors could adapt to the external environment or retain their original mutations in vitro (37). Growth rates varied among different tumor tissues and some tumors, such as breast cancer, may take 6 months to become organoids (38), so fastened culture processes despite neoplasms‘ histological type are urgently needed. Additionally, it is critical to maintain the primary genetics of the tumor. Maintaining primary genetics is foremost. In the future, standardization of organoid culture and identification process, improvement of culture success rate, accurate drug sensitivity detection methods, and optimization of drug sensitivity related parameters still need to be ascertained; especially, large cohort clinical trials are essential to validate the patient‐tailored treatment. We believe that following additional clinical observational and interventional studies, the organoid models will inevitably be regularly used to improve the cancer therapy and patients’ quality of life.

In conclusion, this study describes the first reported use of GISTs’ organoids to identify sensitivity to target drugs and facilitate individual-based treatment. The results indicated that GISTs with KIT p.V560E may be more sensitive to sunitinib than imatinib, suggesting that sunitinib may be a preferred treatment in the treatment of GISTs with KIT p.V560E. Furthermore, our study demonstrated that GIST-PDO could represent a faithful tumor model and validate drug responses in vivo; it may be promising to combine current guidelines with PDO results before initiating treatment to elucidate possibly the most appropriate regimens and advance precision cancer medicine.
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Supplementary Figure 1 | Capsule endoscopy. (A) A swelling mass found in the upper small intestine. (B) Local ulceration, including abundant fresh blood, yellow-white digesta and food scraps were observed. (C) Narrow intestinal lumen delayed observation of the capsule endoscopy. The capsule remained in the middle part of the small intestine so the examination was not completed.

Supplementary Figure 2 | Results of genetic testing. (A) KIT 560point mutation identified in next-generation sequence read from tumor tissue: the novel point mutation (V to E) was identified within the KIT gene. (V=Val=Valine; E=Glu=Glutamic acid) (B) Gene copy number changes in this patient’s sample: no mutations of clinical significance were observed. (The horizontal axis represents the location of the chromosomes. The vertical axis represents next-generation sequencing (NGS)-based copy number variant (CNV) detection for the analyzed tumor sample). (C) MSS: the patient’s MSI score was much lower than the cutoff. (D) TMB was 2.23Muts/Mb, lower than 57% small intestinal GIST patients. (TMB is defined as mutational load per million bases (Mb) in tumor within targeting coding regions. high: 0-25% medium; 26-75% low; 76%-100%).

Supplementary Figure 3 | Images of organoid culture cells. (A) The patient tumor tissue was minced and digested into small cell clusters. (B, C) Microscopic image of culture cells showing an intermediate proliferation rate and activity. There were 2000 tumor organoids with the average diameter of 41.11μm. (D) Hematoxylin and eosin staining of culture cells. (× 400). (E) Immunochemical staining showing that Dog-1 was positive. (× 400).
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Boredom is an emotional state that occurs when an individual has nothing to do, is not interested in the surrounding, and feels dreary and in a monotony. While this condition is usually defined for humans, it may very well describe the lives of many laboratory animals housed in small, barren cages. To make the cages less monotonous, environmental enrichment is often proposed. Although housing in a stimulating environment is still used predominantly as a luxury good and for treatment in preclinical research, enrichment is increasingly recognized to improve animal welfare. To gain insight into how stimulating environments influence the welfare of laboratory rodents, we conducted a systematic review of studies that analyzed the effect of enriched environment on behavioral parameters of animal well–being. Remarkably, a considerable number of these parameters can be associated with symptoms of boredom. Our findings show that a stimulating living environment is essential for the development of natural behavior and animal welfare of laboratory rats and mice alike, regardless of age and sex. Conversely, confinement and under-stimulation has potentially detrimental effects on the mental and physical health of laboratory rodents. We show that boredom in experimental animals is measurable and does not have to be accepted as inevitable.
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Introduction

Recommendations for the husbandry of laboratory animals have been developed primarily with a view to standardizing experimental conditions and providing basic needs like water and food (1, 2). While satisfying basic needs helps avoid obvious pain and suffering in laboratory animals, in modern animal husbandry, saving resources and personnel costs is certainly also an important factor. For the planning of animal experiments, compromises are made between the various interests of researchers, animal caretakers, animal house managers, and animal welfare advocates. The guidelines of the EU-directive for example contains basic recommendations including that social animals should be kept in groups and that all laboratory animals should be given the opportunity to develop a wide range of normal behavior by providing a housing condition with sufficient complexity (Directive 2010/63/EU). Moreover, species-specific recommendations for rats and mice call for the provision of environmental enrichment to make laboratory animal housing more diverse (e.g., https://www.nc3rs.org.uk/3rs-resources/housing-and-husbandry-mouse). However, the type of housing referred to as “enriched environment” has changed significantly in the last decades (3, 4). For example, some of what was described as enriched animal husbandry 25 years ago nowadays just meets the basic recommendations [i.e., a cardboard tube (5, 6)]. Moreover, not only has the concept of enrichment changed over time, but so has the related conventional housing, which usually reflects the actual state of housing and legal requirements at the time of publication. Still, the current housing of most laboratory animals reflects an impoverished environment compared to truly species-specific housing. More specifically, one must assume that the lack of stimuli has far-reaching consequences for the well-being and health status of laboratory animals. In fact, Cait et al. (7) showed in a meta-analysis of 214 studies that conventional housing increases morbidity and mortality in research rodents. This is backed up by the here reviewed research on comparing laboratory conventional housing to a more varied enriched housing using more space, social contact, and/or physical items, which conclusively describe positive effects on well–being and behavior of mice provided with enrichment.

Environmental enrichment was initially introduced to laboratory animals for studies investigating the effect of environment on neurobiological parameters and learning behavior (8). For this very purpose it is still being used, for example, enrichment has been proven to be an effective therapeutic intervention in animal models of various diseases including stroke (9) and neurodegenerative diseases like Alzheimer's disease (10). Moreover, a stimulating environment improves learning and memory formation and is a potent trigger for neuroplastic events in the adult brain—a process originally thought to occur only in the young developing brain (11). In addition to disease models and neurobiological studies, increasing focus has been placed on the effect of stimulating environments on animal welfare. Stress-responses were mitigated under enriched housing conditions and the activity of natural-killer cells was enhanced (12). Expression of abnormal repetitive behaviors (i.e., stereotypies) were reduced in mice living in an enrichment environment (13–16) as were behavioral measures related to anxiety (13, 17). In summary, most publications indicate that enriched and varied housing conditions improve the well–being of laboratory animals. However, due to the low stimuli of conventional housing systems compared to a species-appropriate environment, this conclusion might be validly expressed in the opposite sense, that confined housing of laboratory animals compromises animal welfare and health.

Conventional husbandry of laboratory animals in research laboratories is characterized by confinement, monotony, and lack of challenge. In humans, such conditions are usually accompanied by a condition known as boredom. Boredom is an emotional state that usually relates to individuals having nothing to do, are not interested in their surroundings, and feel that life is dull and tedious (18, 19). This state could also very aptly describe the life of many laboratory animals housed in small barren cages. Few studies have directly addressed the issue of animal boredom so far. However, based on the findings from human studies (20), some behavioral abnormalities observed in captive animals can be readily linked to boredom (21).

For example, barbering behavior in animals has recently been related to Trichotillomania (“hair-pulling disorder”), a human disorder reportedly triggered by boredom (22, 23). Common abnormalities in captive animals are stereotypies, which are often related to a lack of stimulation in laboratory animals. Stereotypic behavior in mice like wire gnawing/bar- mouthing (6), circling at the cage lid, back-flipping, route tracing, and twirling (13, 14) was shown to be decreased under more stimulating enriched housing conditions. Another symptom of human boredom is an altered perception of time, in which time does not seem to pass in monotonous situations (24). In animals, this phenomenon can be measured objectively by training them to expect a specific event or reward after a predictable period and measuring their anticipatory behavior after being exposed to monotonous tasks or environments (21). This method was successfully trained in starlings using pecking a key as an anticipatory behavior (25). It is reasonable to assume that laboratory rodents also experience such a perceptual shift, but as far as we know this has not been investigated until now. Overall, it is not unfounded to speculate that the great overlap between human symptoms of boredom and similar phenomena in rodents indeed indicates that boredom in animals is both real and underestimated in laboratory animals.

Since a sufficient form of stimulation is lacking in boring situations, sensation-seeking or stimulus-seeking behavior also occurs in animals (21). This is seen as a form of escape from the unpleasant, boring situation. Indeed, it has been described that it is sometimes of little importance whether the stimulus has a positive or negative valence if interaction is possible at all (26). Burn et al. (27) showed stimulus seeking in ferrets as increased contact to negative and ambiguous stimuli compared to a control group which were provided a 1 h daily play time. Furthermore, ferrets without playtime spent more time lying awake with their eyes open, screeched more but sat and stood less, than after playtime (27). This form of awake inactivity as a form of suboptimal arousal can be seen as an indicator of bored animals as well and was also more apparent under non–stimulating housing conditions in mink (26, 28) and mice (29). Moreover, Meagher et al. (28) found increased interest in different external stimuli in mink in non-enriched environments as a form of sensation seeking of potentially bored animals. These two almost opposite extremes of boredom symptomatology—sensation seeking vs. awake inactivity—illustrate the multifaceted nature of the expression of boredom and thus the difficult search for a fixed definition for this distressing and damaging emotional condition. In psychology and medicine, boredom is gaining increasing recognition as a potentially harmful emotional state and as a field of research for translational studies (19, 30). Regarding animal welfare, boredom becomes a serious concern with an urgent need for research. In this systematic review, we therefore examined the literature on enriched environment with specific regard to the effects of housing conditions on well-being in laboratory mice and rats. Moreover, we examine the existing body of literature specifically related to boredom symptoms. By identifying measures of boredom as well as clues to potential cures for boredom in laboratory rodents, we aim to lay the groundwork for addressing this pressing issue in the context of modern animal research.



Materials and methods


Search strategy

In accordance with PRISMA guidelines, we searched the database Web of Science on July 5th, 2019, and again on February 24th, 2021, before data analysis commenced. We performed a supplementary search on Web of Science, Embase, and PubMed on March 29th, 2022. In terms of population, we focused on mice and rats, the most widely used laboratory animals in experimental research. Enriched housing conditions were included as intervention and a corresponding non-enriched/conventional housing as a comparator. At least one behavioral observation or test should have been performed as an outcome parameter for animal welfare. For further specialization of the resulting search string boredom and its synonyms were as well–included as their respective counterpart. To achieve a high outcome of relevant research papers in the final search, truncations with wildcards and synonyms were used in the search string establishment.

Searchstring:

TS = (boredom OR tedium OR ennui OR tediousness OR stuffiness OR dullness OR boringness OR monotony OR bor* OR monoton* OR motivat* OR stimulat* OR excit* OR activ* OR “affective state*”)

AND TS = (hous* OR husbandry OR “animal keeping” OR environment*)

AND TS = (mice OR mouse OR rat OR rats)

AND TS = (behavior* OR behavior*)

AND TS = (standard OR conventional OR barren OR restricted OR impoverished)

AND TS = (enrich* OR seminatural OR semi-naturalistic)



Selection of studies and information extraction

Abstract screening was done by nine reviewers (PM, UH, CF-T, CH, KH, PK, JM, JW, and KD) using the systematic reviewing online tool SyRF (http://www.syrf.org.uk/). Exclusion criteria included the use of other animals than rats and mice, no behavioral observation or experiment, use of only one housing condition, use of psychoactive drugs, use of a disease or transgenic models. We excluded editorials, conference abstracts, and review papers.

Ten reviewers (PM, UH, CF-T, CH, KH, PK, JM, JW, LL, and KD) independently screened full text and extracted information from eligible studies into a standardized form. Extracted parameters included species, strain, sex, age at the start of the housing period and the beginning of the behavioral experiment, the presence of a focus on animal welfare, the disease/lesion model, genetic modification, psychoactive substances/stimulations, enrichment category (social, object, space of home cage) and description, number of groups including control group and their housing, the mean behavioral outcome parameter and the used behavioral test. Compliance with scientific quality criteria in the included studies was assessed by ascertaining whether the allocation of animals to experimental groups was randomized and the assessment of outcomes was blinded. Any discrepancies were resolved by consensus. Randomization was done with the sample() function in the statistical computing software R (https://www.r-project.org/).



Categorization and classification of age and durations of housing

Outcome parameters were categorized as follows: social behavior, aggressive behavior, abnormal behavior, affective well–being, activity, cognition, nociception, motor function, circadian rhythm, and exploratory behavior. An overview of the behavioral tests used in the studies and the assignment to the categories is shown in Supplementary Table 1. In addition, we extracted information about glucocorticoid hormones to evaluate effects of housing on stress. However, determination of stress hormones regarding sample source, number, and sampling-time was very heterogeneous. We therefore included glucocorticoids only in the main overview.

For a detailed examination of the effects of enrichment on animal welfare, the results of each study were considered in terms of sex of experimental animals, age of experimental animals, and duration of housing in the respective housing environments. For age classification, animals were designated as postnatal from 0 to 21 days of age, adolescent from 21 to 60 days of age, adult from 60 to 750 days of age, and post reproductive from more than 750 days of age (31). Duration of husbandry was classified in short, mid, and long-term housing duration with short defined as 0 to 30 days, mid with 30–90 days and long-term with more than 90 days.

For an in-depth investigation of boredom, all selected publications were screened again for boredom-specific parameters. Because few studies have explicitly examined boredom in animals, especially laboratory animals, the classification of boredom parameters was based on the symptomatology of human boredom and relevant translatable phenomena in mice and rats. The sources for these parameters were literature on human boredom (20, 32) and Charlotte Burn's pioneering review article on animal boredom (21). All studies selected in this systematic review were examined regarding these parameters. For the examination of the parameter “drug seeking behavior”, the studies related to the use of psychoactive substances that were excluded for the main analysis were re-integrated into this single analysis. Results of this part of the analysis are summarized in Table 1.


TABLE 1 Overview of publications addressing boredom related parameters, the respective outcome, and the behavioral test used.

[image: Table 1]



Analysis

Analysis and illustrations were done using the software environment R (version 3.6.3, https://www.r-project.org/, R Foundation for Statistical Computing, Vienna, Austria) and the development software and graphical user interface RStudio (version 1.2.1,335, RStudio, Inc., Boston, MA, United States).

To assess the impact of enrichment on the defined categories, it was determined whether the selected studies reported an increase or a decrease in the respective categories; if no change was found, the result was classified as neutral. In the figures, the bars represent the studies that reported an increase, a decrease, or no change in the respective parameter in the corresponding category. The thickness of the bars reflects the amount of identified and investigated studies for this category. The numbers indicate the observed effect of the enrichment as a decimal number. If this value reaches 1, all studies in this category have observed an increase; correspondingly, a decrease if the value reaches−1. A bar located further to the right of the scale thus indicates an increasing effect of the applied enrichment on the category under consideration. The numbers correspond to the principle of a Likert scale.




Results


Study inclusion and study characteristics

Search strategy and study selection results are presented in Figure 1. After removal of duplicates, 884 titles/abstracts were screened, of which 438 were excluded. Full texts of the remaining 446 records were then screened, and 228 did not meet the eligibility criteria. This left 186 articles for qualitative synthesis.


[image: Figure 1]
FIGURE 1
 PRISMA flow diagram of article identification and selection.


71.6% of studies reported randomization of animals to treatment groups and only 24.3% of studies indicated blinding of outcome assessors.

Figure 2 shows the parameters that were examined in the context of environmental enrichment. The figure also shows the parameters that were defined as indicators of boredom and explicitly searched for in the publications. There is a large overlap between the factors examined in the studies and the boredom-related parameters.


[image: Figure 2]
FIGURE 2
 Scheme of the assessed outcome parameters with reference to enriched environment and boredom. Left in black letters: parameters in connection with environmental enrichment. Right in white letters: parameters in connection with boredom. There is a considerable overlap between the categorized parameters in the examined publications and the parameters associated with boredom.




Increasing number of publications about home cage enrichment

The number of studies examining the effects of enriched housing on mouse and rat behavior has steadily increased, particularly over the past decade, with peaks in 2013, 2015, and 2018 (Figure 3). In 2022, three papers were included in the parameter extraction with one of them focusing on animal welfare. All studies that explicitly aimed to improve the housing conditions of laboratory animals and thus were dedicated to refining animal experiments were categorized as “Focus on animal welfare”. Although the absolute number of publications with a focus on animal welfare was slightly increasing over time, its overall proportion is still low.


[image: Figure 3]
FIGURE 3
 Absolute number of included publications in the years 1991 to 2022. Indicated is the number of publications with and without explicit focus on animal welfare in the publications.




Results on reviewed methods and experimental designs

Rats have been used more frequently than mice to study the effects of housing conditions on behavior and for both species, mainly males were examined (Figure 4). The most frequently used rat strain was Sprague-Dawley (48 studies) followed by Wistar (44 studies). Twenty-two studies housed Long-Evans rats as experimental animals. Eighteen different strains of mice were studied in the context of environmental enrichment. The most used strains were C57BL/6 (39 studies), BALB/C (13 references) and CD-1 mice (11 references).


[image: Figure 4]
FIGURE 4
 Number of publications using rats and mice and sex bias. Indicated is the absolute number of publications with the specified species and sexes.


The enrichment applied in the examined studies was divided into three categories. “Social enrichment” was defined as being housed in a group or provided with a cage partner. When additional space by increasing the home cage size was used to provide enrichment, the category ‘size enrichment' was indicated. The “object enrichment” category was assigned when the environment was changed by the introduction of objects of any kind (toys, climbing opportunities, structural elements).

Most studies used a combination of all three types of enrichment in their experiments (104 studies). This was followed by a combination of object enrichment and size enrichment of the home cage (55 studies). Social enrichment alone (6 studies), enrichment of home cage space alone (3 studies) and the combination of social and spatial enrichment (3 studies) were the least used types of enrichment. Three studies used environmental enrichment in their experiments but did not mention the type.



A stimulating environment is essential for the development of natural behavior and animal welfare

Providing animals with an enriched environment substantially improves cognitive skills. Motor function, social behaviors and affective state were positively affected, and abnormal behaviors were considerably decreased compared to conventional or barren housed animals, also indicating a positive protective effect. The effects of enrichment on the categories aggressive behavior and activity though remain inconclusive. There is no clear tendency for stress hormones to increase or decrease in relation to housing conditions (Figure 5).


[image: Figure 5]
FIGURE 5
 Effects of enriched housing on behavioral outcome and corticosterone level. Bars represent the studies that reported an increase (inc), a decrease (dec) or no change (neut) in the parameters of the corresponding category. Values indicate the observed effect of the enrichment as a decimal number. The thickness of the bars reflects the number of investigated studies for this category. The sum of references per category is greater than N = 218 studies because some studies examined more than one outcome parameter.




Enriched housing promotes well–being in mice and rats, and regardless of sex and age

The reported effects of environmental enrichment on animal welfare are largely independent of the animal species compared in this study. Mice and rats benefit similarly from enrichment of their living environment (Figure 6A).


[image: Figure 6]
FIGURE 6
 Effects of enriched housing on mice and rats (A), in relation to sex (B), and age (C). Bars represent the studies that reported an increase (inc), a decrease (dec) or no change (neut) in the parameters of the corresponding category. Values indicate the observed effect of the enrichment as a decimal number. The thickness of the bars reflects the number of investigated studies for this category. (C) Animals were considered postnatal at the age of 0–21 days, adolescent at the age of 21–60 days, adult at the age of 60–750 days and post reproductive at the age of more than 750 days.


Most of the studies examined were performed on males (123 studies, Figure 6B). Fifty-eight studies examined both sexes whereas only 31 studies did experiments on female animals. Enrichment increases cognition, social behavior and motor function and decreases abnormal behavior in females and males, with these effects being more pronounced in females. Regardless of sex, a similar number of studies reported an impairment, a reduction, or no effect on activity. Exploration and aggressive behavior in females increased with the provision of enrichment. Eight studies examined the effect of enrichment on aggressive behavior in male animals. In four of these studies, an increase in aggressive behavior was observed.

Most of the studies reviewed were conducted with adolescent animals (117 studies, Figure 6C). Seventy studies used adult animals and 29 studies used postnatal animals. Two studies used post-reproductive animals. Apart from this discrepancy in the use of animals of different ages, the effects of enrichment on cognition, affective well-being, social behavior, and the development of abnormal behavior proved generally positive for all age groups. Motor function was positively affected by enrichment but data in postnatal and adult animals are lacking here as well as in post-reproductive animals. Ambiguous results of the effect of enrichment on aggressive behavior, exploratory behavior, and activity with an increase, decrease as well as a neutral or no effect could be detected.



The longer the period of housing in an enriched environment, the higher the benefit to welfare

Most of the included studies applied a medium housing period (30–90 days, 124 studies). The most beneficial effect of enrichment was obtained with a long housing duration (more than 90 days, 33 studies) but all durations could improve motor function, cognition and affective well–being and exert a protective effect against the development of abnormal behavior (Figure 7). The effect of enrichment duration on aggressive behavior and activity remained inconclusive with a tendency to an increase in aggressive behavior and activity in a long-term provision of enrichment.


[image: Figure 7]
FIGURE 7
 Effects of enriched housing in relation to housing duration. Bars represent the studies that reported an increase (inc), a decrease (dec) or no change (neut) in the parameters of the corresponding category. Values indicate the observed effect of the enrichment as a decimal number. The thickness of the bars reflects the number of investigated studies for this category. Duration of enriched housing was classified in short housing duration of 0–30 days, mid housing duration of 30–90 days and long-term housing duration of more than 90 days.





Discussion

Environmental enrichment has been a popular research topic for some time, not excessively but continually researched. Neuroscience research has provided some fundamental results in this field, elucidating the close relationship of animal housing conditions on the structure and function of the central nervous system. Most published studies use enrichment as an intervention in animal models of various diseases, including stroke (127, 128), traumatic brain injury (129), and Alzheimer's disease (10). Although this is a highly exciting field of research, these studies were deliberately not included in this systematic review. This systematic review instead focuses on enriched environment as a means of preventing boredom-like symptoms and improving the welfare of laboratory animals.

While research activity on enriched environments has increased steadily over the years, only a small fraction of the investigated studies dealt specifically with animal welfare. This is perhaps not surprising, since there are various definitions of animal welfare (130), and no consensus on how to improve it. However, our data show that the proportion of studies with a specific focus on improving the living conditions of laboratory animals in enrichment research is slightly rising. As animal welfare research gains increasing recognition as an established research discipline, the number of research papers in the field will likely continue to grow. For example, recent research shows that tunnel handling can improve physiological well-being and often the handling tunnel is used as an additional enrichment item (131).

Our analysis shows that rats are used more frequently than mice in enrichment research and that different strains of both species are used. Nevertheless, rats and mice benefit similarly from an enriched living environment and there is no evidence that housing conditions affect the welfare of strains differently. Females are underrepresented in studies with mice and even more so in studies with rats. Among the studies using mice, 31% reported the use of both sexes, 46% the use of male, and 19% the use of female mice. In the rat studies, 24% used both sexes, 64% used male, and only 11% used female rats. A similar bias toward the use of male subjects has been found in preclinical animal research (132). The underrepresentation of female subjects in animal research is based on the belief that females are more variable than males due to their estrous cycle. However, for most applications including behavioral measures, female rodents display no more variation than males do; and female estrus cycles therefore need not necessarily be given special consideration (133). The underrepresentation of females in animal research is still pervasive, and the scientific understanding of female biology is compromised by these persistent disparities. To address the inadequate inclusion of female animals, the US National Institutes of Health has implemented policies in 2014 that require applicants to indicate their plans for a balance of males and females in preclinical studies in all future applications, unless sex inclusion is not warranted due to strictly defined exceptions (134). The bias toward male subjects in animal research is receiving additional attention due to a plausible implication in the much-discussed translational crisis. Less consideration has so far been devoted to the obvious ethical implications of this sex imbalance. Since no fewer females than males are born in breeding facilities for laboratory animals, the question inevitably arises as to what happens to the “surplus” females (130).

Age is another important experimental factor in animal research that is often inadequately considered in experimental design and poorly reported in publications. Animals used in the examined enrichment studies tend to be young. In most of the studies, the housing phase in the enriched cages started at 0–4 weeks of age. In the behavioral tests, many of the animals were then tested at 6–14 weeks of age. This corresponds to the average age of 8–12 weeks at which laboratory animals are usually used in animal research (135). At this age, many developmental processes are not yet complete. It is therefore important to note that age-related physiological changes can have a major influence on experimental outcomes.

The positive effects of a diversified housing on physical, cognitive, and affective health of laboratory animals have been demonstrated by numerous publications analyzed in this review. Motor function, cognition, affective well–being, and social behavior benefited most from enriched housing. A reduction in abnormal behavior was also frequently reported with enriched housing. The effect of enrichment on activity remains inconclusive. One possible reason for the ambiguous results on the activity parameter is the broad definition of the parameter, which might limit the interpretability. Another reason could be the observed decrease in abnormal behaviors (stereotypies) due to housing in an enriched environment, which are usually accompanied by a significant level of activity. Since an enriched environment is often associated with more space and/or the provision of a running wheel, animals in these housing conditions clearly have more opportunity for physical activity than animals in confined housing. Mice housed in enriched cage systems outperformed conventionally housed animals on the rotarod, indicating that enrichment stimulates motor coordination and presumably fitness, even when no running wheel or disc is provided (136). Numerous studies on animals and humans have evidenced the beneficial influence of physical activity on the musculoskeletal system (137, 138). It is therefore a reasonable assumption that keeping laboratory animals in confined cages can harm the bone structure and musculature of laboratory animals.

Interestingly, we did not detect a clear increase or decrease in glucocorticoid stress hormones associated with housing conditions. In a recent review, however, it was suggested that conventional laboratory housing was found to be associated with chronic stress (7). Instead of a chronic increase in stress hormones, we suggest that conventional housing may rather reduce the capacity of the stress axis to cope with environmental challenges and that the health impairments result from constant under-stimulation. This would be in line with the proposed non-linear relation of stress and welfare as proposed by Korte et al. (139). However, it should be noted that the determination of stress hormones in the included publications was very heterogeneous in terms of sample source, number, and timing and that these parameters were not assessed. This evaluation was not a central topic of this work, and measurement of glucocorticoid stress hormones was not a part of the search strategy. However, our preliminary data suggest that a more thorough analysis of this parameter may be warranted.

The effects of a stimulus-rich environment on cognition and affective well–being are well–documented and there is accumulating evidence for potential underlying brain structures and neurophysiological mechanisms. These extend from brain region volume and morphology to neuron complexity and excitability, adult neurogenesis, synaptic plasticity, and a plethora of molecular responses including gene-environment interactions, inflammation, and trophic factors (140–143). Many of these effects are likely linked to the increased physical activity associated with an enriched housing. However, there are processes that are directly attributable to the stimulative elements of enrichment. These include the successful differentiation and long-term survival of newly formed neurons during neurogenesis, processes that can be clearly distinguished from the proliferation of neural cells, which in turn is facilitated in particular by physical activity (144).

In the studies reviewed, a variety of housing, bedding, and nesting materials, as well as various items or any combination thereof, were used as enrichment. It is worth noting that pre-build shelters can have different effects than providing material for building their own nests (145). Historically, all additions to housing cages were considered enrichment. In this way, “enrichment” became an umbrella term for a variety of shelters, bedding and nesting materials, and miscellaneous items, or any combination thereof, and lacked a general theoretical framework for what should be considered enrichment (4). This is also reflected in the studies reviewed. In most publications, a combination of social, object and spatial enrichment was used (Supplementary Table 2). Because of the widespread simultaneous use of all types of enrichment, there is no clear consensus on which form is most effective in preventing housing-specific behavioral disorders.


Enriched environment alleviates boredom-like symptoms in laboratory animals

Some of the outcomes extracted in this review may be directly related to boredom in laboratory animals. These included abnormal behaviors like stereotypic, hyperactivity, and inactive-but-awake behavior, as well as novelty-seeking, drug-seeking, and depressive like behavior. Thirty-three publications dealt with novelty-seeking behavior in the broadest sense (Table 1). This parameter is often investigated with the open field test or elevated plus maze, but also by observing the behavior or activity in newly presented home cages. While novelty seeking is assumed to be an indicator of boredom, the measurement of novelty seeking is often linked to activity and exploration in a range of different tests. This makes it difficult to clearly attribute the results of tests classified as novelty seeking in terms of boredom. Therefore, there is no unequivocal effect of environmental enrichment on novelty seeking behavior.

Twenty-three of the included publications investigated depressive like behavior in connection with environmental enrichment. This was mostly done with the forced swim test and tail suspension test. Fifteen studies (65%) describe a decrease and four (17, 4%) an increase in symptomatology in animals housed in an enriched environment. The 10 most recent studies published since 2014 uniformly show a decrease in depressive-like behavior in animals housed in enriched environments.

Twenty-four publications were identified as studies on drug-seeking behavior. Here, a consistently positive effect of environmental enrichment was reported.

Sixteen studies examined stereotypic behavior in mice and rats were. There was an overall decrease of stereotypic behavior under enriched housing conditions. Although the occurrence of stereotypic behavior appears to be a multifactorial event in animals (6, 15), it can be observed more frequently under barren restrictive housing conditions and has been shown to be reduced by the use of enrichment in zoo animals (146). Burn (21) argued that stereotypic behaviors increase under monotonous situations and identified abnormal repetitive behaviors as a potential measurable boredom parameter in captive animals.

Very poorly represented are the boredom parameters motivation for stimulation, inactive but awake and risk proneness with 12 publications in total. These characteristics, which closely relate to human boredom, are also influenced by environmental enrichment. Motivation for stimulation is a parameter that has been reported to be both increased and decreased by an enriched environment. This parameter is usually derived from the activity behavior of the animals and determined by a variety of tests that lead to inconclusive results. Awake inactivity was reduced by enriched environment in every included publication. Two studies found increased, and one found unchanged risk proneness, in animals living in an enriched environment. However, with only three publications related to risk proneness in our body of literature, this statement should be viewed with caution.

Escape behavior, hair pulling, or a possible shift of time perception were not examined by any publication. Overall, it must be noted that in only a few cases boredom was specifically mentioned at all.



Methodological considerations

Although boredom is resonant in many enrichment studies, it is almost never directly examined and rarely mentioned at all. Due to limited data availability, conducting a meta-analysis on this particular topic is not feasible. Nevertheless, to approach the topic, we developed a systematic review in which we investigate the effect of animal husbandry on the welfare of laboratory animals and assign some of the extracted welfare parameters to typical symptoms of boredom. Since boredom and animal welfare are multifaceted conditions, this work is not based on the investigation of a single outcome, as considered in the classical PICO scheme but examines a set of parameters related to welfare and potentially boredom of laboratory animals.

The evaluation of the compliance with the established scientific quality criteria in the examined studies revealed a common lack of reported blinding. The percentage of about 25% of studies reporting blinding seems to be relatively low especially compared to preclinical biomedical studies (147) and also compared with a recent meta-analysis of the effects of housing on mortality in animal models of disease (7). One possible reason for this could be that behavioral studies are increasingly automated and/or conducted in the home cage without any required intervention with a (blinded) experimenter. In the case of behavioral observations in the (enriched) home cage, blinding of the observer is difficult to implement; in the case of automated behavioral analyses, it may not be necessary. This was not explored in this work; however, a systematic review of the use of automated and home cage-based systems for behavior analysis would be intriguing.

Although the study protocol was determined a priori, the protocol of this systematic review was not pre-registered. While this was not done in this work, it should be emphasized here that prospective registration of systematic reviews and meta-analyses reduces the potential for bias and fosters transparency (148).




Conclusion

Our findings show that a stimulating environment can be considered essential for the development of natural behavior and animal welfare of research rodents. Although boredom is almost never studied directly and rarely mentioned, this theme clearly resonates in many studies of the effects of improved housing conditions. Chronic boredom as a consequence of living in a barren and confined environment can pose a health risk to laboratory animals, limiting their validity as model organisms for biomedical research. A stimulating living environment sustains the well–being of laboratory rats and mice alike, regardless of age and sex. Although a longer period of housing might be more beneficial, even a short period in a stimulating environment improves essential parameters of animal welfare. Providing animals with adequate space, social contact, and a stimulating environment should not be considered a luxury or a treatment, but a necessity to ensure mental and physical health and a foundation for the expression of natural behaviors.
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Exercise is one of the most effective treatments for the diseases of aging. In recent years, a growing number of researchers have used Drosophila melanogaster to study the broad benefits of regular exercise in aging individuals. With the widespread use of Drosophila exercise models and the upgrading of the Drosophila exercise apparatus, we should carefully examine the differential contribution of regular exercise in the aging process to facilitate more detailed quantitative measurements and assessment of the exercise phenotype. In this paper, we review some of the resources available for Drosophila exercise models. The focus is on the impact of regular exercise or exercise adaptation in the aging process in Drosophila and highlights the great potential and current challenges faced by this model in the field of anti-aging research.
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1 INTRODUCTION
Exercise is a serious challenge to systemic homeostasis and it causes a wide range of effects in a variety of cells, tissues and organs (Hawley et al., 2014). Indeed, a single exercise session is sufficient to produce acute changes at the transcriptional level (Williams et al., 1996), (Pilegaard et al., 2003). Multiple repetitions of exercise can produce exercise adaptation and more lasting effects on protein function (McGee and Hargreaves, 2020). Planned regular exercise can delay the development of chronic metabolic diseases, including cardiovascular diseases (CVDs), type 2 diabetes (T2D), insulin resistance and obesity (Hawley and Krook, 2016), (Fiuza-Luces et al., 2018), (Umpierre et al., 2011), (Goodyear and Kahn, 1998), (Castaño et al., 2020), (Houghton et al., 2017).
Aging is a major risk factor for CVDs, T2D and neurodegenerative diseases (Paneni et al., 2017), (Laiteerapong et al., 2019), (Hou et al., 2019). Epidemiological studies have shown that the increase in human lifespan has led to a high incidence of aging-related diseases, which places a huge burden on the world health care system (Partridge et al., 2018). Therefore, healthy aging will become one of the most important goals to be addressed today. Aging is determined by complex interactions between biology, environment, and society, which are beyond the control of the individual (Myint and Welch, 2012). But, lifestyle interventions can help to maintain health, such as increasing exercise as well as controlling diet (Partridge et al., 2018). It is well known that lifespan has heritable properties and therefore has a genetic basis. This was shown in studies in Drosophila, where differences in lifespan can be almost twofold across genetic backgrounds and these differences are heritable, supporting the model of genetic determination of lifespan (Campisi et al., 2019). Drosophila has powerful genetic tools and short lifespan characteristics, which make it an ideal model organism for studying lifespan and aging (Helfand and Rogina, 2003), (Makarova et al., 2015). In addition, Drosophila models have many notable achievements in age-related diseases, such as CVDs, sarcopenia and neurodegenerative diseases (Diop and Bodmer, 2015), (Hunt et al., 2021), (Feany and Bender, 2000), (Lu and Vogel, 2009).
Although exercise is an economical and effective treatment for age-related diseases (Li et al., 2020a), (Fiuza-Luces et al., 2018), (Batsis and Villareal, 2018), there are still many limitations in human and animal studies due to life cycle limitations (Blice-Baum et al., 2019). In recent years, Drosophila exercise models with short lifespan and mature genetic tools have become the optimal choice for researchers (Li et al., 2020b), (Kim et al., 2020), (Wen et al., 2016).
2 DEVELOPMENT OF A DROSOPHILA EXERCISE MODEL FOR CARDIOVASCULAR AGING RESEARCH
CVDs are the leading cause of death worldwide, with an estimated 17.9 million deaths from CVDs in 2019, accounting for 32% of global deaths (WHO (World Health Organization), 2017). Aging is a major risk factor for CVDs, including atherosclerosis, hypertension, myocardial infarction, and stroke (Paneni et al., 2017), (North and Sinclair, 2012). Exercise therapy is an economical and effective therapy to reduce mortality and risk of heart disease (Goenka and Lee, 2017). These studies are equally applicable in flies. In aged Drosophila, exercise enhances cardiac function and improves cardiomyocyte ultrastructure and heart failure (Piazza et al., 2009), (Li et al., 2020b). Nicotinamide adenine dinucleotide (NAD+) is a central metabolite associated with atherosclerosis, ischemic, diabetic, arrhythmogenic, hypertrophic or dilated cardiomyopathy, and different forms of heart failure (Abdellatif et al., 2021). Recently, several studies using Drosophila models have shown that NAD + supplementation improves mitochondrial mass, delays accelerated aging and extends lifespan through DCT-1 and ULK-1 (Fang et al., 2019). Consistently, mice prolong lifespan by supplementation with the NAD + precursor nicotinamide riboside (NR) (Zhang et al., 2016). In addition, high expression of NAD + synthase protein positively affected cardiac function in aging flies, including increased cardiac output and reduced heart failure (Wen et al., 2016). Similarly, NAD + precursor treatment also improved cardiac function in aged MDX mice with cardiomyopathy and improved mitochondrial and cardiac function in a mouse model of iron deficiency heart failure (Ryu et al., 2016), (Xu et al., 2015). During physical exercise, cellular energy requirements change all the time, including NAD + and NADH concentrations (White and Schenk, 2012). In mice, swimming increased NAD + levels in muscle (Cantó et al., 2010). In rats, endurance exercise resulted in a sustained increase in NAD + levels in the gastrocnemius muscle of young and aging rats (Koltai et al., 2010). A recent study showed that exercise increased cardiac NAD + levels and PGC-1α activity to improve lipotoxic cardiomyopathy in aged flies, which was associated with NAD+/dSIR2/PGC-1α pathway activation (Wen et al., 2019a). Drosophila dSir2, a homolog of mammalian Sir2, encodes deacetylase activity that prolongs flies lifespan (Rosenberg and Parkhurst, 2002), (Griswold et al., 2008). In addition, exercise activates the cardiac dSir2/Foxo/SOD and dSir2/Foxo/bmm pathways and reduces the occurrence of diastolic dysfunction as well as enhances cardiac contractility (Wen et al., 2019b). Exercise not only improves CVDs in aging Drosophila, but also resists the stress on the heart caused by a high-fat, high-sugar and high-salt diet. For example, lipid levels in the heart are significantly increased in dFatphet mutants, and exercise rescues myocardial lipid content and cardiac function (Sujkowski et al., 2012). Long-term exercise resists high salt-induced premature cardiac failure by blocking CG2196 (salt)/TOR/oxidative stress and activating dFOXO/PGC-1α (Wen et al., 2021a). Electrical pacing produced a significantly increased rate of heart failure when flies were exposed to a high sucrose diet (Bazzell et al., 2013). Aging is an important cause of arrhythmias (Chadda et al., 2018). In aged flies, early physical exercise improves arrhythmias, mainly by reducing the incidence of fibrillation and increasing the occurrence of bradycardia (Zheng et al., 2017). These facts show a great similarity, and humans compared to rats. For humans, exercise training is important for the prevention and treatment of CVDs (Lavie et al., 2015). For example, persistent regular exercise provides benefits in a variety of diseases, including atherosclerosis, atrial fibrillation, heart failure, and cardiac lipotoxic injury (Rognmo et al., 2012), (Risom et al., 2017), (Cattadori et al., 2018), (Schrauwen-Hinderling et al., 2010). In mice, the same beneficial effects of exercise on the heart have been reported (Fiuza-Luces et al., 2018), (Harris et al., 2020), (Vujic et al., 2018), (Börzsei et al., 2021), (Cheedipudi et al., 2020). In conclusion, this illustrates the significance of the Drosophila exercise model for the study of cardiac function.
3 DEVELOPMENT OF DROSOPHILA EXERCISE MODELS IN CIRCADIAN RHYTHM STUDIES
Aging leads to a weakening of circadian rhythms, such as the sleep/wake cycle. These rhythms are generated by biological clocks, which are based on cell-autonomous negative feedback loops involving clock genes that display molecular oscillations in approximately 24-h cycles. Clock genes are conserved from Drosophila to humans, and their oscillatory activity coordinates rhythms at the molecular, physiological and behavioral levels (Rakshit et al., 2013). Drosophila exhibits a sleep-like state that is regulated by both circadian rhythms and homeostasis (Shaw et al., 2000). It has been reported that knockdown of dATF-2 in pacemaker neurons decreases sleep duration, while ectopic expression of dATF-2 increases sleep duration (Shimizu et al., 2008). However, the degree of dATF-2 phosphorylation can be enhanced by forced exercise of the dp38 pathway (Shimizu et al., 2008). This suggests that dATF-2 is the regulator that links sleep to exercise. Furthermore, both chronic hypoxia and exercise improved sleep quality and climbing ability and extended maximum lifespan in aged flies, but exercise was insensitive to improvements in circadian rest/activity rhythms (Li et al., 2020b), (Zheng et al., 2017). Neuropeptide F (NPF) positive clock neurons have been reported to be critical for the control of nocturnal activity in Drosophila (Hermann et al., 2012). Interestingly, Drosophila exercise is similar to humans in maintaining and improving circadian rhythms (Rakshit et al., 2013), (Gabriel and Zierath, 2019). However, in Drosophila, the link between regular exercise and NPF remains poorly understood. Another study showed that exercise increased the duration of nighttime sleep by decreasing nocturnal activity, while also increasing the number of second deep sleeps and the intensity of daytime activity (Li et al., 2020b). Therefore, it will be interesting to study the effect of exercise and NPF on circadian rhythms. In contrast, one study reported that regular exercise did not improve circadian rhythms or lifespan in wild-type flies, but the clock mutant per 01 significantly reduced climbing ability with or without exercise, suggesting a role for some specific clock genes in maintaining health as part of healthy aging (Rakshit et al., 2013). The paradoxes that lead to the results may be due to differences in model building, including exercise devices, protocols and detection means. As an excellent model of circadian biology and aging, Drosophila is well suited to be combined with exercise to explore the molecular pathways between exercise and circadian rhythms. However, we must carefully consider the experimental errors caused by different exercise devices and protocols, otherwise revealing the intrinsic connection between exercise and circadian rhythms will become difficult.
4 DEVELOPMENT OF DROSOPHILA EXERCISE MODELS IN OBESITY-RELATED DISEASES
Obesity is a global epidemic that is associated with aging and diet (Santos and Sinha, 2021). Obesity increases the risk of many health problems, including T2D, metabolic syndrome, CVDs, and cancer, and therefore leads to higher mortality (Aune et al., 2016), (Global BMI Mortality Collaboration Di Angelantonio et al., 2016). Physical exercise prevents obesity, reduces visceral fat and maintains body weight (Oppert et al., 2021), (Swift et al., 2018), (Villareal et al., 2017). Drosophila has become an excellent model for metabolic and diet-related diseases due to its powerful genetic tools and stable reproducible phenotype (Birse et al., 2010), (Musselman and Kühnlein, 2018). Although exercise is believed to mitigate the damage caused by obesity, it remains controversial (Waters et al., 2013). Therefore, the Drosophila exercise model serves as a bridge to reveal the intrinsic relation between exercise and obesity. Drosophila need only be fed a diet containing 30% coconut oil for 5 days to exhibit a phenotype similar to that of the mammalian metabolic syndrome, including increased glucose levels and decreased insulin-like peptide 2 (Dilp2) levels (Birse et al., 2010). The TOR pathway is associated with nutrient-sensing signaling in flies (Luong et al., 2006). Reducing the function of the TOR pathway may accelerate lipolytic metabolism and may also reduce lipid anabolism or storage (Birse et al., 2010). These results are similar to those in humans and rodents in that elevated TG levels induced by high-fat diets are associated with disruptions in lipid and glucose homeostasis, and mitochondrial function, which may lead to lipid accumulation and lipotoxic damage (Ouwens et al., 2005), (Unger, 2003), (Schaffer, 2003). Recent studies have found that regular exercise reduces aging-induced increases in cardiac triglycerides, which may be associated with activation of the cardiac dSir2 pathway (Wen et al., 2019b). Regular exercise is also able to increase antioxidant defense and control the production of RS required for cellular metabolic regulation, improving adiposity and glycemia (Dahleh et al., 2021). In addition, exercise may also reduce high-fat diet-induced whole-body hypertriglyceride levels by decreasing the expression of apoLpp (Ding et al., 2021). It is well known that high-fat diet-induced obesity induces cardiac lipid accumulation and leads to the development of lipotoxic cardiomyopathy. A study showed that lipotoxic cardiomyopathy can be reversed by exercise activation of the Nmnat/NAD+/SIR2 pathway (Wen et al., 2021b). These results have similarities with some studies in humans and mammals, such as exercise improving dyslipidemia and insulin resistance by reducing apolipoprotein B in patients with T2D (Alam et al., 2004), and in aged rats, exercise training promoting SIRT1 activity and improving antioxidant defenses in heart and adipose tissue (Ferrara et al., 2008). Another recent study showed that exercise and cold stimulation were able to alter the expression levels of the brown fat and beige fat markers ucp1, serca2b, β3-adrenergic receptor, prdm16, ampk, and camk, and reduce lipid accumulation (Huang et al., 2022). Although the above studies are not sufficient to prove whether exercise has an effect on lipid browning in flies, they provide indirect evidence, which suggests that exercise holds great potential in the regulation of lipid metabolism in flies.
5 DROSOPHILA EXERCISE MODEL IN SKELETAL MUSCLE AGING
In humans, the mortality and pathogenesis of many age-related diseases are related to the functional status, metabolic demands and mass of skeletal muscle, suggesting that skeletal muscle is a key regulator of whole-body aging (Anker et al., 1997) (Metter et al., 2002) (Nair, 2005) (Ruiz et al., 2008). In Drosophila melanogaster, the organization and metabolism of skeletal muscle fibers is similar to that of mammals (Piccirillo et al., 2014). But, muscles undergo more drastic age-related degeneration, which may be due to the lack of satellite stem cells and the limited muscle repair capacity of this organism (Grotewiel et al., 2005). A major difference between Drosophila and mammalian muscles is the lack of muscle stem cells. This feature makes Drosophila muscle, excellent models for identifying the mechanisms by which assembled sarcomeres are maintained and repaired without the confounding influence of regeneration as found in mammalian muscle (Christian and Benian, 2020). In addition, Drosophila muscle function can be analyzed by measuring their ability to fly and climb (Gargano et al., 2005). Due to these properties, flies are emerging as a useful model organism to study muscle aging together with mammalian models.
Skeletal muscle aging is a risk factor for the development of several age-related diseases, such as sarcopenia, metabolic syndrome, cancer, Alzheimer’s disease, and Parkinson’s disease (Christian and Benian, 2020), (Ruiz et al., 2011), (Demontis et al., 2013a). Exercise and muscle function are important predictors of age-related mortality in humans (Anker et al., 1997), (Metter et al., 2002), (Demontis et al., 2013b). For example, exercise protects transgenic mice with Alzheimer’s disease and Parkinson’s disease from neurodegeneration (Zigmond et al., 2009). Endurance exercise rescues mitochondrial defects and premature aging in mice defective in proofreading-exonuclease activity of mitochondrial DNA polymerase γ (Safdar et al., 2011). Another study showed that Sestrins are necessary and sufficient for beneficial adaptations to muscle function and metabolism in Drosophila and mice (Kim et al., 2020). Knockdown of Sestrins reduced endurance and flight in exercise-adapted flies (Sujkowski and Wessells, 2021). Similarly, knockdown of Sestrins in exercise mice impeded endurance and metabolic benefits (Sujkowski and Wessells, 2021). Drosophila muscle-specific dSesn expression replicates similar improvements in aging mobility by exercise and mediates changes in lysosomal activity in a variety of tissues, and both adaptations are dependent on TORC2-Akt activity and PGC1α (Sujkowski and Wessells, 2021). In addition, Drosophila muscle can play an important role in delaying aging (Rai et al., 2021). The first finding was that adult muscle-specific overexpression of dFOXO prolongs lifespan in Drosophila (Demontis and Perrimon, 2010). Although these findings underscore the fundamental role of muscle in regulating systemic aging, the molecular mechanisms involved in this inter-tissue communication are largely unknown.
Exercise not only produces beneficial effects in one’s own muscles but also has the potential to trigger beneficial effects in other tissues. Examples include increased energy expenditure and clearance of ectopic lipid stores (Hawley et al., 2014), improved insulin sensitivity and lower circulating insulin levels (Hawley et al., 2014), and increased secretion of exercise-regulated myocytokines, including irisin (Whitham et al., 2018) and extracellular vesicles (Arnold et al., 2011). Myokines can act on distant tissues such as adipose tissue, liver, pancreatic β-cells and endothelium (Pedersen and Febbraio, 2012). Insulin-like growth factor-1 (IGF-1) is an actin produced by muscles in response to exercise (Pedersen and Febbraio, 2012), (Hede et al., 2012). In Drosophila, ImpL2 is a member of the immunoglobulin superfamily, similar to mammalian IGFBP7, which binds to Dilps and inhibits insulin signaling and promotes mitochondrial autophagy (Owusu-Ansah et al., 2013). Mild muscle mitochondrial damage preserves mitochondrial function, inhibits age-dependent degeneration of muscle function and structure, and prolongs lifespan (Copeland et al., 2009), (Kirchman et al., 1999), (Dillin et al., 2002), (Liu et al., 2005). Although muscle-derived insulin-like growth factor binding protein is not detected in the circulation, it induces muscle hypertrophy after exercise in an autocrine/paracrine manner (Vinciguerra et al., 2010), (Silverman et al., 1995). It is well known that physical exercise counteracts the deleterious effects of secondary aging by preventing the decline in mitochondrial respiration, attenuating the loss of muscle mass associated with aging, and enhancing insulin sensitivity (Cartee et al., 2016). Although the Drosophila exercise model is not well studied in the field of skeletal muscle aging, its evolutionarily conserved myokines and short lifespan characteristics make it an excellent model for studying the role in intertissue communication.
6 DIFFERENT GENETIC BACKGROUNDS OF DROSOPHILA EXERCISE MODELS
A growing number of studies have used Drosophila exercise to mimic phenotypes similar to those of humans, including increased endurance, improved age-related decreases in mobility and cardiac function, improved lipid metabolism, and increased lifespan (Wen et al., 2016), (Ding et al., 2021), (Lowman et al., 2018), (Piazza et al., 2009). Drosophila exercise is a complex multifactorial response and it has different exercise performance in different genetic backgrounds, including climbing speed and endurance (Damschroder et al., 2020). In addition, age, diet and gender are also factors that influence exercise performance. For example, climbing speed, endurance and flight performance decrease with age (Damschroder et al., 2020), (Sujkowski et al., 2019). The effect of diet on endurance is dramatic and affects acute endurance and adaptation to chronic exercise training, with diet composition having a greater effect than calorie content (Bazzell et al., 2013). In addition, the effect of gender on exercise is equally important; when looking at the distribution of activity levels during the same 2-h exercise session, there is a strong correlation between gender and exercise, with females experiencing an early burst of activity and males maintaining activity levels throughout the exercise session (Sujkowski et al., 2020). The mechanisms that lead to genotypic variation in exercise capacity are important to uncover the genetic pathways of exercise, and we should take advantage of cross-species genetics to better explore the interactions between exercise and aging-related diseases.
7 DROSOPHILA EXERCISE DEVICE
More than 40 years ago, scientists discovered that Drosophila exhibit an inherent behavior of crawling against gravity when at the bottom of a vial, a behavior commonly referred to as negative geotaxis (Miquel et al., 1976). Negative geotaxis in Drosophila requires Johnston’s organ, a mechanosensory structure located in the tentacles that also detects near-field sounds (Kamikouchi et al., 2009), (Sun et al., 2009). To date, five Drosophila exercise devices have been described. A decade ago, a first generation locomotion device, the Power Tower, was developed based on the negative tropism of Drosophila (Piazza et al., 2009). The Power Tower device lifts up flies fixed to a platform by a motor and then lets the platform fall freely with gravity, causing the flies to fall to the bottom of the bottle (Figure 1A). Due to their negative geostasis response, the flies crawl upward until the motor makes them fall to the bottom of the bottle once again. The TreadWheel device stimulates flies to crawl upward in a fully rotating manner and avoids some physical shocks during locomotion (Mendez et al., 2016), (Katzenberger et al., 2013) (Figure 1B). The Swing Boat device allows the tube to be rotated alternately 30° to each side and also allows the collection of data during locomotion in combination with the Drosophila Monitoring System (DAMSystem) (Berlandi et al., 2017) (Figure 1C). REQS is an upgraded version of the TreadWheel, similar to the Swing Boat, allowing the combination of a DAMSystem to quantify the level of movement of flies (Watanabe and Riddle, 2018) (Figure 1D). In addition, the Key Laboratory of Physical and Exercise Rehabilitation of Hunan Province also developed a Drosophila exercise device in an experiment in which a motor was controlled to drive the flip of the vial on the platform (Figure 1E). The difference is that each rotation of the device is 180 and this stimulates the flies to actively walk upwards inside the vial (Zheng et al., 2015). This device is called “Flip Bottle” because it keeps turning the bottle during its operation. All in all, the other four devices are mainly rotational in design compared to the Power Tower device. The “rotational” approach allows for greater avoidance of physical damage during the exercise of flies. Although the upgrade of the exercise device reduces the possibility of physical damage, there are still some questions about the efficiency of flies’ exercise in the vial and how to accurately determine the intensity of exercise. Various research protocols currently use motor rotation speed and time as key factors in determining exercise intensity (Katzenberger et al., 2013), (Berlandi et al., 2017), (Watanabe and Riddle, 2018). In short, Power Tower triggers Drosophila exercise through mechanical vibration, while the other four trigger exercise through rotation, including full rotation for TreadWheel and REQS, alternating 30 per side for Swing Boat, and alternating 180° per side for Flip Bottle. In addition, Swing Boat and REQS incorporate the DAMSystem, which makes them more objective in monitoring the intensity of exercise. However, in previous studies it was found that flies exhibited a passive tendency to climb after exercising for a period of time (usually after 20–30 min) (Watanabe and Riddle, 2017). This means that flies stay in a certain location in the vial and their range of movement decreases dramatically, which makes it more difficult to determine the intensity of exercise. It is well known that regular exercise can bring great benefits for healthy aging, and the emergence of Drosophila exercise models will further reveal the relationship between exercise and aging. Therefore, precise quantification of exercise intensity and the development of more advanced Drosophila exercise devices will become highly relevant in the future.
[image: Figure 1]FIGURE 1 | Different Drosophila exercise devices. (A) Power Tower. This is adapted from Piazza et al., 2009. (B) TreadWheel. This is adapted from Mendez et al., 2016. (C) Swing Boat. This is adapted from Berlandi et al., 2017. (D) REQS. This is adapted from Watanabe and Riddle, 2018 (E) Flip Bottle.
8 SUMMARY
Drosophila and other animal models are widely used to study the relationship between exercise and aging, such as mice and zebrafish (Murphy et al., 2021), (van Praag et al., 2005). But because of the complexity of these systems, we need simpler model organisms to overcome these challenges. Drosophila has the obvious advantage of being a first-line model for testing hundreds of potential longevity enhancers in multicellular organisms and can be easily adapted to mammalian models. Drosophila exercise produces physiological characteristics similar to those of humans (Figure 2). As described in this review, the Drosophila exercise model provides some new insights into cardiac aging, abnormal lipid metabolism, circadian rhythm disorders, and skeletal muscle aging. In addition to this, exercise regulates a variety of neurological disorders, including neuroendocrine, neurotransmitter, neuroinsulin signaling, antioxidant and anti-inflammatory responses, and cell survival and death pathways (Viru, 1992), (Meeusen and De Meirleir, 1995), (Lovatel et al., 2013), (Monteiro-Junior et al., 2015), (Kurgan et al., 2019), (Serra et al., 2019), (Kang et al., 2013). Surprisingly, however, Drosophila exercise models have only been reported in studies of octopamine and its receptors, a powerful neuromodulator that affects sensory and cognitive functions in insects (Zheng et al., 2015), (Sujkowski et al., 2017), (Farooqui, 2007). Many neuronal genes and neuronal transcriptional regulators were reported in a recent study to be affected by the exercise of the genus Drosophila (Watanabe and Riddle, 2021). Therefore, in the future, more studies will apply Drosophila exercise models to explore neurological disorders.
[image: Figure 2]FIGURE 2 | Overview of the function of Drosophila exercise in different organs. Currently, Drosophila exercise models have made some achievements in cardiovascular, skeletal muscle, and fat body. Exercise activates the cardiomyocyte dSir2/FoxO/SOD and dSir2/FoxO/bmm pathways to delay cardiac aging. In Sestrins, Sesn1 is mainly expressed in muscle, where it is involved in the metabolic response to exercise and is associated with TORC2-Akt activity and PGC1α. In addition, skeletal muscle secretes myokines (ImpL2) that inhibit insulin signaling and promote mitochondrial autophagy. Exercise though apoLpp to regulate abnormal lipid metabolism, it also activates Nmnat/NAD+/dSir2 to resist lipotoxicity. In exception to the heart, fat body and skeletal muscles, Drosophila has other systems similar to those of humans, such as the central nervous system represented by the Drosophila and human brain, the digestive system represented by the Drosophila and human intestine, the respiratory system represented by the Drosophila thorax and human lungs, and the reproductive system represented by the Drosophila and human ovaries/testes. The effects of exercise on aging individuals are complex, but the use of simple Drosophila exercise models will be exciting for exploring the role of exercise in different biological processes, while facing various difficulties and challenges.
Drosophila exercise models have made remarkable achievements in this decade or so, but there are still some limitations awaiting the development of future methods and tools. Specifically, Drosophila exercise models are currently used primarily to study endurance exercise, but human exercise types also include exercises to improve strength, flexibility, and balance. In addition to increasing endurance, human exercise needs often include improving muscle strength or muscle tone, altering body composition, or increasing flexibility. Therefore, new methods and tools are needed to match Drosophila exercise to human exercise models. Although the Drosophila model has a limited redundancy of conserved pathways, it is still of great value for such studies. Therefore, it is important to further investigate the molecular mechanisms behind the physiological changes in exercise and aging. Furthermore, elucidating the role of exercise-related genes in Drosophila aging would provide evidence for a potential role of their human counterparts in aging (eg Table 1). Drosophila exercise models could provide therapeutic targets for exercise treatment of aging-related diseases. Of course these exercise-related genes need to be validated by extensive experiments before they hold promise as new therapeutic approaches.
TABLE 1 | Exercise-related genes in Drosophila aging.
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An important discussion in today’s society is whether we should make animals suffer for the sake of science and product development. In this article, I present four examples of animal tests that were introduced in the past to protect patients and consumers, and I discuss attempts to replace those animal tests with other methods. When we started using small animals such as mice and rats for testing more than 100 years ago, there were not many alternatives. Today, we have more knowledge and a greater number of options. Scientists can now create tiny functioning organs in the laboratory, and even combine multiple mini-organs, to help us understand how the human body works when it is healthy or sick. This increased understanding will allow scientists to move beyond the use of animals in many cases, which will improve both the accuracy of the scientific tests and the welfare of animals.

Thanks to the endeavors of the Swiss 3RCC, these articles have been translated into the three main Swiss languages of German, French, and Italian.


ANIMAL TESTING IS CONTROVERSIAL

There is much debate over whether we should allow laboratory animals to suffer for the sake of science or the development of products such as cosmetics, drugs, and pesticides: about 50% of Americans and 60% of Europeans oppose animal testing, but individuals hold varied positions in terms of what should be allowed and what should not. In 1959, two scientists named Bill Russel and Rex Burch developed the 3Rs principle (reduce, replace, refine), which is a sort of compromise. Instead of completely banning animal research or allowing it in all cases, they called on scientists to do as much as possible to replace animal testing. Where replacement is not possible, scientists are encouraged to reduce the numbers of animals used and refine their experiments to minimize animal suffering. Russel and Burch said, “Refinement is never enough, and we should always seek further for reduction and, if possible, replacement.”

Back when Russel and Burch came up with the 3Rs principle, there were not many alternatives to animal experiments—but knowledge of the life sciences doubles every 7 years, so we now know over 1,000 times more than we did then! Scientists know much more about growing cells in the laboratory and, using human stem cell technologies and bioengineering, we can now recreate the structure and function of some organs in the lab and even combine multiple lab-generated organs to create a “human” system in the laboratory. A detailed understanding of how the body works in health and disease will help researchers create tests that are more accurate than animal testing and that save the lives of laboratory animals.



HISTORY: ANIMAL TESTS TO SOLVE RESEARCH PROBLEMS

Now I will describe four different medical-safety problems of the past that were solved through animal testing. These historic cases have shaped how we ensure the safety of drugs and consumer products, and the examples can help us understand the progress made using new technologies.


Pyrogens

The term pyrogen comes from a Greek word meaning something that generates fire. Today we use the word pyrogen to mean something that generates fever. In the early 1900s, scientists started to synthesize disease-curing drugs, including some that had to be injected into the body. Physicians often observed fever in their patients following drug injections, and sometimes even life-threatening reactions. They named the unknown fever-causing substances pyrogens. In 1912, the rabbit pyrogen test was invented: a dose of the drug ten times greater than what would be used in humans was injected into rabbits. If the rabbits did not develop fever, the drug was deemed safe for human use. Today we know that these pyrogens come from bacterial contamination during drug production, and even killing the microbes by sterilization does not eliminate them. When the patient’s immune system recognizes the bacterial pyrogens, fever results.



Eye Irritation

The eyes are especially sensitive to chemicals. In the US in the early 1930s, a cosmetic used to dye the eyelashes (called Lash Lure) led to more than 3,000 cases of eye irritation, five cases of blindness, and one death. Subsequently, the rabbit eye test was developed to prevent this from happening again. A drop of the chemical is applied directly into the eye of a rabbit and the animal is observed for several days.



Unexpected Toxicities

In 1936, more than 100 children died in the US from a cough syrup (Figure 1). The antibiotic contained in the syrup had been used for years without problems, but a substance called glycol, used to dissolve the antibiotic, was toxic. This started what is called repeat-dose testing, usually performed in rats and dogs, in which the drug is given for 28 or even 90 days orally, by inhalation, or on the skin (depending on the use of the drug). Afterward, the animals are killed and their organs are checked for possible effects.
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Figure 1

Scandals leading to the introduction of animal testing. Scandals prompted a lot of the animal tests we use today. Two examples are the repeat-dose testing for unexpected toxicities and embryotoxicity in response to health problems caused by Sulfanilamide and Thalidomide.





Embryotoxicity Testing

In the late 1950s, a German pharmaceutical company introduced a drug called thalidomide that became very popular for “morning sickness”—the frequent nausea experienced by pregnant women. About 2,000 unborn babies died from the drug and more than 10,000 children were born with malformations of their limbs (Figure 1). In response, broad testing of toxicity against embryos, called embryotoxicity testing, was introduced—using 3,200 rats and 2,100 rabbits per drug (Figure 1).

In all these cases, the scientific solution was to use animals to make sure drugs and other chemicals were safe for use in humans. But the use of animals to mirror what might happen in people is far from perfect—mice and rats predict each other’s response to drugs often not better than 60%, and sometimes specific strains of mice react completely differently from each other in these tests. Sometimes animals react like humans in response to drugs or other chemicals, but sometimes they do not.




REPLACING ANIMAL TESTING: A PYROGEN EXAMPLE

A timeline of pyrogen testing is shown in Figure 2. Scientists first discovered certain bacterial contaminations of drugs that were causing fever reactions back in the 1950s. In the 1960s, it was discovered that the same bacterial substances made the blood of horseshoe crabs clot. This spurred the development of a new test relying on sampling horseshoe crabs’ blood, the Horseshoe crab pyrogen test, which replaced 90% of rabbit testing starting in the 1980s. Then, in 1995, another laboratory test was developed based on the advancing knowledge of the human immune system—particularly, white blood cells called monocytes, which emit the chemical signals that cause fever. These tests are now called monocyte activation tests, and they measure whether substances are contaminated with pyrogens based on the reaction of monocytes. I developed one of these tests and led an international study with other scientists who had developed similar tests, demonstrating that such tests could replace the animal test for pyrogens [1, 2]. Following a thorough review by experts, the monocyte activation test was validated in 2006 and accepted by a number of agencies across the world in the years that followed. However, the actual replacement of the animal test is still ongoing: by 2017, 80% of rabbit pyrogen testing had been replaced in Europe, and by 2030 all rabbit testing in Europe should end. Other parts of the world lag behind. So, it took about 30 years for the horseshoe crab test to replace about 90% of rabbit testing, and another 30 years for monocyte activation tests to replace the remainder. Too slow, but we learn from these forerunners! Once scientists understand what happens in the human body, it will be easier to use non-animal test systems.
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Figure 2

History of pyrogen testing. In the early 1900s, scientists and doctors noticed high fevers and some deaths in their patients after the injection of certain drugs. In 1912, the rabbit pyrogen test was developed to screen injected drugs for these dangerous effects. Since then, various techniques have been developed to decrease or completely end the use of rabbits in these tests. These attempts are ongoing and, by 2030, rabbit testing should be eliminated in the EU.





PROGRESS IN OTHER AREAS

Eye irritation testing has seen enormous progress (Figure 3A). Several new tests use simple cell cultures of skin cells, others the eyes of chickens or cows that are killed for our food. Bioengineered human eye structures have also been developed and validated. Unfortunately, no single test can fully replace the rabbit test yet. Some can only identify strongly toxic substances; others can only identify substances that have no effect. Some tests work only with certain types of chemicals. But various combinations of new tests can replace animals for most uses.
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Figure 3

Progress in replacing animal testing. (A) Eye irritation testing. (B) Embryotoxicity testing. (C) Unexpected toxicity testing. Various technological advances allow the replacement of animal tests, including cell culture, slaughterhouse materials, bioengineered organs, stem cell technology, test combinations, and computational methods.



Embryotoxicity testing is the most demanding animal test, with respect to the numbers of animals needed. Some tests require more than 5,000 rats as well as rabbits and their embryos. Progress to replace animals for embryotoxicity testing is slow, primarily because embryo development is extremely complex and varies between species. Only three out of five chemicals tested in one species give the same results in a different species. Major progress in recent years has included the development of stem cells, which allow scientists to learn more about early human embryo development (Figure 3B). The stem cell tests that have been developed are bringing scientists closer to replacing the animal test.

Unexpected toxicities are still a key problem. How can we prepare for the unexpected? There are hundreds of tissues in the human body, and each could be the target! However, as it becomes more obvious that animals often react differently to toxic substances than humans do, we have no choice but to develop new, human-relevant tests (Figure 3C). Enormous progress has been made with modern cell culture: bioengineering allows us to recreate the structure and function of bodily organs in the lab. These organoids can be combined on chips and connected by tiny fluid-filled channels that act like blood vessels. These human-on-chip models are exciting because they enable scientists to study reactions in human-like systems. At the same time, artificial intelligence (AI), which involves the increasing ability of computers to learn and analyze data, is helping us combine the accumulated knowledge of recent decades. Millions of scientific papers and tons of data from experiments can be combined by AI systems to predict unexpected effects of substances on the human body and thus avoid animal tests. So, gains in computer power are helping scientists to model what is happening in the body and to make sense of large datasets, to predict toxic effects.



THE CHALLENGE AHEAD

These examples illustrate that science is continuously advancing. While this article has focused on the safety of drugs, similar stories could be told for other areas of research. New laboratory and computer-based methods can be used on their own and are even more powerful if combined. These new approaches are often as good or better than traditional animal experiments. The challenge now is figuring out how to change the habit of relying on animal testing for safety assessments of drugs and new consumer products. Recent advances have made testing processes more relevant to the human body and, most importantly, more humane.



GLOSSARY

3RS PRINCIPLE

An attempt to replace animals with other forms of testing, reduce the number of animals used in tests, and refine animal tests so that they are more humane.

BIOENGINEERING

The field of engineering that applies the life sciences, physical sciences, mathematics, and engineering to solve problems in biology and medicine.

PYROGENS

A group of microbial substances that lead to fever and inflammation.

REPEAT-DOSE TESTING

Giving a drug to animals multiple times over 28–90 days, to look for unexpected toxic effects on their organs.

EMBRYOTOXICITY TESTING

Animal testing of drugs on pregnant animals, to see if the drugs are safe or will have dangerous effects on (human) embryos.

HORSESHOE CRAB PYROGEN TEST

A test using the blood of horseshoe crabs, which coagulates (clots) in response to an important group of pyrogens.

MONOCYTE ACTIVATION TEST

A laboratory test that measures whether substances are contaminated with pyrogens based on the reaction of monocytes (cells of the human immune system).

ORGANOIDS

Cell cultures that replicate organ architecture and function. They can be 2D or 3D, on “chips,” and multiple organoids can be joined together to create human-on-chip models.
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Even when no other alternatives are available for scientific experiments, the use of research animals is still a difficult decision. To promote more ethical animal research, scientists must follow the 3Rs principle. Reduction is one of the 3Rs—it involves keeping the number of animals used to a minimum, by obtaining information from fewer animals or obtaining more information from the same number of animals. Imaging technologies allow scientists to see inside of the bodies of live animals without harming them, so that the animals do not need to be killed for scientists to study their organs. Using imaging techniques, scientists can study illness and responses to treatments. Animals can be imaged multiple times in long-term studies, so imaging techniques protect animal welfare by reducing the number of animals used in research.

Thanks to the endeavors of the Swiss 3RCC, these articles have been translated into the three main Swiss languages of German, French, and Italian.


RESEARCH IS NECESSARY

Our world continues to be challenged by devastating diseases, as illustrated only too well by the health emergencies brought on by the Covid-19 pandemic. Understanding how the bodies of humans and animals work is very important, because it helps scientists discover new treatments for animal and human diseases. The use of animals in research has been vital in supporting major medical breakthroughs, such as the discovery of vaccines and antibiotics that can prevent and treat dangerous infections. Research animals have also advanced our understanding of genetics and our knowledge of how the body’s cells regenerate [1]1.

However, animals are living, feeling beings that can suffer pain and distress, so using them for research is a difficult decision and must always be completely necessary and ethically justifiable. Most national and international laws protect the care and welfare of research animals, both for the wellbeing of the animals and as a way to support the highest-quality science. More than 60 years ago, two English biologists, Russel and Burch, set up the 3Rs principle for performing humane animal research [2]. The 3Rs principle includes replacement of animals by alternative methods when possible, reduction of the number of animals used in research studies, and refinement of experimental methods and housing conditions to minimize the suffering of laboratory animals.



WHY DO WE STILL USE ANIMALS IN RESEARCH?

Despite great progress in the use of non-animal alternatives (for example using human samples or computer models), there are circumstances when animal studies are unavoidable—such as when studying a disease or testing a new medicine. Testing new drugs on humans is not ethically possible and, so far, there are no alternatives to animals that can replicate the complex, interacting parts of a living body (for example the effects of the heart beating and blood circulating under the control of the brain). Researchers have a legal and ethical responsibility to ensure that the treatments they are studying are safe to be used in humans or in the animals those treatments are designed for. There is still an urgent need for better medicines and vaccines to treat life-threatening conditions like cancer, brain disorders, or pandemics like Covid-19.

Mice are the most-used animals in research. Although much smaller than humans, mice have very similar body functions and share 95% of their genes with humans. This means that the way a mouse body functions and responds to medicines is often very similar to what is seen in humans, so using mice in research can be a very informative way for scientists to understand a disease and how it might respond to treatment. More recently, scientists are increasingly using fish, flies, or worms to study body functions and new drug treatments, but the anatomy and the body-function differences between these animals and humans can be much greater, so there are limits to what these experiments can tell us.



LET US TALK ABOUT THE 3RS: WHY REDUCTION IS NEEDED

The 3Rs guide all research that uses animals, promoting the best animal care to support the highest-quality science. As scientists become better at understanding human diseases by looking at patients and working with alternative tests, these approaches will help to replace the use of animals in research. But in other cases, possibly during the final stages of testing the safety of new medicines in complex diseases like cancer or brain disorders, scientists may still need to use animals. When doing studies that require the use of animals, scientists must follow the reduction and refinement principles, to reduce the number of animals used and to ensure that they avoid or at least minimize any harm to the animals.

Reduction aims to use the smallest number of animals possible, by obtaining information from fewer animals or by obtaining a greater amount of information from the same number of animals. When planning a research study to test a new medicine, scientists should plan how many animals will be needed. This number includes those animals that will be used to test the new medicine and a group of animals that will experience the same living conditions but do not receive the medicine, called the control group. Scientists must also think about how many times the animals must be tested or investigated. For example, animals may receive a medicine that changes their heart function, so a scientist might need to check the animals’ heart rates every so many hours, days, or weeks, to study the medicine’s effects. But the scientist might also need to examine the heart directly, which can only be done after the animal is humanely killed. This means that, if the scientist wants to study animals at multiple time points, many animals would need to be killed. To avoid killing the animals, it would be ideal to be able to visualize internal tissues and organs in a living animal, without causing it harm. Visualizing the internal structures of a living animal would allow scientists to study how the animal’s tissues are affected during a disease and whether any tissue damage improves with new medicines. Imaging technologies is a technique that allows scientists to do precisely this—to look inside an animal’s body while it is alive, without causing it any harm, to study the animal’s organs and functions (Figure 1).
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Figure 1

During imaging, the animal is anesthetized so that it does not move and does not feel distress. Imaging technologies help us to look directly inside an animal’s body—at its skeleton or internal organs like the heart—without causing any harm. Once the animal has been imaged, it is monitored closely while it recovers from the anesthesia, and then it is transferred back to its housing with the other animals. Most imaging sessions take 15–30 min and animals recover well after a short anesthesia.





IMAGING TO REDUCE USE OF LABORATORY ANIMALS

Non-harmful imaging technologies, such x-rays or ultrasound, allow scientists to visualize the skeletons of live animals, to see their hearts beating, or to observe their brain function. Thus, imaging technologies help scientists to study how animals’ bodies are affected by illnesses and how they respond to treatments in real time, without the need to harm or kill them [3].

Imaging is used extensively in animal research, using equipment similar to that used for humans but adapted to the smaller size of mice, rats, or fish. Unlike humans, animals will generally be put to sleep using anesthesia, so that they do not move around or panic when they are placed in an unfamiliar environment to be imaged. Imaging technologies allow scientists to look at the size and shape of an animal’s organs, to detect tumor growth or a bone fracture, for example. Imaging also allows scientists to study how organs function, for example to study an animal’s heart beating or blood moving through the blood vessels to carry oxygen around the body. Importantly, scientists can also see how an animal’s cells and tissues respond to inflammation or injury by measuring how much oxygen or energy these cells or tissue use.

The ability to take a picture of the structure and function of internal organs helps scientists get more detailed information from a single animal, which improves the quality of their research studies. Imaging also helps scientists understand animal bodies, which helps them detect any signs of discomfort so they can act quickly to provide animals with better-quality care. This helps to improve animal welfare (Figure 2).
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Figure 2

Imaging helps scientists see how internal organs change as an animal grows or when it is treated with a drug. For example, if animals have a high body temperature that causes inflammation in the brain, scientists can use imaging to see whether brain inflammation could be treated by various medicines. Imaging a living animal can provide a lot of information, which helps reduce the number of animals needed for research studies.





HOW IMAGING WORKS

There are several imaging techniques commonly used for laboratory animals (Figure 3) [3, 4].
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Figure 3

Animals are imaged with technologies similar to those used to image humans. Non-harmful physical and chemical techniques such X-rays, the detection of light-emitting cells, or ultrasound (echocardiograms) are used to look at the skeleton, examine cell growth, or assess blood flow through the heart, for example. Viewing cell/tissue structure and function in real time is very important for studying diseases and for finding effective treatments, without harming or killing animals.



One of the most-used methods is called computed tomography (CT) scans. CT produces 3D, x-ray-based images of solid tissues like bones, allowing scientists to study the structure of bone tissue. This method is very useful for studying bone fractures or changes in the skeleton.

Magnetic resonance imaging (MRI) maps water molecules in the tissues to create pictures of soft internal organs such as the heart, brain, liver, or digestive system. This technique is most often used to analyse the nervous system, especially the brain and spinal cord.

Nuclear imaging detects radiation emitted by small radioactive tracer molecules injected into the body, to analyse the functions of internal organs. Typically, tracers are molecules chemically similar to glucose, the body’s main energy source. We can image whether these tracers are rapidly taken up by cancer cells and/or inflamed cells inside the animal’s body. This allows scientists to map where these diseased cells are located.

Optical imaging is used to detect cells inside animals’ bodies that can emit light. This technique is based on the ability of organisms like fireflies to make light in their abdomens by a controlled chemical reaction. Using the same chemical reaction, animal cells can be modified to emit visible light, which helps scientists to identify their locations inside the animal’s body. Detecting these glowing cells is useful for studying cell growth and energy use in cancer cells, for example.

Ultrasound uses high-frequency sound waves produced by the movement of organs, like the sound waves produced by the heart beating. These sound waves travel across the animal’s body, are collected, and turned into a moving image. This imaging technique is commonly used for studying heart function.

Before an imaging study, researchers must confirm the total number of number of times that an animal will be imaged and anesthetised. Only a limited number of imaging sessions is allowed per animal (generally one to three sessions), and researchers must monitor the health and wellbeing of the animals during the entire study.



CONCLUSION

Imaging has dramatically improved animal studies, enabling scientists to monitor disease progression in real time and to study the responses of animals to medicines without causing them harm [4]. Imaging allows scientists to get detailed information on the anatomy and functions of animals’ bodies without the need to kill them to access their internal organs. This is an important step for reducing the number of animals used in research. Importantly, imaging helps scientists to better understand an animal’s body functions and how they may be affected by experimental procedures. This allows scientists to detect early signs of illness or suffering that could cause further distress in the animals. Identifying such effects early helps scientists to take immediate actions to improve animal care and welfare and to prevent or minimize suffering (for example by giving painkillers or more nutritious food). Overall, imaging directly benefits animal welfare and improves scientific research through reducing the number of research animals used—a key component of the 3Rs principle.



GLOSSARY

3RS

Scientific principles that replace, reduce, and refine the use of animal in scientific experiments, to ensure humane and caring animal research.

REDUCTION

One of the 3Rs principles that promotes the use of the smallest number of animals possible, while still obtaining valuable research information.

IMAGING TECHNOLOGIES

Creating pictures of the inside of a living body for analysis. These include techniques such as X-rays and ultrasound.

ANESTHESIA

The use of medicines to ensure that an animal is unconscious and free of pain during a medical procedure like imaging.

ECHOCARDIOGRAM

Imaging the heart function using ultrasound.



FOOTNOTE

1https://www.animalresearch.info/en/medical-advances/medical-discovery-timeline/
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Some scientific research includes experiments performed using animals. Many of the animals used in research are sentient, which means they have emotions or feelings that are probably similar to the positive and negative emotions that humans experience. Some experiments can cause animals to experience negative emotions like pain or fear. While animals can sometimes be replaced with other methods or used sparingly, in other situations there is no easy way to perform experiments without using animals. In these cases, scientists can protect animals by using refinement, which describes all efforts to improve the housing conditions, care, and scientific procedures that the animals experience. Refinement aims to avoid or lessen negative experiences or pain and to improve the animals’ wellbeing. For example, scientists work hard to develop methods to give drugs to mice without using force, or to pick mice up more gently so the animals do not feel stress.

Thanks to the endeavors of the Swiss 3RCC, these articles have been translated into the three main Swiss languages of German, French, and Italian.


ANIMAL EXPERIMENTS AND THE 3RS PRINCIPLE

Animals are used in research for many different reasons. For example, they are used to develop new medicines or to test potential medicines for safety and effectiveness before these drugs are tested on people. Animals are also used to check the safety of chemicals that we use in our daily lives, like cleaning products. Scientists also use animals to learn about diseases that affect both humans and animals. Many of the diseases scientists work on involve processes that can only be studied in living organisms—not in cells that scientists grow in the laboratory. For example, if scientists want to understand diseases of the brain, often only animal studies can help them do so. Several animal species are biologically similar to humans and suffer from some of the same diseases we do. It is often easier to perform experiments on animals than on humans, for two main reasons. First, scientists can control the environments that research animals live in, for example what the animals eat or how they are housed. This cannot be done with humans. Second, research on humans could expose those humans to health risks, which would be unethical.

Many people worry about the use of animals in research and would like to see animal research replaced with alternative methods. To protect animals as much as possible, scientists apply the 3Rs principle to avoid or reduce animal use in research whenever possible. The 3Rs principle was formulated by two scientists, William Russel and Rex Burch, in 19591. Their aim was to make animal research less harmful for the animals. The first R is replacement, which describes all efforts to completely avoid using animals in research, for example by using computers to simulate what happens in a human or animal brain. The principle of reduction deals with methods to reduce the number of animals used in research. Modern research methods that maximize the knowledge that scientists can get from each animal help to reduce the total number of animals needed. The third R is refinement, which describes changes in how scientists house and treat laboratory animals to reduce their suffering and increase their wellbeing.

Although the first and most important R is replacement, for some experiments it is impossible to use alternative methods like computer simulations or cells grown in the lab. Despite efforts to replace animal experimentation, around 12 million animals are still used every year in Europe for scientific experiments [1]. Because of this, refinement, the third R, is important. In most countries, the wellbeing of animals is protected by animal welfare laws that forbid cruel treatment of animals, which can include any treatments that let animals suffer unnecessarily. The laws also describe how animals should be housed and cared for. For example, these laws describe how much space a lab animal should have in its stable or cage. However, the refinement principle goes beyond the conditions that are set out by animal welfare laws—it strives to reduce negative impacts on research animals as much as possible, and to make their lives better by continuously improving their living conditions.



SENTIENT ANIMALS CAN EXPERIENCE NEGATIVE EMOTIONS

Why do we care that lab animals are treated well and that their living conditions are good? Some animals, including many of those used in science, are sentient. Being sentient means these animals have emotions that are probably similar to the positive and negative emotions that humans experience. Some experiments can cause sentient animals to experience negative emotions, like pain or fear. When sentient animals, including humans, experience very strong negative emotions, or even mild negative emotions for a long time, they may suffer.

Which animals are sentient and can therefore experience suffering? This is not an easy question to answer, and there are many differing opinions on the issue. In the future, research on animal sentience may change our minds, but currently all vertebrates (animals with backbones) are believed to be sentient, including mammals, birds, fish, reptiles, and amphibians. Invertebrates (animals without backbones) like insects and worms are not currently thought to experience positive and negative emotions the same way humans and vertebrates do [2]. Therefore, at this point in time, most invertebrates are not considered sentient by most scientists (Figure 1). However, there are certain invertebrates—like the lobster and the octopus—that do react similarly to vertebrates when they experience painful situations. So, some scientists include these animals in the group of sentient animals and ask for their strict protection. Switzerland, for example, includes octopi in its animal welfare laws.
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Figure 1

Sentient animals are believed to experience positive and negative emotions similar to those experienced by humans. At this time, non-sentient animals are not currently thought to experience positive and negative emotions the same way humans and vertebrates do.





IMPROVING THE LIVES OF LABORATORY MICE

To describe how refinement efforts can improve animal welfare, we will concentrate on mice because mice are the most widely used research animals around the globe. Depending on the country, mice make up 50–75% of all animals used in research, mainly because mice reproduce or breed quickly and can be easily housed in the laboratory. Mice are tiny mammals that have many things in common with humans, including much of their genetic information and many bodily processes. The genetic information of the mouse is also easy for scientists to change, which makes mice good for many experiments. Research using genetically modified mice allows scientists to imitate and study human diseases in mice, as well as to find new medicines to treat these diseases.

The welfare of mice is important because they are sentient animals that interact with each other socially. For example, did you know that male mice sing love songs for female mice, in frequencies that are beyond the level of human hearing [3]? Or that mice can tell if another mouse is feeling unwell and change their behavior accordingly—for example, by reacting more strongly to negative experiences like pain [4]? In humans we call this empathy—the ability to understand or feel what others are feeling.

Mice need certain conditions to live healthy, happy lives. Good conditions for mice include having material to build cozy nests to keep themselves warm, living in groups with other mice, and being cared for by humans who understand their needs. There are also many ways that experiments can be improved to reduce the negative emotions mice experience, like pain or fear. Examples include helping mice to get used to being around humans before the experiments start or giving mice pain killers when painful experiments are performed.



A SPOONFUL OF SUGAR HELPS THE MEDICINE GO DOWN

When mice are used in experiments in which they must take medicines—to prove that a new drug helps to treat a disease, for example—these medicines must sometimes be swallowed by the mice. Mice do not swallow all medicines willingly, especially if the drugs taste bitter. To get around this, scientists sometimes give the medicines through a tube inserted into the mouse’s mouth directly into its stomach. This is unpleasant for the mouse, so even though the procedure is allowed by law when it is scientifically necessary, scientists try to use the refinement principle to make giving drugs more pleasant for mice. For example, scientists from the University of Zurich, Switzerland [5], use this easy solution: mice like fatty, sweet food, so they mix the drug with a tasty substance like sweetened condensed milk. Mice will happily lick up all the medicated condensed milk from a measuring device called a pipette (Figure 2).
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Figure 2

Feeding a drug mixed with sweetened condensed milk to a mouse. Mice like to eat sweet and fatty substances, so they will easily lick up drugs that are mixed with foods like Nutella, peanut butter, or raspberry jam.



Other good ways of getting mice to swallow drugs without using any kind of force include mixing the medicine with Nutella, peanut butter, or raspberry jam. These methods avoid unpleasant experiences for the mice and also make scientists’ lives easier because the mice will willingly eat these substances—so the scientists know that their mice have swallowed the full dose of the drug they are investigating.



A PLEASANT RIDE: USING PLASTIC TUNNELS TO GENTLY PICK UP MICE

For many years, scientists picked up lab mice by their tails to move them from place to place (Figure 3A). It was easy for scientists to catch the mice this way without being bitten, but some scientists thought it might be unpleasant for mice and did research on better ways to pick them up. In the wild, mice live in burrows with tunnels. A researcher in Liverpool, England named Jane Hurst therefore checked whether mice prefer to be transported in a tunnel—and they do! Mice transported in tunnels are tamer and more relaxed than those picked up by their tails [6]. This is good for the wellbeing of the mice, and it makes the mice easier for scientists to work with. More and more scientists are training their mice to enter little plastic tunnels2, which the scientists use to transport the mice (Figure 3B).
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Figure 3

(A) In the past, most scientists caught mice by the tail to transport them. (B) Using plastic tunnels to transport mice keeps the mice more relaxed, which is both good for the mice and helpful for the scientists who work with them.





OUTLOOK

In most countries, these and many other refinement techniques are not yet required by law, meaning scientists do not have to use them—but even though they are not required, these techniques are still being increasingly used these days. Use of refinement techniques is important because it helps to reduce animal suffering and improves animal welfare whenever we cannot fully replace animals in research. All around the globe, scientists are trying to convince their colleagues to implement more refinement into their animal experiments. How do you think we could increase the happiness and reduce the suffering of lab animals, and how could we best convince others to follow these practices?



GLOSSARY

ORGANISM

A living thing made up of one or more cells, for example a human, a fish, or a mouse.

UNETHICAL

Actions or behaviors that do not follow the accepted rules of our society.

3RS PRINCIPLE

A principle formulated by two scientists in 1959, to make animal research less harmful for the animals. The 3Rs are replacement, reduction, and refinement.

REPLACEMENT

Attempting to avoid the use of animals in research by replacing them with other methods.

REDUCTION

Applying methods to minimize the number of animals used for research.

REFINEMENT

Applying methods to minimize suffering and to improve welfare in animals used for research.

SENTIENCE

Being sentient means to have (positive and negative) emotions.

GENETIC MODIFICATION

Changing the characteristics of an organism by changing its DNA. DNA is the material that carries all the information about how an organism looks and functions.

FREQUENCIES

Here, audio frequency. Frequency is how many sound waves are produced by the animal per second.



FOOTNOTES

1https://caat.jhsph.edu/principles/the-principles-of-humane-experimental-technique

2https://www.nc3rs.org.uk/3rs-resources/mouse-handling
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Interleukin-1β (IL-1β) is a potent proinflammatory cytokine that plays a vital role in the innate immune system. To observe the innate immune response in vivo, several transgenic zebrafish lines have been developed to model IL-1β-induced inflammation and to visualize immune cell migration and proliferation in real time. However, our understanding of the IL-1β response in zebrafish is limited due to an incomplete genome annotation and a lack of functional data for the cytokine receptors involved in the inflammatory process. Here, we use a combination of database mining, genetic analyses, and functional assays to identify zebrafish Interleukin-1 receptor, type 1 (Il1r1). We identified putative zebrafish il1r1 candidate genes that encode proteins with predicted structures similar to human IL1R1. To examine functionality of these candidates, we designed highly effective morpholinos to disrupt gene expression in a zebrafish model of embryonic Il-1β-induced systemic inflammation. In this double transgenic model, ubb:Gal4-EcR, uas:il1βmat, the zebrafish ubiquitin b (ubb) promoter drives expression of the modified Gal4 transcription factor fused to the ecdysone receptor (EcR), which in turn drives the tightly-regulated expression and secretion of mature Il-1β only in the presence of the ecdysone analog tebufenozide (Teb). Application of Teb to ubb:Gal4-EcR, uas:il1βmat embryos causes premature death, fin degradation, substantial neutrophil expansion, and generation of reactive oxygen species (ROS). To rescue these deleterious phenotypes, we injected ubb:Gal4-EcR, uas:il1βmat embryos with putative il1r1 morpholinos and found that knockdown of only one candidate gene prevented the adverse effects caused by Il-1β. Mosaic knockout of il1r1 using the CRISPR/Cas9 system phenocopied these results. Taken together, our study identifies the functional zebrafish Il1r1 utilizing a genetic model of Il-1β-induced inflammation and provides valuable new insights to study inflammatory conditions specifically driven by Il-1β or related to Il1r1 function in zebrafish.




Keywords: zebrafish, interleukin - 1 β, interleukin 1 receptor type 1, inflammation, neutrophils, ROS - reactive oxygen species, UAS/Gal4



Introduction

Zebrafish (Danio rerio) have emerged as a valuable vertebrate model to study inflammation due to several important features including rapid development of the innate immune system, optical transparency for in vivo imaging, and the accessibility of genetic tools and experimental methods (1–3). The relative ease of transgenesis in zebrafish (4) has given rise to several genetic models of inflammation driven by the expression of the potent proinflammatory cytokine Interleukin-1β (Il-1β). These models include heat-shock-inducible Il-1β (5), cell-specific expression of Il-1β (6), and a doxycycline-inducible model (7). A variety of non-genetic zebrafish inflammation models have also been characterized, including infection models using bacteria (8–10), viruses (11), fungi (12, 13), and lipopolysaccharide (LPS) (14) as well as several wound-induced models (15–20). Similar to the genetic models, wound-induced models stimulate Il-1β expression and promote Il-1β dependent migration of neutrophils to the site of injury (5, 21). Additionally, morpholino knockdown of zebrafish Il-1β decreases the recruitment of neutrophils demonstrating that Il-1β plays a specific role in regulating neutrophil migration during injury-induced inflammation (5). More recently, we generated a genetically inducible model of systemic inflammation using the Gal4-EcR/UAS system (22). In this model, the mature form of Il-1β is secreted in response to the ecdysone analog tebufenozide resulting in dose-dependent neutrophil expansion, reactive oxygen species (ROS) generation, morbidity, and mortality (23).

During an innate immune response to foreign antigens, IL-1β is produced as an inactive precursor that is processed by caspase-1 and the inflammasome to produce mature IL-1β for secretion (24). Once secreted, IL-1β (as well as IL-1α) binds specifically to the Interleukin-1 receptor, type 1 (IL1R1) causing a conformational change that allows for binding of the co-receptor Interleukin-1 receptor accessory protein (IL1RAP; also known as IL1R3) that forms a trimeric complex that promotes a strong proinflammatory signal (25). To demonstrate functionality, previous studies showed that targeted disruption of the murine genes encoding either IL1R1 (26, 27) or IL1RAP (28) block IL-1 signaling, indicating that IL1R1 and IL1RAP are both required to elicit an immune response. While IL1R1 and IL1RAP share some structural similarities, both receptors possess unique primary sequences and distinct genomic locations in both human and mouse. As IL1R1 binds specifically to IL-1β and serves as a primary therapeutic target for treating inflammation in a broad spectrum of diseases, our current study focuses on the identification of the zebrafish Interleukin-1 receptor, type 1 (Il1r1).

Given the prominent role of Il-1β in the inflammatory response, it is particularly surprising that the zebrafish Il1r1 has not been identified. Indeed, the discovery and validation of functional orthologs in zebrafish can be challenging for a variety of reasons. While comparison of the human and zebrafish reference genomes reveals that approximately 70% of human genes have at least one obvious zebrafish ortholog, the sequence divergence of many genes is so great that they cannot be recognized or confirmed as orthologs without experimental validation (29). Furthermore, members of the Teleostei infraclass, including zebrafish, underwent a teleost-specific whole-genome duplication event (30). This further complicates the identification of human - zebrafish orthologs due to the possibility of 1) functionally redundant paralogs, 2) mutually exclusive, overlapping, or redundant expression patterns of the paralogs, or 3) the presence of pseudogenes.

In this study, we perform an in silico analysis and identify putative zebrafish Il1r1 orthologs with low sequence identities but with predicted protein structures highly similar to human IL1R1. To determine if these proteins function as the receptor for Il-1β, we utilize our validated in vivo zebrafish model of Il-1β-induced systemic inflammation (23). Here, we knockdown the expression of putative receptors and examine the phenotypic rescue of inflammation by performing multiple functional assays. Using this experimental approach, we identify the functional ortholog for zebrafish Il1r1 and demonstrate that it is absolutely required for the Il-1β-driven inflammatory response and the associated disease phenotypes. Given the increasing interest in zebrafish models of inflammation, our findings provide valuable new tools to dissect signaling pathways, cellular responses, and disease models that are specifically driven by or related to Il1r1 function.



Materials and methods


Zebrafish husbandry

Zebrafish lines were maintained using guidelines established in The Zebrafish Book (31). The AB wild-type (WT) strain was acquired from the Zebrafish International Resource Center. Transgenic lines Tg(ubb:IVS2GVEcR, cmcl2:EGFP), herein abbreviated as ubb:Gal4-EcR, and Tg(uas:GSP-Il1βmat, cmlc2:mCherry), herein abbreviated as uas:Il1βmat were previously generated in our lab (23). The Tg(mpx:mCherry)uwm7 transgenic line, herein abbreviated as mpx:mCherry, was a gift from Dr. Anna Huttenlocher (UW-Madison). Embryos were maintained at 28.5°C in egg water (0.03% Instant Ocean reconstituted in reverse osmosis water). For imaging, 0.003% phenylthiourea (PTU) was used to inhibit melanin production. All experiments were performed in accordance with the University of Wisconsin-Madison Institutional Animal Care and Use Committee.



Database mining for putative zebrafish interleukin-1 receptors

To identify putative zebrafish Interleukin-1 receptor(s), type 1 (Il1r1), we performed database searches for zebrafish homologs. The human IL1R1 protein sequence (accession number P14778) was used to search the zebrafish genome at Ensembl (assembly GRCz11) using the TBLASTN search tool. Sequence identities and phylogenetic analysis of protein sequences was performed using the Clustal V Method in MegAlign (DNASTAR). Predicted protein structures for human IL1R1 (https://alphafold.ebi.ac.uk/entry/P14778), zebrafish CABZ01054965 (https://alphafold.ebi.ac.uk/entry/E7FGC6), and zebrafish ZMP:0000000936 (https://alphafold.ebi.ac.uk/entry/E7F5V6) were identified using AlphaFold (32, 33).



Morpholino antisense oligonucleotide design and microinjection

Morpholino antisense oligonucleotides (MO) were designed against zebrafish cabz01054965 and zmp:0000000936 using the manufacturers recommendations (GeneTools). The cabz01054965 splice donor morpholino sequence 5’-TGTGCATCAGGGTTTACCTTTCGC-3’ was designed against the splice donor site (underlined) located between exon 4 and intron 5. The zmp:0000000936 splice donor morpholino sequence 5’-GTGATATGAAAGGCTCACCCTGCAC-3’ was designed against the splice donor site (underlined) located between exon 5 and intron 6. The zmp:0000000936 start site morpholino sequence 5’-ACCAATCGACCCATATCTACAGCCG-3’ was designed to span across the translation start site (underlined). For control morpholino injections, the standard GeneTools control oligo was used 5’-CCTCTTACCTCAGTTACAATTTATA-3’. Uninjected embryos were used as controls for some experiments as indicated.

Morpholinos were resuspended in dH2O at a stock concentration of 2 mM. For microinjection, morpholinos were diluted to 0.1-0.5 mM in dH2O containing phenol red (0.05%) as an injection tracer. Microinjection needles were fabricated from 1.2 mm thin wall glass capillaries (WPI; TW120F-4) using a Sutter Instrument Flaming/Brown Micropipette Puller (Model P-97). Approximately 2 nl were microinjected into the yolk of single-celled embryos from pair-wise crosses of the relevant genotypes. Damaged embryos identified with gross morphological defects as a result of microinjection were removed from the study prior to analyses. All morpholinos were found to be effective at a concentration of 0.25 mM (~2 ng) without any obvious off-target effects.



Generation of Il-1β-induced embryonic systemic inflammation

The transgenic lines ubb:Gal4-EcR and uas:Il1βmat were used to generate Il-1β-induced embryonic systemic inflammation in the presence of the ecdysone analog, tebufenozide (Teb), as previously described (23). Teb was prepared as a 1 mM stock solution in 100% DMSO. Adults carrying the transgenes were bred, embryos were injected with morpholino at the one-cell stage or left uninjected, and then treated at 1 or 2 days postfertilization (dpf) with 1 µM Teb or 0.1% DMSO (untreated controls). Embryos were selected for both transgenesis markers cmlc2:EGFP (green heart) and cmlc2:mCherry (red heart) using a Nikon SMZ18 epifluorescence stereomicroscope prior to further analyses. For neutrophil experiments, the ubb:Gal4-EcR and uas:Il1βmat lines were bred to mpx:mCherry. All experimental embryos were heterozygous for all transgenes.



Mosiac rescue of Il-1β-induced embryonic systemic inflammation with CRISPR/Cas9

To phenocopy the zmp splice-donor and start-site morpholino rescue of Il-1β-induced embryonic systemic inflammation, we used a CRISPR/Cas9 strategy utilizing the crRNA:tracrRNA duplex format with recombinant S. Pyogenes Cas9 nuclease (Cas9) from Integrated DNA Technologies (IDT). Using the Alt-R Custom Cas9 crRNA Design Tool (IDT), we designed two CRISPR RNAs (crRNAs): cr1.zmp:0000000936.ex8 5’-/AltR1/ucgacugcuggacaccagacguuuuagagcuaugcu/AltR2/-3’and cr2.zmp:0000000936.ex9 5’-/AltR1/uuaagguggagcuggucuuaguuuuagagcuaugcu/AltR2/-3’ against exon 8 and exon 9, respectively. For CRISPR-Cas9 ribonucleoprotein (RNP) preparation and microinjection, we followed the IDT demonstrated protocol “Zebrafish embryo microinjection” modified from Dr. Jeffrey Essner (Iowa State University). The crRNAs and transactivating crRNA (tracrRNA) were resuspended to 100 µM in nuclease-free TE buffer, pH 8.0, the individual crRNAs were combined with tracrRNA at 1:1 molar ratio in nuclease-free Duplex Buffer (IDT) to create 3 µM gRNA complexes (cr1 and cr2). The solutions were heated to 95°C for 5 min, then cooled to room temperature. Recombinant Cas9, glycerol-free (IDT) was diluted to 0.5 µg/µl in PBS, pH 7.4. The RNP complex was assembled by combining 3 µl of gRNA complexes with 3 µl of diluted Cas9, incubated at 37°C for 10 min, then cooled to room temperature. Approximately 2 nl of the RNP complexes with either cr1, cr2, or combined cr1/cr2 (1:1) was microinjected into ubb:Gal4-EcR, uas:Il1βmat single-cell embryos and monitored for morbidity and mortality. PCR was performed on individual embryos using zmp:0000000936-specific primers: forward primer 5’-tatgtgttcctcttgcagCG-3’ and reverse primer 5’-tgtttatacgagcacCTGTGG-3’ located in intron 7 and intron 9, respectively. Percentages of survival (alive), morbidity (sick), and mortality (dead) were plotted for each group using Excel (Microsoft). To test for differences between groups, a chi-square test of independence was performed, followed by a post hoc test using adjusted residuals and a p-value Bonferroni adjustment.



RNA extraction, cDNA synthesis, and RT-PCR

Embryos from 0-3 dpf (20-30 per group in duplicate) were anesthetized in 0.02% Tricaine, transferred into RNase/DNase-free 1.5 ml microcentrifuge tubes with fitted pestle (Kontes), homogenized in TRIzol, and total RNA was extracted according to the manufacturer’s protocol (Invitrogen). cDNA was synthesized by reverse transcription using the SuperScript IV First-Strand Synthesis System using Oligo(dT) primers according to the manufacturer’s protocol (Invitrogen). Reverse transcription polymerase chain reaction (RT-PCR) amplified a 578 bp fragment of cabz01054965 using forward primer 5’-ACGCACCTGACACATCGTAA-3’ and reverse primer 5’-GTTTGACTTGGCTTCGGGTA-3’, a 577 bp fragment of zmp:0000000936 using forward primer 5’-GCGAGATGACCTCAGAAACC-3’ and reverse primer 5’-TCCTCCGACACATGAGACAC-3’, and a 932 bp fragment of actin, beta 1 (actb1) as an RT-PCR control using forward primer 5’-CCCTCCATTGTTGGACGAC-3’ and reverse primer 5’-CCGATCCAGACGGAGTATTTG -3’. All primers were designed using Primer3 (34).



Whole-mount in situ hybridization

WISH was performed using protocols adapted from Vauti et al. and Thisse and Thisse (35, 36). This new protocol afforded greater probe penetration into the central nervous system (CNS) and trunk of 1-3 dpf animals used for this study. Briefly, WT embryos from 1-3 dpf were fixed in 4% paraformaldehyde/PBS at 4°C overnight, dehydrated in 100% methanol, then stored at −20°C. For probe synthesis, cabz01054965 (forward primer 5’-AATTAACCCTCACTAAAGGGGCGAGATGACCTCAGAAACC-3’; reverse primer 5’-TAATACGACTCACTATAGGGACCTCCTCCTCCTCTTCCAG-3’) and zmp:0000000936 (forward primer 5’-AATTAACCCTCACTAAAGGGGCGAGATGACCTCAGAAACC-3’; reverse primer 5’-TAATACGACTCACTATAGGGACCTCCTCCTCCTCTTCCAG-3’) were PCR amplified from WT zebrafish cDNA to produce products of 1,227 and 1,293 bp, respectively. Both forward primers contained a 5’-T3 RNA polymerase binding site (italics) and both reverse primers contained a 5’-T7 RNA polymerase binding site (italics). PCR products were then purified using the QIAquick PCR purification kit (Qiagen). Approximately 1 µg of purified PCR product was used to synthesize sense and antisense digoxigenin (DIG)-labeled RNA probes with T3 and T7 RNA polymerase, respectively, using a DIG RNA Labeling Kit (Roche). Prepared embryos (n=8 per group) were transitioned to ethanol, treated with ethanol/xylol (1:1 vol/vol), rehydrated in H2O with 0.1% Tween, permeabilized in 80% Acetone, and bleached in H2O2, according to Vauti et al., 2020 (36). Embryos were prehybridized at 70°C for 2 hr, then hybridized with DIG-labeled RNA probes at 70°C overnight. After washing and blocking, the embryos were incubated with anti-DIG-AP Fab fragment (Roche) at 4°C overnight then stained with BM Purple, AP precipitating substrate (Roche), containing NBT and BCIP, until the desired signal intensity appeared (35). Images were captured using a Nikon SMZ18 stereomicroscope equipped with a Nikon DS-Fi2 color camera and Nikon NIS-Elements software.



Survival analysis

To examine Il-1β-induced mortality, double transgenic ubb:Gal4-EcR, uas:Il1βmat embryos were induced with 1 µM Teb at 1 dpf and survival was monitored until 6 dpf. All survival assays were performed in 100x15 mm petri dishes (Falcon). In our previous survival studies, Teb (concentration range: 10 nM-10 µM) was added at 2 dpf, which caused mortality beginning at 5 dpf (23). Therefore, in the current study, we added Teb at 1 dpf to expedite mortality as morpholino effectiveness may be reduced past 3 dpf (37). Survival was tallied daily as dead embryos were identified and removed from the petri dishes. Teb was replaced daily with freshly prepared solution. Kaplan-Meier curves were made using Excel (Microsoft) and log rank tests were used to evaluate statistical significance.



Gross morphology

Transgenic ubb:Gal4-EcR and uas:Il1βmat embryos (10-20 per group) were induced with 1 µM Teb at 2 dpf and maintained in fresh Teb until 4 dpf. Three embryos per group (except for cabz +Teb; n=2), were randomly selected and imaged. Lateral images were acquired by confocal microscopy using the TD channel at 4 dpf. Regions of interest were quantified using FIJI ROI selection and measurement tools. Mean cross sectional area + standard deviation was plotted using Excel (Microsoft).



Neutrophil quantification

The neutrophil reporter line mpx:mCherry was bred to ubb:Gal4-EcR, uas:Il1βmat double transgenics to produce triple heterozygous transgenic embryos. Systemic inflammation was induced at 2 dpf with 1 µM Teb (10-20 per group). Three embryos per group (except for cabz +Teb; n=2), were randomly selected and neutrophils were imaged by confocal microscopy at 4 dpf. Neutrophils were quantified by manually counting the number of mCherry-positive cells throughout the entire volume rendered image using FIJI Cell Counter Plugin (38). Mean + standard deviation was plotted using Excel (Microsoft).



Reactive oxygen species analysis

Transgenic ubb:Gal4-EcR, uas:Il1βmat embryos (10-20 per group) were induced with 1 µM Teb at 2 dpf and maintained in Teb until 3 dpf. CM-H2DCFDA (Invitrogen), a fluorescent cell-permeant indicator for ROS, was freshly prepared as a 10 mM stock in DMSO. Embryos were incubated with 2.5 μM CM-H2DCFDA (Invitrogen) for 30 min in the dark, then washed in egg water (3 x 10 minutes each wash) prior to imaging. Three embryos per group (except for cabz +Teb; n=2), were randomly selected and imaged by confocal microscopy at 3 dpf. Quantification of fluorescent signal was completed on 2D projections of 3D confocal z-stacks, created using the Nikon NIS-Elements Maximum Intensity Projection algorithm. Regions of interest were identified using FIJI ROI selection tools, then the fluorescence was quantified using the FIJI ‘mean grey value’ measurement tool. Values were normalized to uninjected no Teb controls and normalized mean + standard deviation was plotted using Excel (Microsoft).



Confocal laser scanning microscopy

Zebrafish from 1 to 4 dpf were anesthetized in 0.02% Tricaine and immobilized in 1.2% low melting point agarose (Invitrogen) in glass bottom culture dishes (MatTek). Confocal microscopy was performed using a Nikon Eclipse Ti microscope equipped with a Nikon A1R. For images of whole embryos and larvae, large images (4 x 1 mm) were captured and stitched together with a 15% overlap. All images are 2D projections of 3D confocal z-stacks using the Nikon NIS-Elements Maximum Intensity Projection algorithm or are single frame lateral TD images. All image manipulation for brightness or contrast (via Nikon NIS-Elements software) was applied to all pixels, equally, and does not affect interpretation of data.



Statistical analysis

Statistical differences of mean values among multiple groups were determined using one-way analysis of variance (ANOVA) followed by Tukey’s HSD post-hoc test. The criterion for statistical significance was set at P < 0.05. Values represent means ± standard deviation. Error bars show +1 standard deviation.




Results


Identification of the putative zebrafish interleukin-1 receptor, type 1

Using the human IL1R1 protein sequence (accession number: P14778), we performed a TBLASTN against the zebrafish genome at Ensembl. We identified three genes, cabz01054965, (accession number: ENSDARG00000090844), zmp:0000000936 (accession number: ENSDARG00000088672), and cu855885, (accession number: ENSDARG00000101527) on zebrafish chromosome (chr.) 9 with sequence similarities to human IL1R1. In addition, these three genes showed partial synteny to the IL-1 Receptor Cluster on human chr. 2q (39) and mouse chr. 1 (Figure 1A). The cu855885 gene has previously been identified as the zebrafish ortholog for human Interleukin-1 receptor-like 1 (IL1RL1) (40), herein referred to as zebrafish il1rl1. Protein sequence alignment using the Clustal V Method in MegAlign (DNASTAR) indicated percent identities to the human IL1R1 protein sequence of 19.6%, 21.4%, and 19.1% for the proteins encoded by the zebrafish genes cabz01054965, zmp:0000000936, and il1rl1, respectively.




Figure 1 | In silico identification of the putative zebrafish interleukin-1 receptor, type 1 (Il1r1). (A) Alignment of human, mouse, and zebrafish genomic regions showing conserved synteny. Shown here are the human and mouse IL-1 receptor clusters and the putative zebrafish IL-1 receptor cluster (not to scale). (B) Phylogenetic alignment of human IL1R protein sequences with putative zebrafish Il1r protein sequences. (C) Predicted protein structures of human IL1R1, zebrafish CABZ (CABZ01054965), and zebrafish ZMP (ZMP:0000000936) showing conserved domains: N-terminal signal peptide (SP), 3 extracellular immunoglobulin-like (Ig-l) domains (Ig-l 1, Ig-l 2, and Ig-l 3), a single transmembrane domain (TM), and an intracellular Toll/Interleukin-1 receptor (TIR).



Phylogenetic analysis of human IL1R1 (P14778), human IL1RL1 (Q01638), human IL1RL2 (Q9HB29), zebrafish CABZ01054965, zebrafish ZMP:0000000936, and zebrafish Il1rl1 was also performed using the Clustal V Method in MegAlign (Figure 1B). As predicted, zebrafish Il1rl1 was found to be most similar to human IL1RL1, confirming the previously established annotation (40). However, our analysis was unable to definitively distinguish whether CABZ01054965 or ZMP:0000000936 were functional zebrafish orthologs or paralogs for either human IL1R1 or IL1RL2.

We next examined the structural similarities between human IL1R1, zebrafish CABZ01054965 (abbreviated herein as CABZ), and ZMP:0000000936 (abbreviated herein as ZMP) using the AlphaFold Protein Structure Database (32, 33). As shown in Figure 1C, human IL1R1 consists of an N-terminal signal peptide (SP), 3 extracellular immunoglobulin-like (Ig-l) domains, a single transmembrane domain (TM), and an intracellular Toll/Interleukin-1 receptor (TIR) domain (41–43). Despite the low sequence similarities between the human and zebrafish proteins, AlphaFold predicted conserved protein structures and domains for human IL1R1, zebrafish CABZ, and zebrafish ZMP (Figure 1C). However, these structures did not distinguish functionality between the two zebrafish proteins.

We also examined the zebrafish genome for IL1RAP and the three additional IL1R genes found within the human and mouse IL-1 receptor clusters (i.e. IL1R2, IL18R1, and IL18RAP). As IL-1 signaling requires the association of IL1RAP with the IL-1β/IL1R1 complex, we mined the zebrafish genome for the gene encoding the zebrafish ortholog for Il1rap. BLAST analysis using human IL1RAP localized the putative zebrafish il1rap gene (cabz01068246) to chr. 15 near the zebrafish fgf12b gene (data not shown). This genomic region in zebrafish shares conserved synteny with both the human and mouse genomes, which show colocalization of the IL1RAP and FGF12 genes. In addition, BLAST analysis using human IL1R2 localized the putative zebrafish il1r2 (cabz01078737) near the proximal telomere of chr. 9 adjacent to zebrafish map4K4 (data not shown). This genomic region shows conserved synteny between il1r2 and map4K4 in human, mouse, and zebrafish, albeit at a distant genomic region in the zebrafish genome, with respect to the zebrafish IL-1 receptor cluster. No obvious zebrafish orthologs for human or mouse IL18R1 or IL18RAP were identified using BLAST analysis. However, the previously annotated zebrafish gene products Il1rapl1a, Il1rapl1b, and Il1rapl2 (44) share partial sequence alignment to human and mouse IL18R1 and IL18RAP, indicating the potential for conserved function.



Developmental expression of putative zebrafish interleukin-1 receptors

To examine the developmental expression of the zebrafish cabz and zmp transcripts, we performed reverse-transcription polymerase chain reaction (RT-PCR) and whole-mount in situ hybridization (WISH). No antibodies against the zebrafish proteins are currently available for protein expression analysis, and no expression data for either zebrafish transcript is currently available. For RT-PCR, we extracted total RNA from embryos at 0, 1, 2, and 3 days postfertilization (dpf), synthesized cDNA, and PCR amplified using sequence-specific DNA primers (see Materials and Methods). As shown in Figure 2A, the cabz transcript was not detected maternally, whereas the zmp transcript demonstrated maternally derived expression at 0 dpf. Both the cabz and zmp transcripts showed robust expression from 1-3 dpf, indicating that both transcripts are developmentally expressed (Figure 2A).




Figure 2 | Developmental expression of putative zebrafish Il1r1. (A) RT-PCR from WT embryos at 0-3 dpf showed expression of cabz beginning at 1 dpf, maternal expression of zmp at 0 dpf, and actin beta 1 (actb1) transcript as an experimental control. Molecular weight markers are shown on the right. (B) Whole-mount in situ hybridization using antisense DIG-labeled riboprobes against cabz or zmp transcripts showed unrestricted expression of both transcripts at 1, 2, and 3 dpf. Scale bar in (B) is 200 µm.



To examine the spatiotemporal expression of the zebrafish cabz and zmp transcripts, we performed WISH. Using wild-type (WT) embryos at 1, 2, and 3 dpf, we analyzed transcript expression using antisense and sense digoxigenin (DIG)-labeled RNA probes. As expected, sense probes did not detect any expression (data not shown). We found that the cabz and zmp antisense probes exhibited unrestricted expression of both transcripts at all three developmental stages examined (Figure 2B). The unrestricted expression of these zebrafish il1r genes is consistent with low tissue specificity of the human IL1R1 transcript as demonstrated by RNAseq, microarray, and SAGE analysis (see https://www.proteinatlas.org/ENSG00000115594-IL1R1/tissue and https://www.genecards.org/cgi-bin/carddisp.pl?gene=IL1R1#expression).



Morpholino knockdown of the putative zebrafish interleukin-1 receptors

Based upon sequence homology and transcript expression results, we were unable to conclusively identify the functional homolog(s) for zebrafish Il1r1. Therefore, we designed morpholino oligonucleotides (MO) against splice donor sites to functionally knockdown the expression of both CABZ and ZMP by disrupting pre-mRNA splicing (45). Morpholinos were injected into WT embryos at the single-cell stage. The resulting morphants were raised to 2 dpf, total RNA was extracted, then morphant transcripts were analyzed by RT-PCR using DNA primers designed to span the splice donor sites of cabz and zmp, or the actin beta 1 (actb1) transcript as a control. We found that injection of the cabz splice donor morpholino resulted in the loss of the WT transcript (578 bp) and the formation of a single alternatively spliced transcript of approximately 400 bp (Figure 3A; top panel). In addition, we found that injection of the zmp splice donor morpholino resulted in the loss of the WT transcript (577 bp) and the formation of three aberrantly spliced transcripts of approximately 2,100, 570, and 400 bp (Figure 3A; middle panel). As expected, the standard control morpholino (Con.) supplied by GeneTools showed no effect on the zmp, cabz, or actb1 transcripts. To further examine the splicing effects of both morpholinos, we gel purified and sequenced the aberrantly spliced transcripts. For the cabz morphants, we found that the ~400 bp band was due to exclusion of exon 4 (-ex4), which was predicted to result in a non-functional product (Figures 3A, B). For the zmp morphants, we found that the ~2,100 bp band was due to the inclusion of intron 5 (+in5), the ~570 bp band was due to a cryptic splicing site (css) in exon 5 twelve bases upstream of the authentic splice-donor site, and the ~400 bp band was due to exclusion of exon 5 (-ex5) (Figures 3A, C). All three alternatively spliced zmp morphant transcripts were predicted to result in non-functional products. Importantly, the ~570 bp band from the zmp splice-site morphants is slightly smaller than the WT band and no WT transcript was detected in the zmp splice-site morphants using DNA sequence analysis. In fact, no WT transcripts were detected in either of the cabz or zmp morphants at the developmental stages examined. Thus, both the cabz and zmp morpholinos provide valuable genetic tools that disrupt the expression of these transcripts.




Figure 3 | Morpholino knockdown of putative zebrafish Il1r1. (A) RT-PCR of cabz, zmp, and actb1 transcripts from uninjected embryos, control morpholino injected embryos, and cabz and zmp morphants. (B) Schematic of the cabz01054965 (cabz) gene showing exons 3-6, forward (F) and reverse (R) primers used for analysis (black arrowheads), the location of the splice donor site morpholino (blue line), normal splicing of wt (black lines), and aberrant splicing with the cabz morpholino (red line) that excludes exon 4 (-ex4). (C) Schematic of the zmp:0000000936 (zmp) gene showing exons 4-8, forward (F) and reverse (R) primers used for analysis (black arrowheads), the location of the splice donor site morpholino (blue line), normal splicing of wt (black lines), and aberrant splicing with the zmp morpholino (red lines) that includes intron 5 (+in5), introduce a cryptic splice sites (css), or excludes exon 5 (-ex5). (D) Diagram of the experimental paradigm used to functionally identify zebrafish Il1r1. A zebrafish model of Il-1β-induced systemic inflammation was generated by breeding transgenic lines ubb:Gal4-EcR and uas:Ilβmat with or without the neutrophil reporter line mpx:mCherry. Single-celled embryos were injected with morpholino, inflammation was induced with 1 µM Tebufenozide (Teb) at 1 or 2 dpf, and functional analyses were performed from 3-6 dpf to assess morpholino rescue of Il-1β-induced inflammation.



To test the functional consequences of the cabz and zmp morpholinos, we utilized our transgenic zebrafish model of Il-1β-induced systemic inflammation (23). We previously generated two transgenic zebrafish lines Tg(ubb:IVS2GVEcR, cmcl2:EGFP), herein abbreviated as ubb:Gal4-EcR, and Tg(uas:GSP-Il1βmat, cmlc2:mCherry), herein abbreviated as uas:Il1βmat. This model uses the Gal4-EcR/UAS system (22), where mature Il-1β (Il1βmat) is ubiquitously secreted only in the presence of the ecdysone analog, Tebufenozide (Teb). In order to identify the functional Il1r1 in zebrafish, we used our model to examine 1) survival, 2) morphology, 3) neutrophils (mpx:mCherry), and 4) reactive oxygen species (ROS) in the putative Il1r1 morphants (Figure 3D).



Survival analysis of Il-1β-induced mortality

Our previous studies established Il-1β-induced mortality in double transgenic ubb:Gal4-EcR, uas:Il1βmat larvae in the presence of Teb in a dose-dependent manner (23). To accelerate mortality in our current study, we modified the original experimental paradigm by generating inflammation at 1 dpf, which coincides with the onset of innate immunity in zebrafish (10, 46, 47). Here, double transgenic ubb:Gal4-EcR, uas:Il1βmat embryos were 1) injected with control, cabz, or zmp morpholinos at the single-cell stage or left uninjected, 2) treated with 1 µM Teb or no Teb (0.1% DMSO) at 1 dpf, and then 3) observed daily for survival up to 6 dpf. As shown in Figure 4A, all untreated ubb:Gal4-EcR, uas:Il1βmat controls (ubb/uas Uninj No Teb) and all wild type controls (WT Uninj No Teb and WT Uninj + 1 µM Teb) survived to 6 dpf and beyond. Moreover, none of the morpholino injections or Teb treatments significantly reduced survival in WT embryos at the concentrations used (Supplemental Figure 1). In contrast, when ubb:Gal4-EcR, uas:Il1βmat embryos were treated with 1 µM Teb, the majority of uninjected controls (ubb/uas Uninj + 1 µM Teb; n=32) and control morphants (ubb/uas Con MO + 1 µM Teb; n=36) died by 3 dpf (Figure 4A). As control MO showed no effect on morbidity and mortality, the remainder of controlled experiments were conducted with uninjected embryos only. These results demonstrate that Teb-treated ubb:Gal4-EcR, uas:Il1βmat embryos are extremely susceptible to mortality and that this experimental paradigm provides a high level of reproducibility.




Figure 4 | Survival analysis of Il-1β-induced mortality. (A) Kaplan-Meier representations of the survival of WT larvae left untreated (WT Uninj No Teb), or Teb treated (WT Uninj + 1 µM Teb), ubb:Gal4-EcR, uas:Ilβmat larvae with no Teb treatment (ubb/uas Uninj No Teb), with Teb (ubb/uas Uninj + 1 µM Teb), or injected with control morpholino with Teb (ubb/uas Con MO + 1 µM Teb). (B) Kaplan-Meier representations of the survival of ubb:Gal4-EcR, uas:Ilβmat larvae left uninjected with teb treatment (ubb/uas Uninj + 1 µM Teb) injected with the cabz splice donor morpholino with Teb (ubb/uas cabz Spl + 1 µM Teb), zmp splice donor morpholino with Teb (ubb/uas zmp Spl + 1 µ M Teb), or zmp start site morpholino with Teb (ubb/uas zmp ATG + 1 µM Teb). Teb was added to the embryos at 1 dpf (red arrowhead). Note that only the zmp morpholinos rescued Il-1β-induced death. ***p<0.001.



Concurrently, we monitored survival of the putative il1r1 morphants. We reasoned that if Il-1β-induced mortality is mediated by the activation of zebrafish Il1r1, then morpholino knockdown of the appropriate receptor(s) would reduce death and increase survival. As shown in Figure 4B, we found that the cabz splice-site morphants treated with 1 µM Teb (ubb/uas cabz Spl + 1 µM Teb; n=34) died at a rate comparable to the uninjected and control MO injected Teb treated embryos, indicating that Il-1β-induced death is not mediated through zebrafish CABZ. In contrast, the zmp splice-site morphants treated with 1 µM Teb (ubb/uas zmp Spl + 1 µM Teb; n=37) survived equally to No Teb embryos (Figures 4A, B). To confirm the effects of the zmp splice-site morpholino, we designed and injected a zmp start-site morpholino (zmp ATG) to block translation of the zmp transcript (48). As with the zmp splice morphants, the zmp start morphants (ubb/uas zmp ATG + 1 µM Teb; n=33) survived at a frequency comparable to No Teb embryos (Figures 4A, B).

To further verify and phenocopy the zmp morpholino rescue of Il-1β-induced morbidity and mortality, we microinjected CRISPR-Cas9 ribonucleoprotein (RNP) complexes targeting the zmp gene into ubb:Gal4-EcR, uas:Il1βmat embryos to generate mosaic knockouts. Two RNPs, cr1 and cr2, targeting exon 8 and exon 9, respectively, were injected independently or in combination at 1:1 molar ratio (Supplemental Figure 2A) then treated with 1 µM Teb (+ Teb) or untreated (No Teb). As shown in Supplemental Figure 2B, uninjected control embryos (Con.) treated with Teb at 1 dpf showed ~80% dead, ~15% sick (fin degradation and general morbidity), and ~5% alive by 4 dpf. In contrast, the RNP-injected embryos showed a dramatic increase in survival with ~85% of cr1/cr2, ~94% of cr1, and ~50% of cr2 alive at 4 dpf. Injection of RNPs had no effect on survival in the absence of Teb treatment. As cr1/cr2 injection could result in a deletion mutation, we analyzed crispants by PCR. We found that the controls, cr1, and cr2 produced a predicted 508 bp band, whereas the cr1/cr2 combination resulted in the 508 bp band as well as a smaller ~160 bp band in three of the four samples shown (Supplemental Figure 2C). As the protospacer adjacent motif (PAM) site of cr1 and cr2 are ~350 bp apart, this smaller band likely represents a genomic deletion between cr1 and cr2. We also conclude that the cr1 and cr2 crispants must cause in a small inactivating insertion or deletion (indel) in il1r1 as both rescued Il-1β-induced mortality.

Our data demonstrate that knockdown of zebrafish ZMP function by disrupting pre-mRNA splicing, blocking translation, or mosaic CRISPR/Cas9 knockout rescues Il-1β-dependent mortality. Since both zmp splice-site and zmp start-site morpholinos equally rescued death and worked as effectively as mosaic knockout with CRISPR/Cas9, we used the splice-site morpholinos for the remainder of experiments described below.



Rescue of Il-1β-induced gross morphological defects

Double transgenic ubb:Gal4-EcR, uas:Il1βmat embryos were 1) uninjected, injected with cabz morpholino (cabz), or injected with zmp morpholino (zmp), 2) untreated (No Teb) or treated with 1 µM Teb at 2 dpf, and then 3) imaged for gross morphology at 4 dpf. We previously demonstrated that Il-1β-induced systemic inflammation results in fin degradation and general morbidity prior to death (23). As shown in Figure 5A, untreated larvae (No Teb) maintained normal morphology, whereas Teb-treated larvae (+Teb) showed extensive fin degradation and an overall unhealthy phenotype (Figure 5A; top panels). Untreated cabz morphants also displayed normal fin morphology, whereas Teb-treated embryos showed extensive fin degradation similar to the uninjected controls (Figure 5A; middle panels). In contrast, zmp morphants displayed normal fin morphology with and without Teb treatment, indicating rescue of the inflammation phenotype (Figure 5A; bottom panels). Furthermore, quantification of fin degradation revealed that the zmp morpholino, but not the cabz morpholino, prevented Il-1β-dependent morbidity in our model. We found that the total fin area was significantly decreased with Teb treatment in the uninjected and the cabz morphants, whereas the zmp morphants maintained normal fin area similar to untreated larvae (Figure 5B). We also measured the effects on total body area between the different groups. We found that Teb-induced larvae had a smaller cross-sectional area compared to untreated controls (Figure 5C). However, all cross-sectional area differences were a consequence of fin degradation only (Figure 5D). No other gross morphological differences were observed between the groups. In addition, Teb-treatment (even up to 10 µM Teb) showed no effect on morphology in WT embryos without the ubb:Gal4-EcR, uas:Il1βmat transgenes (Supplemental Figure 3).




Figure 5 | Gross morphological analysis of Il-1β-induced morbidity. (A) Representative images of ubb:Gal4-EcR, uas:Ilβmat larvae showing gross morphology. Shown here are uninjected larvae, cabz morphants, and zmp morphants without Teb (No Teb) and with Teb treatment (+Teb). Note that zmp morphants +Teb showed normal morphology with no gross defects. (B–D) Mean Cross-Sectional Fin Area (B), Body Area (C), and the product of Body Area – Fin Area (D) was plotted in mm2 for each group. Error Bars are +1 standard deviation. Asterisks indicate significant differences *p < 0.05 **p < 0.01 ***p < 0.001; N.S., not significant; by one-way ANOVA followed by Tukey’s HSD Test. Scale bar in (A) is 1 mm.





Inhibition of Il-1β-induced neutrophil expansion

Neutrophils are innate immune cells responsive to proinflammatory cytokines such at Il-1β. In zebrafish, neutrophils become functional during early development (10, 46), after which they can expand and migrate in response to inflammatory events such as tissue damage or microbial infection (18, 49). Here, we investigated whether our putative il1r1 morpholinos were able to block Il-1β-dependent neutrophil activity. Triple transgenic ubb:Gal4-EcR, uas:Il1βmat, mpx:mCherry embryos were 1) uninjected, injected with cabz morpholino (cabz), or injected with zmp morpholino (zmp), 2) untreated (No Teb) or treated with 1 µM Teb at 2 dpf, and then 3) imaged and quantified at 4 dpf. As shown in Figure 6A, untreated larvae (No Teb), showed a stereotypical distribution of neutrophils primarily located in the caudal hematopoietic tissue (CHT) with few cells dispersed throughout the larvae (left panels). When treated with Teb (+Teb), uninjected larvae and cabz morphants showed an extensive expansion of neutrophils within the CHT and throughout the larvae, whereas zmp morphants were phenotypically similar to untreated (No Teb) larvae. Teb showed no effects on neutrophil numbers or distribution in mpx:mCherry embryos (Supplemental Figure 4). To quantify these results, we counted total neutrophils in the whole larvae (Figure 6B). In uninjected larvae and cabz morphants, Teb treatment caused a significant increase in the total number of neutrophils. In contrast, the Teb-treated zmp morphants showed no significant neutrophil expansion, indicating complete phenotypic rescue by the zmp morpholino.




Figure 6 | Il-1β-induced neutrophil recruitment. (A) Representative confocal images of ubb:Gal4-EcR, uas:Ilβmat, mpx:mCherry larvae. Shown here are uninjected larvae, cabz morphants, and zmp morphants without Teb (No Teb) and with Teb treatment (+Teb). (B) Neutrophils were counted using FIJI Cell Counter and Total Neutrophil counts were plotted for each group. Error Bars are +1 standard deviation. Asterisks indicate significant differences *p < 0.05 **p < 0.01; N.S., not significant; by one-way ANOVA followed by Tukey’s HSD Test. Scale bar in (A) is 1 mm.





Prevention of Il-1β-induced reactive oxygen species

ROS are central to the progression of many inflammatory diseases and are produced by cells, such as neutrophils, that are involved in the host-defense response to various cytokines (50). For this study, we examined whether our putative il1r1 morpholinos were capable of blocking Il-1β-dependent ROS production. Double transgenic ubb:Gal4-EcR, uas:Il1βmat embryos were 1) uninjected, injected with cabz morpholino (cabz), or injected with zmp morpholino (zmp), 2) untreated (No Teb) or treated with 1 µM Teb at 2 dpf, 3) exposed to CM-H2DCFDA, a fluorescent cell-permeant indicator for ROS, at 4 dpf, and 4) imaged and quantified for relative fluorescence. Here, we show an overlay of brightfield and fluorescent images (Figure 7A; left panels) and the area of fluorescence quantified (Figure 7A; right panels, white boundaries). As untreated larvae showed fluorescence in the yolk, gut, and heart from autofluorescence, CM-H2DCFDA cleavage, and cmlc2:EGFP, respectively, we excluded these regions from quantification. To quantify the signal, we measured the fluorescence within the white boundaries using FIJI Mean Gray Value Measurement as described in Methods. As shown in Figure 7B, addition of Teb caused a significant increase in the fluorescent signal in the uninjected controls, demonstrating Il-1β-dependent ROS production. Similarly, the cabz morphants showed a dramatic increase in ROS, indicating that the cabz morpholino did not block this process. In contrast, the zmp morphants showed almost no fluorescent signal, equivalent to the uninjected larvae without Teb. These data indicate that the zmp morpholino blocks Il-1β-dependent ROS production.




Figure 7 | Analysis of Reactive Oxygen Species in Il-1β-induced inflammation. (A) Representative confocal images of ubb:Gal4-EcR, uas:Ilβmat larvae treated with CM-H2DCFDA. Shown here are the overlay of brightfield and CM-H2DCFDA fluorescence (left panels) and CM-H2DCFDA fluorescence only (right panels). Fluorescence signal was quantified from the region of interest outlined with a white border in the CM-H2DCFDA images. (B) Relative Fluorescence Intensity (RFI) was quantified using FIJI ‘mean grey value’ measurement. All mean RFIs were normalized to uninjected No Teb mean values. Error Bars are +1 standard deviation. Asterisks indicate significant differences **p < 0.01 ***p < 0.001 by one-way ANOVA followed by Tukey’s HSD Test. Scale bar in (A) is 1 mm.



Given that 1) the zmp gene shares conserved synteny between the human, mouse, and zebrafish genomes, 2) zmp morpholinos rescued mortality, gross morphology, neutrophil counts, and prevented ROS in our model of Il-1β-induced embryonic systemic inflammation, and 3) mosaic CRISPR/Cas9 knockout phenocopies the morpholino rescue, we have genetically and functionally demonstrated that the zmp:0000000936 gene encodes zebrafish Il1r1.




Discussion

In this study, we use a combination of database mining, genetic analyses, and functional assays to identify zebrafish Il1r1. Although our in silico analysis revealed several putative genes that encode for proteins with partial alignment to human IL1R1, we discovered two putative candidate genes with conserved synteny to the human and mouse genomes. The proteins encoded by these genes show relatively low sequence identities to human IL1R1 but have highly similar predicted protein structures. To examine functionality of these candidates, we designed highly effective morpholinos that disrupted normal splicing or transcription with no obvious off-target effects. We found that knockdown of only one candidate rescued neutrophil expansion, ROS generation, morbidity, and mortality in our zebrafish model of embryonic Il-1β-induced systemic inflammation. We also designed effective gRNAs for mosaic knockout using the CRISPR/Cas9 system that phenocopied the knockdown effects of the morpholinos. We therefore conclude that the zebrafish genome contains only one functional ortholog of Il1r1. Our study highlights the importance of functional data to accurately identify and annotate zebrafish orthologs of inflammation genes and provides essential insights to the inflammatory response driven by Il-1β.

As a potential caveat of our results, Il1rap is also required for IL-1 signaling and our study has not conclusively eliminated the possibility that zmp:0000000936 could encode Il1rap. For example, knockdown of either zebrafish Il1r1 or Il1rap could both result in the rescue of Il-1β-induced inflammation as previously demonstrated by knockouts of either mouse Il1r1 or Il1rap (26–28). However, based upon conserved synteny and protein alignments, we predict that zebrafish Il1rap is most likely encoded by the cabz01068246 gene (see Results), although we do not present functional data for this observation. In addition, by process of elimination, we predict that the cabz01054965 gene, which is adjacent to zmp:0000000936, likely encodes the zebrafish Il1rl2 ortholog as shown by conserved synteny. Based upon our collective data, we are confident that we have identified zebrafish Il1r1, but have not conclusively demonstrated receptor functionality without a formal biochemical analysis of receptor/ligand binding.

Prior to our study, zebrafish Il1r1 was not accurately annotated in the zebrafish genome. Previous studies used the zebrafish genomic sequence to identify putative genes encoding Toll-like receptors (TLR) and interleukin receptors that contain a Toll/IL-1 receptor (TIR) domain. For example, Meijer et al. identified several predicted TLR proteins, one putative Il1r, and one putative Il18r (51). This study confirmed the expression of the predicted transcripts by RT-PCR and investigated their expression in Mycobacterium-infected zebrafish. Ultimately, the authors concluded that other il1r and il18r homologues may exist as the expression levels of the putative il1r and il18r transcripts were unaffected by Mycobacterium infection. On review of this work, we determined that the transcript-specific primers used to amplify il1r and il18r by RT-PCR are actually against cu855885 (annotated as il1rl1) located on chr. 9 and il18r (annotated as il1rap12) located on chr. 14, respectively. More recently, Frame et al. described the identification of the zebrafish gene encoding Interleukin-1 receptor-like 1 (Il1rl1), a predicted homolog of zebrafish Il1r1. This study found upregulation of zebrafish il1rl1 in Flk1+ cMyb+ hematopoietic stem and progenitor cells (HSPCs) in response to Il-1β stimulation by macrophages. The authors also found reduced runx1/cmyb expression and reduced numbers of CD41+ HSPCs following morpholino knockdown of il1rl1 and suggest that Il-1β promotes Il1rl1+ HSPC production via inflammasome activity (40). Based upon the results we present in our study; it would be interesting to examine the expression and knockdown of zebrafish il1r1 in this model of HSPC production.

To identify the functional zebrafish Il1r1, we implemented our validated transgenic model of embryonic Il-1β-induced systemic inflammation and used morpholino oligonucleotides to knockdown the expression of putative Il1r1 orthologs. In our model, the mature form of Il-1β is secreted only in the presence of the ecdysone analog tebufenozide (Teb), resulting in adverse inflammation-related phenotypes. Other inducible transgenic models, such as Tet-On/Tet-Off and Cre-ER recombinase often have unintended consequences due to antibiotic- and estrogen receptor-mediated effects that may complicate data interpretation (52). In contrast, we used the Teb-inducible UAS/Gal4-EcR system as there is no endogenous ecdysone receptor in vertebrates, no known off-target effects, and markedly low toxicity (22). Further, our inflammation model is driven by a single proinflammatory cytokine, Il-1β. Unlike wound-induced or infection-based models that cause inflammation via a myriad of damage-associated molecular patterns (DAMPs) and pathogen-associated molecular patterns (PAMPs), the use of a single molecular effector allowed for our targeted, morpholino-based approach. To demonstrate morpholino effectiveness in our model, we showed 1) disrupted pre-mRNA splicing as demonstrated by RT-PCR and DNA sequencing, 2) phenocopy of the splice-site morpholino using an independent il1r1 start-site morpholino, 3) no obvious off-target phenotypes, and 4) complete rescue of the deleterious phenotypes caused by induced expression of Il-1β. Thus, our experimental paradigm, with appropriate caveats considered, follows the basic guidelines for morpholino use in zebrafish as described by Stainier et al. (53).

While newer technologies enable targeted gene disruption in zebrafish, including the CRISPR/Cas9 system, transcription activator-like effector nucleases (TALENs), and zinc finger nucleases (ZFNs) (54), these strategies require significant time and resources compared to validated, highly effective morpholinos. For example, the successful design and generation of CRISPR/Cas9 knockouts in combination with breeding schemes to produce double or triple transgenic zebrafish in a mutant background could take years to successfully accomplish. Furthermore, these analyses generally target one gene at a time, so if two paralogs were to have overlapping function, both genes would need to be targeted and bred into the appropriate background to observe the desired phenotypes. These analyses could be further complicated by compensatory networks that buffer against deleterious mutations (55). Given these limitations, we were surprised to find that mosaic CRISPR/Cas9 knockout of zebrafish Il1r1 effectively phenocopied the knockdown effects of the morpholinos. Thus, our study highlights the effective use of morpholinos and mosaic CRISPR/Cas9 to identify gene function in a relevant embryonic disease model simply by rescuing the deleterious phenotypes.

In conclusion, our study provides important new tools and insights for investigating the role of Il-1β and Il1r1 in a broad spectrum of diseases, such as autoinflammatory diseases, metabolic syndromes, acute and chronic inflammation, and malignancies (25, 56). As an example, neonatal-onset multisystem inflammatory disease (NOMID), a rare congenital inflammatory disorder, is caused by autosomal dominant mutations in the NLRP3 gene, also known as Cryopyrin or CIAS1 (57). Clinical manifestations in NOMID, similar to our zebrafish inflammation model, are caused by increased release of Il-1β. Current therapies for NOMID and related disorders primarily involve biologics against IL1R1 signaling such as Anakinra (a recombinant IL1R antagonist), Canakinumab (an antibody targeting Il-1β), and Rilonacept (a soluble decoy receptor). Given that many inflammatory conditions are driven by Il-1β and that there are no known small molecule inhibitors of IL1R1 (25, 56), identification of Il1r1 in our zebrafish model provides a novel platform to identify new drugs for the treatment of Il-1β-related diseases.
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Gene therapy is a promising therapeutic approach that has experienced significant groth in recent decades, with gene nanomedicines reaching the clinics. However, it is still necessary to continue developing novel vectors able to carry, protect, and release the nucleic acids into the target cells, to respond to the widespread demand for new gene therapies to address current unmet clinical needs. We propose here the use of zebrafish embryos as an in vivo platform to evaluate the potential of newly developed nanosystems for gene therapy applications in cancer treatment. Zebrafish embryos have several advantages such as low maintenance costs, transparency, robustness, and a high homology with the human genome. In this work, a new type of putrescine-sphingomyelin nanosystems (PSN), specifically designed for cancer gene therapy applications, was successfully characterized and demonstrated its potential for delivery of plasmid DNA (pDNA) and miRNA (miR). On one hand, we were able to validate a regulatory effect of the PSN/miR on gene expression after injection in embryos of 0 hpf. Additionally, experiments proved the potential of the model to study the transport of the associated nucleic acids (pDNA and miR) upon incubation in zebrafish water. The biodistribution of PSN/pDNA and PSN/miR in vivo was also assessed after microinjection into the zebrafish vasculature, demonstrating that the nucleic acids remained associated with the PSN in an in vivo environment, and could successfully reach disseminated cancer cells in zebrafish xenografts. Altogether, these results demonstrate the potential of zebrafish as an in vivo model to evaluate nanotechnology-based gene therapies for cancer treatment, as well as the capacity of the developed versatile PSN formulation for gene therapy applications.
Keywords: zebrafish, nanomedicine, gene therapy, miRNA, plasmid, cancer
1 INTRODUCTION
Over the past decades, gene therapy has flourished. The basis of this therapy is focused on the use of exogenous therapeutic nucleic acids (NAs) that have the capacity to modify the expression of disease-related genes. NAs involved in gene therapy are micro RNAs (miRs), small interfering RNAs (siRNAs), short hairpin RNAs (shRNAs), antisense oligonucleotides (ASOs) and DNA plasmids (pDNAs) (Sayed et al., 2022).
One of the main limitations in the development of novel gene therapies is the need for efficient carriers capable of protecting and transporting them to their site of action. Viral vectors are the carriers that have moved most quickly to clinical trials, due to the ability of the virus to carry and protect the genetic material to specific cells (Santiago-Ortiz and Schaffer, 2016; Mohammadinejad et al., 2020). Despite this, viral vectors accumulate several disadvantages, such as limitation in the length of the cargo (e.g., 10 kb in lentiviral vectors), insertional mutagenesis, and immunogenicity due to the antibodies against these common viruses produced throughout life (Walther aand Drugs, 2000; Amer, 2014; Mohammadinejad et al., 2020; Zu and Gao, 2021). In this sense, non-viral vectors have been proven to successfully resolve the limitations of viral vectors (Mohammadinejad et al., 2020). A clear example is nanomedicine, which arises from the application of nanotechnology in the field of biomedicine, providing several advantages for the intracellular delivery of macromolecules, such as NAs. As proof of this, in recent years several breakthroughs have taken place. In 2018, Onpattro® became the first FDA-approved lipid nanoparticle for gene therapy (Hoy, 2018; Akinc et al., 2019). Additionally, in 2021, mRNA-based vaccines against Covid-19 reached the market (Corbett et al., 2020; Polack et al., 2020), opening a new era for the engineering and application of gene therapy.
Despite the successful advances of the past few years, translating more gene nanomedicines from bench to bedside is still a challenge. In this sense, the use of robust preclinical models that can better predict the future behavior of nanosystems is essential for their development and validation, improving the translation process (Wick et al., 2015; Sahlgren et al., 2017; Sieber et al., 2019b; Bouzo et al., 2020; Boix-Montesinos et al., 2021). In vivo models are needed to evaluate biodistribution, toxicity and efficacy, among other parameters. Rodents, the most common animal model, have multiple advantages, such as anatomical and genomic similarities to humans. Nevertheless, they entail certain disadvantages, including the high cost of maintenance and small progeny that prevents the possibility of carrying out large studies (Lieschke and Currie, 2007a; Sieber et al., 2019). A valuable alternative as an in vivo platform to evaluate the potential of nanomedicine is the zebrafish (Gutiérrez-Lovera et al., 2017; Pearce et al., 2018; Sieber et al., 2019; Cascallar et al., 2022).
The use of the zebrafish (Danio rerio) in developmental biology and genetics studies dates back to the 1970s (Streisinger et al., 1981). Since then, applications have expanded to study multiple human pathologies, such as cancer, as well as biodistribution, toxicity and pharmacological screening of new drugs (Jia et al., 2019). The success of zebrafish in research is based on their biological characteristics (Zon, 1999). Specifically, their small size enables easy handling, and large number of individuals can be maintained in optimal experimental conditions. Due to their short life cycle, the main organs develop practically within 48 h, sexual maturity is reached at approximately 3 months of life, and large offspring allow large-scale studies to be carried out (Kimmel et al., 1995). Additionally, the zebrafish reference genome has revealed that approximately 80% of the genes have a human orthologue related to diseases (Howe et al., 2013).
Based on these features, in the field of nanomedicine this model is being proposed to assess the biocompatibility and toxicity of several nanomaterials, but also to validate their therapeutic efficacy (Gutiérrez-Lovera et al., 2017; Sieber, Grossen, Bussmann, et al., 2019; Wang et al., 2019; Pensado-López et al., 2021; Cascallar et al., 2022). The presence in zebrafish of organs and metabolic pathways analogous to those of humans allows toxicological and biocompatibility evaluations, and the large number of offspring enables high-throughput and multi- and transgenerational screens (Horzmann and Freeman, 2018). In addition, the response of zebrafish to several substances has been reported to be concordant with that observed in mammalian models (Sipes et al., 2011). In the context of cancer, the transparency of embryos and the availability of fluorescently labelled transgenic zebrafish lines offer the possibility to track cancer cells in xenograft assays or genetic models and thus understand their behavior, dissemination, metastasis, extravasation, or interaction with the tumor microenvironment or immune cells (Lawson & Weinstein, 2002; Renshaw et al., 2006; Ellett et al., 2011). On the other hand, the transparency of zebrafish allows the determination of the toxicity of nanosystems in different anatomical sites of the fish and their tracking to establish biodistribution and interaction profiles with tumor cells without the need for invasive techniques (Lee et al., 2017). In this sense, transgenic zebrafish models allow for real-time tracking of tumor cells without the need to immunostain cells, thus avoiding non-specific labeling and imaging issues derived. As a consequence of the abovementioned, several nanomedicines have been developed and tested in zebrafish, including gene therapies (Wang et al., 2019; Al-Thani et al., 2021; Saraiva et al., 2021).
In our group, we have previously developed different types of nanosystems for miR-based gene therapy for cancer treatment. These nanocarriers, protamine nanocapsules and sphingomyelin-based nanosystems, demonstrated their in vitro potential to interfere in the cancer process (Reimondez-Troitiño et al., 2019; Nagachinta et al., 2020). On subsequent studies by our group, Lores et al. (2022) developed putrescine-sphingomyelin nanosystems (PSN) for cancer gene therapy applications establishing for the first time the use of the natural polyamine putrescine for the development of non-viral vectors, taking advantage of the cationic nature of this compound and the greater affinity of cancer cells for this type of molecules (Thomas et al., 2016; Tracy et al., 2016). In this work, a therapeutic plasmid DNA (pDNA) encoding for the Fas Ligand protein, which promotes the activation of apoptotic pathways, was associated with PSN, and the potential of the developed formulation confirmed in vitro, in a triple negative breast cancer cell line (MDA-MB-231), and in vivo, in both a zebrafish embryo xenograft model and in an orthotopic mouse model, evidencing a high correlation in terms of efficacy. Based on this data, the present work aimed to further demonstrate the potential of zebrafish embryos as an intermediate model between in vitro and in vivo mammalian models for the evaluation of novel gene therapies, using for this purpose PSN associated with two different types of nucleic acids, miR and pDNA (Lores et al., 2022).
2 MATERIALS AND METHODS
2.1 Materials
All the miRs used in this work (Table 1) were purchased from Eurofins Genomics (Ebersberg, Germany). Penicillin-Streptomycin, Hoechst 33342, DiI (1,1′-Dioctadecyl-3,3,3′,3′-Tetramethylindocarbocyanine Perchlorate), agarose and SYBR Gold were provided by Thermo Fisher (Massachusetts, United States). C11 TopFluor Sphingomyelin (N-[11-(dipyrrometheneboron difluoride)undecanoyl]-D-erythro-sphingosylphosphorylcholine was purchased from Avanti Polar Lipids (Alabama, United States). Brilliant III Ultra-Fast SYBR Green QPCR Master Mix Kit was acquired from Agilent Technologies (California, United States). Nuclease-free water was provided by Corning (New York, United States). NYzol reagent was purchased from NZYtech (Lisboa, Portugal). Dulbecco′s Modified Eagle′s Medium (DMEM), Phosphate Buffered Saline (PBS), Tricaine methanesulfonate, Vitamin E (DL-α-Tocopherol), N-Phenylthiourea (PTU), Polyvinylpyrrolidone (PVP), Trypsin-EDTA Solution and MOWIOL® 4-88 Reagent were kindly provided by Merck (Darmstadt, Germany). Ethanol of analytical grade was purchase from VWR (Barcelona, Spain). Paraformaldehyde was provided by IESMAT (Madrid, España). Sphingomyelin (Lipoid E SM) was acquired from Lipoid GmbH (Ludwigshafen, Germany). Oleamide-modified putrescine ((9Z)-N-(4-Aminobutyl)-9-octadecenamide, CAS RN: 1005454-33-0) was provided by GalChimia (A Coruña, Spain). The plasmid pcDNA4TO-mito-mCherry-10xGCN4_v4 was purchased in AddGene (Plasmid #60914; http://n2t.net/addgene:60914; RRID:Addgene_60914) (Massachusetts, United States).
TABLE 1 | compilation of sequences of the miR used in this work.
[image: Table 1]2.2 Formulation of the nanosystems and nucleic acid association
As previously described (Lores et al., 2022), putrescine nanosystems were formulated by ethanol injection method. Briefly, 5 mg of vitamin E (VitE), 0.5 mg of sphingomyelin (SM) and 0.25 mg of putrescine modified with oleamide (Pt) were dissolved in 100 µl of ethanol and injected under magnetic stirring at 700 RPM in 1 ml of Molecular Grade Water. The suspension was kept under stirring at room temperature for 5 min. Then, 5 µg of miR were dissolved in 100 μl of H2O nuclease-free and added over 100 µl of preformed nanocarriers, for 20 min under magnetic stirring at 500 RPM to achieve the association.
Moreover, previously to the pDNA-Cy5 association with the PSN, it was labelled with Cy5 with the Label IT® TrackerTM Intracellular Nucleic Acid Localization Kit (Mirus Bio, Madison, United States).
2.3 Physicochemical characterization
Physicochemical characterization of the nanosystems were performed using a Zetasizer® Nano ZS (Malvern Instruments, England), which provides mean size, polydispersity index (PdI) and zeta potential (ZP). Dynamic light scattering (DLS) allows to perform size and PdI measurements of samples previously diluted 1:10 in MilliQ water. Samples were analysed in disposable microcuvettes (ZEN0040, Malvern Instruments) with a detection angle of 173° at room temperature. Laser Doppler anemometry (LDA) allows to evaluate ZP using folded capillary cells cuvettes (DTS 1070, Malvern Instruments) and a 1:40 diluted sample in MilliQ water.
2.4 Association efficiency
An 3% agarose gel electrophoresis was performed to evaluate the association efficiency of the miR. A known amount of miR (2 µg) was mixed with Loading buffer, Tris-Borate-EDTA (TBE) buffer and SYBR Gold. The agarose gel was prepared in TAE buffer, composed by Tris, acetic acid and EDTA 0.5 M. Prepared samples were loaded, and the gel was run at 80 V for 40 min, making use of a Mini-Sub Cell GT Cell (BioRad, California, United States). The result was evaluated with the ChemiDocTM MP Imaging System (Bio-Rad, California, United States), in which not-associated miR appears as a band in the gel. In the case of pDNA, 0.2 µg was loaded in a 1% agarose gel, following the same protocol.
2.5 miR-145 effects in sox9b and gata6 expression-zebrafish as a feasible model for gene therapy
2.5.1 Zebrafish husbandry and microinjection
Zebrafish embryos were obtained by mating wild type adults, which were maintained in 30-L tanks with a 14 h/10 h light/dark cycle and a temperature of 28.5°C. Embryos of 0 h post fertilization (hpf) were collected, placed in 90 mm × 15 mm Petri dishes, and subsequently microinjected with 1–3 nl of free miR Control, free miR145, PSN alone, PSN/miR Control or PSN/miR 145 (0.25 μg/μl). Microinjected embryos as well as controls were kept at 28.5°C until 72 hpf. All the procedures described for zebrafish were performed in agreement with the Animal Care and Use Committee of the University of Santiago de Compostela and the standard protocols (Directive 2012–63-UE).
2.5.2 Real-time quantitative polymerase chain reaction
Real-time quantitative polymerase chain reaction (RT-qPCR) was performed with three biological replicates (10 embryos/pool) and three technical replicates for each. Total RNA was isolated from the embryos with the NYzol reagent and the purification was based on a phenol-chloroform protocol. Reverse transcription was performed with the AffinityScript Multiple Temperature cDNA Synthesis Kit (Agilent) following the manufacturer’s protocol. RT-qPCR was performed using the Brilliant III Ultra-Fast SYBR Green QPCR Master Mix Kit and the Stratagene Mx3005P Thermal Cycler (Agilent Technologies). To analyze the expression levels, the ΔΔCT method was applied, using the actb2 gen as housekeeping and statistical analyses were performed in SPSS Statistics (IBM) through a T Student test. Statistical significance was considered if p < 0.05. The actb2 primers (Forward: ACT​TCA​CGC​CGA​CTC​AAA​CT; Reverse: ATC​CTG​AGT​CAA​GCG​CCA​AA) were designed using Primer BLAST (Altschul et al., 1990), while those for sox9b (Forward: AGC​TCA​GCA​AAA​CAC​TCG​GC; Reverse: CCG​TCT​GGG​CTG​GTA​TTT​GT) (Steeman et al., 2021) and gata6 (Forward: AAA​CCT​CAG​AAG​CGC​ATG​TC; Reverse: AGA​CCA​CAG​GCG​TTG​CAC) (Zeng et al., 2009) were obtained in the literature.
2.6 Cell culture
MDA-MB-231 (CRM-HTB-26™) triple negative breast cancer cell line and MCF7 (HTB-22™) brest cancer cell line were obtained from the American Type Cell Culture (ATCC). Cells were cultured in Dulbecco′s Modified Eagle′s Medium (DMEM) - high glucose, supplemented with 10% Fetal bovine serum and 1% penicillin/streptomycin. Cells were maintained in a humid atmosphere (95%), 5% of CO2 and 37°C.
2.7 Cellular uptake
Internalization assays were performed on MDA-MB-231 cells to evaluate nanoemulsions labelled with sphingomyelin TopFluor® (4.5 µg/nanoemulsion). Cells were seeded on an 8-well chambered slide at 40.000 cell/well. After 24 h of incubation at 37°C, cells were washed with PBS and 200 µl of non-supplemented DMEM were added per well. Nanocarriers with and without associated miR-Cy5 were mixed in each well at a concentration of 0.2 mg/mll. Cells were incubated with the nanocarriers for 4 h at 37°C. After this time, cells were washed twice with PBS and fixed with 4% (w/v) paraformaldehyde for 15 min. Cells were again washed twice with PBS and cellular nuclei were stained with Hoechst (0.01 mg/ml in PBS) for 5 min in darkness at room temperature. After that, cells were washed 3 times for 5 min with PBS, which was aspirated after the last wash. Then, walls were removed and Mowiol® 4-88 was added for placing a coverslip; after that, samples were kept drying in darkness overnight. Uptake results were evaluated by confocal microscopy (SP8 Laser Microscope, Leica).
2.8 Zebrafish maintenance
Wildtype zebrafish embryos were maintained in E3 medium with 1-phenyl 2-thiourea (PTU) at 28.5°C. E3 is a saline medium composed by NaCl, KCl, CaCl2 · 2H2O and MgSO4 (Murphey and Zon, 2006), traditionally used for maintaining the embryos, whereas PTU is a compound that inhibits the melanogenesis (Karlsson et al., 2001), maintaining the transparency of embryos for a longer time and avoiding the pigmentation, which could interfere later in confocal microscopy. PTU was only used in the assays evaluated by confocal imaging to improve the transparency of the embryos.
2.9 In vivo uptake
Nanoemulsions labelled with TopFluor were incubated with the embryos in a 96-well plate with a final volume of 100 µl per well, for 72 h at 34°C. The lipidic concentration used in these assays was 0.5 mg/ml and the concentration of TopFluor was 20 μg/ml. Internalization was tested in three different conditions with at least 16 replicates per condition: Control (MilliQ water), PSN, PSN/miR, and PSN/pDNA (with Cy5-labelled miR and pDNA). Permeability was evaluated by confocal microscope after embryos suppression with tricaine overdose, fixation with paraformaldehyde 4% for 30 min, and wash with PBS twice.
Moreover, in the case of PSN and PSN/pDNA, mortality assessment was performed to evaluate the toxicity of the nanosystems. Embryos were evaluated each 24 h and mortality was observed.
2.10 Nanoemulsions biodistribution in vivo
To evaluate the biodistribution of nanoemulsions in vivo, 48 hpf zebrafish embryos were microinjected in the duct of Cuvier with TopFluor-labelled PSN (with and without Cy5-labelled miR/pDNA) previously concentrated 10 times by the SpeedVac Concentrator (Savant SPD111V-120, Cambridge Scientific, Massachusetts, United States). The microinjection was carried out with a binocular loupe (SMZ745, Nikon), the IM 300 Microinjector (Narishige, Tokyo, Japan), and needles made with the PC-10 Puller (Narishige, Tokyo, Japan) from glass capillaries (Harvard Apparatus, Massachusetts, United States). After 48 h from the microinjection, embryos were processed as explained in Section 2.9 and nanoemulsions biodistribution was evaluated by confocal microscopy.
2.11 Nanoemulsions behavior in xenografted zebrafish
In order to evaluate the behavior of the nanoemulsions in a metastatic-like in vivo environment, 48 hpf zebrafish embryos were xenografted with MDA-MB-231 cells, previously labelled with DiI. Cells were resuspended in PVP 2% and 200–300 cells were injected into the perivitelline space, as explained in Section 2.9. After 24 h, TopFluor-labelled PSN (with and without Cy5-labelled miR/pDNA), previously concentrated 10 times by the SpeedVac Concentrator, were microinjected into the Duct of Cuvier. In vivo behaviour and interaction between developed nanocarriers and cancer cells were evaluated by confocal microscopy subsequent to following the same protocol as explained in Section 2.9.
3 RESULTS
3.1 Nanoemulsions (PSN) characterization
In this work, we wanted to evaluate the potential of zebrafish to test novel gene nanotherapies, and for that purpose, we associated two different types of NAs to versatile PSN, namely miR and pDNA. To formulate the PSN, we followed the ethanol injection method, as previously described (Bouzo et al., 2020; Lores et al., 2022). PSN have a mean size below 100 nm, a positive zeta potential (ZP) (around +60 mV) and a polydispersity index (PdI) of about 0.2 (Table 2), as determined by Dynamic Light Scattering (DLS) and Laser Doppler Anemometry (LDA).
TABLE 2 | Physicochemical characterization of PSN with and without different miR associated by DLS and LDA.
[image: Table 2]The conditions for an efficient NA association preserving the colloidal properties of the nanocarriers were conveniently adjusted. As can be observed in Table 2, in all tested conditions, an increase in the hydrodynamic size and a decrease in the ZP were observed after the association of the NA, due to the interaction between their phosphate groups and the primary amines from the putrescine. Particularly, the association of the miR showed an increase in the size of around 30 nm. After the incubation with the pDNA, a higher increase in size was observed, which could be due to the higher molecular weight of the NA (near 7,000 bp compared to the 21–23 bp of the miRs). In both cases, the resulting changes in the physicochemical parameters suggest a successful association, as was shown in other works (Liu et al., 2016; Nagachinta et al., 2020). Moreover, the PdI remained below 0.2 after NAs association, demonstrating that the PSN population is homogeneous. Even though these results indicate an efficient association of the NAs, an agarose gel electrophoresis was performed to provide additional evidence. (Figure 1). As observed, miR and pDNA were successfully retained in the well, as consequence of their interaction with PSN. Only naked NA molecules, loaded for control, freely moved in the gel.
[image: Figure 1]FIGURE 1 | 1% agarose gel electrophoresis (80 V, 40 min) to evaluate the association efficacy between PSN and nucleic acids: miR (2 µg) and pDNA (0.2 µg).
Morover, in our previous work by Lores et al., PSN stability experiments were carried out. PSN stability under storage conditions, at 4°C, was evaluated, and the results demonstrate that they are stable for up to 21 days, according to the lack of variation in size, PdI, and ZP. Furthermore, the association between the pDNA and the PSN was studied and confirmed to remain stable by agarose gel electrophoresis. The conditions evaluated were the stability upon incubation with complete cellular medium, after incubation with DNases and after 3 months of storage at 4°C, demonstrating the high stability of the association as well as the protective role of PSN against DNases (Lores et al., 2022).
3.2 Transfection efficacy in the zebrafish embryo: In vivo effects of PSN/miR 145 in sox9b and gata6 expression
The characterization of PNS demonstrates the correct association of different NAs, however, for the PNS to exert the desired therapeutic effect, a key factor is the release of the cargo inside the cells. In this sense, zebrafish embryos allow us to evaluate in vivo the transfection capacity of the NAs. As mentioned before, zebrafish compile characteristics that make them highly appropriate to evaluate gene therapies. In this specific case, embryo robustness, their external fecundation, and the ease with which they are genetically manipulated make zebrafish the ideal model for this kind of assessment.
With the aim of studying the correct release of the associated NAs inside the cells, miR 145 was chosen due to its effect on gene expression in the zebrafish embryo. This miR is known to downregulate sox9b and gata6 genes when overexpressed in zebrafish (Zeng et al., 2009; Steeman et al., 2021). Embryos of 0 hpf, one-cell stage, were microinjected with PSN associated and non-associated with miR (Control and 145), and with free miR (Control and 145). The chosen stage to start the treatment was 0 hpf to potentially modulate the genes during the first cell division and avoid possible interference in successive stages. Furthermore, microinjection was the selected method to ensure the introduction of the PSN/miR 145 into zebrafish embryos.
In order to determine if the microinjected PSN miR145 or the free miR145 were able to modify sox9b and/or gata6 expression, a RT-qPCR was performed 3 days later (72 hpf). In accordance with previous observations (Zeng et al., 2009; Steeman et al., 2021), miR145 increase led to a significant decrease in sox9b (p value 0,0347) and gata6 (p value 0,0364) expression but only when associated in PSN (Figure 2), and not when microinjected alone, in 72 hpf zebrafish embryos. Similarly, neither free miR control nor PSN alone nor PSN/miR control were able to modify their expression.
[image: Figure 2]FIGURE 2 | RT-qPCR results of the effect of miR 145 associated and non-associated with PSN in the relative expression of sox9b and gata6 genes in zebrafish embryos.
3.3 PSN/miR-pDNA in vivo uptake
Zebrafish is also characterized by being transparent in their first embryonic stages, and this fact allows us to evaluate fluorescent-labelled compounds as well as cells and nanoparticles (Gutiérrez-Lovera et al., 2017; Sieber, Grossen, Bussmann, et al., 2019). It is relevant that nanosystem internalization experiments based on incubation are easily performed in zebrafish embryos, however, this cannot be done in rodents, demonstrating the advantages of zebrafish as a model. Taking advance of this, an in vivo internalization assay was performed in 48 hpf embryos to study PSN behavior.
Cy5-labelled miR and pDNA were respectively associated with fluorescent PSN (labelled with TopFluor®-sphingomyelin). The use of zebrafish embryos for this type of assay allows us to easily incubate NA-loaded PSN in their media, in this case, 72 h. The results, which were obtained by confocal microscopy, demonstrated a high internalization by cells of the fluorescent PSN, and most importantly, allowed also to determine the presence of the associated NAs, miR and pDNA (Figure 3). Furthermore, experiments confirmed the co-localization (in cyan) of PSN (in green) and NAs (in blue) in an in vivo model with a superior level of complexity (Figure 3). This colocalization proves that PSN and NAs remain associated during the uptake process, allowing the efficient transport of NAs into the cells, which is a key step for successful gene therapy.
[image: Figure 3]FIGURE 3 | Confocal images of zebrafish embryos after a 72 h incubation with TopFluor-PSN (in green) associated and non-associated with Cy5-labelled miR and pDNA (in blue).
Furthermore, these uptake studies demonstrated the low toxicity of the nanocarriers (Supplementary Figure S1), producing less than 20% of mortality in the embryos.
3.4 PSN/miR-pDNA in vivo biodistribution
Following the same strategy of leveraging zebrafish embryo transparency, a PSN biodistribution assay was subsequently performed. Zebrafish transparency, which lasts until 24 hpf and can be extended with the use of PTU (Karlsson et al., 2001), allowed us to demonstrate the potential of PSN to be a carrier for gene therapy since we can monitor their stability and biodistribution in the circulatory system of the fish (Sieber, Grossen, Bussmann, et al., 2019).
For this purpose, 48 hpf embryos were microinjected in the Duct of Cuvier with the PNS, associated and non-associated with NAs (miR and pDNA), as well as free NAs. After 48 h of incubation, embryos were fixed and analyzed by confocal microscopy. The obtained results show the biodistribution of PSN along the zebrafish embryo body through the vasculature and their accumulation in the tail (Figure 4). In the case of PSN associated with NAs (PSN/miR and PSN/pDNA), it is observed that the association between NAs and nanocarriers after the microinjection in circulation is maintained in vivo. This maintenance is reflected by the cyan signal observed, which is a result of the co-localization of the green fluorescence of the nanosystems (with SM-TopFluor) and the blue fluorescence from the NAs (labelled with Cy5). Both PSN and PSN associated with NAs display an accumulation pattern that does not appear in the case of the naked miR and pDNA, which are spreading along the zebrafish body.
[image: Figure 4]FIGURE 4 | Confocal images of in vivo biodistribution of TopFluor-labelled nanoemulsions (green) with and without miR-Cy5 and pDNA (blue), after 48 h incubation in microinjected 48 hpf zebrafish embryos.
3.5 PSN/miR-pDNA in vivo interaction with cancer cells
Another zebrafish embryo property that makes it suitable as an in vivo model for gene therapy nanomedicine is the late activation of the immune system, which is not complete until 4–6 wpf (Lam et al., 2004). This allows us to perform xenotransplantation of cancer cells without the necessity of using genetically engineered immunodeficient in vivo models. Furthermore, the use of fluorescent-labelled cells, as well as fluorescent PSN and NAs, allows to evaluate how they behave in an in vivo tumor-like environment and how they interact with cancer cells.
Zebrafish embryos of 48 hpf were microinjected in the Duct of Cuvier with MDA-MB-231 cells, previously labelled with DiI. The result of this injection was a metastasis-like environment with cancer cells spread in the tail of the embryos, a key milieu to evaluate PSN interactions with cancer cells. Twenty-four hours after the xenograft, PSN with SM-TopFluor, associated and non-associated Cy5-NAs, were microinjected in the Duct of Cuvier. Forty-eight hours post-PSN injection, embryos were scanned by confocal microscopy. The results show that the fluorescent signal of the NAs (in blue) co-localize with the PSN (in green), corroborating the results obtained in the biodistribution assay (Figure 5). Further to this, it is observed some co-localization of the fluorescence signal of the PSN (with and without associated NAs) with the fluorescence of cancer cells; whereas free nucleic acids do not show any signal overlapping with the cancer cells. It is also important to highlight that the association between the carrier and the NA is stable 48 h after the microinjection, along the zebrafish circulatory, verifying the stability of the NA-loaded PSN.
[image: Figure 5]FIGURE 5 | Images of the in vivo interaction between nanoemulsions, labelled with TopFluor (green), and associated and non-associated miR and pDNA Cy5-labelled (blue) with DiI-MDA-MB-231 cancer cells (red), by confocal microscopy.
4 DISCUSSION
Even though zebrafish is widely used as a model to evaluate therapies for cancer treatment (Cascallar et al., 2022; Kwiatkowska et al., 2022), its use to develop and validate innovative gene therapy nanomedicines has not yet been fully investigated. With this aim, this work was carried out to demonstrate the potential of zebrafish as a key model in the study of new gene therapies based on nanotechnology.
Zebrafish is an interesting in vivo platform that allows us to perform assays that cannot easily be performed with other in vivo model systems, such as rodents. Probably, the most characteristic feature of zebrafish is the transparency present in the embryonic stages (Lieschke & Currie, 2007a; Sieber, Grossen, Bussmann, et al., 2019). As mentioned before, transparency allows the simple visualization of fluorescently labelled molecules, cells, and nanoparticles (Gutiérrez-Lovera et al., 2017; Sieber, Grossen, Bussmann, et al., 2019). This advantage, in synergy with fluorescence/confocal microscopy, permits in vivo monitoring of specific structures, such as nanoparticles. As a result, we were able not only to observe how PNS behave in vivo, and how they interact with cancer cells, but also to confirm their stability and the maintenance of the association with NAs in an environment similar to that of patients. Our results are in line with several publications that use zebrafish as a model to evaluate nanomedicines (not for gene therapy purposes) and demonstrate how zebrafish can be used to evaluate novel cationic lipidic nanoemulsions in vivo with associated NAs (Sieber, Grossen, Bussmann, et al., 2019; Saez Talens et al., 2020; Rességuier et al., 2021; Cascallar et al., 2022).
Although zebrafish transparency plays a key role in carrying out these types of assays, this is not the only interesting advantage of this model system. Both embryos and adults have a small size and can be easily stored and maintained. This characteristic allows cost-effective, large scale assays with a large number of specimens, with enough replicates to validate the experiments (Lieschke & Currie, 2007b; Delvecchio et al., 2011; Veinotte et al., 2014). These types of assays are inconceivable in mice, considering the high maintenance cost and the small number of progeny (Veinotte et al., 2014). In addition, zebrafish genome has a great homology with the human genome, and the body with several vertebrate structures (Lieschke & Currie, 2007b; Delvecchio et al., 2011).
Certainly, zebrafish embryo has several advantages that make it suitable as a model platform to evaluate cancer nanotechnology-based therapies, resulting in a plethora of diverse experiments that can be done to optimize and select the best treatments. However, it also has limitations in terms of similarity with humans. For instance, the lack of the physiological complexity of a non-mammalian organism implies the need to combine the zebrafish with other models, such as mice and rats, in certain types of experiments. However, in the context of animal welfare, combining the use of zebrafish embryo with more complex models may help to implement the 3R’s rule: replace, reduce, and refine (MacArthur Clark, 2018; Lewis, 2019). Because the zebrafish is an intermediate model between cell cultures and rodents, all experiments that can be performed in zebrafish models would inversely affect the number of mice that will be needed in subsequent experiments.
Our group has previously developed a new type of cationic nanosystems composed by Vitamin E, Sphingomyelin and a Putrescine derivative, PSN (Lores et al., 2022). This formulation is an optimization of previous sphingomyelin nanosystems (Bouzo et al., 2020; Nagachinta et al., 2020; Bidan et al., 2022), for cancer gene therapy applications, taking advantage of the intrinsic properties of putrescine. Among others, putrescine provides a cationic charge that can establish electrostatic interactions with negative-charged molecules such as NAs (Rowe et al., 2009; Chakraborty and Jiang, 2013; Agostinelli et al., 2015). In addition, cancer cells show a higher affinity for putrescine compared to normal cells, in order to maintain their metabolic activities, in which natural polyamines are involved (Tracy et al., 2016; Casero et al., 2018). Our previous results show the potential of PSN to efficiently carry anti-cancer therapeutic pDNA, achieving a therapeutic effect in cell culture. Most importantly, the results show a tumor reduction in murine models of cancer, which correlates with the reduction previously observed in xenografted zebrafish embryos (Lores et al., 2022).
Furthermore, the experiments performed in the present work allowed us to validate the adaptability of our PSN cationic nanoemulsions (Lores et al., 2022). PSN demonstrated to be an innovative carrier for gene therapy showing a high versatility due to their ability to carry different types of NAs, not only with a huge difference in length but also with different nature, desoxyribonucleic (pDNA) and ribonucleic acids (miR). Moreover, results obtained in 0 hpf embryos confirmed that miR145 is able to develop its regulatory role in zebrafish genes when associated with nanoemulsions; and therefore, the PSN are capable of releasing their cargo inside the cell. This fact highlights the potential of zebrafish to study the transfection efficiency of gene delivery nanosystems. It is important to emphasize that this type of experiment, with 0 hpf embryos, cannot be performed in the common models used in experimentation, such as mice and rats. These models, with higher complexity, have internal fertilization, thus this assay becomes complicated by the need to perform in vitro fecundation.
The accumulation of PSN observed in tumor cells could be related to the incorporation of putrescine and the fact that polyamine uptake is increased in cancer cells through Polyamine Transport Systems (Novita Sari et al., 2021). Importantly, we observed that PSN were stable in an in vivo environment, maintaining an efficient association of the NAs, which were then successfully released inside the cells. This proved the ability of putrescine to protect the NAs against in vivo barriers due to its capacity to condense nucleic acids achieving an improvement in the transport inside the cells (Thomas et al., 2016). In this sense, zebrafish allow us to observe/visualize the interaction of PSN with cancer cells in a more complex system than the one represented by a cell culture since different cell types from the tumor environment are present in the fish. Interaction studies verified that PSN/miR-pDNA are able to travel along the embryos and reach the cancer cells. These results corroborate the ones observed in uptakes performed in cancer cell lines, demonstrating that the PSN interaction with cancer cells happens both in vitro and in vivo (Supplementary Figures S2,S3). In other words, these results confirm that we have developed an efficient and stable nanocarrier able to transport its cargo to the cancer cells. Furthermore, the working times between cell cultures and zebrafish embryos are quite similar, obtaining more complex and reliable results.
In conclusion, our results demonstrate the huge potential that zebrafish embryos have as an in vivo platform to evaluate nanomedicines for gene therapy in a fast, cost-effective and reliable way in contrast with other animal models. In the same vein, the experiments presented here validated the capacity of PSN to successfully associate and transport different types of NAs into a living organism.
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Good science in translational research requires good animal welfare according to the principles of 3Rs. In many countries, determining animal welfare is a mandatory legal requirement, implying a categorization of animal suffering, traditionally dominated by subjective scorings. However, how such methods can be objectified and refined to compare impairments between animals, subgroups, and animal models remained unclear. Therefore, we developed the RELative Severity Assessment (RELSA) procedure to establish an evidence-based method based on quantitative outcome measures such as body weight, burrowing behavior, heart rate, heart rate variability, temperature, and activity to obtain a relative metric for severity comparisons. The RELSA procedure provided the necessary framework to get severity gradings in TM-implanted mice, yielding four distinct RELSA thresholds L1<0.27, L2<0.59, L3<0.79, and L4<3.45. We show further that severity patterns in the contributing variables are time and model-specific and use this information to obtain contextualized between animal-model and subgroup comparisons with the severity of sepsis > surgery > restraint stress > colitis. The bootstrapped 95% confidence intervals reliably show that RELSA estimates are conditionally invariant against missing information but precise in ranking the quantitative severity information to the moderate context of the transmitter-implantation model. In conclusion, we propose the RELSA as a validated tool for an objective, computational approach to comparative and quantitative severity assessment and grading. The RELSA procedure will fundamentally improve animal welfare, data quality, and reproducibility. It is also the first step toward translational risk assessment in biomedical research.
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  severity assessment, laboratory animal, animal welfare, data science, animal experiments, sepsis model, colitis model, surgical models


Introduction

Good science and high-quality data from animal experiments in basic and translational research require good animal welfare. Consequently, researchers are obligated to ensure the best possible welfare of their research animals, in line with the refinement principle in the 3Rs (1, 2). Therefore, the determination of laboratory animal welfare is embedded in many international animal protection guidelines and acts, e.g., the Guide for the Care and Use of Laboratory Animals (3) and the European Directive on the protection of animals used for scientific purposes (4).

Animal welfare describes the status of life quality, which relies on the consideration and promotion of things to achieve good animal welfare (5, 6). Its assessment requires monitoring animal affective states with positive and negative valence (7). The term severity assessment emphasizes categorizing negative affective states in animals, explicitly under experimental conditions. It aims to recognize signs of suffering and is essential for possible interventions to relieve the burden during experiments and promotes the refinement of procedures. Nevertheless, to comply with scientific and regulatory requirements, an accurate, evidence-based severity assessment and the classification of severity conditions are needed (8).

These aims raise the need for a more precise and data-centered evaluation of impaired animals, resulting in a more holistic analysis less influenced by human decision bias. Further, integrating multimodal and multivariate methods requires increased methodological awareness and integration into severity assessment, in general, to ensure, for example, inter-animal-model comparability.

Currently, outcome measures from physiology, biochemistry, clinical sciences, and the behavioral sciences are considered to best capture the welfare state of the animals under experimentation (7). This notion often leads to an assortment of results whose interpretation and categorization remain with the scientist. However, few veterinary studies combine multiple collected variables to provide a more comprehensive method for evaluating animal wellbeing. For example, Principal Component Analysis (PCA) was performed in a study assessing the severity of procedures conducted in three epilepsy models. In this study, multiple behavioral and biochemical parameters were analyzed. The PCA revealed the most informative orthogonal parameters and combined them in a Composite Measures Scheme (CMS) used in comparative severity assessment (9). However, the PCA method can be misleading when data are highly collinear.

In another study investigating the severity of neuroscientific surgeries in rats, a supervised Machine Learning method with a radial Support Vector Machine kernel was used to classify distinct invasive procedures (10), e.g., with the heart rate and activity information as input dimensions. These studies support the concept that incorporating mathematical methods to explain higher-dimensional relationships in the data beyond the traditional scope of simple inferential statistics successfully helps determine states of wellbeing and the severity of experimental procedures (11–13).

Consequently, our study aimed to develop an algorithm-based composite system that provides an objective animal welfare assessment with an arbitrary number of input variables and further introduces the concept of adding relational context to the quantitative severity assessment. With this methodology, and, e.g., using the same measured variables in three independent animal models, we will show that relative severity can be used to compare states of wellbeing between individual animals, treatment groups, and animal models.

Furthermore, this level of comparability is achieved with a collection of physiological, clinical, and behavioral outcome measures from a surgical mouse model, resulting in the development and application of the RElative Severity Assessment (RELSA) procedure. We hypothesize that the individual outcome measures can signal changes in severity in laboratory animals, but they do so at different reporting characteristics over time. Thus, using a weighted composite like the RELSA score helps minimize information loss when variables are missing and allows severity comparisons at different levels, such as the individual or model scale.

The current study is divided into two parts: first, objective parameters were utilized for an actual severity assessment to show the general applicability of RELSA in a well-established method (TM implantation). This surgical model has the advantage of providing a collection of objective variables such as heart rate, heart rate variability, and activity and is officially classified as moderate severity according to the EU directive. In the second part, we aim at the severity grading of different animal models involving inflammation, stress, and sepsis based on identical variables using RELSA. This analysis resulted in an evidence-based severity comparison of experimental procedures, providing scientists and regulators with more precise estimates of severity gradings for experiments and tangible approaches for refinement. Furthermore, these results show that the reference data derived from the surgical model already provide a basis for routine use of this method, e.g., in daily severity monitoring, without the need to gain this data on additional animals. Furthermore, with the RELSA method, researchers are free to define their reference data when needed, as recently shown in a study comparing the severity of genetic, stress-based, and pharmacological depression models (14). The RELSA procedure is, therefore, not bound to an invasive procedure and can be applied as an objective severity measure in a wide range of research models.



Methods


Ethical statement

Experiments involving surgery, DSS colitis, and stress were approved by the Local Institutional Animal Care and Research Advisory Committee and permitted by the Lower Saxony State Office for Consumer Protection and Food Safety (LAVES, Oldenburg, Lower Saxony, Germany; license 15/1905). The application for the animal experiments involving sepsis (authorization no. V54–19 c 20/15 - F152/1016) was approved by the local Ethics Committee for Animal Research (Darmstadt, Hessen, Germany). All procedures followed the German animal protection law and the European Directive 2010/63/EU.



Animals, housing conditions, and husbandry

Female C57BL/6J mice undergoing surgery only (transmitter implantation and Sham groups), DSS colitis, or stress induction were obtained from the Central Animal Facility, Hannover Medical School, Hannover, Germany. For the sepsis study, male C57BL/6N mice were obtained from Charles River Laboratories, Sulzfeld, Germany (for an overview of the studies, mice, and animal numbers, see Supplementary Table 1). The mice were free of the viral, bacterial, and parasitic pathogens listed in the Federation of European Laboratory Animal Science Association (15). A sentinel program monitored their health status throughout the experiments. The mice were housed at the Central Animal Facilities of the MHH (surgery, colitis, stress groups) in macrolon type-II cages (360 cm2; Tecniplast, Italy), which were changed once per week. Cages were bedded with autoclaved softwood shavings (poplar wood; AB 368P, AsBe-wood GmbH, Buxtehude, Germany), paper nesting material (AsBe-wood GmbH, Buxtehude, Germany), and two cotton nesting pads (AsBe-wood GmbH, Buxtehude, Germany). Room conditions were standardized (22 ± 1°C; humidity: 50–60%; 14:10 h light/dark cycle). Mice were fed standard rodent food (Altromin 1324, Altromin, Lage, Germany) ad libitum, and autoclaved (135°C/60 min) distilled water was provided ad libitum. Two female persons handled the mice. For the sepsis experiments, the mice were housed at the animal facility of Fraunhofer IME-TMP, Frankfurt, Germany, in IVC cages (501 cm2; GM500, Tecniplast, Italy), which were changed once per week (but never during sepsis). These cages were bedded with softwood shavings (H0234-200, ssniff Spezialdiäten GmbH, Germany), paper nesting material (Sizzlenest, H4201-11, ssniff Spezialdiäten GmbH, Germany) and a mouse igloo (#13100 Plexx BV, Netherlands). Room conditions were standardized (22 ± 2°C; humidity: 45–65%; 12:12 h light/dark cycle including a 30 min twilight phase at the beginning and end of the light/dark phases). The mice were fed standard rodent food (V1534-000, ssniff Spezialdiäten GmbH, Germany) ad libitum, and tap water was provided ad libitum. Animals were allocated randomly to the testing groups and habituated to the experimental environment before the surgical procedure.



Transmitter implantation

The mice for the surgery, colitis, and stress studies were 9–10 weeks old. Transmitters (ETA-F10 or HD-X11; DSI, St Paul, MN, USA) were aseptically implanted into the intraperitoneal cavity with electrodes placed subcutaneously for a bipolar lead II configuration under general isoflurane anesthesia. Sham-operated mice underwent aseptic surgery without implantation of the transmitters. General anesthesia was induced in an induction chamber (15 × 10 × 10 cm) with 5 vol% isoflurane (Isofluran CP®, CP Pharma, Burgdorf, Germany) and an oxygen flow (100% oxygen) of 6 l/min. After confirming the absence of the righting reflex and removal from the chamber, anesthesia was maintained via an inhalation mask with 1.5–2.5 vol% isoflurane and an oxygen flow of 1 l/min. The corneal reflex was used in combination with the eyelid-closing reflex and the toe pinch reflex to determine the depth of anesthesia. Personnel involved have been trained and were experienced in performing these assays carefully and very softly to omit any damage. The eyes were moistened with eye ointment to protect them from drying out (Bepanthen®, Bayer AG, Leverkusen, Germany). After reaching total anesthesia, the surgical area was shaved, and the mice were placed in the surgical field in dorsal recumbency with the head toward the surgeon. During the entire duration of the anesthesia, the mice were placed on a heating pad at 37.0 ± 1.0°C to prevent hypothermia. EMLA® cream (25 mg/g Lidocain + 25 mg/g Prilocain; Aspen Germany GmbH, Munich, Germany) was used for local anesthesia at the incision sites. The mice that underwent only surgery received either preoperative 200 mg/kg metamizole (Novaminsulfon 500 mg Lichtenstein, Zentiva Pharma GmbH, Frankfurt am Main, Germany) subcutaneously (s.c.) and postoperative 200 mg/kg metamizole orally via the drinking water until day 3 or preoperative 5 mg/kg carprofen (Rimadyl, Zoetis Deutschland GmbH, Berlin, Germany) s.c. and postoperative 2.5 mg/kg s.c. every 12 h until day 3. The mice that underwent additional colitis or stress induction were treated using the metamizole analgesia regimen.

In the CLP study, mice aged 12–14 weeks were anesthetized via s.c. injection of 120 mg/kg in 10 ml/kg ketamine (Ketaset®, Zoetis Deutschland GmbH, Berlin, Germany) and 8 mg/kg in 10 ml/kg xylazine (Rompun®, Bayer Vital GmbH, Leverkusen, Germany). Perioperative management was the same as described above. The blood pressure catheter was placed in the left carotid artery and positioned so that the gel-filled sensing region of the catheter was ~2 mm in the aortic arch. The telemetry transmitter was placed along the lateral flank between the forelimb and hindlimb, close to the back midline. Biopotential ECG leads were tunneled subcutaneously to achieve positioning analogous to lead II in human ECG. For postsurgical analgesia, 200 mg/kg metamizole s.c. (Novaminsulfon 1,000 mg Lichtenstein, Zentiva Pharma GmbH, Frankfurt/Main, Germany) was administered at the first signs of waking up. For postsurgical analgesia, 5 mg/kg carprofen (Rimadyl, Zoetis Deutschland GmbH, Berlin, Germany) was administered s.c. on the evening of the day of the surgery and the morning and evening of day 1 and day 2 after surgery. After fully recovering from the anesthesia, mice were put back into their home cage, and the continuous data acquisition of all physiological parameters began immediately. Mice were randomly allocated to the testing groups and habituated to the experimental environment before the surgical CLP or CLP Sham procedure.



Sham surgery

Sham-operated mice were used as controls for assessing the severity of transmitter implantation and underwent an aseptic laparotomy without transmitter implantation (Sham mice or animals) under the same conditions as described above (surgery studies), including anesthetic and analgesic regimens.



Burrowing behavior

One week before intraperitoneal transmitter implantation or the corresponding Sham surgery, the mice were housed pairwise in type ll macrolon cages filled with aspen bedding material (AsBewood GmbH, Buxtehude, Germany) and two compressed cotton nesting pads (AsBewood GmbH, Buxtehude, Germany). On days five and four before surgery, the burrowing apparatus was provided to the animals to train them in the burrowing behavior (16). Baseline measurements were taken on days two and one before surgery. A 250 mL plastic bottle with a length of 15 cm, a diameter of 5.5 cm, and a port diameter of 4 cm was used as a burrowing apparatus. It was filled with 140 ± 1.5 g of the standard diet pellets of the mice (Altromin1324, Lage, Germany). For burrowing testing after surgeries (1st, 2nd, 3rd, 5th, and 7th night after surgery), mice were singly housed in a type-II macrolon cage with autoclaved hardwood shavings. The burrowing bottles were placed in the left corner. Half of the used nesting material from the home cage was provided as a shelter in the right corner. The tests started 3 h before the dark phase. The bottles containing the remaining pellets were placed back into the cages and weighed the following day (burON, “overnight burrowing performance”) again.



Cecal ligation and puncture surgery

At the earliest 6 days or after reestablishing a regular circadian rhythm after the surgical implantation of the telemetry transmitter device, male C57BL/6JN mice were used for the CLP experiments. The CLP surgery and the subsequent start of the experiments were conducted in the morning to control circadian variations. The mice were weighed, and 30 min before surgery, 0.05 mg/kg buprenorphine was injected s.c. (Bupresol® 0.3 mg/ml, CP-Pharma HmbH, Burgdorf, Germany). The mice were anesthetized using isoflurane (2–3% Forene®, AbbVie Deutschland GmbH & Co. KG, Wiesbaden, Germany) and placed on their back on a heating pad while continuously connected to the isoflurane anesthesia. The eyes were moistened with eye ointment. Xylocaine (Xylocain® Pumpspray Dental, AstraZeneca GmbH, Wedel, Germany) was used for local anesthesia using two puffs of a ready-to-use pump spray containing 10 mg lidocaine per puff at the incision site. The corneal reflex was used in combination with the eyelid-closing reflex and the toe pinch reflex to determine the depth of anesthesia. Personal involved have been trained and were experienced in performing these assays carefully and very softly to omit any damage. During the entire period of anesthesia, the mice were on a heating pad at 37.0 ± 1.0°C. The abdominal cavity was aseptically opened via a midline laparotomy incision of approximately 3 cm, and the cecum was exposed. Subsequently, the cecum was 2/3 ligated (Nylon Monofilament Suture 6/0, Fine Science Tools GmbH, Heidelberg, Germany) distal to the ileocecal valve, while care was taken that the intestinal continuity was maintained. The exposed cecum was punctured twice, “through-and-through,” with a 21-gauge needle. Next, sufficient pressure was applied to the cecum to extrude fecal material from each puncture site (~ 1 mm). The cecum was returned to the abdominal cavity and placed in the upper central abdomen. Following this procedure, the peritoneum was closed with three-knot fissures with non-resorbable sterile suture material (Nylon Monofilament Suture 7/0, Fine Science Tools GmbH, Heidelberg, Germany), and the upper skin layer was stapled with sterile clips (Michel Suture Clips 7.5 × 1.75 mm, Fine Science Tools GmbH, Heidelberg, Germany). For the mice undergoing a Sham laparotomy, the same procedure was performed without CLP. After fully recovering from the anesthesia, the mice were put back into their home cage, after which the continuous data acquisition of all physiological parameters began immediately. The mice received 0.1 mg/kg buprenorphine s.c. 3 h after surgery and subsequently every 8 h for the rest of the experiment. At the end of the experiments, mice were anesthetized deeply with isoflurane and killed by cervical dislocation.



Colitis induction and restraint stress

After intraperitoneal transmitter implantation and 28 days of postoperative recovery, the female C57BL6/J mice were exposed to 0% (control; receiving water only) or 1% DSS (colitis; mol wt 36,000–50,000; MP Biomedicals, Eschwege, Germany) in drinking water for 5 consecutive days to induce intestinal inflammation. The mice were weighed daily, and the telemetry-derived parameters were recorded: hr, hrv, activity, and temperature. The third group of mice was subjected to restraint stress (colitis + stress) and DSS treatment. The mice were inserted into restraint tubes on 10 consecutive days (d1-d10) for 60 min (from 09:00 to 10:00 a.m.). The restraint tubes (23-mm internal diameter, 93-mm length) consisted of transparent acrylic glass with ventilation holes (8 mm diameter) and a whole distance spanning 7-mm–wide opening along the upper side of the tube. The ends of the tubes were sealed on one side by a piece of acrylic glass with a slot for the animals' tail and the other side by a fixed solid plastic ring. The mice could rotate around their axis but could not move horizontally.



Data characterization and RELSA pre-processing

Data were brought into the tabular format required for RELSA analysis (Supplementary material 2). Up to six outcome measures were used in the calculations (body weight change [bwc], burrowing overnight [burON], heart rate [hr], heart rate variability [hrv], body temperature [temp], and activity [act]). Five parameters were used in the animal model comparisons because burON was not determined in all included studies. The RELSA pre-processing was initiated with the normalization process. The quantitative data were normalized to the range [0;100]% with 100% as starting values [e.g., based on physiological or baseline conditions, e.g., on pre-surgery day (−1), Supplementary material 2 for an example].



The RELSA methodology required a reference set

Therefore, the surgery model was defined as the RELSA reference set. According to Annex XIII of the EU directive, surgical interventions under general anesthesia, such as TM implantations or Sham surgeries, are categorized as “moderate” in terms of severity. Since the subsequent RELSA analyses were referenced to the values in the reference set (self-reference is possible), they also obtained a relative qualitative severity level. More information on the RELSA procedure is available in Supplementary material 3. A graphical representation of the RELSA procedure is shown in Figure 1. Further, in Supplemental material 4, a simple explanation of the RELSA is demonstrated with examples.
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FIGURE 1
 Graphical representation of the RELSA procedure. RELSA requires a reference set that provides qualitative severity context to the quantitative RELSA comparisons. Thus, independent test data can be related to the reference set, enabling an objective relative severity grading of individual animals, subgroups, and models. Before the data can enter the RELSA procedure, the pipeline requires a baseline harmonization so that changes are always relative to a starting point. The normalization to the baseline enables the calculation of the RELSA weights (RW), which are expressions of similarity to the reference set and must be defined with a fixed number of input variables. Later, any number of these variables in the test data can be quantitatively referenced.


At each observed point in time (t), differences to the normalized baseline in each contributing outcome measure (i) were calculated. Then, to establish the quantitative severity context, the differences were divided by the normalized maximum-reached differences in the respective variables in the reference set. This operation yielded the RELSA weights (RW, see formula 1). Again, care was taken to include the direction of unfolding severity in each outcome measure (e.g., impairments decreased bwc but heightened hr in the included models). The RW were expressions of similarity concerning the maximum-reached value observed in the reference set at any observed point in time. This step also regularized differences in variable contributions at any given severity level, especially in highly collinear contributors.

Larger differences were given more weight, and the final RELSA score was calculated by the root mean square (RMS) of the available RW divided by the number of variables (N) (see formula 2). Missing variables did not contribute to the RELSA, whereas values equal to or above baseline level contributed zero. Furthermore, levels of severity in the reference data were calculated using the k-means algorithm (11). The number of clusters was determined heuristically with a Scree plot (Supplementary Figure 5A). A RELSA value of 1 meant that all contributing variables in a test animal reached the same values as the largest observed deviations in the reference set at the defined severity level (here, “moderate”).
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Statistics

Data were tested against the hypothesis of normality using the Shapiro-Wilk test. In the case of a rejected Null hypothesis, non-parametric methods were used for group comparisons (e.g., the Kruskal-Wallis and Mann-Whitney U-test). When the assumptions of normal distribution were met, parametric analyses were performed, e.g., with an analysis of variance (ANOVA) and reported with a type III error structure due to the presence of interactions. Singular group comparisons were analyzed with the t-test (plus Welch's correction in cases of unequal variances). Multiple comparisons were adjusted with the Tukey-Kramer post-hoc test. Comparisons to the baseline were calculated with an ANOVA using a control group, followed by Dunnett's posthoc test. The RELSAmax and cluster centroids were bootstrapped 10,000-fold to yield estimates as well as 95% bias-corrected and accelerated (BCa) confidence intervals. With either method, the resulting p-values were considered to be significant at the following levels: 0.05 (*), 0.01 (**), 0.001 (***), and 0.0001 (****).



Software, R-packages, and raw data availability

RELSA was developed in R (version 4.0.3). The following packages were used for analysis and visualization: ggplot2, factoextra, effsize, plyr, emmeans, car, and boot. In addition, radar charts were realized using the fsmb package. The RELSA algorithm and the raw data are available as an R package with complete documentation on GitHub: https://github.com/mytalbot/relsa. The RELSA procedure can also be tested with a limited set of variables in a stand-alone web application: https://calliope.shinyapps.io/RELSAapp/. Finally, raw data are available as text files in the following location: https://github.com/mytalbot/RELSA/tree/master/raw_data.




Results


Severity assessment after surgery using single outcome measures

We utilized the surgical model of TM implantation to generate well-defined variables that first can be used as single outcome measures to characterize the model itself (this section) and later for developing and validating the RELSA algorithm (following sections), also providing a reference for assessment of further mouse models. After transmitter (TM) implantation or the corresponding Sham surgeries, we monitored the animals' relative body weight change (bwc) as one of the most frequently used clinical parameters (Figure 2A). TM animals showed an average loss of 10.89% (SD = 2.29%) in body weight on the day of surgery (day 0), which was significantly (p < 0.0001) higher than Sham animals which showed only an average loss of 3.78% (SD = 2.93%) which was also significant (p = 0.002). No animal lost more than 15.45% in body weight. The bwc values in TM mice returned to baseline levels on day ten after surgery and in Sham animals as early as day six after surgery. Both treatment groups showed weight gain in the progress of the experiment. Further, we observed the overnight burrowing performance (burON). The burrowing also dropped compared to initial values, down to an average of 25.64% (SD = 21.13%). However, in the Sham animals, the loss in burrowing performance was less prominent at an average of 83% (SD = 14.34%) (Figure 2B). The burrowing parameter showed regular burrowing activity on day 2 – two days after surgery. The difference between Sham and TM animals on surgery day was significant (p < 0.0001). From the implanted transmitters, additional variables were obtained. The heart rate (hr) spiked after surgery (day 0) at an average of 642.25 (SD = 36.12) bpm and returned to baseline levels on day 7 (Figure 3A). The heart rate variability (hrv) showed decreased values after surgery. Its average was lowered to 3.45 (SD = 1.52) ms (Figure 3B), corresponding to a 76.1% drop in values. The animals recovered back to baseline on day 14. The body core temperature was measured in a small range ([34.10; 37.52]°C) and showed ambiguous results. After surgery on day 0, there was a slight drop of 0.73% in temp (−0.26°C), followed by an increase on day 1 to 37.35 (SD = 0.14)°C, again followed by a recovery back to baseline levels on day 7 [36.51 (SD = 0.17)°C, Figure 3C]. The general activity was reduced after surgery, dropping from an average of 1011.98 (SD = 443.14) counts/min to 137.04 (SD = 68.87) counts/min. The activity parameter showed recovery to baseline levels on day 14 (Figure 3D). The Supplementary material 6 shows additional inferential statistics on the day-to-baseline and between treatment contrasts of the single variables used to indicate changes in severity. Further, the animals were evaluated daily using a clinical score ranging from 0 (no impairment) to 6 (severe impairment) comprising the body weight, the visual evaluation of activity, general health condition, and behavior. An increase to score 2.15 (CI95%[1.93; 2.38]) was observed on day 0 (post-op) and returned back to pre-op level on day 9 post-op (Supplementary material 7.1).
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FIGURE 2
 (A) The standardized, average body weight change indicates impairments to animal welfare in female C57BL6/J mice. The loss in bwc is most extensive after surgery (day 0) in the TM-implanted group (mauve, n = 13). The loss in body weight is less severe in the Sham group (black dots, n = 15). On average, the animals recovered back to baseline levels at around day eight. After day eight, the animals gained weight. The errors are depicted as 95% confidence bands. (B) The standardized, average overnight burrowing performance (burON) in female C57BL6/J mice also showed a sharp drop after surgery (day 0). However, the performance loss is higher in the TM group (n = 13) than in the Sham group (n = 15). The burrowing behavior returns faster back to baseline levels than the bwc variable. The animals regained normal burrowing behavior on day 2.
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FIGURE 3
 (A) The heart rate (hr) in TM-implanted female C57BL6/J mice (n = 13) shows an increase on surgery day and returns back to baseline levels. However, the recovery is much slower than, e.g., in burOn and bwc. (B) The heart rate variability (hrv) shows a similar development to hr. The maximum drop occurs after surgery (day 0). After that, the animals recover over 28 days. (C) The temperature shows an ambiguous development. There is a slight drop after surgery, followed by an increase that slowly returns to baseline levels. However, the range of the temperature variable is small ([34.10; 37.52]°C). (D) The activity (act) variable shows a drop after surgery (day 0) and returns back to baseline levels over the next 14 days.


This surgery model served as the reference model for the subsequent RELSA development and its validation. The raw data of this and the other animal models with their individual set of variables are available under the following link: https://github.com/mytalbot/RELSA/tree/master/raw_data.



Severity assessment after surgery using multiple outcome measures in the composite RELSA score

While single variables showed differences, e.g., in recovery times (hrv [day 14] vs. burrowing [day 2]) and escalation magnitudes (e.g., a maximum loss in burON of 0%, and a maximum increase of hr at 688.18 bpm), it remained unclear what this contradicting information meant in the context of severity assessment. Therefore, we analyzed how the severity information developed when different variables were combined in the RELSA. As such, the full model (bwc, burON, hr, hrv, temp, and act) was plotted against the TM variables (hr, hrv, temp, and act), the body weight change (bwc), and the burrowing performance overnight (burON), and the body weight change plus the burrowing parameter (bwc+burON) in the TM animals (Figure 4A). Here, the point of maximum severity in the animals was identified as the peak in all models at day 0 (after surgery). The full model showed a mean RELSA score of RELSAfull,0= 0.75 (SD = 0.05), the TM model RELSATM,0= 0.76 (SD = 0.06), the bwc RELSAbwc,0= 0.71 (SD = 0.15), the burON RELSAburON,0= 0.71 (SD = 0.24), and bwc+burON RELSAbwc+burON,0= 0.73 (SD = 0.15)(see inlay plot in Figure 4A). On day 0, neither the TM group [F(4, 60) = 0.36, p = 0.84], nor the Sham group [F(2, 42) = 2.69, p = 0.08] showed differences in RELSA performances. The exemplary variable permutations reached a mean of RELSAmean,0= 0.73 at a high level of precision with the 95% confidence interval in the range CI95%[0.71; 0.76]. Therefore, the maximum RELSA score was relatively invariant against small changes in singular variables. This result was corroborated by analyzing the Sham animals, where bwc, burON, and their combination were analyzed using the RELSA. The animals not only showed lower severities than the TM animals with RELSAbwc+burON,0= 0.22 (SD= 0.15), RELSAbwc,0= 0.25 (SD = 0.19), and RELSAburON,0= 0.12 (SD = 0.13) but also that the RELSA incorporated the short-term spiking of the burON variable on day 0 (Figure 4B) by lowering the average on day zero in the combined model as a consequence of the weighting in the RELSA formula. The difference between the averages of RELSAbwc+burON,0 and RELSAbwc,0= 0.25 was ΔRELSA= 0.03. Consequently, the average RELSA in the Sham group showed lower precision RELSASham,0= 0.12 (CI95%[0.03; 0.36]) than the models above with more contributing variables.
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FIGURE 4
 (A) Comparison of RELSA performances using different input variables in the TM-implanted animals (n = 13). The red dashed line (RELSA = 1) represents the maximum in the reference model. The full model comprised the outcome measures bwc, burON, hr, hrv, act, and temp. The inlay plot focuses on the RELSA values on day 0 (after surgery). Here, the average RELSA values are highest and close together RELSAmean,0 = 0.73 (SD = 0.02, range = [0.71; 0.76]) at a low error rate. The highest-performing models are the TM outcomes (hr, hrv, act, and temp, mean = 0.76), followed by the full model (mean = 0.75). During recovery, the performances vary due to changing contributions to the RELSA score. However, the models appear interchangeable as the RELSA weighs and regularizes missing information, especially in highly collinear data. (B) Comparison of RELSA performances using different input variables in the Sham-operated animals (n = 15). The maximum RELSA is indicated by bwc (mean= 0.24). Note that burON alone has a lower RELSA value than bwc on day 0 (mean = 0.12). However, the combination of bwc and burON can capture most of the severity information on day 0 as indicated by bwc (see inlay plot). Consequently, the combination of bwc and burON (mean= 0.22) performs slightly lower than bwc alone. The burrowing behavior was not measured on all days, so the main RELSA information is dependent on bwc in these cases. The RELSA is relative invariant against missing input variables when multiple measures are included.


These results show that RELSA enables detection of severity after TM implantation, discriminates different treatments (here: TM implantation vs. Sham operation) and is robust toward the selection of variables. To validate the RELSA performance, we used the clinical score data. The clinical score correlated highly with the RELSA (r = 0.98, CI95%[0.95; 0.99], t = 22.81, df = 27, p < 0.0001), thereby validating the algorithm. Details on the validation are shown in Supplementary material 7.



The comparison of severity in individual animals and experimental subgroups can be achieved with the RELSA score and the RELSAmax Value

The RELSA procedure was calculated with six variables in the TM group (bwc, burON, hr, hrv, temp, and act) and two in the Sham group (bwc, burON). On day 0, there were no between-model differences in the RELSA score due to the high collinearity of the contributing variables (see Figures 4A,B). Subsequently, the individual RELSA scores in the TM animals reached higher values than the Sham animals (Figure 5A). However, at least three animals in the Sham group showed severity anomalies (e.g., RELSA >0.4). These animals were identified as animals 18, 21, and 22 (Figure 5A). Therefore, the RELSA outcome was used to identify the source of these higher severities. The analysis showed that animal 18 had lower values in both outcomes, bwc (89.36%) and burON (46.51%), on day zero, while animals 21 and 22 showed only lowered bwc on day 5 (91.70% and 90.1%) compared to the other Sham animals, e.g., displaying a mean bwc value of 93.02% on day 0. Furthermore, the average RELSA score indicated the higher general severity of the TM-animals at RELSATM,0= 0.73 (SD = 0.05) compared to the Sham animals with RELSASham,0=0.22 (SD = 0.15). In addition, the treatment:day interaction was significant in an ANOVA [F(1, 29) = 59.78, p > 0.0001], and the subsequent post-hoc tests showed significant differences between Sham and TM animals on the days 0–8 (p < 0.0001) and 14 (p < 0.0018) (Figure 5B). The maximum RELSA values from the individual animals were combined into the RELSAmax value and used in a subsequent between-subgroups comparison. The analysis showed that the highest achieved severity from an integrated set of six variables was significantly different in TM and Sham animals [t(26) = 8.9, p < 0.0001, Figure 5C].
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FIGURE 5
 (A) Single animal analysis with the full RELSA model (bwc, burON, hr, hrv, act, and temp). The average RELSA score was higher in the TM group than in the Sham group (average RELSAmax,TM = 0.75 vs. average RELSAmax,Sham = 0.26). In addition, at least three animals in the Sham group have high severity (RELSA>0.4). These animals showed higher losses in bwc and burON than the other animals in the Sham group and were correctly identified. (B) Animals in the time-resolved RELSA curves of the Sham and TM groups show a significant treatment:day interaction [F(1, 29) = 59.78, p > 0.0001]. The subsequent post-hoc tests indicate significant differences between treatments (*p < 0.05). On day 14, small spikes in hrv and act unrelated to the surgery occurred and were detected with the RELSA. (C) There is a general between-groups difference in severity (RELSAmax) concerning the TM-implanted (n = 13) and Sham animals [n = 15, t(26) = 8.9, p < 0.0001****].




The clustering of RELSAmax values revealed objective severity levels

In addition to the data for building the RELSA reference set from TM-implanted mice and showing the possible comparisons between individual animals and experimental subgroups, we further explored the RELSA as a tool for severity comparisons between different animal models. We included three additional animal studies (colitis, stress, and sepsis), with data available on five outcome values (bwc, hr, hrv, temp, and act). Each study was analyzed using the RELSA methodology and was, therefore, referenced against the data from the TM-implanted mice. This quantitative referencing provided the necessary framework for grading the severity information. In addition, we used the individual RELSAmax values, as previously described, to map the maximum achieved severity of each animal in each study against the RELSA reference set. This allowed classification of severity levels based on the standardized values from each study. With these data, k-means clustering was used to segment the ordered univariate RELSAmax outputs into distinct clusters.

First, we estimated the number of clusters to k = 4 using Scree analysis. The heuristics of this selection process are shown in the Supplementary Figures 5A,B. The resulting limits of the clustering are shown as dashed lines in Supplementary Figures 5B, 8. The four RELSAmax cluster thresholds were L1<0.27, L2<0.59, L3<0.79, and L4<3.45.

Second, we analyzed and compared the additional studies in terms of severity, using the cluster levels to attribute severity gradings. The other data included mice suffering from colitis induced by dextran sulfate sodium (DSS) and colitis plus additional stress (colitis+stress). In the latter group, the animals received DSS and were subjected to immobilization stress for 1 h on ten consecutive days. The corresponding colitis control animals were treated with water only. Furthermore, we refined data from a study on cecal ligation puncture (CLP) surgery for sepsis induction and the corresponding Sham-operated animals (CLP Sham). Here, the data were divided into CLP survivors and non-survivors. The cluster analysis revealed the highest severity level in CLP non-survivors, followed by a cluster of TM-implanted animals (which comprised the RELSA reference set), followed by CLP survivors. Data from the colitis+stress and colitis study formed the lower severity clusters and CLP Sham-operated animals. Colitis control animals were allocated to the lowest severity cluster (Figure 6).
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FIGURE 6
 (A) Cluster analysis and severity categorization of six distinct subgroups from the three independent animal studies cecal ligation puncture (CLP, sepsis), surgery (TM implantation), and colitis/restraint stress using the RELSAmax as the maximum experienced severity information. Each dot represents an animal. In all subgroups, the outcome measures bwc, hr, hrv, temp, and act were used to calculate the RELSAmax. The dashed lines represent the four severity thresholds from a k-means clustering (L1<0.27, L2<0.59, L3<0.79, and L4<3.45) to enable a comparative grading and categorization of the models and animals. The highest severity was reached by the two CLP non-survivors (RELSAmax>2.5). (B) The bootstrapped cluster centers with 95% confidence intervals show that except for the colitis + stress model data, the 95% CIs remain within the identified cluster levels, indicating highly stable severity estimates. Individual animals in the colitis control group showed increased severity due to a drop in activity. Note that the RELSA scale focuses on the range RELSA[0;1]; therefore, the two CLP non-survivors are not visible.


Furthermore, we investigated how stable the RELSAmax distributions were in their group estimates and cluster positions. Some studies or subgroups involved small sample sizes (Supplementary material 1). Therefore, we applied 10,000-fold bootstrapping to assess the 95% confidence intervals of the RELSAmax centroids. Except for the colitis + stress study, the confidence intervals remained within their relative k-means cluster levels. The confidence interval of the colitis control group did not overlap with any other higher-level confidence interval and did not cross the L1 cluster threshold.



RELSA generalized model-specific changes in outcome patterns into global severity information

The surgery data in this study showed that outcome measures varied in magnitude and showed differences concerning recovery times. In addition, the natural variance of biological systems is also part of any quantitative severity assessment [e.g., three individual animals in the Sham-group significantly deviated from the global RELSA mean (see Figure 4A)]. Therefore, to assess the contributions of individual outcome variables to the RELSA analysis, we monitored the average RELSA weight contributions of the surgery intervention [TM-implanted animals (Figure 7)] with radar charts.
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FIGURE 7
 Radar charts reveal the time-dependent changing contribution of the outcome measures bwc, act, temp, hrv, and hr to the RELSA. The RELSA weights (RW) from the TM-implantation subgroup (n = 13) are averaged on six days (baseline, post-op day 0, day 1, day 3, day 7, and day 14) of the experiment. The dashed red line indicates the RELSA reference level of 1. Note, e.g., how the hrv stays elevated longer than the other outcome measures, showing the different and animal-model dependent qualities that single variables can assume in severity assessment.


The analysis of exemplary time points showed that the development in the variables changed over time. First, before the intervention (Baseline), the variables showed no contribution to the RELSA (AUC = 0). After surgery (post-op), all five variables showed substantial contributions (AUC = 0.66), e.g., the most notable contributor was the act variable with a weight contribution of RWact,Bsl = 0.89. At the same time, temp contributed the least with RMtemp,Bsl= 0.10 (Figure 7 Baseline). Finally, the contribution patterns changed over time, e.g., when the animals recovered. While all variables returned to their baseline positions, hrv and act remained more elevated than others.

The contribution patterns over time were animal-model specific. We also analyzed the additional studies for which RELSA analyses were performed. The RELSA performances of these studies are visualized in the Supplementary materials 8A–F. The corresponding radar charts/contribution patterns can also be found in the Supplemental material 9. Here, we saw, e.g., that the RELSA in the CLP model was dominated by the large differences in the temperature variable. However, the other outcome measures, except for bwc, also contributed but were not as strong as the temperature. Note that the time was reported in hours in the CLP study, not days (Supplementary materials 9.1–9.3). The sampling time or lag in bwc could not keep track of the fast changes in the severity status.

Interestingly, activity was the most contributing variable in CLP Sham animals (Supplementary material 9.3), but temperature and heart rate also contributed to the RELSA. Over the first days, the activity was the dominating variable in animals suffering from colitis with stress (Supplementary material 9.5) and colitis without stress (Supplementary material 9.4). Still, on day 7, body weight became more relevant. As expected, RELSA weights from colitis control mice showed only minor changes within any observed variables (Supplementary material 9.6).




Discussion

More objective, comparable, evidence-based severity assessment methods are highly demanded. They offer a plethora of quality improvements regarding, e.g., (a) science, with higher standards in hypothesis testing, (b) the ability to monitor the best-possible individual animal welfare, (c) the ethical prerequisite for experimental refinement procedures, e.g., such as reducing the burdens in animals, and, (d) higher data quality, e.g., to counter the adverse effects of the reproducibility crisis. Finally, from a legal point of view, ensuring animal welfare and severity assessment is mandatory in many countries, e.g., in all EU member states (4). However, the large number and diversity of animal models and the lack of validated methods hinder clear definitions of severity categories (17). Consequently, this raises legal uncertainties for scientists and authorities, resulting in potential bias, e.g., in the actual and prospective severity ratings.

With the RELSA procedure, we addressed these critical points in laboratory animal science and developed a tool enabling an evidence-based severity assessment. RELSA uses an arbitrary number of outcome measures to compute a composite metric for welfare assessment and severity grading (18–20). To our knowledge, this is the first attempt in preclinical science to combine phenotypical data with the necessary experimental severity context to allow a qualitative grading between individual animals, subgroups, and models. This approach contrasts with current standards using human judgment to generate numerical scores for assessing welfare.

Addressing our initial hypothesis, we demonstrated that variables differed in performance and showed changing patterns in relative contributions over time, e.g., during the recovery phase. This empowers time-resolved refinement procedures, in which specific markers, e.g., for pain and temperature models, can be identified. Furthermore, the fact that these contribution patterns were highly animal-model-specific strengthens the concept of a multimodal severity assessment. Finally, RELSA paves the way for the field of comparative quantitative severity assessment, allowing the direct comparison of distinct animal models concerning severity levels. Ultimately, we speculate that the RELSA procedure will also apply to the human clinical context.


RELSA in the current practice of composite scoring

The principle of composite scoring is based on systems utilized for clinical monitoring and risk assessment in human medicine. One example in humans is the Acute Physiology And Chronic Health Evaluation (APACHE II) score, first reported in 1985. The APACHE II score comprises 12 physiological and laboratory parameters with an additional weighting for age and preadmission health status to predict the risk of death (21, 22). In contrast, the Sequential Organ Failure Assessment (SOFA) score, established in 1996, consists of 6 different scores assessing distinct organ dysfunction and failure (23, 24). The score describes the status of morbidity and critical illness but does not predict the outcome. Currently, the SOFA score is used in the severity assessment of COVID-19 patients to characterize mortality among intensive care unit (ICU) patients (25). In veterinary medicine and laboratory animal science, there are various composite scores available, e.g., the clinical severity index for acute pancreatitis in canines (26), composite behavior scores for pain assessment in rodents (27, 28), or composite measure schemes for rat epilepsy models (9). These are elaborated systems tailored to model-specific characteristics which provide valuable insights into animal welfare.

To create a more generalized severity assessment approach that also addresses the specific needs of scientists and authorities working in laboratory animal science, we developed a procedure with the potential of combining any outcome measurement from clinical and behavioral examinations, thus widening the applicability across scientific fields. According to the EU directive, a severity classification is mandatory in the authorization process of animal experiments. However, the current classification poses several ambiguities as it is not comprehensive, not based on objective parameters, and does not consider refinement measures. Therefore, a comprehensive overview of classified models using evidence-based parameters will resolve this situation. RELSA provides a means to achieve this goal. From a scientific point of view, comparing the severity of different animal models on a multidimensional scale offers deep insight into the quantitative nature of animal wellbeing. This kind of severity mapping is a crucial feature that many in the 3R community request.

In addition, this approach considers the multidimensional nature of severity, reflecting pain and distress and affective, emotional states. We showed that not every variable reports the same severity information and that the content changes over time. Thus, the chosen parameters for severity assessment should be multimodal (12, 29). Furthermore, such a holistic approach enables refinement procedures. Multiple outcome variables indicate different sources of disturbed animal wellbeing over time, which is challenging or impossible to observe using single parameters. In addition, the RELSA procedure enables the comparison of models that differentially impact the welfare of animals on a relative scale. Of course, knowing these differences also allowed severity assessment in a well-understood and characterized model, using just the most prominent contributing variables. Therefore, when developing RELSA, we aimed at a quantitative grading of severity, while current methods in the veterinary sciences are characterized mainly by qualitative scorings.



Outcome measures

In the present study, we used a comprehensive panel of methods to monitor the welfare of animals after various experimental procedures, e.g., with TM implantation as a use case. To exclude selection bias, we calculated the models' severity levels with a set of available outcome measures: body weight change, burrowing behavior, and telemetry-derived parameters, including hr, hrv, temperature, and activity. These outcome measures were selected based on increasing evidence of their suitability in various model systems as well as several round-table discussions within our German Research Foundation (DFG)-funded research consortium 2591, which focuses on severity assessment in animal-based research (www.severity-assessment.de) (7, 8, 29).

We observed that although some variables showed high sensitivity toward the implantation procedure, the change was short-lived. The most prominent example here is the burON variable. Burrowing is a highly motivated behavior of mice and is impaired under painful conditions or in mouse models of anxiety and schizophrenia (30, 31). In this study, burrowing was highly sensitive in detecting changes in welfare but only immediately after TM implantation. Likewise, bwc sensitively indicated the impact of TM surgery but quickly recovered within 4–6 days after the operation. Body weight is considered one of the most critical parameters in classic clinical scoring of rodents (32). However, monitoring body weight as a severity assessment parameter was model-specific and should be combined with other parameters (32).

In contrast, the telemetry-derived parameters hr, hrv, and act showed strong changes on the post-op day and indicated a longer-lasting impact on the animals, suggesting an extended recovery period (up to day 14). Telemetry is a frequently used method in biomedical research. For example, it has been shown that hr and hrv are suited for indicating distress and pain (33, 34), and hr and body temp serve as critical parameters in sepsis studies (35).

Our findings make us assume that the various parameters reflected different facets of severity (e.g., pain) better than others or that the animals lose some aspects over time. However, this exciting hypothesis remains elusive. The present results underpin the need for a combination of parameters to fully assess the (severity) situation, including physiological outcome measures. Therefore, the “usefulness” of outcome measures is dependent on the analytical purpose (e.g., acute pain vs. long-term impairment). We plan on expanding the RELSA applicability to this field.



Using RELSA in comparisons

Usually, animals in a study are monitored over time, and the intervention effect is present somewhere on that timeline. However, in the TM-implantation model, the RELSA outcomes were skewed toward the time point with the most dominant deviations in the contributing outcome (post-op day). Since the exact maximum depends on the animal model under observation, a better choice for comparisons is the individual RELSAmax values representing each animal's time-independent maximally achieved RELSA values. The most extreme values reveal the maximally achieved severity better than the average. If the animal model is stable (e.g., showing consistent variance), the resulting RELSAmax values can be used, e.g., in animal model comparisons (Figure 6). Comparing the RELSAmax values revealed that TM implantation exhibited higher severity than Sham operations. However, the Sham operation also showed minimal severity due to natural variance.



Validating the RELSA procedure

The RELSA procedure was validated using data from models with different forms and grades of impairments. In addition, data from an acute DSS-colitis model, an acute DSS colitis combined with repeated restraint stress, and a CLP sepsis model were assessed. Figure 6 shows that the RELSAmax values remained within the moderate frame of the four k-means cluster levels except for the CLP non-survivors and did not exceed the RELSA reference level of 1. In addition, the colitis RELSAmax values are reliably clustered in level L2, indicating a lower severity for the DSS-colitis model than in the TM-implantation study. However, 3 animals had to be euthanized in the colitis + stress study because the humane endpoint (max. of 20% weight loss) was reached. According to the project authorization, this was set to ensure that animals experience only a maximum of moderate severity levels. However, this also resulted in the loss of quantitative severity information. And although the RELSA values indicated increased suffering (Supplementary material 8D), they also implied that the animals might have been euthanized too soon, challenging the 20% loss in body weight threshold as an objective endpoint to ensure moderate severity levels. Even though the predefined endpoint in a single variable was reached, the remaining variables did not support a general increase in overall suffering concerning the reference set. Data from the CLP study revealed very high RELSA values in the animals that did not survive the procedure (RELSAmax ≥ 2.60) and lower values for the prevailing and Sham animals (RELSAmax < 1). The main factor responsible for the high values was the decrease in temperature, but hrv and act also indicated increases in severity. Here, more than one variable points toward increased suffering and an increased impairment in wellbeing. In addition to the between-model validation of the procedure, we validated RELSA internally for the reference data. Since we were not seeking to challenge established “gold-standard” procedures, we ensured that RELSA was at least comparable to or even better than clinical scoring (Supplementary material 7.1). Furthermore, the interval validation showed that RELSA is more precise with the current parameters and reveals information that subjective scoring could not catch (Supplementary material 7.2). Together with the model comparison capability of the RELSA, these features substantially improve the current standard of any severity assessment.



RELSA principle and critical issues

RELSA enables scientists to quantify severity. The procedure can classify animals, subgroups, and animal models in a qualitative framework, e.g., mild, moderate, and severe. The necessary context must be provided as a reference set for such a qualitative grading. Ideally, this should be an animal model from which the qualitative severity context can be extrapolated while offering multiple outcome measures that consistently substantiate the quantitative scale. The caveat that makes up for the word “relative” in RELSA is that researchers must provide some qualitative estimate about the reference set's severity—ultimately, a step that still involves human judgment. However, once defined, a new experiment can be put into a quantitative severity context, always regarding the development in the reference set. This unique concept allows an evidence-based comparison of models within actual statutory provisions and guidelines. The Supplementary material explains the RELSA procedure so researchers can apply this method easily (Supplementary material 4).

In addition to providing context, the reference set has another purpose: it regularizes the possible ranges of the input variables. This can prove essential in severity assessment, as variables in negatively affected animals behave differently. For example, a loss of 17% in body weight is generally recognized as a threat to animal health (32). At the same time, the burrowing behavior may drop to zero. In this case, a difference of 17% in one variable is equivalent to a 100% difference in the other variable. For an optimal representation of this bias, we calculated individual RELSA weights (RW) as effect sizes for each variable and day, contributing to the final calculation. These weights can be considered a particular form of effect size somewhat related to Glass' Δ (36). However, for the RW values, the differences are that they are not standardized to the standard deviation in the control group but instead to the difference of the respective variable to its maximum deviation in the reference set. This approach estimates within-animal effect sizes and measurements of a particular variable's importance. We concluded that variables with larger deviations should have more impact on the generalization of the weights. In comparison, smaller deviations primarily represent noise and effects that are less prominent within a cohort. In statistics, this is followed by the root mean square (RMS) concept, e.g., in error and regression analysis. In contrast to a pure sum score, the RMS has the advantage that it directly translates to the scale of the individual weights and is considered more accurate in showing the best fit.

Another critical issue is the study-dependent sampling and measurement frequency of the outcome measure. For example, body weight is measured once per day (in the morning) and the burrowing behavior after a particular time (e.g., overnight). The sampling rates in these cases are (a) not equal and (b) not frequent enough to catch minute-by-minute changes. Transient changes in such variables thus appear as “all-or-nothing” parameters. Here, the biological changes happen faster than the sampling rates, so the exact development over time cannot be seen. Although the sampling rate cannot be corrected with RELSA, the skewness in distribution can be adjusted to a certain degree by including extreme values of a reference model with known severity in the calculation. This way, a model is backward compatible on the time scale, as we have shown with the CLP data, sampled on an hourly basis compared to the daily data in the reference model. To be comparable, we suggest that measurements in the reference set be from roughly the same reporting frame (e.g., day). This will also pave the way to a possible RELSA focusing on short-term bursts in severity changes (e.g., pain models) that were not covered in this study.




Outlook and conclusion

RELSA was designed to assess the multidimensional severity facets that an animal experiences under impaired welfare conditions. Therefore, combining objective outcome measures into a composite metric has the advantage of an unbiased severity assessment without the need for interpretation or analysis. Furthermore, we have shown that such a hybrid model can be built, tested, and validated. In the future, comparing more animal models will lead to a severity map that can be used to better understand the multivariate nature of severity in laboratory animals. Finally, we have provided a framework that can be easily implemented into any severity-related research project's daily routine via the RELSA R package or web application. Eventually, assessing the severity and enabling the ranking of animal models in terms of their welfare impairment will become much more precise. This aspect may also reveal more generalized or specific variables for monitoring severity. With the development of home cage monitoring systems, RELSA will enable an automatic and continuous assessment of the animals and, thereby, an early warning system helping to identify animals at risk.
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Introduction: Facial expression scoring has proven to be useful for pain evaluation in humans. In the last decade, equivalent scales have been developed for various animal species, including large domestic animals. The research question of this systematic review was as follows: is facial expression scoring (intervention) a valid method to evaluate pain (the outcome) in large domestic animals (population)?

Method: We searched two databases for relevant articles using the search string: “grimace scale” OR “facial expression” AND animal OR “farm animal” NOT “mouse” NOT “rat” NOT “laboratory animal.” The risk of bias was estimated by adapting the Quality Assessment of Diagnostic Accuracy Studies (QUADAS) checklist.

Results: The search strategy extracted 30 articles, with the major share on equids and a considerable number on cows, pigs, and sheep. Most studies evaluated facial action units (FAUs), including the eye region, the orbital region, the cheek or the chewing muscles, the lips, the mouth, and the position of the ears. Interobserver reliability was tested in 21 studies. Overall FAU reliability was substantial, but there were differences for individual FAUs. The position of the ear had almost perfect interobserver reliability (interclass coefficient (ICC): 0.73–0.97). Validity was tested in five studies with the reported accuracy values ranging from 68.2 to 80.0%.

Discussion: This systematic review revealed that facial expression scores provide an easy method for learning and reliable test results to identify whether an animal is in pain or distress. Many studies lack a reference standard and a true control group. Further research is warranted to evaluate the test accuracy of facial expression scoring as a live pen side test.

KEYWORDS
 grimace scales, assessment, pain, facial action, large animal


Introduction

Reliable and accurate pain assessment is necessary for pain management and, specifically, the impact of interventions on animals in experiments. Only if pain is correctly recognized and classified, it can be successfully managed. Pain is defined as “an unpleasant sensory and emotional experience associated with, or resembling that associated with, actual or potential tissue damage” (1, 2). Pain not only is a question of the severity of trauma or tissue damage but also has a time dimension. Acute pain occurs in injuries or specific diseases and is associated with the activation of the sympathetic nervous system. Chronic pain persists for more than 3 months and is considered a disease state (3). In addition, pain also has an emotional and individual component. Therefore, pain is a subjective experience with multiple dimensions, all of which can have an influence on individual pain perception and expression. To estimate the pain sensation of the human individual patient, a numerical or visual rating scale from 1 to 10 was introduced to improve adequate pain management (4). Animals cannot verbally communicate their pain experience. Therefore, the gold standard for measuring pain in humans is not available in animals.

Current methods for assessing pain in animals focus on changes in behavior and physiology. Animals in pain feed less, play less, and have a change in activity and lying behavior (5, 6). The release of glucocorticoids (7), the change in heart rate variability (8), or the variation in the composition of immune cells (9) are useful physiological parameters for assessing aversive situations. However, on-farm or pen side pain identification techniques should rely on immediate rather than retrospective indicators of pain. This ensures that humane intervention can be applied promptly without leaving animals in distress for an extended period of time (10).

In non-verbal humans, like infants, facial expressions provide a reliable indicator of pain (11, 12). Facial expression is the measure of changes in the face or in groups of muscles, known as “action units” in relation to a stimulus. Ekman (13) developed the Facial Action Coding System (FACS). This system enabled trained persons to code over 40 distinct muscle movements in the face (14). The benefits of externalizing pain through facial expressions are thought to be evolutionary and effective in increasing the chances of survival by inducing empathy in other individuals (15, 16).

Facial expressions have been shown to be consistent during the induction of pain by various modalities of nociceptive stimulation in humans. The human pain face comprises five action units: brow lowering, lid tightening, wrinkled nose, raised upper lip, and eye closure (17). Darwin (18) also observed that animals express emotions through facial expressions similar to humans. Across the different species, there are similar facial movements and action units expressed in the presence of pain (19). Thus, facial expressions are considered honest signals of the affective state and pain intensity (20).

In 2010, Langford et al. (21) introduced a facial expression score to assess pain in mice by comparing the facial expressions of painless and painful animals. Since then, similar comparable “grimace scales” or “facial expression scores” were developed and reported for various species, such as rats (22), rabbits (23), ferrets (24), sheep (25), horses (26), pigs (27), cattle (28), and cats (29). In most of these studies, scientists produced frames out of videos pre and post painful experiences in animals. Scientists could demonstrate that observers blinded to treatment could identify specific pain faces and scored frames of animals with pain higher than animals without pain.

Cows and sheep are often described as especially stoic and showing no pain (30). Modern cows, extensively managed ruminants, and their wild ancestors are still considered prey species. It is thought that showing evidence of injury could attract potential predators. As they do not inherently portray pain, it makes it even more difficult for humans to determine their welfare needs. Therefore, pain assessment in farm animals is especially critical. Several studies report evidence that facial expressions are valid and reliable for evaluating pain in farm or large domestic animals (25, 26).

The objectives of this systematic review were to summarize and categorize the results of recent papers on the facial expression score in large domestic animals. Our specific research question was: Is the facial expression score (intervention) a valid method to evaluate pain (the outcome) in large domestic animals (population)? We wanted to evaluate the risk of bias in these studies and compare the results in terms of reliability and accuracy. As a result, we wanted to identify the best practice for the use of facial expression scoring in large domestic animals, point out the flaws and challenges with this technique, and identify the need for further research in this field.



Materials and methods

To identify the literature relevant to the question, we developed a search strategy in the PubMed (https://pubmed.ncbi.nlm.nih.gov) and Web of Science (https://apps.webofknowledge.com) databases including the following keywords: “grimace scale” OR “facial expression” AND “pain” AND “animal” OR “farm animal” NOT “mouse” NOT “rat” NOT “laboratory animal.” We searched the database on 20 January 2022. Relevant articles found in the reference list of retained articles were included as “hand search.” The selection strategy is illustrated in Figure 1.


[image: Figure 1]
FIGURE 1
 Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) flow diagram with the selection process of relevant articles (31).


The data collection process was performed by the first author (CFT) and crosschecked by JM and AP to ensure the integrity of the contents. Articles were screened by title and abstract, and we included articles with the full text published in peer-reviewed journals, written in English, and evaluating pain assessment with facial expressions in large domestic animals. We excluded studies evaluating emotions or welfare via facial expressions. Conference abstracts and articles with only an abstract in English were also excluded.

To categorize and evaluate the articles, we assessed them according to the following criteria: the type of study (clinical study, case report, and data-based study), species involved in the study, sample size, qualification and number of observers, reference (gold) standard, the method of observation (real time, video, and pictures), interobserver reliability test, additional pain assessment methods (composition pain score, behavioral assessment), the number of facial action unit (FAU) scored, and scale range. The reference standard in this review is defined as the best available method to establish the presence or absence of the target condition; a gold standard would be an error-free reference standard (32). Data were extracted into Microsoft Excel (version 2013; Microsoft Corp., Redmond, WA, USA). Descriptive and explorative statistics were performed using SPSS for Windows (version 22.0; SPSS, Inc.). For other methods of addressing study quality, such as sensitivity analysis, subgroup analysis, or meta-regression analysis, the included studies were too low in number and too diverse in design for meaningful investigations.

We assessed the risk of bias in the individual study by adapting the Quality Assessment of Diagnostic Accuracy Studies (QUADAS) checklist (33). The final checklist consists of 12 questions that evaluate items with a potential risk of bias (Figure 3). The percentage of studies with a low, high, or unclear risk of bias for the respective item was summarized in a bar chart. Initially, the assessment was independently done by CFT and AP. In case of disagreement (5% of the answers on the checklist), both authors found a consensus after reviewing the manuscripts again.



Results

Our search strategy resulted in 117 articles from the databases. Five additional articles were retrieved by scanning the reference list of relevant articles. We excluded duplicates (n = 24), non-English articles (n = 1), reviews (n = 10), articles evaluating welfare or emotions (n = 11), articles not focusing on large domestic animals (n = 27), or articles where the grimace scale or facial expressions were not the objectives of the study (n = 19) (Figure 1). We included 30 articles for further evaluation. The general characteristics of the studies are summarized in Table 1.


TABLE 1 General characteristics of articles (n = 30) included in this review.
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Twenty-eight studies included animals for data collection. The number of animals included ranged from 6 to 254, with a median of 30 and an interquartile range (IQR) of 43. Two-thirds of studies included animals undergoing general veterinary treatment; all other studies used animals explicitly for their experiment (experimental animals). Two utilized pictures/videos from previous studies for analysis. Species involved were horses (n = 14), pigs (sows n = 1 and piglets n = 5), sheep (adult n = 2 and lambs n = 2), cattle (n = 3), and donkeys (n = 3).

Most studies were designed as a clinical study (n = 27). Two studies performed specific data analysis, and one manuscript described a training program for learning facial expressions. Clinical studies were categorized as observational studies (n = 7), randomized clinical controlled studies (n = 5), case-control studies (n =12), and cohort studies (n = 3).

The number of observers included in this study was reported in 28 studies, ranging from 1 to 206 with a median of 4.0 and an IQR of 6. Observers in these studies were veterinarians or students of veterinary medicine (n = 13), animal scientists or animal professionals (n = 8), lay people (n = 1), or non-specified (n = 8).

The observation modes were real-time (n = 8), videos (n = 1), and photographs (n = 2). Two studies evaluated videos and photos, and 10 studies picked frames out of videos to score FAUs. The number of FAU scored ranged from 3 to 27 with a median of 6. The scale ranged from 2 (yes/no) to 4, including the options “don't know” or “cannot see.”

Seventeen studies used or evaluated a grimace scale, whereas the rest of the studies evaluated pain by developing a facial expression ethogram with 1 to 27 FAUs. Twenty-one studies assessed and reported interobserver reliability for the scale including all FAUs. Interclass correlation (ICC, n = 19) and Kappa coefficient, Kendall, Cronbach's alpha (one each) were used as statistical methods (Table 2). The reported reliability coefficient ranged from 0.45 to 0.92. Eleven groups evaluated reliability for individual FAU ranging from 0.2 to 1.0 (Figure 2). Twenty-one studies evaluated differences in the grimace scale between animals in the pain and painless control groups, and 17 of these studies reported a significantly higher score for animals in pain. Three studies reported the accuracy of this method to identify pain ranging from 68.2 to 80%, and two groups reported the sensitivity and specificity of this method with 57/87.5% and 90.5/88%, respectively.


TABLE 2 Effect of treatment on facial expressions and statistical methods used for analysis.
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FIGURE 2
 Box-plot graph for interclass coefficient (ICC) for interobserver reliability tested with Cohen's kappa coefficient (y-axis) for all facial action units scored (n = 19 studies) and for scores based on a single facial action unit (n = 11 studies). Agreement was “very good” with an ICC of 0.81–1.0, “good” with an ICC of 0.61–0.80, and moderate with an ICC of 0.41–0.6 (34).


Four studies reported the values of facial expression scores pre- and post-intervention. Intervention is meant as the measure taken to provoke pain in the experiment. The horse grimace scale (maximum score 12) had a 3.5- and 2.3-point higher score after castration. Pigs (maximum score of 5) had a 1.14-point higher score after castration, and the sheep grimace scale (maximum score of 7) rose by 1.3 points after an orthopedic intervention. Different score systems, species, and the type of intervention did not allow any analysis of the effect of the intervention on the pain score.

To assess the risk of bias in these studies, we adapted the checklist for QUADAS (33). CFT and AP independently evaluated the articles with respect to 12 questions (Figure 3). In the following analysis of our evaluation, we found a 95% agreement.


[image: Figure 3]
FIGURE 3
 Bar chart for the percentage of studies with a specific (high, low, and uncertain) risk of the bias according to the (adapted) checklist for Quality Assessment of Diagnostic Accuracy Studies (QUADAS) (33).


We identified a high risk of selection bias, as, in the majority (28/30) of studies, the study population was a convenience sample. Study animals were either recruited on specific farms (commercial or research) or in animal hospitals or sanctuaries. If the selection of the study population involves evaluating a diagnostic test, the generalizability of the results may be limited. Sample size calculation was not reported in any study. Control groups were found to be not appropriate in 12 studies. Animals in the control group should be handled in the same way as the treatment group to exclude as many confounding variables as possible. Twenty-two studies used the same animal as control (pretreatment and posttreatment), where the effect of time, habituation, and other variables could influence the facial score (35). We agreed that, in most studies, the intervention produced or relieved pain as the target condition.

The number of observers in the studies were appropriate, as two observers are needed for testing interobserver reliability (36). More than two observers assessed FAUs in the majority of studies. The selection of observers included both genders and different levels of experience and expertise with the species of interest; we rated a low risk of selection bias in this respect. Most authors reported that the observers were blinded to the treatment, but in 16 out of 20 studies using videos or frames, the selection of these was not blinded. Pain assessment with other methods as the reference was performed in 24 studies. If the observer is aware of the result of this additional assessment, this can influence their judging in facial expression scoring (33). This issue was not addressed in these studies.

In most studies, all FAUs scored were included in the analysis. However, some FAUs were not present or very rare in experiments. The authors excluded those from the analysis. Unfortunately, there was no consensus among the studies on the number of FAUs in a composite score or the scale range. As such, a one-to-one comparison of the study results is not possible. The validity, a core criterion for the quality of a diagnostic test, was evaluated in only five studies. Without data on test accuracy, an evaluation of the test quality is not possible.



Discussion

Animals cannot communicate verbally regarding their perception of pain or distress. To ensure the good welfare of animals under human care, it is essential to be able to recognize and assess pain or distress. This is true for animal husbandry and veterinary issues, especially in animal experiments. For animal experiments, the EU Directive 2010/63/EU requires the assessment of the severity of all procedures in an experiment. In this context, severity describes all adverse effects that animals may experience in an experiment, including discomfort, pain, distress, fear, nutritional deprivation, and behavioral deprivation (37).

As Langford et al. (21) introduced a grimace scale for pain assessment in laboratory mice, a variety of studies aimed at the development and validation of facial expression scores or grimace scales in a variety of species (10) [for a review, see Mota-Rojas (38)]. Although facial expression scores seem to offer an easy-to-learn and cheap pain assessment method, they are not yet widely integrated into the daily routine of animal research (38). These authors concluded that, in their review on grimace scales in laboratory animals, currently, the retrospective character and time-consuming implementation can hinder the establishment of grimace scales in research practice. In our systematic review, we focused on large domestic animals. The housing and handling of large domestic animals are substantially different from those of laboratory animals. This can have an influence on the usefulness and effectivity of a pain scoring system. We wanted to assess the validity and repeatability of this method for large domestic animals and identify the best practice for veterinary practice and farm animals in research.

Following our search criteria, we included 30 articles, the majority of which were published by European working groups. A systematic literature search is always a snapshot of the date of the search (20 January 2022). Therefore, more recent papers are not included in this review.

The EU Directive EU/2010/63 demands valid methods for assessing pain in animals used in experiments. Although farm animals are regularly included in animal experiments, we found only a few articles focusing on large domestic animals as experimental animals. Equids (horses and donkeys) are the major species in the included articles. In the human–animal relationship, speciesism is described. Different motivations to keep an animal have been suggested: instrumental, empathy, or identification; and values or beliefs (39). The attitude of how humans treat an animal depends on the culture of the person, the type of animal, and the function of the animal (40). Companion animals, such as horses, fall into the empathy group, whereas farm animals usually count for the instrumental group. This could lead to a greater interest in a reliable pain assessment tool for horses.

The objective of most studies was to develop a scoring system based on facial expressions. Furthermore, some groups aimed at the validation of these scores as pain assessment methods. For the quality assessment of the studies included in this review, we adapted the Diagnostic Accuracy Studies (QUADAS) checklist (33) to analyze the potential risk of bias. Reliability and validity describe the quality of a test. Interobserver reliability is the consistency of results between different observers, whereas intra-observer reliability refers to the consistency within one observer when evaluating repeatedly. To test the interobserver reliability, at least two observers are needed (36). The number of observers included in the study was stated in 28 studies, and in five studies, only one observer was assessed and no interobserver reliability was tested. Observer variability assessment is calculated by ICC. An ICC ≥ 0.7 is accepted as sufficient (41); this was reported in 5 out of 18 studies investigating interobserver reliability for all FAUs.

Facial expression scoring is promoted as an easy-to-learn test method (42). Previous work experience or qualification of the observer should have no influence on the reliability of the test. Observers with a wide range of experiences are needed for reliability testing to avoid selection bias. In this context, a selection bias would arise if the experience or qualification of the observers would influence their ability to score FAU. The authors found that, in 70% of the studies, the selection of observers was appropriate. Their qualification ranged from no experience to animal professionals, animal scientists, and veterinarians (27). Navarro et al. (43) found no effect on interobserver reliability related to the level of pig experience of the observer. This is in agreement with Mullard et al. (44). They found no influence of professional background in scoring ridden horses. Dai et al. (42) showed that only 30 min of training significantly improved the agreement between the observers; training observers had a great variability in scoring horse FAUs. Additionally, Navarro et al. (43) reported an effect of the gender of the six observers on the score, with the four female observers having higher reliability than male observers. For any best practice guideline, before using facial expression scoring, observers should receive specific training for scoring systems to ensure reliable results (42).

Facial expressions of pain in humans are characterized by lowering of the eyebrows, squeezing of the eyes, wrinkling of the nose, raising of the upper lip, and opening of the mouth (45). Equivalent FAUs were implemented for assessing pain in large domestic animals [as in laboratory animals (21)]. The assessment included FAUs in the eye area, the orbital region, the cheek or the chewing muscles, the lips, the mouth, and, in addition to the human pain face, the position of ears.

The ability and reliability to score a respective FAU varied considerably (Figure 2). In horses, the evaluation of “ear position” seemed easy, but 21% of observers noted “not able to score” for tension above the eye, strained mouth, and pronounced chin (26, 46). The frequency of appearance of the FAUs also had an influence. When only moderately presented, Czycholl et al. (47) could not detect any reliability for “orbital tightening” or “tension above the eye area” in a study on welfare assessment in horses. In pigs, “orbital tightening” was easy to recognize for the observer, whereas 72% had difficulties with “nostril dilatation” (27). In sheep suffering painful clinical diseases, all five FAUs investigated seemed to be easy to score, with a maximum of 12% “not able to score” for orbital tightening (25). However, the agreement was low in lambs undergoing tail docking, when scoring “mouth changes” and “cheek flattening” in contrast to the strong agreement for “ear posture” (48). This can imply that age and the type of painful condition can influence the visibility of specific FAU. The agreement for FAU “ear position” was a “very good” agreement [ICC 0.81–1, (34)], whereas the agreement for all other FAUs varied between moderate (0.41–0.6) and good (0.61–8.0, Figure 2).

It seems that the ear position is easy to score, whereas tension above the eye, orbital tightening, and FAU around the mouth are sometimes difficult to score, which can affect the reliability of these specific FAUs. Giving the scores with higher reliability, more power in a composite score might improve the overall reliability.

Twenty-one studies in this review scored pictures captured from videos of the study animals. This procedure has limitations. First, there is a substantial risk of bias as only 20% of the authors reported that the selection of the frames was blinded or done by a person not familiar with FAU scoring. There is a risk that frames are selected with respect to the prominence of specific FAUs. Next, these pictures represent the face of an animal only for a fraction of a second. This bears the danger of missing important FAU activities. Gleerup et al. (49) remarked that facial expressions were altered during pain induction and that not all features identified were present simultaneously at all times. As such, a frame would express a different pain face rather than a live image over time. Dalla Costa et al. (50) found no significant differences in the horse grimace scale between still images and 15-s video sequences, but they had a higher variation of scores between the observers when scoring videos. In laboratory animals, live grimace scores were found to be significantly lower than retrospective scores of still images or videos (51, 52). This is in agreement with the findings of Conegelian et al. (53) evaluating dental pain in horses. In their study, pain scores evaluated in motion were always lower than scores from photographic evaluators. Thus, it seems that facial expression scoring in pictures has different challenges from scoring in real time or videos, and each method potentially has to be assessed separately. To establish facial expression scoring as a pen-side pain assessment, validation has to be done under field conditions as well. Further research is required here. A pain assessment method is only valuable for clinical decision-making, when the result is promptly available while examining the animal rather than retrospectively. In laboratory mice, some research has been done to automate frame selection (54) to enhance the effectivity of pain scoring, research on the use of the algorithm for facial expression scoring in farm animals is only limited (55, 56).

Another limitation of pictures or videos for scoring is the selection process. Although the observers were blinded to the treatment, the selection of pictures or videos was sometimes not blinded. These studies are at risk of overestimating the presence of FAU characteristics for pain. This can also happen if persons with expertise select photographs or videos for evaluation in facial expression scoring.

A test method not only has to be reliable but also valid. Validity is a measure of how accurately a test system describes the real situation (57). Testing “true” or criterion-related validity needs a gold standard as the reference. Pain is a subjective experience, and animals cannot express themselves verbally. Approximately 75% of the studies in this review had difficulties in defining a reference gold standard method, so there is a substantial risk of verification bias. In the absence of an error-free reference standard, a gold standard construct or content validity is a possible measure to describe the quality of a pain test for animals. These methods compare the results of the test to be evaluated with other indirect test methods (i.e., cortisol measurements or behavior assessment) or with specific plausible procedures (i.e., castration or tail docking), respectively. All studies in this review that tested validity compared the results of scoring FAU to painful diseases or surgical intervention as the reference of pain.

There are challenges to pain scoring systems as pain has multiple dimensions. Two of these dimensions are intensity and length. Van Loon et al. evaluated a chronic pain score for horses and donkeys (58, 59). While the chronic pain scale identified pain in chronically diseased donkeys, it was not so reliable for horses with chronic pain. Also, in humans, facial expressions of chronic pain are challenging. The lack of a pain-free baseline for comparison and the overload of emotional components make it difficult to describe a chronic pain face (15).

Methods of assessing pain intensity are needed for adequate pain management. Human subjects were asked to describe their pain experience on a scale from 1 to 10 (4). Based on the studies in this review, animals were classified as either in pain or pain-free. The framework of Directive 2010/63/EU demands a classification of the animal's burden in the experiment into low, middle, or severe. Further research is warranted if pain intensity can be evaluated with facial expression scoring.



Conclusion

Facial expression scores or grimace scales have been developed for a wide range of species, including large domestic animals. This review revealed that the reliability of these scores is satisfactory. In the majority of the studies, it was demonstrated that facial expressions changed during painful events. To ensure substantial reliability, observers should receive training on the scoring system. Composite scores should consider that some FAUs are easier to score and occur more frequently than others. The assessment of the validity of grimace scales continues to be challenging. Before implementing facial expression scoring as a real-time assessment method, further validation of live scoring is still needed. Overall, the facial expression score seems to be suitable for identifying animals in acute pain even though the validity of measuring the intensity of pain has not been validated yet.
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Translating theoretical concepts of animal welfare into quantitative assessment protocols is an ongoing challenge. Glucocorticoids (GCs) are frequently used as physiological measure in welfare assessment. The interpretation of levels of GCs and especially their relation to welfare, however, is not as straightforward, questioning the informative power of GCs. The aim of this systematic mapping review was therefore to provide an overview of the relevant literature to identify global patterns in studies using GCs as proxy for the assessment of welfare of vertebrate species. Following a systematic protocol and a-priory inclusion criteria, 509 studies with 517 experiments were selected for data extraction. The outcome of the experiments was categorized based on whether the intervention significantly affected levels of GCs, and whether these effects were accompanied by changes in behavior, morphology and physiology. Additional information, such as animal species, type of intervention, experimental set up and sample type used for GC determination was extracted, as well. Given the broad scope and large variation in included experiments, meta-analyses were not performed, but outcomes are presented to encourage further, in-depth analyses of the data set. The interventions did not consistently lead to changes in GCs with respect to the original authors hypothesis. Changes in GCs were not consistently paralleled by changes in additional assessment parameter on behavior, morphology and physiology. The minority of experiment quantified GCs in less invasive sample matrices compared to blood. Interventions showed a large variability, and species such as fish were underrepresented, especially in the assessment of behavior. The inconclusive effects on GCs and additional assessment parameter urges for further validation of techniques and welfare proxies. Several conceptual and technical challenges need to be met to create standardized and robust welfare assessment protocols and to determine the role of GCs herein.
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1. Introduction

Safeguarding and improving the welfare of animals under human care, irrespective of species and context, is a goal recognized by science and society. Many theoretical frameworks have been put forward to conceptualize what “good” welfare is and how animal welfare could be quantified. These concepts lay the basis for practical recommendation for assessing animal welfare and measures for improving animal welfare [e.g., (1)]. The concept of the “Five Freedoms,” proposed by the Brambell committee in 1965 (2), is the earliest and most influential approach to defining the basic aspects of husbandry necessary to safeguard welfare especially of farmed animals. Meanwhile, next to the mere absence of negative states, the importance of the inclusion of positive states in welfare has been emphasized (3). Current concepts incorporate several domains, such as behavior, naturalness, health, and physiology [e.g., the “Five Domains” concept; (4, 5)]. In this review, we use the following conceptual approach to animal welfare: animal welfare is a dynamic process, not a momentary snapshot, to which both positive and negative states contribute (3, 6). The ability to cope and adapt to environmental stimuli and stressors, delimited by the animal's adaptive capacity, is the basis for the animal to “[…] reach a state that it perceives as positive […]” (6). The mental and emotional state of an animal, which is accompanied by correlated physiological patterns, therefore forms a crucial part of welfare (7–9). Establishing the potential relation between these aspects, however, needs further research.

While many different concepts contribute valuable insight into animal welfare, the assessment of welfare is an ongoing challenge. The identification of measurements concerning health, behavior, and/or physiology to derive readout parameters indicative of a positive, or negative, welfare state is a much-debated goal in animal welfare research (10). Ultimately, if one or a few well-validated parameters would correlate highly with other parameters that are considered valid proxies/biomarkers of animal welfare, these could serve as index of welfare [iceberg indicators, e.g., (11)]. In this case, one could dispense with a multitude of measurements in animal welfare research and focus on few key indicators.

Despite critical evaluations of the usefulness of GC values as a proxy indicator for stress (12) and welfare states (13–17), the assumption of animals exhibiting high levels of GCs, and therefore experiencing a diminished welfare, remains widespread (18). Given that welfare is a multidimensional concept, it should therefore be assessed using a combination of behavioral, morphological, and physiological indicators (14). A broad range of additional parameters has been investigated as potential proxy indicators of animal welfare. Some may be measurable directly and quantitatively, e.g., the presence of wounds or infections, others can only be inferred, such as subjective mental states and cognitive bias (19).

In search for key indicators of animal welfare, the measurement of a physiological parameter may imply objectiveness and straightforward interpretation. Glucocorticoids (GCs), in particular the steroid hormones cortisol and corticosterone, have gained much popularity in research on welfare of vertebrate species. External and internal stimuli and stressors may affect an individual's welfare, and an individual's welfare state may affect its ability to cope with these. GCs mediate the endocrine stress response, which is orchestrated by the hypothalamus–pituitary–adrenal (HPA) axis in mammals, birds and reptiles, and the hypothalamic–pituitary–interrenal (HPI) axis in fish and amphibians (20). Notably, next to being a key player in the endocrine response to stressors, GCs induce a manifold of behavioral and physiological processes to promote restoring homeostasis and survival (21). Given the pleiotropic actions of GCs, the interpretation of GC levels and release patterns proves complex (12, 21–23). GCs may rise not only in response to a stressor with potentially negative consequences, but also in response to stimuli such as environmental enrichment or sexual encounters (13, 24–26). Notably, the interpretation of the valence of the stimulus, whether it is perceived as positive or as negative and potentially threatful, may depend on the individual's personality and cognitive traits (18, 27, 28). Adding onto the biological complexity of interpreting GC levels, are the variations in techniques to sample and determine GC levels in various tissues. To make robust assumptions on the relation between welfare and GCs, methodological limitations need to be identified and overcome.

Welfare is dynamic and describes the individual's coping with stimuli and stressors (14). In combination, GC levels may add information on the activation of the HPA axis and arousal, aiding the interpretation of an animal's response to an intervention aimed at affecting welfare. The usefulness of GCs in assessing an animal's welfare may very well-depend on the time frame within which GC levels are monitored. GCs are time-sensitive in their excretion after a triggering event, but also with regard to biological rhythms (29). GCs excretion follows ultradian, circadian and seasonal rhythms, leading to measurable variation in levels under undisturbed circumstances (14, 30, 31). Given the circadian rhythm, an animal should ideally be monitored for at least 24 h to infer information on deviation in GC release (32). Moreover, the genomic actions of GCs need several hours to come into action (21). Finally, considering the central role of the animal's ability to cope and adapt in welfare concepts, monitoring should ideally last longer than 24 h.

Given the popularity, and criticism, of GC measurements in welfare assessment, we performed a mapping review of the research field to identify general trends and provide a basis for future, in-depth analyses. A mapping review “is a high-level review with a broad research question and presents the global results” (33). It follows a systematic search of literature and data extraction, but does not provide detailed information on a meta-analysis level. Rather, the results aid the identification of trends and gaps in knowledge and suggests avenues for future studies.

Based on strict a-priori criteria, we examined experimental studies which tested an intervention aimed at affecting the welfare of a target population. We were interested in the consistency of patterns of GCs, and welfare read out parameters in the domains behavior, morphology, and physiology, in welfare assessment studies. Following our conceptual approach to welfare being a multidimensional construct, we selected studies which measured GCs and concurrently parameters related to behavior, morphology, and physiology to evaluate the effects of interventions (15). Moreover, as we see welfare as being dynamic and comprising more than the peak GC response to a stressor [which typically lasts < 24 h (30, 34), but may exert longer impact on the animal (32)], we restricted our search to studies following animals longer than 24 h after an acute intervention or studies that investigated long-term interventions.

From the included studies, we extracted data on the effects of the intervention on GCs and behavior, morphology, and physiology. We then categorized the impact of the welfare intervention on the outcomes within the four domains into “no effect,” “homogenous effect,” and “heterogenous effect” (Table 1) to provide an overview of the outcome of interest in relation the study characteristics. These within-domain categorizations are presented next to each other to reflect patterns across readout parameters.


TABLE 1 Conceptual approach to animal welfare underlying the selection of studies included in this mapping review and categorization of parameter outcomes within the four domains GCs, behavior, morphology or physiology (B, M, P).
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We expected GC levels to change in response to welfare interventions in congruence with changes in readout parameters related to behavior, morphology, and physiology (e.g., in both domains “behavior and “GCs” a homogenous effect). Moreover, we expected GC outcomes to follow the author hypothesis. To provide an overview of the experiments, we report general aspects of the experimental studies, such as animal species, experimental design, and sample matrix for GC determination, as well.

With more than 500 records included, we present one of the largest mapping reviews focusing on GC measurements in the field of animal welfare assessment. Our results provide an overview of the field of research on animal welfare, describing the available evidence on the relation between GCs, additional readout parameters and welfare of vertebrate species.



2. Material and methods


2.1. Literature search strategy

The research question leading to this mapping review was: Do GCs change consistently in response to a welfare intervention? For the comprehensive search strategy, the question was rephrased according to the PICO-format (35) to: do GCs (Outcome) consistently change due to interventions potentially affecting welfare (Intervention) compared to within- or between-subject control conditions (Condition) in non-human vertebrate animals (Population)?

Therefore, this mapping review is based on a comprehensive search strategy, using multiple databases: PubMed, Embase and Web of Science. The searches for each database consisted of three search components [SCs, (36)]: SC1 welfare; SC2 glucocorticoids; SC3 all non-human vertebrates. The detailed search strings covered synonyms, alternative spellings and related terms, such as wellbeing for welfare.

For PubMed and Embase searches, both thesaurus-terms (MeSH for PubMed and Emtree for Embase) and title/abstract/keywords terms were included (Web of Science does not use an internal thesaurus). SC1 (animal welfare) covered the terms animal welfare and animal wellbeing, SC2 (GCs) was adapted from Leenaars et al. (33), SC3 (animals) from the Syrcle animal filter (37), with invertebrates removed, and some terms added (title-abstract terms for additional avian species, e.g., “turkey”). The complete search strings can be found in the Supplementary material 1. All searches were performed in June 2020.



2.2. Study selection

Search results were imported into the reference manager Zotero, where duplicate and triplicate records were removed. All remaining records were imported into Rayyan QCRI (https://www.rayyan.ai/) for screening (38, 39).

In the following sections we refer to “records” as the reference to a study or book, etc., “report” and “study” as the published research paper, and “experiment” to the independent interventions investigated within a study.

The reviewer team (five people) were first trained to apply the inclusion and exclusion criteria consistently, using a set of 10 randomly chosen studies from the retrieved records. The retrieved reports were then screened for relevance in two steps: first title and abstract, then full text. Reports were sorted on title and allocated randomly to the reviewers. Screening of each report took place by at least two independent reviewers. Discrepancies were solved by discussion among the team based on the conceptual approach detailed in Table 1.



2.3. Inclusion and exclusion criteria

We included original research publications reporting the assessment of GCs and welfare in non-human vertebrates. We used the following exclusion criteria in title-abstract screening: (1) invertebrate or human study population, (2) no glucocorticoids measured in the study, (3) wrong publication type (no primary data, reviews, theses, conference abstracts), (4) animal welfare not primary focus. During full text screening we used the same exclusion criteria, in addition: (5) lack of an appropriate control for the intervention, and (6) non-English publication. We did not apply any publication date restriction.

The exclusion criterion (4) “animal welfare not primary focus” was operationalized as follows: studies needed to examine parameters of at least one additional domain (behavior, morphology, physiology) next to GCs, as welfare is more than purely the peak GC response to a stressor. As welfare is dynamic and should be monitored over a longer timeframe, we included only studies that followed the animals at least 24 h post intervention. These studies either investigated the long-term response to a short-term intervention, or the effects of a long-term intervention (chronic and/or repeated). Of these studies, all data covering GC, behavioral, morphological, and physiological measurements, thus also those collected within the first 24 h, were taken into consideration. Studies investigating welfare-related parameters over a period of < 24 h after the intervention were excluded.

The “appropriate control” could either be a pre-intervention baseline in within-subject experimental designs, or a separate group of animals not exposed to the intervention. Studies comparing groups without a clear control group (e.g., studies comparing different housing densities or diets where none was explicitly designated as control by the authors) were excluded.



2.4. Data extraction and analyses

From the final set of 509 included studies, we extracted the domains intervention, animals, sampling, and outcome. In total, 17 different categories of information were extracted per experiment included, such as numeric data (number of animals) and descriptive data [species, category, strain/breed (free text), and sex] for the domain “animals.” Other information categories covered descriptive data on the authors hypothesis, the type of welfare intervention, experimental design, sampling regime, and sample type used for determination of GCs (see Supplementary material 2). A priori, we agreed on a list of potential interventions, based on our experience with the field of research. If, during extraction, an intervention did not fit into one of these categories, it was labeled as “other.” If an intervention comprised several categories, it was labeled as “combination” and further specified in a free text column. The authors original hypothesis on the effect of the experimental intervention was classified as welfare enhancing, diminishing, or no hypothesis, based on agreement of at least three of the five reviewers.

Similarly, the impact of the intervention was scored for each readout parameter within the domains GCs, behavior, morphology, physiology (GCs, B, M, P). Based on agreement of at least three of the five reviewers, the outcome was scored as no effect or significant effect compared to baseline/control. Effects were scored as significant based on analytical statistics reported per experiment. The outcome within each domain was scored as homogenous if there was a consistent change in readout parameters compared to baseline/control, i.e., a distinct effect of the intervention on all readout parameters included in the statistical analyses. The outcome within each domain was scored as heterogenous if readout parameters showed inconclusive or inconsistent effects compared to baseline/control (see Table 1). We did not differentiate between an increase or decrease of single parameters, as we were interested in detecting changes in readout parameters caused by the intervention rather than judging on whether an increase or decrease of a readout parameter indicates an increase or decrease in welfare.

To avoid vote counting (40), statistical comparison of outcome categories within parameter domains (GCs, B, M, P) were not performed, but descriptive statistics are reported. The quantitative, but from a statistical point of view not analytical, description of the extracted information of the set of included studies was first organized in Excel (Microsoft Corporation, Redmond, WA, USA). Next, the percentage distribution was calculated for each result category and presented graphically (using SigmaPlot 14, Systat Software, San Jose, CA) or in tabular form. In general, n represents the number of studies and k the number of experiments included in the analyses.

We used VOSviewer for the exploratory visualization of the terms in the title and the abstracts (version 1.6.16; https://www.vosviewer.com/). The result are maps based on the co-occurrence of terms used in the titles and abstracts of the studies included. To simplify the set of terms, VOSviewer calculates clusters, indicated by distinct groups in the same color (41). The size of the circles and of the labels reflects the frequency of occurrence. Labels with low frequencies might not be shown to avoid overlapping. The relatedness is reflected as distance between two items and based on the VOS mapping technique using a similarity matrix. The total link strength indicates the sum of link strengths as a weight attribute, where the link strength is defined as number of links of an item with another item.




3. Results


3.1. Reference flow

Our literature searches provided 717 results from PubMed, 1,092 from Embase, and 1,948 from Web of Science. After duplicate removal, 2,428 records remained for title-abstract screening. After applying the exclusion criteria during title-abstract and subsequent full text screening, n = 509 studies were included in this mapping review [Figure 1, (42); see Supplementary material 3]. Four of these 509 studies, reported two independent experimental interventions, and one reported five independent experimental interventions, resulting in a total of k = 517 experiments for data extraction.
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FIGURE 1
 Modified PRISMA 2020 flow diagram of the mapping review detailing the database searches, the number of records screened for title and abstracts (TiAb) and full-text, and the final number of studies (n) and experiments [k] included for data extraction. Figure adapted from Page et al. (42).




3.2. Network visualization

A link cloud was calculated based on the terms used in the abstracts of all included records (setting applied: min. occurrence of words: 7; resulting in items: 488; cluster: 9; links: 14,714; total link strength: 109,316; Figure 2). The main clusters revealed the different animal species investigated in the studies: pigs, cows, small rodents, and birds. The clusters also provide a first insight into the research topics predominantly investigated in these species. For pigs, the housing system as well as management including reproduction were frequently occurring themes. Comparable topics were relevant for cows, especially calves, although in this genus, the major focus was on castration. For mice and rats, research focused on the impact of housing and cage design on welfare. For birds, mainly chickens, the stocking density and husbandry system and their impact on welfare was commonly investigated. Research focused on zoo animals and their interaction with visitors is indicated by “penguin” and “exhibit.”
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FIGURE 2
 VOSviewer visualization of the abstract co-occurrence network based on the 509 studies included in this mapping review. Clusters are indicated by the same color. The frequency of occurrence of terms is reflected by the size of the circles. The distance between the circles reflects their relatedness based on the co-occurrence of the terms, which means the shorter the distance, the stronger the relatedness.




3.3. Effects on glucocorticoids

We scored whether the experimental intervention led to a statistically significant effect on GCs which could either be an increase or decrease of GC levels compared to control or pre-intervention baseline (homogenous effect) or a heterogenous effect (the intervention not leading to a clear and distinct change in GC levels, Table 1). Of the analyzed experiments, 39.26% (k = 203) found no significant effect of the intervention on GC levels, 38.10% (k = 197) found a homogenous effect and 22.63% (k = 117) of the experiments reported a heterogenous effect. Note that outcomes in which the GC response showed the typical course of an initial increase and following decrease were scored as homogenous.



3.4. Additional assessment parameters

In line with our conceptual approach to welfare, additional parameters from all three domains behavior, morphology, and physiology were assessed most frequently amongst the experiments (32.30%, k = 167). The combination of behavior and physiology (22.82%, k = 118) was most common in experiments assessing two additional parameters, while behavior was the most occurring single domain (13.93%, k = 72).



3.5. Outcomes related to study hypothesis

We were interested in the distribution of interventions and whether the experimental outcome aligned with the a-priori research hypotheses stated by the respective study authors (Table 2). The hypotheses were classified based on the expected direction of impact of the experimental intervention on animal welfare as stated by the authors of the studies (increasing or diminishing welfare compared to control/baseline).


TABLE 2 Categorization of the proportion and total numbers of experiments (517 experiments in 509 studies) of the research hypothesis (A, B, C) stated by the respective authors of the reviewed studies reporting an effect on GC levels and/or the three additional assessment parameter, behavior, morphology and physiology.
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Most of the experiments investigated a putative welfare improving intervention, followed by a putative welfare diminishing interventions. The smallest subset of experiments did not formulate a a-priory hypothesis.

If the intervention was expected to improve welfare, most of the experiments found no effect on GC levels, followed by homogenous changes in GC levels. If the intervention was expected to diminish welfare, most of the experiments found a homogenous effect on GC levels, followed by no effect. If authors did not formulate a directional hypothesis, most of the experiments found no effect on GC levels, followed by heterogenous effects. Outcomes in the domain behavior were most often heterogenous (mean 47.18%), irrespective of the hypotheses. Morphological parameters were most frequently not measured (mean 41.87%), or were found not affected by the intervention (mean 24.12%). Effects on physiology were most often heterogenous (mean 37.41%), again, irrespective of the original research hypotheses.



3.6. Glucocorticoid sampling

The proportion of homogenous, heterogeneous or no effects on GCs, depending on the number of sampling timepoints is depicted in Figure 3. GCs were measured four and more times (43.13%, k = 223), followed by experiments measuring GC two (16.83%, k = 87), and three times (16.25%, k = 84). GCs were measured only once in roughly one quarter of the experiments (23.79%, k = 123).
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FIGURE 3
 Proportion and total numbers of experiments (517 experiments in 509 studies) finding a homogenous (consistent change in readout parameter compared to baseline/control), heterogenous (inconsistent change in readout parameter compared to baseline/control) or no effect of the intervention on GC levels among the different experimental designs with regard to the number of timepoints at which GC was measured during the experiment. Results are presented in proportions [(%), left vertical axis] and total number of experiments [(k), right vertical axis].


With an increasing number of sampling timepoints throughout the experimental period, the proportion of experiments finding no effect on GC levels declined, similarly to experiments finding a homogenous effect. However, the percentage of experiments finding heterogenous effects on GC levels rose with number of GC measurements.

Samples for GC determination were most frequently collected under undisturbed circumstances (aiming at determining baseline concentrations, 78.92%, k = 408). In only 14.70% of the experiments (k = 76), GCs were measured after applying a stressor or challenge (e.g., ACTH), or a combination of both (6.38%, k = 33). If a stressor was applied, 32.89% (k = 25) of the studies found a homogenous effect on GCs, whereas 46.05% (k = 35) did not find an effect. In case there was no stressor applied, 40.44% of the experiments (k = 165) found a homogenous effect on GC, whereas 38.48% (k = 157) did not find an effect.

Regarding the sample matrix and prominent GC metabolite, GC levels were predominantly determined from blood samples, in which mainly cortisol was quantified (Table 3). Less-invasive sampling techniques, such as sampling feces or saliva, ranked second and third, respectively. Table 3 also shows the outcome categories in relation to the sample matrices. Of the experiments that sampled blood and saliva, 40.20% (k = 123) and 45.28% (k = 24), respectively, found homogenous effects, while of the experiments that quantified GCs in feces or urine, 58.33% (k = 49) and 42.86% (k = 9) found no effect.


TABLE 3 Ranking of the proportion and total numbers of experiments (517 experiments in 509 studies) of biological sample types used for determination of GC levels, the corresponding most commonly determined GC metabolite and the outcome of the GC assessment.
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3.7. Experimental design

Most experiments, compared treatment to control groups (56.87%, k = 294). Of these experiments, 37.07% (k = 109) found a homogenous effect on GC levels, whereas 40.48% (k = 119) found no effect. A within-subject design was used by 16.44% (k = 85) of the experiments, and 49.25% (k = 33) found a homogenous effect, whereas 32.84% (k = 22) did not find an effect. The combination of between and within subject design was used by 26.69% (k = 138) experiments, of which 3.48% (k = 18) used a cross-over design.

Duration of the intervention was categorized as days to weeks for almost two thirds of the experiments (58.61%, k = 303), followed by months to years (16.83%, k = 87). A proportion of 11.61% (k = 60) of the experiments investigated acute treatments (lasting minutes to hours), 5.03% (k = 26) investigated permanent treatments (from birth till sampling/euthanasia), followed by experimental treatments that were repeatedly continuing (days to weeks; 4.06%, k = 21), repeatedly acute (minutes to hours; 3.29%, k = 17) or repeatedly long-term (months to years; 0.58%, k = 3). Within the category of acute interventions, 46.47% (k = 28) of experiments found homogenous effects on GC responses, in 26.67% (k = 16) no effect was reported. Of the experiments investigating interventions that lasted from days to week, 37.95% (k = 115) found homogenous effects on GC, and 37.62% (k = 114) reported no effects on GC levels. Homogenous effects on GC levels were found in 39.08% (k = 34) of the experiments that investigated long-term interventions, whereas 41.38% (k = 36) found no effect.

Sample size of the experimental animals used in the reviewed experiments ranged from 1 (orangutan) to 650 (tilapia). In all three GC outcome categories, the median sample size ranged from 32 to 40 individual animals (no effect, homogenous, heterogenous, Figure 4). We further summarized the sample size per class of animals in Table 4.
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FIGURE 4
 Sample size (N) of animals sampled for GCs in studies finding a homogenous (consistent change in readout parameter compared to baseline/control), heterogenous (inconsistent change in readout parameter compared to baseline/control) or no effect of the intervention on GC levels. The box plots represent the median (and 10th, 25th, 75th and 90th percentile) as well as outliers (outside percentiles).



TABLE 4 Categorization of the proportion and total numbers of experiments (517 experiments in 509 studies) of animal class, occurrence, primary GC sample type, primary additional assessment parameters (B, Behavior; M, Morphology; P, Physiology), primary investigated sex, and average sample size tested for GC levels (N).
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3.8. Study population

The reviewed experiments comprised a wide variety of animal species, ranging from zebrafish to elephants. Most of the experiments investigated the welfare of pigs, cows, chicken and sheep (i.e., farm animals, 51.06%, k = 264), or mice and rats (i.e., laboratory animals, 14.70%, k = 76, Figure 5).
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FIGURE 5
 Proportion [%] of experiments and the types of animals investigated. Stacked bars refer to the proportion of experiments reporting on homogenous (consistent change in readout parameter compared to baseline/control), heterogenous (inconsistent change in readout parameter compared to baseline/control) or no effect of an intervention on GC levels found among the species investigated. The figure shows the types of animals with a proportion above 1% of the complete set of experiments.


We combined the information given for the animal class, the prevalence among experiments, the welfare parameters assessed as well as sex of the animals investigated and sample size of the experiments. To identify over- or under representation of animal classes in welfare research, we combined species to classes to assess their proportion in the reviewed experiments. As welfare assessment may differ between species and classes, we also related the additional assessment parameters to the respective class (Table 4). Three quarters of the selected studies investigated mammals. Blood as GC sampling matrix was most commonly used across animal classes, as also was the combinatory assessment of behavioral, morphological, and physiological parameters. Females were the most often investigated sex in mammals and avian species, whereas in fish studies, sexes were most often not reported. The mean sample size ranged from 16 individuals in reptiles to 84 in fish, with a minimum of 1 in mammals and 650 in avian species.



3.9. Interventions

Among the interventions aimed at affecting welfare, most of the experiments used a combination of interventions, followed by structural enrichments, other treatments (e.g., milking procedures in dairy cows being the most commonly applied single treatment), combinations of enrichments, and nutrition/nutritional supplementation (Figure 6).
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FIGURE 6
 Proportion [%] of experiments and the type of interventions investigated. Stacked bars refer to the proportion of experiments reporting on homogenous (consistent change in readout parameter compared to baseline/control), heterogenous (inconsistent change in readout parameter compared to baseline/control) or no effect of the intervention on GC levels. The figure shows the types of interventions with a proportion above 1% of the complete set of experiments.





4. Discussion

The question leading to this mapping review was whether GCs change consistently in response to a welfare intervention, and whether changes were also reflected in measures of behavior, morphology and physiology. With help of a systematic mapping review of the relevant literature, we examined 509 studies including 517 independent experiments. The included experiments used measurements of GCs in combination with measurements of behavior, morphology, and physiology, to assess the welfare of non-human vertebrates in response to an intervention expected to affect animal welfare. We were specifically interested in the added value of GCs as a proxy indicator in animal welfare studies. While this mapping review started with a comprehensive search and screening, the search and screening were restricted to studies with a focus on welfare. Relevant information from publications with another focus was thus not included, as we were specifically interested in the added value of GCs as a proxy indicator in animal welfare studies.

For a mapping review, the goal is not to perform in-depth (meta) analyses, but rather to describe the available literature, in this case on the use of GCs in the assessment of animal welfare. We present an overview on aspects of experimental set-ups and sampling regimes, the sample types analyzed for quantification of GCs, and the species and sex of the target animals. To identify global patterns in the outcome of GC monitoring as proxy for animal welfare, the interventions and original authors' hypotheses were categorized according to the effects of the interventions on GC levels. Finally, we were interested in whether a significant change in GCs was accompanied by changes in behavioral, morphologic, and physiological parameters.


4.1. Network visualization

The network visualization reveals the diversity of welfare-related topics in which GCs are assessed. The clusters formed in the network analyses match current societal and scientific welfare concerns across animals in different contexts such as farm, laboratory and zoological exhibitions (43, 44). Examples are husbandry (light and density), procedures of commercial livestock management (castration), health issues of farm animals (lameness), and the aim to assess emotional states (fear). The selection criteria thus resulted in a representative coverage of the relevant literature.



4.2. Effects on glucocorticoids

The results suggest that the prevalence of effects on GC driven by welfare-related interventions is ambiguous. To make informed conclusions, and avoid vote counting, however, the experimental outcomes need to be analyzed on a more detailed level, ideally using meta-analysis approach. Almost two thirds of the reviewed experiments found an effect of the experimental intervention on GC levels, even if heterogenous effects, thus not all measurements showing significant effects, or inconsistent effects. The probability for an intervention to result in heterogenous effects within a domain may rise with the number of readout parameters. For GCs, however, the spread across the outcome categories was similar across number of sampling moments. Note that to statistically confirm these patterns, further detailed analyses are necessary.

The large number of records and variation in experimental set-ups and analyses prevented a clear distinction of outcomes into increase or decrease of GCs with respect to control/baseline. Notably, rather than the direction of change of GC levels, change itself, may be an indicator of an animal being in a state of arousal (45).

Even if GC levels do not change in response to an intervention, this does not mean that modulation of HPA axis and stress responsivity has not taken place. Under some circumstances, changes in patterns of GC release may only be visible when accounting for circadian rhythms [e.g., (46, 47)]. We included only studies which followed the animals longer than 24 h. Short-term GC responses may point to the animal experiencing acute stress, however, to identify and impact on welfare and the individual's capacity to cope and adapt, an animal needs to be followed over a longer period of time (6, 48).

Animals may also develop a hypo- or hyperresponsiveness to stressors, after being exposed to prolonged periods of chronic or repeated stressors (49–51). This modulation of GC baseline and peak levels in response to chronic exposure to stressors may hamper the interpretation of GC responses to interventions, as individuals in the stressor group may have lower baseline GC levels compared to controls (52). The animal may have adapted to the challenge in order to cope by a new physiological setpoint [allostatic state, (48, 53)]. The crucial point is whether adjusted setpoints have negative consequences on the physical and emotional wellbeing of the individual, or on the animal's capacity to reach a state that it perceives as positive.

Also, persisting changes in GC levels can be, but are not necessarily accompanied by structural changes in organs, e.g., changes in the morphology of the adrenal glands (54). Even more variation is added by the sample type reflecting free or bound fractions of GCs or even GC metabolites (30). These may differ between species (29, 55) and need to be identified prior to measuring and interpreting concentrations with respect to the effects of an intervention (56). We show variation in GC metabolites per sample matrix. This pattern may be influenced by the sample matrices that are typically used withing a particular animal class. However, whether the probability to find an effect of a welfare intervention depends on the sample matrix, remains to be investigated. The lack of validation of GC (metabolite) quantification in alternative sample types such as feces, for example, may lead to erroneous results (30).

Other influential factors in the interpretation of GC levels are corticosteroid binding globulins (CBGs), which regulate bioavailability of GCs. The measurement and correction for CBG levels is not yet widely being applied in research on stress and animal welfare, though recognized by critical reviews on the usefulness of GCs for welfare assessment (13–15). Thus, basing conclusions concerning the effect of a welfare related intervention solely on an effect found on the animal's GC levels appears unsubstantiated by the literature. Regarding the determination of GCs, conceptual, and technical challenges need to be met to create standardized and robust data on GC levels, and to aid the interpretation of changes in GC patterns.



4.3. Additional assessment parameters

GC levels alone are of limited informational value without additional information about the animal, at least about its current behavior, morphology, and physiology, ideally accompanied by information on ontogeny and previous experiences. The value of GCs may be adding information to other welfare proxies while the correlation between different welfare readout parameters needs further study.

Although the measurement of GCs is often considered to represent valid “welfare measurements,” GCs alone do not seem to be valid indicators of welfare, and additional (or even more suitable) readout parameters need to be identified and used. As we limited our review to studies about welfare assessment, we only included studies in our mapping review that measured additional morphological, behavioral, and/or physiological parameters.

The combination of sampling of GC and collection of parameters from the three domains, behavior, morphology, and physiology, was applied most frequently. This reflects the general consensus that welfare comprises several domains (8). Behavior was the most often assessed additional parameter. This might be due to the unanimous opinion that behavior is the main non-invasive readout parameter to assess the welfare state of an animal, across species and between breeds (57–59). How an individual valences its own emotional state cannot be assessed by other non-invasive procedures than behavioral observations (60). Promising indicators for assessing pain and distress in animals, for example, have been obtained through the analyses of vocalizations (61, 62) and by analyzing the animal's facial expressions, using grimace scales. The latter have successfully been developed for several species (63).

When behavior was assessed as additional parameter to GC values, studies reported heterogenous results. This finding indicates that, if there was an effect of the intervention, measurements of different behavioral traits did not show consistent changes. We did not extract information on type and details of behavioral observations, but the high variability in outcomes urges for adaptation, standardization and validation of tests, a common definition of test aims (i.e., which domain is tested in the animal, e.g., exploration, fear, habituation), and detailed description of test setups.

While we acknowledge behavior as the most important indicator of an individual's emotional state, the use of parameters related to health, morphology, and physiology may be indispensable for a comprehensive approach to welfare. The measurement of physiological parameters is subjected to the same issues as GC measurements, thus variability due to sampling regimen or due to individual phenotypes. Moreover, there is a great variety of parameters to choose from, and therefore it was not surprising that studies reported no or heterogenous effects. The large variation in parameters (and outcomes) calls for detailed reviews identifying overarching patterns in effects on specific readout parameters. While there are many promising physiological parameters to monitor and assess welfare, these also need a thorough validation and should be evaluated in a more in-depth review [e.g., (64, 65)].

Morphological parameters are thought to be closely linked to animal welfare, since physical health is often considered a prerequisite for welfare. In our data set, however, the majority of experiments did not monitor parameters related to morphology. Notably, an animal in good health is not automatically in a state of positive welfare, and vice versa. As long as the individual has not reached the limits of its adaptive capacity, and the health status does not prevent it from reaching a state that it perceives as positive, compromised health may not lead to seriously compromised welfare (66). Monitoring clinical signs and body mass is common practice to assess welfare, as these traits are relatively easy to assess. Monitoring weight loss has been shown to be indicative of severe suffering in laboratory animals, but assessing (milder forms of) distress requires the measurement of additional parameters (67). Therefore, also the use of body mass as primary welfare indicator for at least laboratory animals should be questioned [e.g., (68)]. Regarding animals selected for high productivity, the relation between body mass and welfare may be distorted, e.g., in broiler chicken or pigs, where fear of humans, indicative of a negative welfare state, and productivity are inversely correlated (69, 70).



4.4. Outcomes related to study hypothesis

A considerable number of experiments yielded results that were inconsistent with the hypotheses (i.e., no effect while enhancing/diminishing welfare was hypothesized). While this finding can be explained by the ambiguous effects that welfare related interventions may have on assessment parameters, it also highlights the importance of formulating a-priori, testable, and clear research hypotheses. Hypothesis-driven studies are especially needed in the field of stress and welfare research, which is complex and faced with subjective attitudes and interpretations (71). Also, the underlying conceptual approach to welfare, and a hypothesis about why GC levels should in-/decrease in response to a certain intervention, should be explicitly stated. Interventions aimed at affecting welfare and not resulting in changes in GCs may support the critical literature on the validity of GCs for the assessment of welfare (13–16). Alternatively, the interventions may have been unsuccessful in affecting welfare. Teasing apart these two aspects requires a critical evaluation of the design of interventions, and its appropriateness for the study population.

It is a common misperception that GC levels equal the levels of stress an animal experiences (12), and that stress equals diminished welfare (72). We argue that an animal resides in a positive welfare state as long as it can cope and adapt to the demands of its (prevailing) environmental circumstances, enabling it to reach a state that it perceives as positive, e.g., that evokes positive emotions (3, 6). Thus, when investigating the effects of stressors, these aspects should be considered when formulating the research hypothesis.

Since we extracted the hypotheses as they were presented in the final publications, our results may have been affected by authors adapting their hypotheses in the writing phase to improve storytelling. Recent work shows that this phenomenon, generally referred to as “HARKing” (Hypothesizing After Results are Known) also exists in animal welfare research (19). The high incidence of inconsistency between the hypotheses and results reported in the set of reviewed studies suggests that HARKing in the welfare field is less common. Alternatively, the proportion of inconclusive results may even be larger than can be deduced from the published records, i.e., the proportion of inconsistent results may be an underrepresentation of the real number of studies that did not support the (original) hypothesis. This idea may become testable as soon as a priori protocol registration becomes common practice and original hypotheses can reliably be retrieved.


4.4.1. Glucocorticoid sampling

To elucidate potential improvements regarding the informative value of GCs as welfare proxy, we extracted information on sampling methods. Most often, experiments sampled GCs more than once, in line with our conceptual approach to welfare, which is dynamic (3, 6). The proportion of experiments finding homogenous effects or no effects were comparable across the number of GC measurements, but the proportion of experiments reporting heterogenous effects increased. Note that long-term experiments, in which the GC levels initially changed due to the intervention and then returned to control or baseline levels, were not scored as heterogenous but included in the homogenous category because this change was considered as temporary.

To identify patterns of GC release in response to an acute stressor, multiple measurements on the dynamics of the GC response may prove to be more informative about the animal's coping style and resilience (73). Further long-term and in-depth analyses are needed to understand the time course of HPA axis regulation, the role of allostasis and resilience, and the consequences for welfare (74).

Blood sampling for cortisol was the most common procedure. Animal species differ in the glucocorticoid that is predominantly produced by the adrenals, e.g., corticosterone in birds and rodents, and cortisol in most other mammals. However, research has shown that local GC and GC metabolite synthesis may lead to local differences in which glucocorticoid is present at a higher level, challenging the idea that species are corticosterone or cortisol dominant [e.g., (75)]. In addition, cortisol and corticosterone concentrations might not correlate (76). Especially studies investigating the immune system as index of welfare should consider measuring several GC metabolites when trying to elucidate mechanisms [e.g., (77)].

Nearly half of the experiments collected sample matrices such as feces, urine, hair, or other substances (e.g., milk or eggs) to quantify GC levels. These matrices allow for less invasive sampling than blood collection. Additionally, the procedures necessary to collect blood samples may affect levels of GCs themselves (78). Therefore, alternative sample matrices are promising for repeatedly sampling to avoid accumulation of discomfort. Notably, handling to collect alternative samples, e.g., placing the animal in a separate cage [e.g., (79)], may affect GC levels in subsequent samples. Moreover, the relation between GC levels in blood and in alternative matrices needs more investigation. Sample matrices reflect different time periods of GC accumulation (56), thus relative levels might not relate between sample types (23). Interestingly, minimally invasively measured levels of GCs, e.g., in feces or in feathers, have been shown to reflect biologically meaningful patterns (80, 81). Further validation of measurements, e.g., by challenging animals with ACTH and subsequently collecting samples over a period of time to determine peak GC concentrations, is highly recommended (29, 30).

Next to handling of the animals, several technical challenges may account, at least partly, for the variation in the relation between GCs and additional proxies of welfare. Sampling regimens should account for variation on the individual instead of group/cage level (82–84). A circadian and circannual rhythm [e.g., (85)] may lead to additional variation, which needs to be controlled experimentally and statistically. The subsequent processing of samples in the laboratory—i.e., whether and how the sample is extracted and purified, the choice of antibody and assay type—may further impact measured concentrations (86), though a recent meta-analysis did not find an effect of assay method (87).




4.5. Experimental design

A between-subject design was applied in most of the reviewed experiments, comparing the effects of a treatment with a control group. Regarding to the importance of the individual in welfare concepts, data on pre-intervention values would add valuable information about individual profiles (88). Vice versa, studies investigating within-individual changes may miss the comparison to a control group over time. One third of the reviewed studies did indeed use a combined experimental set-up, thus included within- and between individual, or group, measurements. Long-term effects of an intervention may then become visible, which is important in view of the concept that welfare is dynamic and dependent on the individuals' adaptive capacity.

All three GC outcome domains were prevalent across a range of sample sizes, but detailed analyses are needed to infer the likelihood of finding effects on GC levels are driven by the number of animals sampled. Information on sample size for GC measurements proved rather difficult to retrieve. We therefore urge the reporting of precise sample sizes along with the statistics or graphical representations of GC levels. A sufficiently large sample size and appropriate statistical power is an issue across research topics. Guidelines for animal welfare research have been published to ensure the appropriate samples size in animal welfare studies, especially when investigating adverse interventions (89).


4.5.1. Study population

Most of the experiments focused on farm animals such as pigs, cows, and chicken, and on laboratory animals such as mice and rats, followed by other domesticated species. These results may indicate the great effort of researchers investigating welfare and welfare-related interventions in the two most frequently used animal clusters (44). The proportion of studies aiming to study the welfare of a given species might also be linked to the perceived ethical conflict regarding the intrinsic value of animals, urging to safeguard the animal's integrity on the one side, and the use of animals for human purposes, on the other (90). The perceived need for improvement of husbandry circumstances seems to be highest in pigs as well as other species used for meat production.

Despite the increasing production of fish in commercial aquaculture, studies investigating a welfare related intervention in fish were scarce in our data set. The small number of studies represented in our review may be due to our selection criteria, as research on fish welfare often assesses measurements directly relating to the stress response and does not include additional parameter such as behavior. Given the large numbers of fish used in intensive aquaculture, and the large variety of fish species used, more research on their biological needs and potential welfare, using appropriate readout parameter is clearly needed (91, 92). We therefore advocate investigating the biological needs and to identify readout parameters suitable for assessing welfare in species underrepresented in our data set, such as amphibians, reptiles, and fish (93–96).




4.6. Interventions

Prior to data extraction, the team of reviewers defined a set of categories of interventions, based on our knowledge of the field. We were able to assign the major part of the experiments to these categories, however, ten percent were defined as “other intervention.” The outcome confirms the broad scope of welfare related research, and the complexity of factors to which the animals are exposed to. The clusters found are similar to the clusters of the network analysis from Freire and Nicol (44).

The variation of interventions, even within categories, may partly explain the variation in outcome of welfare proxies such as GCs, and behavior, morphology, and physiology. It remains to be statistically evaluated whether certain interventions lead to specific patterns in GC responses. Moreover, the type and array of welfare assessment parameters should be adjusted to the type of intervention.

Structural enrichment was the main category of single interventions, followed by a combination of enrichments. Enrichment aims to trigger different motivational systems and stimulates the animal to express its full behavioral repertoire (97). Similarly, space allowance and restricted movement were often investigated. Both determine which behaviors an animal can express, as some systems severely restrict movement (e.g., gestation stalls in sows). Expressing natural and/or normal behavior is recognized as a biological need and crucial for the animal to reach a positive welfare state (98, 99). Assessment of welfare based on GCs and other physiological parameters may not be appropriate in these systems, as physical exercise may affect the outcomes, leading to e.g., higher GC levels (100).



4.7. Limitations

This mapping review provides an overview of experiments systematically in- or excluded according to a list of a priori criteria. While some of the exclusion criteria were based on a clear go/no go decision, others may be debatable. The first exclusion criterium, invertebrate, or human study population, served to limit the review to animal species in which GCs are components of the stress response. Based on the recent insights into emotional capacities in invertebrate species, we urge to extend welfare concepts and assessment protocols to these taxa (101).

Given the variety of opinions on welfare, the decision whether an experiment was assessing welfare or purely focused on the physiological response to stressors was challenging. Based on the conceptual approach that welfare is dynamic and comprises several domains (4), we established the criterium that, next to GCs, additional parameters needed to be measured (out of the domains, behavior, morphology and physiology) and that the experiment needed to follow the animals longer than 24 h. The 24 h cut-off was chosen to distinguish the acute GC stress response from long-term consequences affecting the coping capacity of animals (32). Nevertheless, we claim that 24 h are certainly not long enough to truly reflect coping capacity and welfare. Welfare assessment of an individual should take its lifetime experiences into account, positive as well as negative, as reflected by concepts such as “a Life Worth Living” (102, 103). Important for the welfare of an individual is that also acute interventions may have long-term effects, especially if applied during sensitive phases such as early life or adolescence, or even prenatally (104–106). If we, however, would have selected only studies across a lifetime of an animal, we would have significantly limited our sample size, as permanent interventions represented only a very small proportion of our set of publications. Nevertheless, our dataset offers the future possibility to investigate the included studies in more detail.

We did not extract detailed quantitative information about GC levels or the other outcome parameter. Instead, we chose to provide an overview of studies measuring GCs as part of assessing animal welfare. We did not analyze relations between experimental characteristics and outcome parameter to prevent “vote counting” (40). Vote counting, thus adding up the number of studies finding an effect, while omitting the statistical analysis of these studies, may lead to a false interpretation and over- or underestimation of effect sizes. While summations may suggest an effect of an intervention (or the absence thereof), reliable interpretation is only possible by performing a weighted meta-analysis on the summarized data, taking means and variation into account (40). Keeping this in mind, we describe GC, behavioral, morphological, and physiological outcomes to provide an overview of the field, not inferring statistical implications. The here-presented results therefore do not allow for causal inferences, rather serves as inspiration. Further exploration of the data set, focusing on a carefully selected and defined subset of limited criteria and parameters, offers the opportunity to perform a meta-analysis and support further results by applying appropriate statistical analyses.




5. Conclusions and recommendations

The variation in outcomes of GCs, behavioral, morphological, and physiological parameter indicates that we have not yet developed the toolbox to decide with sufficient certainly whether an intervention improves or compromises welfare. Further research relating these parameters to the emotional experience of an individual, e.g., in terms of positive welfare indicators, is crucial (107). The complexity and multidimensional nature of welfare assessment needs, and benefits from, more than one assessment dimension (108).

This mapping review provides one of the largest explorative analyses of experimental studies using GCs as one of the parameters to assess the effects of interventions on animal welfare. The results are meant to encourage further extraction and quantitative meta-analysis of the relationships between parameter, for example testing effects on GCs in relation to intervention or sample matrix. Further research aiding our understanding of the interplay of GCs and behavioral, morphological and physiological processes, is clearly needed.
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The number of animals bred, raised, and slaughtered each year is on the rise, resulting in increasing impacts to welfare. Farmed animals are also becoming more diverse, ranging from pigs to bees. The diversity and number of species farmed invite questions about how best to allocate currently limited resources towards safeguarding and improving welfare. This is of the utmost concern to animal welfare funders and effective altruism advocates, who are responsible for targeting the areas most likely to cause harm. For example, is tail docking worse for pigs than beak trimming is for chickens in terms of their pain, suffering, and general experience? Or are the welfare impacts equal? Answering these questions requires making an interspecies welfare comparison; a judgment about how good or bad different species fare relative to one another. Here, we outline and discuss an empirical methodology that aims to improve our ability to make interspecies welfare comparisons by investigating welfare range, which refers to how good or bad animals can fare. Beginning with a theory of welfare, we operationalize that theory by identifying metrics that are defensible proxies for measuring welfare, including cognitive, affective, behavioral, and neuro-biological measures. Differential weights are assigned to those proxies that reflect their evidential value for the determinants of welfare, such as the Delphi structured deliberation method with a panel of experts. The evidence should then be reviewed and its quality scored to ascertain whether particular taxa may possess the proxies in question to construct a taxon-level welfare range profile. Finally, using a Monte Carlo simulation, an overall estimate of comparative welfare range relative to a hypothetical index species can be generated. Interspecies welfare comparisons will help facilitate empirically informed decision-making to streamline the allocation of resources and ultimately better prioritize and improve animal welfare.
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1 Introduction


1.1 A case for the need to make interspecies welfare comparisons

The number of animals bred, raised, and slaughtered each year for food and other purposes is on the rise (Béné et al., 2015). On an annual basis, over 70 billion terrestrial animals and nearly a trillion aquatic animals, across a wide variety of species, are raised or captured for food (FAO, 2021; Franks et al., 2021). This trend has led to an increase in intensive production practices that significantly impact the welfare (see Table 1 for key definitions) of the various species involved and may lead to increased pain, suffering, and other negative experiences (e.g., Lundmark et al., 2014; Broom, 2019; Keeling et al., 2019; Xu et al., 2019). One major challenge for animal welfare science is the difficulty of making meaningful comparisons between the welfare impacts of certain practices on different species (Bracke, 2006; Cohen, 2009; Wong, 2016; Budolfson & Spears, 2019; Browning, 2020). That is, it is difficult to assess whether some species are made worse off by such practices than others.


Table 1 | Key definitions.



There are many examples of how intensive production can impact welfare. Globally, for instance, most intensive pork production systems dock piglets’ tails in their first week of life (Sutherland et al., 2008). This involves using clippers that are heated so that they both cut the tail and cauterize the wound at the same time. The procedure is done without anesthesia and can cause acute pain that disrupts normal behavior in the short run (2011; Sutherland et al., 2008). In the long run, tail docking can result in the growth of neuromas (i.e., nerve tumors) that are permanently sensitive (Sutherland et al., 2008). Production system managers argue that tail docking is necessary to reduce injury from other piglets, who often bite at tails if they are left long (Sutherland et al., 2008). In most intensive egg production facilities worldwide, beak trimming (i.e., the partial removal of the upper portion of a hen’s beak) is a standard procedure performed on young hens (Bessei, 2018). It involves removing roughly a third of the upper beak, or sometimes both the upper and lower beak (Lonsdale et al., 1957), with a hot blade that both cuts and cauterizes (Henderson et al., 2009). Like tail docking, beak trimming can cause acute pain that disrupts normal behavior (Duncan et al., 1989) and also result in the growth of neuromas that are permanently sensitive (Kuenzel, 2007). Production system managers argue that beak trimming is necessary to reduce feed waste and avoid pecking-related injuries that can lead to cannibalism and increase chicken mortality (Allen and Perry, 1975).

Mass marking of salmon by fin clipping (i.e., the partial or full removal of a fish’s fins) is a procedure commonly used in intensive aquaculture and hatcheries to distinguish farmed or hatchery-reared salmon from wild salmon (Uglem et al., 2020). Similarly, to tail docking and beak trimming, fin clipping may cause pain and injury in fish and alter swimming efficiency (Roques et al., 2010; Buckland-Nicks et al., 2021; Schroeder & Sneddon, 2017; Thomson et al., 2020; Uglem et al., 2020).  Production system managers argue that fin clipping is the easiest method to identify fish because it is inexpensive, quick, and requires minimal equipment and training (Hammer and Lee Blankenship, 2001).

These practices raise questions that need to be addressed to inform future directions in welfare in intensive production. For example, are the welfare impacts of tail-docking pigs worse than beak trimming chickens? Are the welfare impacts of beak trimming chickens worse than fin clipping salmon? Or are the welfare impacts equal? What empirical evidence exists that could be used to make this assessment? Considering whether one practice has greater welfare impacts than the other is a primary concern for animal advocates (see Table 1 for key definitions) who have to make choices about how to allocate limited resources. Many of these advocates, including effective altruists (see Table 1 for key definitions),want to allocate funding in a way that maximizes returns on welfare investments (i.e., produces the largest welfare improvement per dollar spent). Likewise, many members of the general public wish to make informed decisions around their food and purchasing choices. Individuals may, for instance, choose to become pescatarians, vegetarians, or vegans, or simply avoid one kind of animal product while eating others (e.g., those who abstain from eating veal or foie gras). These decisions are largely based around their perceptions and understanding of the impacts of farming on different animals. However, without relevant empirical data, such decisions, for stakeholders (see Table 1 for key definitions) of all types, are invariably ad-hoc or subjective, and thus unlikely to achieve their intended aims. Interspecies welfare comparisons can provide a pathway to make informed decisions about which areas and which taxa to prioritize for various purposes.

Making interspecies welfare comparisons can have other implications, particularly in relation to identifying bias in discussions of animal welfare. Animal welfare concerns have primarily been directed at terrestrial vertebrates used in agriculture, laboratory research, and as companion animals (e.g., Russell & Burch, 1959; Lundmark et al., 2014; Cardoso et al., 2017; Franks et al., 2021; Gaffney and Lavery, 2022). However, many species used in intensive production systems, such as fish, shrimp, and silkworms, have received little attention and consequently, their welfare is often regarded with less concern (e.g., Elder & Fischer, 2017). Furthermore, the production numbers of these latter species tend to amount to considerably more overall in comparison to the more ‘traditional’ ones (Franks et al., 2021). Such attitudes may be based on arbitrary distinctions, with humans tending to care more about species that are evolutionarily closer and often more familiar, like mammals, than those that are more distant and different, like insects. Or, there may be legitimate reasons to be less concerned about the welfare of some species compared to others. Nevertheless, without tools to compare welfare across species, it is difficult to answer these questions.

Interspecies welfare comparisons can also improve welfare guidelines for scientific research. Such comparisons become particularly important when implementing the imperative to “reduce, refine, and replace” (the 3Rs; Fenwick et al., 2009). For example, when possible, researchers are required to replace animal models with non-animal models (Burden et al., 2015). However, in situations where replacement is not possible (given research objectives), some scientists defer to using animals, which are thought to be “cognitively less-sophisticated” animals. For example, zebrafish are often used as a substitute for ostensibly “cognitively more-sophisticated” animals, like mice (Hamilton et al., 2016; 2018). These decisions are based on the assumption that members of one species would be harmed less by the research than members of another (Schaeck et al., 2013; Message & Greenhough, 2019; Sloman et al., 2019; Almstedt et al., 2022). Inevitably, without interspecies welfare comparisons, such subjective judgements could introduce unjustified bias towards certain species over others.

Our goal is to outline a theoretical approach to improving interspecies welfare comparisons using an empirical methodology (see Table 1 for definition and details). We propose investigating welfare ranges (see Table 1 for key definitions), which refer to the differences between how well or poorly various animals can fare at a time. This theoretical construct allows us to compare the severity of harms and benefits across species.



1.2 Conceptual issues associated with interspecies welfare comparisons

We need to consider several conceptual issues before turning to our method for making interspecies welfare comparisons.

First, we should acknowledge that there are many theories of welfare. For example, here are four that have had some influence in agriculture, conservation biology, animal welfare science, and philosophy:

	1. Welfare as bodily health: animals have positive welfare insofar as their bodies are functioning properly (Dawkins, 2021).

	2.Welfare as engaging in or expressing natural behavior: animals have positive welfare insofar as they exhibit (or can exhibit) natural behavior (Bruckner, 2020).

	3.Welfare as subjective experiences: animals have positive welfare insofar as they are experiencing sufficiently many positive affective states (see Table 1 for definition and details) relative to negative affective states (Robbins et al., 2018).

	4.Welfare as hedonism/desire satisfaction: animals have positive welfare insofar as they “get what they want” (Dawkins, 2021).



Theories of welfare differ over the determinants of welfare. Nevertheless, these theories are sometimes combined: the classic triadic theory discussed by Fraser (2008), for instance, proposes that welfare is jointly determined by bodily health, natural behavior, and subjective experiences. Similarly, the Five Freedoms (Webster, 1994) has had considerable influence as a framework for animal welfare assessment in policy-making spaces and incorporates elements of subjective experience, bodily health, and natural behavior into its conceptualization of welfare. Balancing the overall valence of lifetime subjective experiences and incorporating aspects of hedonism, the concept of a “life worth living” (FAWC, 2009; Yeates, 2011) has been used to determine minimum standards for the treatment of farm animals in some policies and guidelines. Many of these theories have received criticism (e.g., Korte et al., 2007; McCulloch, 2013; Duncan, 2016), but are generally unified by some degree of concern about an animal’s subjective experiences.

Second, aside from aligning with a theory of welfare, we must also consider the different types of interspecies welfare comparisons. List (2003) distinguishes between two types of comparisons. The first type is the more basic: it concerns the valences of experiences (see Table 1 for key definitions)—i.e., whether they are positive, negative, or neutral. Imagine, for instance, a sow who is physically restricted (e.g., in a farrowing crate) and cannot reach her piglets and a healthy chicken who is pecking at some corn in a safe environment. It seems likely that the sow’s experience is negatively valenced whereas the chicken’s is positively valenced. So, we can plausibly conclude that, at least with respect to their experiential states, the chicken is faring better than the sow.

The second type of interspecies welfare comparisons are level comparisons, that is, differences within a given valence, which introduces additional complexity. Imagine a recently tail-docked pig and a hen which has not eaten for eight hours. Both animals are likely to be having negatively valenced experiences (acute pain and some degree of hunger, respectively). However, while it may seem plausible that the docked pig is worse off than the hungry chicken, it is difficult to provide a detailed justification for this judgment. We may inherently think about how we, as humans, may feel in a comparable situation, reflecting on our own experiences. However, without knowing the extent to which other animals experience pain or hunger comparably to us (or to one another), we cannot accurately make such a distinction. At present, there is no agreed-upon method for making such interspecies welfare level comparisons.

Finally, it is important to recognize that our assessment of a given animal’s welfare is based on objective measures of the animal’s subjective state (Sandøe & Jensen, 2011). However, subjective states are not directly measurable, and we cannot ask animals directly how they feel. Thus, we are left measuring “indicators” or “proxies” of welfare (see Table 1 for key definitions), rather than the momentary state itself. Validation of such proxies of welfare is therefore of particular importance and is especially pressing in cases where we have a limited understanding of animals’ physiology and behavior (e.g., the pain debate in fishes and insects; see Vettese et al., 2020 and Gibbons et al., 2022). Further, it is unclear how to theoretically aggregate proxies into a measure of overall welfare, even within a species (e.g., see Botreau et al., 2007 for a review).

Our proposed solution avoids these problems for now, by investigating animals’ welfare ranges with the aim of creating a tool that could inform interspecies welfare comparisons. An animal’s welfare refers to how well or poorly an individual is faring (Broom, 1986); so, an animal’s welfare range refers to the difference between how well or poorly an animal can fare at a time. The contrast here is between the actual state of an animal (welfare) and possible states of that animal (welfare range). Animals with relatively large welfare ranges can be harmed to greater degrees than animals with relatively small welfare ranges. Notice that welfare range profiles can be created for animals at the individual-level, but our methods have been designed to create welfare range profiles at the species-level.

As the definition of welfare ranges suggests, talk of “larger” and “smaller” welfare range is a simplification, overlooking potential dissociations between the various dimensions and multiple theories of animal welfare (see review by Bruckner, 2020). According to a pluralistic theory of welfare, there are multiple determinants of welfare. Dawkins (2021) has such a theory, which states that animal welfare is determined by two factors: namely, animals being healthy and getting what they want. By contrast, a monistic theory of welfare suggests there is a single determinant of welfare, such as hedonism (see Table 1 for key definitions) This theory states that animal welfare is determined by the quality of their subjective experiences (Robbins et al., 2018), where all and only positive experiences are good for animals, whilst all and only negative experiences are bad for them.

While it is possible to investigate differences in welfare ranges assuming any theory of welfare, it is impossible to do that in a single paper. So, for simplicity, we assume hedonism. This theory of welfare is compatible with the view that it matters whether animals are healthy and whether they can express species-typical behaviors (Robbins et al., 2018). Following hedonism, we will assume that welfare at a time is determined by the qualities of experiential states, i.e., the strength of how good or bad an animal’s overall experience is. So, if there could be variation among species in terms of the potential intensity of their experience, then there could be differences in their welfare ranges.

Animals differ with respect to their evolutionary history, neurophysiology, and neurobiology. This seems to have led to variation in their cognitive, affective, and sensory capabilities. It seems plausible, then, that there would be considerable differences in their experiential lives. Indeed, Birch et al. (2020) argue that there are five dimensions of variation: Perceptual Richness, Evaluative Richness, Integration at a Time, Integration across Time and Self-Consciousness. They argue that traditional one-dimensional scales of consciousness neglect these important dimensions of variation across taxa. Using a multi-dimensional approach by investigating taxa against each proposed dimension would create “consciousness profiles” that capture variation and highlight where a taxon is likely to fit in the space of possible forms of experience.

If different species encounter differences in their experiential lives, then it is plausible that there are characteristic differences in the determinants of the qualities of experiential states. Differences in intensity are perhaps the most familiar to us, such as pain perception, which is variable in humans (Hu & Iannetti, 2019). However, there is a difference between variations in the strength of the stimulus to produce a given response and variation in maximum response capacity. Given apparent differences among humans, who broadly share social, affective, intellectual, behavioral, and neurobiological characteristics, it is not hard to imagine more profound differences among nonhuman animals, a possibility that is explicitly raised in the literature (e.g., Yeates, 2012).



1.3 Why could differences in welfare ranges be relevant to interspecies welfare comparisons?

In brief, we can use standard welfare assessments, interpreted with welfare ranges, can be used to estimate the relative badness of harms or the goodness of benefits. This is because, from a philosophical perspective, when we assess animals’ welfare, we it is assessed it relative to a species-typical neutral point. Given that neutral point, we assess both valence and strength of valence is assessed. For example, we can say that a particular state is positive or negative and that it is more positive or negative than some other state (e.g., Mendl et al., 2010). So, while we use measures with cardinal utility are used (see Table 1 for key definitions) to assess welfare, such as the duration of protective behavior, cortisol levels, time to return to normal feeding behavior, and changes in time spent resting vs. active, we aggregate them to produce an ordinal ranking of welfare states (Botreau et al., 2007). When it comes to intraspecies welfare comparisons, what matters is not, for instance, the duration of protective behavior per se, but one of two comparisons:

	1. The duration of protective behavior that one individual displays in response to a given stimulus compared to the duration of protective behavior that the individual displays in response to a different stimulus, i.e., an individual-level focus, for example, using individual-based measures of welfare (see Blokhuis et al., 2010), or

	2. The duration of protective behavior that one individual displays compared to the typical duration of protective behavior that individuals of that species display in response to a range of stimuli and / or stimuli of that kind, i.e. a species-level focus, for example, using group-level measures of welfare (see Main et al., 2003).



We typically, validate measures of welfare are validated by making either individual-level or species-level comparisons; we assess the impacts of particular stimuli in terms of how they affect animals by comparing their response relative to another individual or species. These relative rankings are essential, as we cannot ask animals directly how they are faring. This implies, however, that when we make interspecies welfare comparisons are made, we are starting out with species-relative data. As such, it is safe to assume that apparently equivalent harms reduce the welfare of members of each species by an approximately equivalent percentage of their respective welfare ranges. To see this, consider Figure 1.




Figure 1 | Theoretical figure to explain Welfare Range vs. Species-Relativized Welfare Impacts. Species (A) has a smaller welfare range than Species B, as represented by Species A having fewer total “welfare units” than Species B (i.e., the total number of cells per row). An ordinary welfare assessment method would compare the two welfare states (as indicated by the colored cells) within each species, concluding that State #1 is worse than State #2 for Species A and that State #3 is worse than State #4 for Species (B) Notably, though, such methods deliver proportional results: Welfare State #1 will seem about as bad for Species A as State #3 seems for Species B (20% of the welfare range), since those welfare states are just being compared to the best and worst state for each species. The outcome is that apparently equivalent welfare states are already scaled to welfare ranges, which means that if Species B has a greater welfare range than Species A, the members of species B are actually worse off in welfare states that appear equivalent. In other words, we can assume an apparently equivalent harm scale with welfare ranges, which makes welfare ranges a useful tool for interspecies welfare comparisons.



Figure 1’s conceptualization of “welfare units” and welfare ranges provides a tentative way to quantify the relative welfare impacts of different harms and benefits. While obviously imprecise, it may still be the case that they are useful for many practical purposes. That being said, the usefulness of welfare ranges depends entirely on our ability to empirically assess and quantify it. If there is no way to do that, then we cannot use welfare ranges to tackle the problem of interspecies welfare comparisons.




2 Proposed methodology

Our aim in this section is to propose a basic methodology for assessing welfare ranges. This is summarized in Figure 2.




Figure 2 | A summary of the proposed methodology for determining a welfare range estimate for taxa of interest to enable interspecies welfare comparisons.



The first task is to specify features that are intrinsic, rather than extrinsic, determinants of welfare, and so of welfare ranges. This part requires selecting a theory of welfare; (see section 1.2).

Importantly, we do not suggest that the theories of welfare outlined in section 1.2 are equally plausible or that the options we mentioned represent the only possibilities available. Our goal here is to set out the methodology, not to defend particular choices within it. If, for instance, we conclude that welfare is determined by bodily health, we would then turn to the task of operationalizing bodily health in ways that lend it to empirical investigation.

The second task involves turning the determinants of welfare enumerated during the first stage into measurable proxies. Notice that, at the outset, there is a tremendous amount of empirical uncertainty about the extent to which different animals display different welfare-relevant proxies. But that does not negate the value of describing a theoretical methodology built on such proxies, as it can assist in prioritizing research efforts such that our empirical certainty increases, and the estimates produced by the methodology are refined. These proxies should ideally be valid and amenable to operationalization, comparable across taxa, and chosen with an understanding of their ecological relevance to the taxa being compared. Further, there are considerable theoretical and practical challenges involved in comparing morally relevant features across phylogenetically distant animals. For example, the presence of nociceptors provides some evidence of the capacity for negative subjective experiences, but it is not definitive, since there can be nociception without any subjective experience at all in humans (Dubin and Patapoutian, 2010). Moreover, these proxies may relate to cognition, affect, behavior and neuro-biology. We therefore suggest that the best way forward is to weigh the chosen proxies in terms of the quality of the evidence they provide for the factors that are taken to be determinants of welfare. One way to select and provide these precise proxy weights is to use the Delphi method (Linstone and Turoff, 1975). In brief, the Delphi method is a form of structured deliberation. It begins with the selection of a panel of experts. Then the experts answer questionnaires in at least two revisions. After each revision, the experts send their answers to a facilitator who returns an anonymized summary of the experts’ assessments to each member of the panel.

The third task involves assessing the evidence for these proxies in the relevant taxa. To begin, this task involves systematically reviewing the existing scientific literature. For more in depth knowledge about how this can be done, please refer to our pre-printed review about the relationship between cognition and welfare in 10 farmed animal taxa (Miller et al., 2022b pre-print). Notice that to apply our empirical methodology in full, we would likely need to conduct various relevant new studies that have not been completed for the taxa of interest. In primates, for instance, perspective-taking is associated with self-awareness, theory of mind, and empathy (Bulloch et al., 2008; de Waal, 2008; Towner, 2010). Specifically, perspective-taking involves reasoning about the mental states of others (e.g., their intentions, desires, and knowledge) and has been linked to possessing strong emotional capacities (Healey and Grossmann, 2018). Consequently, perspective-taking may be considered a suitable proxy for some cognitive capacities that are either determinants of welfare or are themselves associated with determinants of welfare. There is ample evidence of perspective-taking in pigs: they can learn to follow other pigs who they recognize to have information about the location of food (Held et al., 2000), they can adjust their own behavior to prevent other pigs from exploiting their knowledge in this way (Held et al., 2002a), they can detect whether humans are paying attention to them via head cues (Nawroth et al., 2013a), and they can follow human hand signals to find food (Nawroth et al., 2013b). However, there is very little evidence as to whether chickens engage in perspective-taking (Smith et al., 2011), suggesting that additional research would be valuable.

Before we can draw any conclusions about the value of additional research, it is critical to identify the quantity and quality of the evidence that has already been published. For each publication found in the review, it would be important to record the estimate of the credibility of that paper and either its conclusion regarding the presence, absence or magnitude of the proxy, depending on whether the proxy is discrete or continuous. The strength of evidence could be rated along a scale. For example, a recent review of sentience in invertebrates used a scaled rating method ranging from ‘lean no’ to ‘yes’ (Rethink Priorities, 2020; Table 2). Another review on the evidence of sentience in cephalopod molluscs and decapod crustaceans used a scaled rating method that graded evidence in terms of how many of criteria for sentience were satisfied (8 criteria in total) (Birch et al., 2021). Specifically, evidence was graded as ‘extremely strong’ if 7–8 criteria were satisfied, ‘strong’ if 5–6 criteria were satisfied, ‘substantial’ if 3–4 criteria were satisfied, ‘some’ if only 2 criteria were satisfied, and ‘unknown or unlikely’ if 0–1 criteria were satisfied. Using scaled rating methods can generate welfare range profiles per taxa that simultaneously highlights the quality and quantity of evidence and identifies gaps in the current literature. We note that all estimates of scalar proxies should be normalized to a hypothetical index species that possesses the maximum observed value for any proxy that might matter for that particular welfare comparison. Since it is essential to compare all the values in the table to some reference value possessed by the index species, the absence of a proxy in the index species entails that the welfare range of other species goes to infinity, or some other arbitrarily large number.


Table 2 | Examples of potential literature review output and rating scale for some example proxies and species, using the rating approach from Rethink Priorities (2020).



The fourth task involves turning the data into overall welfare range estimates using a Monte Carlo simulation. Although other methods may also be possible, Monte Carlo methods are the preferred choice for modeling phenomena with significant uncertainty in inputs (Kroese et al., 2014). They reduce the need for using human judgment, which is often unreliable when dealing with complex questions. They also allow a complex probability density function to be presented as an output, rather than just a point estimate or a simple range, which is especially important for this project because it makes it easier to appreciate the degree of uncertainty in particular welfare range estimates. One way to proceed is to survey experts, using a formal, pre-registered, structured way of aggregating the survey results into a useful bottom-line estimate that preserves all information about the range of judgments that the experts make. This process reduces the need to make decisions about how to aggregate information that could influence or bias the results.

Each sample used as input for the Monte Carlo method is the judgment of one expert in the field, combined with the results of one paper that studies each proxy that the expert considers to be important. The result of this sample is plotted on a histogram and the process is repeated thousands of times. The resulting histogram represents the scale of possibilities for the welfare range typical for a given species, given different judgments and lines of evidence. This histogram can be used to produce averages, confidence intervals, and other ways of summarizing or reporting the data.

Given a specific theory of welfare and a set of welfare determinants, each repetition of the simulation will:

	1. Randomly choose one expert in the Delphi panel. Then, assign a weight to each proxy based on that expert’s estimates for the proxy weights.

	2. Randomly choose one paper for each proxy, based on the credibility assigned to that paper. Pull a sample of the numerical value of that proxy from its adjusted distribution.

	3. Calculate a weighted average of the capacity, using the values from Step 2 and the weights in Step 1.



The simulation should be run at least 10,000 times, producing a histogram of results. Again, this histogram will be the probability distribution of the species’ welfare range as a fraction of the hypothetical index species.

There are bound to be gaps in the available proxy-relevant research for some species and we have a choice about how to manage this. One option is not to intervene, simply ignoring unknown values. As a result, the weight of the other proxies (for which there is known information) would be increased proportionally when performing weighted average calculations. So, if a species has (average) values of 0.2, 0.3, 0.4, and unknown across four proxies, with equal weight on them all, the average would be 0.3. However, this has the effect of amplifying the significance of the other sources of variance.

A second option is to replace all unknown values with the corresponding values from the target comparison species. The hypothetical index species has the maximum observed value for each proxy across all actual species. So, entering values from the hypothetical index species would produce empirically implausible results, e.g., attributing cognitive capacities that we know a species lacks simply because its specific capacities have not been studied. For example, if pigs are compared to chickens, and there are lots of unknowns for chickens then we replace unknown values for chickens with the known values for pigs. This would have the effect of reducing the significance of the other sources of variance and would amount to a “curve” in favor of no variance. This would reflect the judgment that we should err on the side of welfare ranges being distributed more equally across the target taxa. Moreover, it may mean that we are unable to identify any differences in welfare ranges between some taxa, which will result in there being a narrower range of cases where we can draw on welfare range differences to make interspecies welfare comparisons. However, a narrower range of cases might still be a practically significant range of cases. Then finally, with our estimate in place, it is possible to make certain interspecies welfare comparisons.



3 Discussion

Our aim has been to propose a method for making interspecies welfare comparisons via estimates of comparative welfare ranges. We do not assume that this methodology will reveal differences (or similarities) in welfare ranges. Instead, we believe that if there are differences across taxa, ours is a promising method for discovering them. Furthermore, as our description suggests, this is a substantial research program that could only be completed over a significant period of time with extensive interdisciplinary collaboration. There are still some aspects of the method that deserve special attention, which we discuss below.

Depending on the theory of welfare used, the method could become more complex. If applying a pluralistic theory of welfare (such as Fraser, 2008’s triadic theory) or using multiple theories of welfare at once, a separate Delphi method for each theory or component of the theory (e.g., bodily health, natural behavior, and subjective experiences; Fraser, 2008) would need to be conducted. The method can become more complicated because it might be necessary to use a different panel of experts appropriate to that theory or component. Empirical research would then need to be focused on the proxies, if any, that are shared across components or theories and are found by consensus to be important for each theory.

Depending on the proxies that are chosen and the taxa that are compared, a lack of relevant literature reporting evidence of those proxies may represent a significant limitation. Gaps in the literature may also make choosing proxies difficult. For instance, neuron counts (Herculano-Houzel et al., 2015; Raji & Potter, 2021) are relatively easy to compare across species and there are already data for many taxa of interest. However, it is not clear how neuron counts are linked to the welfare of an animal. To properly compare neurons, we need to know where they are located and how they are connected to each other. So, insofar as neuron counts are worth investigating and comparing, they must be handled carefully as proxies for other characteristics of interest (Von Bartheld et al., 2016). It may be, for example, that neuron count is associated with affective sophistication, intensity of valenced experiences, or general intelligence, though extensive research would be required before such conclusions could be drawn (Dicke & Roth, 2016). Our approach helps to identify where these gaps in the literature exist and highlights which proxies should be prioritized for future research.

Beyond a lack of literature, comparing phylogenetically distant taxa may pose additional challenges. For instance, if it turns out that sentience (assuming it is a feature relevant to the theory of welfare in use) is the product of convergent evolution, with multiple independent origins (Brown, 2020), then we might never find proxies that work across those taxonomic gaps. Even if it turns out that sentience is not the product of convergent evolution, we will end up relying heavily on the field of comparative cognition. Fortunately, there has been a recent surge of interest in comparing species across metrics that may bear on questions about welfare ranges (MacLean et al., 2014; Cauchoix et al., 2018; Miller et al., 2022a). There has been a concomitant surge in theoretical discussions about how to compare features across species, as seen in Weiss et al. (2019), which outlines a quantitative measure of social complexity that works across species. Similarly, Anderson and Andolphs (2014) developed a framework for studying emotions across species. Such research provides reason for optimism about the potential of comparative cognition research.

However, it should be noted that comparative cognition is a heterogeneous field with respect to the reliability and reproducibility of research findings. Some areas of comparative cognition research have been criticized for their low rates of reproducibility, largely owing to small sample sizes, inappropriate or noisy measurements, and implausible hypotheses (Forstmeier et al., 2017; Farrar et al., 2020). By contrast, other areas of comparative cognition research appear to be less affected by low reproducibility rates due to the use of robust designs that can easily be replicated; for instance, the use of within-subject designs where subjects experience many trials multiple times (Smith and Little, 2018). The field of comparative cognition also bears hallmarks of the publication bias towards positive results. Specifically, the field is biased towards confirming more exceptional cognitive abilities in animals, since academic journals appear to favor papers with surprising results over papers which merely confirm the expected (Mlinarić et al., 2017).

Nevertheless, the unexpected is not always favored equally across species since there are differences in how abilities are perceived among different taxa. For example, a study recently demonstrated that a tiny fish, the cleaner wrasse (Labroides dimidiatus) passed the mirror mark test (Kohda et al., 2019), joining an ‘elite’ handful of other species including chimpanzees (Gallup, 1970), dolphins (Reiss & Marino, 2001), Asian elephants (Plotnik et al., 2006) and Eurasian magpies (Prior et al., 2008). Other animals such as pigs and parrots might be suitable candidates for passing the mirror mark test, as they are able to use a mirror as visual information to find hidden items (Pepperberg et al., 1995; Broom et al., 2009). The mirror mark test involves placing a mark on an animal in a location that can only be seen in a mirror reflection. Passing the mirror mark test involves performing self-directed behaviors in the mirror (i.e., exploring areas of the body that cannot be observed without the mirror), showing interest in the mark on the body and ultimately attempting to remove the mark. The test is considered a benchmark for investigating mirror self-recognition and self-awareness. The study on cleaner wrasse was strongly criticized and triggered debate about whether researchers included robust and appropriate controls to rule-out alternative explanations for the observed behaviors (Frans de Waal, 2019; Gallup & Anderson, 2020; but see Kohda et al., 2022). Moreover, skeptics were not convinced that self-scraping behavior in fish could be considered equivalent to mark-directed self-exploration with hands or trunks in humans, apes, and elephants. Notice that the interpretation of results from mirror mark tests in other animals are also subject to wide debate, particularly about the certainty with which behavioral responses during the test can be used as evidence of self-awareness (1995; Heyes, 1994; Anderson and Gallup, 2015). While it is important that all scientific findings are met with healthy skepticism, the response to the cleaner wrasse study hints that sophisticated cognitive capacities ascribed to intuitively perceived “lower-order” species can be met with stronger skepticism.

Our method could also be prone to bias if proxies are chosen without an understanding of their ecological relevance to the taxa of interest. Suppose we conclude, for instance, that the capacity for emotional contagion is a good proxy for the presence of certain subjective experiences that we take to be relevant to welfare (Düpjan et al., 2020). This proxy might be suitable for species’ that live in social groups or form affiliative relationships with conspecifics because sharing social experiences is thought to facilitate emotional contagion (Herrando & Constantinides, 2021). By contrast, emotional contagion (Adriaense et al., 2019) might be practically useless for making interspecies welfare comparisons across relatively solitary species that do not form strong social bonds with other individuals (e.g., octopuses: Schnell and Clayton, 2019; silkworms: Zhu et al., 2021). As a result, including it would heavily bias against less social species, not because we have some positive reason to think that the relevant sorts of subjective experiences are absent, but because our method of assessment is skewed toward some species relative to others. However, this could be partially circumvented by building welfare range profiles at the class- or family-level rather than species-level. This becomes relevant when there is social variation within a taxonomic group of animals. For example, there are both solitary and eusocial species across the four main bee families. There are also both solitary (i.e., octopuses) and group living species (i.e., schooling squid) within the class Cephalopoda.

Other biases when choosing relevant proxies might arise because our human perspective may render the method prone to false negatives (e.g., Ioannidis, 2005). If this method does not uncover differences in welfare ranges between certain taxa, we caution against assuming that no differences exist. Regardless of the theory of welfare used, ultimately proxies will likely be chosen with some attention to what we perceive to be relevant determinants of welfare for humans. This anthropocentrism is present throughout animal welfare science. For example, many welfare indicators are validated using humans as a form of gold standard (e.g., Mendl et al., 2022). However, such decisions about which proxies to examine may introduce unconscious biases towards or against certain options and may indeed miss entire categories of proxies relevant for detecting differences in welfare ranges between taxa. A complete view of a given taxa’s welfare range is, at present, difficult, given the literature constraints and other challenges discussed in this section. As such, our method provides an approximation that should be interpreted with care.

In any theory in which valenced experiences are determinants of welfare, it is plausible that differences in the possible intensity of those experiences will matter. Unfortunately, assessing potential differences in the intensity range of valenced experiences is a difficult task. Specifically, it is notoriously difficult to establish a scale and measure the intensity of an internal state, and harder still to do so across species. For example, it might be true that, in general, members of a species show shorter latencies to move toward more desirable rewards (Davies et al., 2015). However, there may be variation within species in terms of willingness to work for a reward that does not track the intensity of internal states. Across species, any number of factors may make it difficult to use differences in latency as a proxy, including ecological role (i.e., predator or prey) and physical anatomy (i.e., appendages that facilitate swimming, walking, crawling, or flying). This is true even for some closely-related species, but it becomes more pronounced as phylogenetic distance increases (e.g., Dobromylskyj et al., 2000; Mogil, 2019; Browning, 2020; and Stasiak et al., 2003). In these cases, the use of careful controls in experimental design is critical, for instance, comparing a baseline latency with a test latency to construct a difference score per individual (Miller et al., 2022a). While there is little question about intensity of valenced experiences being a determinant of welfare, and intensity range being a factor that influences welfare range, it will be extremely difficult to make any progress on the problem of differences in intensity range. However, this is not necessarily a problem for the methodology. Experts can simply assign very low scores to any proxy for intensity, which means that while it will be included, its impact will be significantly attenuated. That is, even if there are large differences in the empirical assessments of that proxy across species, they will have only minor impacts on the overall welfare range estimate, with small or uncertain differences being almost irrelevant.

Finally, we foresee potential challenges in reaching consensus around which proxies are most relevant and how to weigh them. Using subjective, expert judgments in the Delphi method is an accepted, robust option as described in the previous section. However, in practice, such expert judgments may cause new tensions in already often politically-fraught conversations about animal welfare (e.g., the fish pain debate, Mason and Lavery, 2022; conversations about “wicked problems”, Bolton and Von Keyserlingk, 2021). To be clear, this is not a reason not to use this method; instead, it is a call to employ the results of the method with care for context, and with attention to how they may be received by diverse stakeholders.



4 Conclusion

From a theoretical perspective, the method we propose for assessing comparative welfare ranges is an attempt to answer fundamental questions about differences in the experiential lives of nonhuman animals. From a practical perspective, the method we propose is an attempt to improve daily judgments about how to allocate and prioritize resources to relieve animal suffering. We also acknowledge that there are risks and limitations to undertaking such a project. However, interspecies welfare comparisons are important and common: they are already being made on one basis or another, primarily without empirical evidence. Our methodological framework can facilitate comparisons which are based on a transparent and empirically informed process. Ultimately, interspecies welfare comparisons can help us direct our attention to issues that will be most important for improving estimates of comparative welfare ranges and allow us to conduct sensitivity analyses to determine where additional information has the highest value relative to that end. We hope that this methodology provides a starting point for developing empirical interspecies welfare comparisons, while highlighting priorities for future research and promoting interdisciplinary collaborations to achieve this.
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Background

Research on tumor organoids has developed rapidly over the past 20 years, but a systematic analysis of current research trends is lacking. Researchers in the field need relevant references and knowledge of current research hot spots. Bibliometric analysis and visualization is a systematic method of acquiring an in-depth understanding of the status of research on tumor organoids.



Methods

CiteSpace, VOSviewer and the Bibliometric Online Analysis Platform from the Web of Science Core Collection were used to analyze and predict publishing trends and research hot spots worldwide in the field of tumor organoids.



Results

A total of 3,666 publications on tumor organoids were retrieved, and 2,939 eligible articles were included in the final analysis. The number of publications has grown significantly, with the United States of America as the leading country for research on tumor organoids. Among journals, Cancers published the largest number of articles. Harvard Medical School published the highest number of articles among all institutions. The Chinese Academy of Sciences was ranked highest among all contributing institutions on the importance of their publications. A trend in multi-disciplinary collaboration was observed in studies on tumor organoids. Keywords indicated that the current research largely concentrated on optimizing the construction of organoid models to use for medication development and screening in the clinical setting, and to provide patients with individualized treatment for gastric cancer and colorectal cancer, which are newly emerging research hotspots. Gastric and colorectal cancers were the top two tumors that have received increasing attention and have become the focal points of recent studies.



Conclusion

This study analyzed 2,939 publications covering the topic of tumor organoids. Although optimizing the construction of organoid models has always been a hot topic in this field, the application of tumor organoids to the development of medications and screenings will foster individualized treatment for patients, which is another emerging hot spot in this field of research.





Keywords: tumor organoids, bibliometric analysis, drug screening, precise medicine, antioxidant polyphenols, CiteSpace, VOSviewer



Introduction

The International Agency for Research on Cancer reported 19.3 million new cases of cancer and approximately 10 million deaths due to cancer worldwide in 2020. Approximately 28.4 million new cases of cancer are expected worldwide in 2040, which is an increase of 47%. Cancer has become a key problem endangering global public health (1). In recent years, the treatment of patients with cancer has evolved from interventions based on tumor types to those based on the tumor’s molecular characteristics or microenvironment. This approach, known as precision medicine or individualized treatment, has saved many patients with advanced cancer. At present, commonly used tumor models, such as the 2D cell culture (2), genetically engineered mouse models (3) and the human-derived tumor xenograft models (4), although essential for tumor research, are difficult to simulate perfectly the actual state of tumors in vivo, resulting in the failures of many clinical trials. Organoids are derived from the stem cells of 3D cultures, which can reproduce the structural and functional characteristics of a native organ and simulate the development of diseases of human organs in culture dishes (5). Tumor organoids are in vitro models established by surgical resection or tissue biopsy to obtain tumor tissue in patients, followed by mincing and enzymatic hydrolysis of tumor tissue and the 3D culture of the tumor cells in it (6). Compared with traditional tumor models, tumor organoids not only reflect the genetic characteristics and tissue structure heterogeneity of a patient’s tumor tissues, but they also maintain gene stability during self-renewal and throughout long-term expansion. Given these reasons, they can be used to study cancers caused by infection or gene mutation, and have unique advantages for clinical drug development and guiding individualized treatment (7).

Although the research on tumor organoids has developed rapidly in recent years, a scientific and systematic analysis of their status and trends is lacking. Therefore, we used the Web of Science Core Collection (WoSCC) as our data source to perform a quantitative analysis of the literature in the field of tumor organoid research, in order to understand and determine the research hot spots and frontiers, and to provide a relevant reference for scientific researchers in the field.



Materials and methods


Data sources and search strategies

All of the data in this study were derived from the WoSCC. The search terms were: Tumor or Neoplasm (TS) = (“Cancer” or “Tumor” or “Neoplasm” or “Neoplasia” or “Malignant Neoplasm” or “Malignancy” or “Malignant Neoplasms” or “Benign Neoplasms” or “carcinoma”) AND (“Organoid” or “Organoids”) AND Language = English. The search period was from January 1, 2011 to December 31, 2021 and the required language was English. A total of 3,666 articles were retrieved and 727 were excluded from the analysis because either they were not research reports or they were review articles. Thus, 2,939 articles were included in the final sample for the subsequent metrological analysis, as shown in Figure 1. All data in the text were extracted on September 14, 2022 (the same day) to avoid deviations due to daily updates of the database.




Figure 1 | Flowchart of the research literature selection.





Study procedures

The full records and cited references of the eligible publications were downloaded from the WoSCC database and saved in TXT format; then they were imported into the CiteSpace software V5.8.R3 SE, 64 bits. CiteSpace is visual analysis software based on the JAVA environment developed by Chen Chaomei. The software is designed to analyze information in the scientific literature. The user can detect the development of rules and the distribution of scientific knowledge in a field through visualization, and identify key points in the development of a field of study based on the existing data, especially turning points and key points in the field of knowledge (8). VOSviewer is visualization software developed by the Science and Technology Research Center in Leiden, the Netherlands. The user can also build a visual network map based on information in the scientific literature and acquire a comprehensive understanding of trends in the scientific structure and dynamic development of a field (9). The full records and cited references of these publications were downloaded from the WoSCC database, saved as a tab-delimited file and imported into the Bibliometrics Online Analysis Platform1. We chose the “total literature analysis” option to examine trends in publications of different countries and the “partnership analysis” option to explore collaborations between countries and regions.



Study metrics

In this bibliometric analysis, the quantity and quality of the research results were evaluated using indicators, such as the number of articles published, the frequency of citations of the article and the impact factor, which reflect the level of research and academic status of a region, institution or author in a certain field. The number of papers published is an important indicator for evaluating the capacity for scientific research output. Frequency of citations in bibliometric analysis, refers to the number of times a published paper is cited in other articles, which reflect the value of the paper to a field and the degree of attention it has received. The H-index refers to rankings of articles published using relevant statistical measures, based on an articles’ frequency of citations (from high to low). Articles with the lowest H-index have the least amount of citations, which we used as a measure to assess the number of scientific research outputs and the quality of the research in this bibliometric analysis. The journal’s impact factor and other metrics were retrieved from the 2021 edition of Journal Citation Reports. These are important indicators of the academic level and quality of the journals and the articles.




Results


Changing trend in the quantity of articles published

To clarify the rate of the development of research on tumor organoids, global trends in the volume of published research articles from 2011 to 2021 were plotted, as shown in Figure 2. Only 129 articles were published worldwide from 2011 to 2014. With the global shift to a rapid growth of research on tumor organoids before and after 2017, as of 2021, 912 studies have been published worldwide, accounting for 31.03% of the total number of articles published from 2011 to 2021, indicating that research on tumor organoids has become a focus of global enquiry. Given the upward trend line in Figure 2, the global number of publications in 2022 is expected to be significantly higher than the number of articles published last year.




Figure 2 | Upward trends in the volume of published research on tumor organoids from 2011 to 2021.





Cooperation between research publishing countries and institutions

Between 2011 and 2021, there were 72 countries worldwide that published research on tumor organoids, as shown in Figure 3. Indicators of the top ten countries with the highest number of articles are shown in Table 1. The highest and most significant number of articles were published in the United States of America (USA) (1,320, 44.91%) and China (447, 15.21%), followed by Germany (329, 11.19%), Japan (297, 10.10%) and the Netherlands (289, 9.83%). The H-indices of the USA, the Netherlands and Germany were 93, 67 and 48, respectively, ranking them among the top three countries with the highest H-indices. Articles from the USA, the Netherlands and England with 44,814, 25,368 and 10,089 citations, respectively, were ranked among the top three countries with the highest total number of citations, and articles from the Netherlands, England and Switzerland, with an average of 87.78, 42.93 and 36.17 citations per paper respectively, were ranked among the top three countries for the highest average number of citations per article.




Figure 3 | Distribution of publications by country and region based on frequencies.




Table 1 | Publication metrics of articles on tumor organoids of the top ten countries by number of publications.



All relevant information was exported from the WoSCC database and saved as a tab-delimited file. International cooperation between the countries publishing relevant research was analyzed using the Bibliometric Online Analysis Platform1, as shown in Figure 4A, with the USA having the highest frequency of international cooperation, followed by Germany and the Netherlands. China had close cooperative relationships with the USA, the Netherlands and Singapore. The mediation centrality of the publishing countries was analyzed using CiteSpace software, as shown in Figure 4B. Mediation centrality refers to the ratio of the shortest path passing through a certain point and connecting these two points in the network to the total number of shortest path lines between these two points, which is an indicator used to characterize the importance of the node. The numerical value indicates that the node is in a key position in the network and has influence. The information in Figure 4B was exported to report the rankings of centrality of the top five nations’ publications in Table 2. The USA (0.38), Germany (0.21), the England (0.21), France (0.19) and Italy (0.19) exhibited high degrees of centrality, which is represented by purple in Figure 4B. The above results indicate that these countries play an important role in tumor organoid research, and the academic influence of their research results influence countries worldwide. The reliability, quality and innovation of the relevant research from these countries are far ahead of other countries.




Figure 4 | Map of the co-occurrence of tumor organoid research by nation. Figure 4 (A) illustrates the international cooperation among countries. These countries are represented by different colors; the links represent international cooperation and links between countries represent connections between countries. Figure 4 (B) shows the centrality of the articles. Each node represents a country, and the node size represents the number of articles published by the country. The larger the node, the more articles that were published. The purple color in the outermost ring represents a central node or the central location of the cooperation between the institution and other institutions.




Table 2 | Centrality rankings of the top five nations’ publications in the field of tumor organoids.



Academic cooperation between institutions is crucial for strengthening exchanges between scholars and for disseminating advanced experiences. CiteSpace software was used in this study to conduct network co-occurrence analysis of the publishing institution, as shown in Figure 5. The information in Figure 5 was exported to report the rankings of centrality and the number of publications among the top five institutions in Table 3. Harvard Medical School (111), the University Medical Center of Utrecht (102), Memorial Sloan Kettering Cancer Center (88), Johns Hopkins University (61) and Vanderbilt University (54) were the top five research institutions in terms of their numbers of published articles. The Chinese Academy of Sciences (0.32), Dana Farber Cancer Institute (0.30), the University of Nebraska Medical Center (0.24), Columbia University (0.23) and Memorial Sloan Kettering Cancer Center (0.22) were the top five research institutions in terms of intermediary centrality. These institutions occupy core positions in the field of tumor organoid research and engage in cooperative academic research with most institutions.




Figure 5 | Map of cooperation in tumor organoid research. The nodes in Figure 5 represent different institutions, and the size of the nodes represents the number of articles published. The purple ring in the outermost circle indicates a central node, which has a central position in the cooperation between this institution and other institutions. The wired lines indicate cooperation among institutions.




Table 3 | Centrality rankings and number of publications of the top five institutions in the field of tumor organoid research.





Authors of publications and their cooperative relationships

A total of 20,139 scholars published articles in the field of tumor organoid research worldwide. The indicators of the top ten scholars as shown in Table 4. Four articles were published by the top ten scholars; five scholars were from the USA and three were from the Netherlands, Japan and England. Clevers H (103) at the University Medical Center of Utrecht, Sato T (34) at the Keio University School of Medicine and Chen Y (32) at Memorial Sloan Kettering Cancer Center were identified as the top three authors with the highest number of published articles. Clevers H also ranked first in the total number of citations received, the average frequency of citations per paper and the H-index. These authors have influenced tumor organoid research worldwide.


Table 4 | Productivity, citations and H-indices of the top ten authors of tumor organoid research.



Based on the cooperative network analysis of the authors with high numbers of published articles using the VOSviewer, we further defined “core authors” as those who had at least 5 publications, which included 316 authors in the analysis. We found some collaborative research teams had a high publication volume, as shown in Figure 6. Clevers H, Sato T, Drost J, Chen Y, Sansom OJ, Braker N and Van Der collaborated closely, but most of the inter-author collaborations were limited to intra-team collaborations, with little international collaboration, such as several small cooperative networks in the periphery (e.g., Hippo Y, Onuma K and Inoue M., and Jun P, Meyer TF and Bartfeld S). If cooperative research between authors can be strengthened, especially between authors from different countries or institutions, exchanges and innovations will likely improve significantly.




Figure 6 | Collaborative networks among authors with a high publication volume of tumor organoid research.





Journal publications of tumor organoid research

Journals play a crucial role in promoting international cooperation and progress in the level of scientific research. Between 2011 and 2021, 752 journals worldwide published academic papers on tumor organoid research, of which the top ten journals published 5 papers on the topic as shown in Table 5. Cancers published the most research results, with 130 articles, accounting for 4.42% of the total publication volume, followed by Scientific Reports and Nature Communications, which published 85 and 74 articles, respectively, accounting for 2.89% and 2.51% of the total volume of publications. Gastroenterology ranked first in both citation frequency and the H-index. Among the top ten journals, eight journals belonged to partition Q1, 2 belonged to partition Q2 and 1 to partition Q3, with an impact factor ranging from 1.696 to 23.937, and Gastroenterology having the highest impact factor. The analysis shows that these international journals were the academic authorities on the findings of tumor organoid research, which were most likely to be of concern to scholars in various countries.


Table 5 | The top ten journals that published papers on tumor organoid research.





Research directions

The 2,939 articles in this study were classified into 95 research directions. It should be noted that the sum of the percentages of all the studies’ directions exceeded 100% because the same article could be classified into multiple research directions. Changing trends in research directions in recent years is shown in Figure 7. The most articles published were in the direction of Oncology with a total of 802, accounting for 27.25% of the total number of articles published. These were followed by Cell Biology and Multidisciplinary Sciences, with 599 and 362 articles, respectively, followed by Biochemistry Molecular Biology and Gastroenterology Hepatology. Experimental Medicine Research, Genetics Heredity, Pathology, Cell Tissue Engineering and Pharmacology Pharmacy, with more than 100 articles. Thus, this study of tumor organoids showed the developing characteristics of multidisciplinary intersection. Given the changes in the number of articles published in each research direction over time, the top five research directions of the articles indicated an increasing trend in fluctuations before 2016. All research directions reached a state of rapid growth after 2016, with Oncology developing most rapidly.




Figure 7 | Variation curve of the number of published papers by main research direction of the tumor organoid research.





Frequently cited papers

The total frequencies of citations of the top ten articles were derived from the citation reports of the WoSCC. These articles were cited more than 600 times, of which 9 were from the team led by Clevers H (Table 6). In 2011, the Clevers H team successfully constructed a small intestinal crypt-villus structure in vitro without mesenchymal conditions from a single LGR5 stem cell (10). The team then added different growth factors or inhibitors to different organoids, based on previous studies, so that the replication potential of the adult stem cells was not limited in vitro. This improvement promoted the use of organoid models as a tool for investigating diseases with increasing complexity (11–13). The team also constructed a variety of tumor organoid models, such as models of colorectal, prostate and pancreatic cancers (14–19). These constructed models had a better fit with real tumor growth and development, and the organoid tumor models that were constructed using the patient’s own tumor cells facilitated a more individualized approach to the treatment of tumors. These studies have opened up a new path for acquiring a more in-depth understanding of the mechanism of tumorigenesis and development, and clinical drug development and screening.


Table 6 | The total number of citations of the top ten journal articles related to tumor organoids.





Analysis of keywords

Table 7 shows the top twenty most frequently occurring keywords analyzed by CiteSpace. Nodes were set as keywords with a time interval of 2011–2021 and yearly time slices. We found that “stem cells,” “cancer,” “in vitro,” “colorectal cancer,” “model,” “culture,” “differentiation” and “growth” were the most frequently occurring keywords, and “3D culture,” “tumor model,” “beta catenin,” “inflammatory bowel disease,” “small intestine,” “P53” and “cancer metabolism” were the most central keywords.


Table 7 | The top twenty most frequently occurring keywords and their centrality in research related to tumor organoids.



A K-means cluster analysis of the keywords was performed using CiteSpace, and 19 clusters were obtained (Table 8; Supplementary Figure 1). The keyword co-occurrence network in the field of research on tumor organoids is shown in Supplementary Figure 1. The main research directions were divided into the following categories: #0 (cell), #1 (stem cell), #2 (generation), #3 (expression), #4 (cerebral organoid), #5 (extracellular matrix), #8 (in vitro), #9 (landscape), #13 (in vitro) and #14 (culture) the culture and characteristics of the tumor organoid models. Categories: #6 (gastric cancer), #7 (rectal cancer), #10 (inflammatory bowel disease), #12 (colorectal cancer) and #17 (cancer) were classified as diseases currently used in tumor organoids, and categories #11 (precision medicine), #15 (personalized medicine), #16 (progression) and #18 (photo thermal medicine) were classified as current research and trends in tumor organoids. These 19 clusters summarize the process of development of tumor organoid research, and highlight research hot spots.


Table 8 | Keyword clusters from the analysis of tumor organoids.






Discussion


Applications and advantages of tumor organoids

Although the 3D culture was proposed more than 100 years ago, it was not until 2009 that the first organoid model of a single stem cell source was established, and Clevers’ laboratory demonstrated that a single LGR5 stem cell could successfully construct small intestinal crypt-villous structures in vitro in the absence of interstitial space (20, 21). In recent years, the application of 3D culture models in cancer research has developed rapidly, and studies of almost every tumor have solved a wide variety of research problems. In contrast to the widely used 2D cell culture and animal models, organoids are an important preclinical model for cancer research with distinct advantages. The 2D cell culture is simpler, cheaper and allows more direct genetic manipulation than the 3D culture models permits; however many cell lines cannot mimic the real situation of tumors accurately due to the lack of spatial organization and the tumor’s micro-environment. Increasing the dimension of the extracellular matrix from 2D to 3D significantly improved cell proliferation, differentiation and survival, and the success rate of patient-derived tumor organoid cultures (22, 23). The patient-derived xenograft model is similar to the original tumor in terms of its histological expression and biological behavior, such as protein expression, tumor biomarker status and genetic status, which cannot be achieved by tumor organoid models (24). However, patient-derived xenograft model transplantation is difficult to perform (25) and time consuming (26), and its cost is relatively high. In addition, genetically engineered mouse models can be used to assess in vivo phenotypes and incorporate the complexity of the syngeneic tumor microenvironment. However, the complexities of time, cost and genetic manipulation are significant drawbacks of these models, compared to those of the organoid models (24). The advantages and disadvantages of the organoid model compared with other models are summarized in Supplementary Figure 2.



Drug development and screening

Non-clinical testing was used to determine the potential risk of drugs and their efficacy in humans. However, the most commonly used 2D in vitro cell culture system lacked heterogeneity and could not accurately describe or mimic the rich environment in vivo and the complex process of disease formation. Significant flaws were also found in animal studies, with species differences causing most drugs to exhibit different drug sensitivities in different in vitro models (27). The 3D cell culture models have been developed to reflect drug sensitivity in humans more accurately. Compared to the 2D cell culture systems, the 3D cell culture models can replicate the complex micro-ecological environment of human organs can be used for drug safety assessments and combination studies and they can provide key pharmacokinetic and biomarker data (28–30). The intestinal epithelium is an important site for drug absorption and metabolism and plays an important role in the oral bioavailability of drugs. In particular, intestinal epithelial cells serve as gatekeepers for drug and nutrient absorption (31). The data from cell and animal models related to intestinal nutrient absorption, metabolism and oral bioavailability of drugs have poor accuracy due to tumor heterogeneity and species differences. In contrast, intestinal organoids are used to examine different aspects of bioavailability, including drug distribution, individual differences, and high-throughput screening (32). Furthermore, the establishment of organoid models for the liver, kidney and blood-brain barrier meet the basic requirements for evaluating the different pharmacological aspects of drugs (33). In addition to efficacy, drug metabolism and toxicological mechanisms are also important to assess. Simplified culture models of primary human hepatocytes or liver cell lines that are currently used differ considerably from in vivo physiology in terms of drug toxicity, often resulting in failed drug conversion (34). Therefore, the determination of toxicological properties relies mainly on animals. However, due to species differences between humans and animals, the results might not be consistent with the real situation (35). At present, a reproducible human liver organoid model can detect bile acid uptake and excretion in modified human liver organoids in real time by knocking out bile acid transporter genes. The assay platform can be used for large-scale compound screening and has been shown to be genotype-specific sensitive to bosentan-induced cholestasis. This powerful assay will facilitate diagnoses, functional studies, drug development and individualized therapies (36).



Individualized treatment

Traditional cancer treatments (chemotherapy and radiation therapy) are ineffective or have a positive effect in only a subset of patients due to the heterogeneity of malignancies. To ensure the effectiveness of the treatment, it is necessary to consider the patient’s personal characteristics (37). Precision medicine has been propelled forward by current large-scale tumor sequencing efforts and numerous therapeutic targets that have been identified as a result. Despite the reports of many successful cases based on DNA sequencing, the need for effective treatment remains significant for the majority of patients with cancer (38). However, genetic changes in a small percentage of coding regions do not adequately describe the complexities of cancer progression. Although DNA sequencing provides information about cancer drivers that are relatively well-preserved during cancer progression, it does not include the effects of other regulatory factors, such as epigenetic changes or non-coding regions, which are more dynamic and their relevance is more difficult to understand (39, 40). Therefore, a dynamic and versatile model system is needed to analyze tumor biology from multiple dimensions accurately and to reflect the behavior of the original tumor in the patient. The ability of tumor organoids to retain the original tumor characteristics makes them unique in studies at the individual level of patients with cancer, and they have been proposed as a model for precision medicine. For example, a study established a bank of living tumor samples from patients with advanced rectal cancer who received adjuvant chemo-radiotherapy. The combined clinical trial data confirmed that the chemo-radiotherapy response of the patients was a very close match with the organoid response of the rectal cancer, with an accuracy of 84.43%, a sensitivity of 78.01% and a specificity of 91.97% (41). Organoids have also successfully predicted the sensitivity of colorectal cancer (42), gastric cancer (43), ovarian cancer (44) and prostate cancer (45) to drugs. It appears at the present time that extracting samples from patient tumor tissues, creating and culturing organoids, exposing patient-derived tumor organoids to various drugs to find the best drug or drug combination to treat patients, revealing potential weaknesses of individual treatments based on gene mutation profiles and treatment responses of organoids and determining the next treatment route when first-line treatment is ineffective will become the ultimate mode of treatment for cancer (46, 47)1.

According to the latest literature and further analysis of keywords, the chemopreventive and therapeutic effects of antioxidant polyphenols on tumors were found to have received increasing attention from the scientific community in recent years. In an examination of antioxidant polyphenols, the complex technology of organoids as a new anti-cancer strategy has displayed unique advantages. Polyphenols that largely exist in plants serve as reactive oxygen species scavengers with prominent antioxidant activity, which exert the inhibitory effects on inflammation by manipulating the inflammation-related signaling pathways and suppressing the release of inflammatory mediators (48, 49). Not only contributing to treating non-neoplastic diseases, such as natural inducers from saffron targeting Nrf2/vitagene pathway to suppress oxidative stress and neuroinflammation and consequently inhibiting cognitive dysfunction (50), polyphenols could also play their roles in preventing and treating tumors by regulating cell apoptosis, autophagy, cell-cycle progression, inflammation, invasion, and metastasis through the activation of tumor suppressor genes and the inhibition of oncogenes (51, 52). Professor Scuto M’s team demonstrated that, polyphenols with low concentrations could suppress oxidative stress and inflammation, and induced the apoptotic of brain cancer cells by activating Nrf2/vitagene pathway (53), in addition, the supplementation of dietary polyphenols and vitamin D can also manipulate oxidative stress, inflammation and autophagy dysfunction in tumor cells through Nrf2/vitagene pathway, the low concentrated polyphenols and vitamin D could serve as cytotoxic agents of pro-oxidants, in the form of molecular activation through reactive oxygen species production and several survival pathways (e. g., glutathione) to induce apoptosis and cell-cycle arrest in tumor cells, for the chemoprevention and treatment of tumors in the presence of metal ions. Furthermore, the study has fully investigated a range of potential interventions in tumor organoid models depending on plant polyphenols and vitamin D, which is required to be introduced into clinical practice combined to powerful and novel technique through future interventions incorporating redox mesums of oxidative stress (54). The establishment of tumor model aims to approach 100% simulate the practical condition of the true tumor in the patient, so as to contribute to preclinical research and clinical application. Patient-derived organoids as a stable biology could facilitate gene operation, which is suitable for high-throughput sequencing analysis, and can reproduce the development from native tissue to the whole process of tumor occurrence (55). Currently some studies have taken tumor organoids as a model to explore the effect of polyphenols in tumor treatment, the results indicated that the low-dose polyphenols combined with chemotherapeutic drugs could not only optimize the efficacy, but also alleviate cytotoxicity and prevent the drug resistance (56). Another study with patient-derived organoids model revealed that the oligomeric proanthocyanidins combined to the curcumin attenuated the expression of cyclin D1, PCNA, and HSPA 5, which could serve as a method that preferentially targets cancer cells without affecting normal cells (57). The latest development of organoid models provides an excellent preclinical platform for the research of tumors, as well as makes the personalization of tumor therapy, evaluation of drug efficacy easier, contributing to the more in-depth exploration the mechanisms of cancer.

In summary, organoids mimic the structural and functional properties of native tumors, and compared to traditional tumor models, tumor organoids maintain gene stability while self-renewing and expanding over the long-term, and reflecting the genetic characteristics and tissue structure heterogeneity of the patients’ tumor tissues. In recent years, the study of tumor organoids has steadily increased, and effective organoid cultures have made it possible to screen individualized drugs within the time line of clinical treatment and apply them to translational medicine and individualized treatment. The use of organoids as precise and high-throughput preclinical tools for precision medicine is an unavoidable future trend. CiteSpace and VOSview software were used in this paper to analyze the bibliometrics and visualize the data derived from tumor organoid research.
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There are good ethical, legal and scientific reasons for ensuring that our use of animals in research and testing is limited to the lowest number of animals, and that those which are used are treated as humanely as possible, while at the same time providing reliable, reproducible and translatable data which is adequately reported. Unfortunately, there is widespread evidence that there is room for improvement in all these areas. This paper describes the Norecopa website, which offers links to global resources which can be used to resolve these issues. Much of the website content is linked to the PREPARE guidelines for planning any research or testing which appears to need animals. Attention to detail on all steps of the pathway from early planning to manuscript submission should lead to better science, improved animal welfare, and fewer health and safety accidents. This will also minimize the chances of manuscript rejection due to inadequate planning, avoiding a waste of human resources and animal lives.
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1. Introduction

The implication that animal research can be improved may appear provocative to senior scientists. If their research has been funded, and the animal studies approved by an ethics committee and the relevant authorities, what more is to be gained?

Unfortunately, there is widespread evidence that animal research has suffered from poor reproducibility and translatability for many years [e.g., (1, 2)], and that the standard of reporting could be significantly improved [e.g., (3, 4)]. Better reporting depends upon better planning, for which there are now over 400 guidelines available worldwide, 1 in addition to the wealth of advice available at individual institutions.

The devil is often in the details in animal research and testing (5, 6). Norecopa has worked for the last 15 years to collect links to resources about the practical issues which decide the quality of this work. Many of these issues may appear obvious, but they regularly affect experiments which on paper look to be well-designed. Norecopa and coworkers have published the PREPARE guidelines (7) to offer scientists and animal care staff an overview of issues which should be considered when planning studies which appear to need animals, as aid to the advancement of the three Rs (Replacement, Reduction, Refinement) of Russell and Burch (8). PREPARE is based on experience gained from accrediting animal facilities, and from dialogue with scientists, animal technicians, regulators and veterinarians.

The PREPARE guidelines cover three main areas:

1. Formulation of the study

2. Dialogue between scientists and the animal facility

3. Quality control of the components in the study

PREPARE consists of a checklist (see Figure 1, currently available in 34 languages) with 15 main topics covering these areas, and a website with links to more information, guidelines and scientific papers on each subject. The checklist is available in three different formats. The website is continuously updated, as new guidelines and relevant scientific papers are published. Many of these are announced first in Norecopa's newsletters.2


[image: Figure 1]
FIGURE 1
 The PREPARE checklist (https://norecopa.no/PREPARE/prepare-checklist, accessed 8 January, 2022).


Some of the overarching aims behind the PREPARE guidelines are to promote:

1. The production of valid data (reflecting a true treatment effect, not artifacts caused, for example, by stress) from reproducible experiments. If the animal studies are designed to cast light on conditions in other species or humans, the results must be translatable to these.

2. Best possible animal welfare.

3. Attention to the health and safety of all those who are in any way affected by the animal studies, including other animals in the facility and visitors.

4. A good culture of care in the animal facility and research group.

5. Communication of best practice to other researchers and to the other stakeholders, including the general public.

A few brief examples from these areas are given below. Many more are cited on the PREPARE website.3



2. Valid, reproducible, and translatable data

There is ample evidence of both poor experimental design and reporting in the literature. Briefly, the major concerns (9) are:

• Lack of randomization and blinding.

• Low statistical power.

• Over-reliance on p-values, and p-value hacking.

• HARKing (hypothesizing after the results are known).

• Publication bias (under-reporting of negative or null results).

An overview of the concerns about the use of statistics has been published by Rowe (10).

What may be less clear to researchers is the need to modify their protocols to take into account the characteristics of the animals which they plan to use. The correct choice of species should be based upon knowledge of the hypothesis to be tested and the characteristics which a research animal must possess to be able to test the hypothesis, not solely upon which species have previously been used in the area. Among other things, physically smaller animals will in general have higher metabolic rates (11), which will affect the optimal dose rates.

Housing and husbandry conditions, and methods of handling and immobilization4,5 may all cause artifacts or stress which, in the worst case, can cause larger effects on the parameters to be measured than the experimental treatment itself [see also examples in (12)]. For example, laboratory animal diets have a far greater impact on experimental results than many realize (13). Åhlgren and Voikar (14) demonstrated how C57BL/6 mice purchased from two different suppliers showed behavioral differences which would affect the results of behavioral tests. Measurements of cardiac function are another example: Labitt et al. (15) identified changes in cardiac rhythm in mice for up to 6 mins following simple scruffing, an effect which could be eliminated by choosing a different method of grasping the skin on the neck.



3. Welfare

Adequate consideration of the welfare aspects of animal research must cover both animal and human welfare. Animal research has been dubbed “reversed veterinary medicine,” because it involves the procurement of healthy animals which are then treated in such a way that they become ill. This is the very opposite of the ideals imprinted in the education of animal care staff, and time must be set aside to inform all those who are skeptical about a new study of the benefits that will hopefully come from it, despite the very real likelihood of harm to the research animals themselves.

A good culture of care at an animal facility will help this process (see below), and will ensure that anyone who has reservations about a planned study has the confidence to speak their mind without fear of ridicule or reprisals.

Injections and blood samples which are relatively harmless in larger animals may cause significant distress in smaller ones. The stress of injections or oral gavaging can often be prevented by training animals for voluntary ingestion.6 The route and amount of blood sampling, which scientists may not be so focused upon, can dramatically affect the quality of the parameters to be measured in the samples and the welfare of the animals (16). Bleeding techniques may be evaluated against a number of subjective criteria based upon common sense:

• Is the blood vessel visible?

• Can the bleeding (including any internal blood loss) be easily stopped?

• Might the method damage surrounding tissue?

• Can the blood be collected quickly, to avoid artifacts in the samples due to variations in storage time before processing, or to mechanical damage caused by having to “milk” the vein to extract blood?

Considerable time may have to be spent designing studies which are minimally invasive and which cause the least effect on the animals' physiology. If humans are really the final target of a research programme, efforts should be made to see if animal studies can in fact be replaced by methods which use human materials.

Scientists and facility staff must both contribute to this process, not least because they are specialists in two different areas, both of which must be addressed when animal studies are planned. Scientists will naturally be mostly focused on the scientific hypotheses to be tested, and the more “mathematical” aspects of experimental design such as group size, experimental units and statistical analyses. Animal care staff will be more focused on practical issues related to space, equipment, staffing needs, competency and costs. They will also be more aware than the scientists of the potential sources of variability in the study that can be caused by intrinsic factors (e.g., genetic and microbial variation within the animals) and extrinsic factors such as the stress of transportation, social re-grouping, capture and handling, and environmental parameters (e.g., room temperature, humidity, and noise levels). Many of these are subtle and are still poorly understood or appreciated. While the potential causes of direct suffering in an experiment may be obvious, it may be more difficult to identify causes of what Russell and Burch called contingent suffering, i.e., pain and distress caused by other factors than the experiment itself, such as fighting when new social groups are established, or boredom in barren environments. A comprehensive slide deck describing the 3Rs has recently been published.7



4. Health and safety

Many research protocols, which appear scientifically sound on paper, present practical problems when preparations are made to implement them in an animal facility—or in the field. It is essential that maximum effort is made to avoid harm to anyone entering the area, or who may be exposed indirectly to harm from the experiment. This includes not only people but also other research animals. Many potentially harmful substances, such as radioactive isotopes, micro-organisms and carcinogenic drugs, are invisible and steps must be taken to ensure that they are properly contained. In addition to making sure that there are detailed protocols for their use, and emergency procedures in case someone is exposed to them, the facility must have adequate signage so that those entering the building are immediately made aware of the potential hazards and how to avoid them. Without adequate signs describing the presence of potential hazards, visitors to the facility, particularly if these are out of normal working hours, may accidentally be exposed.

Researchers who have worked with potential hazardous agents for many years will have developed their own routines for safe handling. They may not be aware of the need to inform animal care staff of these routines and, if necessary, to adjust them to the particular conditions in the animal facility, which may be very different from their laboratories. Likewise, their preferred methods of administration may not be realistic in the animals in question, necessitating a discussion. In many cases, the use of hazardous agents will lead to extra expense, for example to purchase additional protective clothing and to decontaminate the rooms afterwards. Discussions must include clarification of whom is to bear these costs.

Most significant accidents are caused by the presence of a number of smaller events which in themselves are relatively harmless, but which when they occur together trigger a significant event—the so-called Swiss Cheese effect (17).8 Threat and error management9 is an important part of running an animal facility, building in redundancy at critical steps, and including the establishment of contingency plans based upon a risk assessment (both of the facility and the research study).

Early dialogue between the research group and those who will be taking care of the animals is the clue to better science, better welfare and sufficient attention to health and safety. It is essential to clarify the responsibilities and costs at all stages of the study. These are, broadly speaking:

• Who is to perform which tasks?

• Who will be paying for equipment, procedures, training and staffing, over and above the standard functions of the facility?

They apply from the earliest preparations for a study all the way until the facility has been thoroughly decontaminated after the study and all material correctly disposed of.

These clarifications should be documented with an agreement signed by both parties. Such a document will greatly reduce the chances of research data being lost because one party had assumed that the other was going to collect them. A Master Plan should also be constructed, both for the study and for the animal facility itself, displaying the critical steps to be carried out and documentation of who has performed these. Standard Operating Procedures (SOPs) should be readily available for all of these steps, to aid harmonization. Discussions of all these stages of an experiment can greatly improve the quality of the study, as they tend to unearth potential challenges that might otherwise have been forgotten.

More advice on contingency plans and master plans is available on the Norecopa website.10 Loss of data can in the worst case result in inability to publish animal experiments, with a waste both of human resources and animal lives.



5. Culture of care

A Culture of Care is a commitment throughout a research facility to ensure mutual respect, so that everyone has the security and confidence to discuss potential concerns with an experiment or with the way in which the facility is managed. This commitment will automatically lead to an improvement in the scientific quality of the research, and the welfare of the animals in its care. The culture of care should also extend to transparency about the research, not least to the general public who in many cases are indirectly financing the research. A facility that has embraced this culture to its maximal extent will be a pleasant workplace producing high quality science from animals living in harmony with their surroundings.

Norecopa hosts the website of the International Culture of Care Network,11 which provides a forum to discuss ways in which this culture can be achieved and practical examples of resources and events that have been shown to work.

Since a caring environment empowers all employees to be able to raise their concerns, it will also embrace a Culture of Challenge (18), whereby staff look for acceptable methods of work, rather than being satisfied with what has been accepted.

The PREPARE guidelines emphasize the need for involvement of animal carers and technicians from the earliest stage of planning. There are a number of good reasons for this:

• they have a right to know about the aims of animal studies, and will be more motivated if they understand these,

• they, better than anyone else, know the possibilities (and limitations) inherent in the animal facility,

• they often possess a large range of practical skills and are good at lateral thinking from one species or project to another,

• they know the animals best,

• the animals know them best,

• lack of involvement creates anxiety, depression and opposition to animal research, as well as limiting creativity which might improve the experiments.



6. Communication of best practice

Improvements to protocols and facility management should be communicated quickly and widely so that others may benefit. In some cases this may entail writing a separate methodology paper to highlight the improvement. For example, the technique of blood sampling rodents from the saphenous vein was first described in one sentence in a research paper on a totally different subject (19), and it first became widely known and adopted after publication of a paper devoted entirely to it (20). These papers do not have to be published in journals with high impact factor, since the most important issue is to make them accessible as rapidly as possible to search engines.

Recently, a Refinement Wiki12 was created to allow even faster dissemination of such improvements, including more anecdotal accounts, with room for discussion.

Communication also entails honesty about failures or accidents. If others are to avoid the same mistakes, scientists must be prepared to report them. A service called CIRS-LAS (Critical Incident Reporting System-Laboratory Animal Science)13 has been designed for this purpose. Reports are submitted anonymously and published with a commentary on the CIRS-LAS website. The database can be searched for specific incidents.



7. The value of guidelines and checklists (standard operating procedures)

Although the 3R Guide database (see footnote 1) includes descriptions of over 400 guidelines, many more are still needed. In particular, species-specific guidelines need to be developed for housing and procedures. No better example of this is the need for more guidelines for fish, which are often treated as one group rather than separate species with very different needs.

Guidelines should be used as the basis for constructing checklists (or standard operating procedures as they are referred to in the realm of Good Laboratory Practice14) for ensuring the quality of each critical step of a study. In a busy research lab, there may be a tendency to look upon them as unnecessarily bureaucratic and time consuming, increasing the already substantial paperwork involved in animal research. On the contrary, just like a kitchen recipe (once it is written down), they save time, avoid errors, and ensure that the result is repeatable.

Checklists have many advantages. They are used extensively in the aviation industry to maintain their excellent safety record:

• They reduce risk of forgetting to carry out vital actions.

• They ensure that procedures are carried out in the correct sequence.

• They encourage cooperation and cross-checking between all players.

• They make sure that everyone is “on the same page.”

Norecopa has spent considerable resources on creating a website with links to global resources within animal research (both in the laboratory and in the field) and testing, animal welfare and related topics which can be helpful when planning, conducting and writing up animal studies. The website currently consists of roughly 9,000 pages, organized as one large searchable database. It includes a number of smaller databases such as NORINA (an inventory of ~2,800 alternatives or supplements to animal use in education and training),15 3R Guide (a global collection of ~400 guidelines for animal research)16 and TextBase (~1,500 textbooks and other literature of relevance to this field).17 The website also contains information about, and links to, over 70 external databases which scientists may have use for.18

Access to these global resources has been facilitated by the overarching PREPARE Guidelines (7).



8. Concluding remarks

The pathway to better science consists of many steps, including some which are not the subject of this paper. Planning guidelines such as PREPARE (7) are, for example, complementary to reporting guidelines such as ARRIVE (4).

All too often, researchers are confronted at the submission stage with questions from reviewers which they are unable to answer, largely because these have not been addressed during the planning stage of the study. Conscientious use of planning guidelines, which act as an overarching checklist, will help researchers to identify and address these issues while it is still possible to act on them—for example to ensure that data which reviewers may later consider critical to the study is in fact recorded. Thorough planning will make it easier to perform adequate reporting, which in turn will greatly increase the likelihood of a manuscript being accepted for publication so that researchers will find that: “We ARRIVEd because we were PREPAREd.”
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Mice are the most commonly used laboratory animal, yet there are limited studies which investigate the effects of repeated handling on their welfare and scientific outcomes. Furthermore, simple methods to evaluate distress in mice are lacking, and specialized behavioral or biochemical tests are often required. Here, two groups of CD1 mice were exposed to either traditional laboratory handling methods or a training protocol with cup lifting for 3 and 5 weeks. The training protocol was designed to habituate the mice to the procedures involved in subcutaneous injection, e.g., removal from the cage, skin pinch. This protocol was followed by two common research procedures: subcutaneous injection and tail vein blood sampling. Two training sessions and the procedures (subcutaneous injection and blood sampling) were video recorded. The mouse facial expressions were then scored, focusing on the ear and eye categories of the mouse grimace scale. Using this assessment method, trained mice expressed less distress than the control mice during subcutaneous injection. Mice trained for subcutaneous injection also had reduced facial scores during blood sampling. We found a clear sex difference as female mice responded to training faster than the male mice, they also had lower facial scores than the male mice when trained. The ear score appeared to be a more sensitive measure of distress than the eye score, which may be more indicative of pain. In conclusion, training is an important refinement method to reduce distress in mice during common laboratory procedures and this can best be assessed using the ear score of the mouse grimace scale.
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1. Introduction

Laboratory animal welfare is influenced by handling procedures. This includes housing and routines which range from arriving at the research facility until the animals are sacrificed at the end of the study. Stress and suffering may compromise the animals’ health and welfare, as well as introduce problematic, confounding factors that may interfere with the interpretation of biomedical results (Ghosal et al., 2015; Ono et al., 2016). The development of methods and activities for refinement is therefore important to reduce stress before, during and after the animal experiment. Refinement activities are often associated with improved housing conditions and environmental enrichment (Baumans and Van Loo, 2013). This can include the usage of non-aversive animal handling methods (Hurst and West, 2010) and animal training (Westlund, 2015).

Stress has the potential to impact physiological responses in two ways: increasing variability (Koolhaas et al., 2010; Fridgeirsdottir et al., 2014; Nakamura and Suzuki, 2018) or acting as a confounding factor (Rowan, 1990; Strekalova et al., 2005; Ghosal et al., 2015; Ono et al., 2016). Consequently, proper acclimation (adaptation to environmental conditions), including handling and sampling procedures, is crucial to safeguard the quality of the data from acute stress reactions.

In addition to improved housing and enrichment, gentle handling, and training should be employed as a refinement protocol before any experimental procedure is performed. Animal training or structured human-animal interactions reduces laboratory animal stress and has been effective for numerous lab animal species. For example, in primates, training has been shown to reduce fear and associated stress responses (Westlund, 2015) and, in rats, tickling reduces the stress of repeated intraperitoneal injections (Cloutier et al., 2014).

However, there have been limited studies on the refinement effects of mouse training, although they are the most used laboratory animal (with 5.5 million being used in EU, constituting approximately 52.5% of laboratory animals) (European Commission, 2022). Hurst and West (2010) compared the anxiety levels induced by differing mouse handling methods. Mice lifted by their tails exhibited high anxiety and handler aversion compared to those lifted in their shelters/tubes, or in an open hand (cup) (Hurst and West, 2010). Gouveia and Hurst (2019) later investigated the duration and handling frequency needed to familiarize mice with these different lifting methods (tail, tube, and cup lifting). More handling sessions were needed to habituate mice to be cupped on an open hand, compared with tube lifting (Gouveia and Hurst, 2019). Moreover, a strong handler aversion was observed after only a short duration and frequency of tail lifting. The positive effects of frequent handling with non-aversive techniques (tube lifting for instance) were not affected by scuffing or subcutaneous injections (Gouveia and Hurst, 2019). This suggests that these handling techniques have practical application in laboratory settings where mice are frequently required to be restrained for routine procedures.

The refinement aspect of the 3Rs concept is defined as a method which alleviates or minimizes potential pain, suffering, and distress, and which enhances animal well-being (MacArthur Clark, 2018). This study focuses on the refinement component of 3R’s. Understanding mouse behavior and signs of welfare vs. distress is pertinent to evaluate efforts aiming at refinement (Brown et al., 2006). General welfare assessment protocols for scoring animal suffering have been used to measure the effects of refinement strategies for research animals (Hawkins et al., 2011), and for specific experimental animal models, e.g., experimental autoimmune encephalomyelitis (Wolfensohn et al., 2013). In 2010, Langford et al. (2010) published the Mouse Grimace Scale (MGS) for assessment of facial expressions of pain in the laboratory mouse. This highly cited method, not only allows identification of the degree of pain in mice, but also shows that mice express feelings of pain using facial expressions, just like humans (Leach et al., 2012). Could mice also reflect feelings of distress in their facial expressions?

In this study we investigate effects of mouse training during acclimation by scoring the ear and eye appearance according to the MGS (Langford et al., 2010) during subsequent injection and blood sampling. We hypothesize that trained mice are less stressed than mice handled using traditional handling methods. In addition, we assess the usefulness of the MGS during non-painful as well as painful handling procedures. Here, we adapted this scoring method to assess stress and discomfort in mice, by focusing on the ear and eye categories of the scoring system.



2. Materials and methods


2.1. Animals and housing

Twenty male and 20 female, 4-week-old, CD1 mice were purchased from Charles River where they were tail lifted. The mice were randomized into groups of two or three per cage. Randomization was done by placing the first mouse lifted from their travel cage in group 1, the second in group 2, the third in group 1, etc. This was done within each gender group so that there were 20 animals per group (10 males and 10 females). The mice were housed in Macrolon 3H cages with bedding (Aspen bedding), nesting material (happy mats and sizzle nest) and a cardboard house and tunnel. They were provided standard chow and tap water ad libitum. Their cages were changed once weekly and they were maintained with a 12 h light/dark cycle, temperature between 19 and 21°C, and humidity of 40–70%. The study was approved by the Swedish Research Animal Ethics Committee (Stockholms södra djurförsöksetiska nämnd).



2.2. Study design

In an experiment setting, the facial expressions of trained, cup lifted (test group) and non-trained, tail lifted (control group) mice were compared during common research procedures; namely subcutaneous (s.c.) injection and tail vein blood sampling (Figure 1A). The mice were handled by the same female technician for all procedures and all staff interacting with the mice were also female. The group allocation was known by the animal handlers during conduction of the experiment, i.e., in training sessions as well as s.c. injection and blood sampling.
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FIGURE 1
(A) Experimental timeline. D1 of training is used as a baseline as this is the first handling session. (B–E) Data are represented as the sum of categorical scores: the sum of facial scores from all evaluators (7 evaluators for ear and 6 evaluators for eye) for all mice in each treatment group (n = 10). Maximum possible score for ear: 140, maximum possible score for eye: 120. *p < 0.05, **p < 0.01, ***p < 0.001. Significance indicated directly above each bar indicates comparison to Day 1 category of the same sex group and handling observation, e.g., start, challenge, and post-challenge. Comparisons between groups for sex difference and training effect (combined start, challenge, and post-challenge scores) are indicated by lines above the bars. D1, day 1; D22, day 22 and corresponds to s.c. injection.


The control group was handled using traditional handling techniques. This means that the mice were acclimated for 1 week and had daily observations through the cage, followed by a thorough examination once weekly. This was accompanied by regular cage changes. These mice were always lifted by their tails, including during cage changes.

The test group was acclimated for 1 week, thereafter, they were trained according to a schedule. In the schedule, mice were trained five times a week for 3 weeks (before s.c. injection) and then trained for a further 2 weeks (a total of 5 weeks of training) before blood sampling. The training procedure was designed to prepare the mice for dosing and sampling procedures commonly used in toxicological studies: the mice were cupped in the technician’s hand and put on a soft piece of fabric/soft pad placed on the procedure table. The skin was lifted/pinched, simulating skin lifting at subcutaneous injection, at four possible injection sites and the mouse was cupped in the hand again and transferred back to the cage (Supplementary Video 1). Each session lasted approximately 8–10 seconds. The mice were always lifted by cupping, including during cage changes.

After 3 weeks of training, both groups were injected subcutaneously, but no substance was administered. The test group was then trained for a further 2 weeks (a total of 5 weeks of training) and on day 36, mice from both groups had blood sampled via the tail vein (Figure 1A). The subcutaneous injections and blood sampling via the tail vein were performed using a non-restrained method in all groups. Here, the mouse was placed on a soft piece of fabric on the lab bench where all training and experimental procedures were performed. The injections and sampling were done in groups of 10 according to the treatment groups.

Each animal in the test group was filmed at the first and seventh day of training, and each mouse from both groups (test and control) were filmed at day 22 and day 36, when injected subcutaneously and blood was sampled intravenously, respectively.



2.3. Scoring protocol

Ear scoring and eye scoring were performed using a three grade scale from the MGS (Langford et al., 2010): 0 = normal ear position and eye appearance (Supplementary Videos 1, 2), 1 = slightly changed ear position and slightly altered eye appearance (Supplementary Videos 3, 4) and 2 = totally changed ear position and altered eye appearance (Supplementary Videos 5, 6). Example videos of blood sampling can be seen in Supplementary Video 7 (control) and Supplementary Video 8 (trained).

Each animal was scored at three time points in each film: before, during and after the challenge (pinch/injection/needle puncture). The scoring was done by seven evaluators, all of them experienced animal technicians working with mice in toxicity studies (see Supplementary Table 1 for an example of the scoring sheet).

The films were randomized, all identifiers removed and shown to all evaluators at the same occasion. All films were displayed twice, and evaluators registered their score on separate sheets without conferring with each other. Ear and eye scores were recorded in the same viewing session. The evaluators scored in total 120 films (80 films from the trained group and 40 from the non-trained group). In addition, as an internal validation of the scoring procedure, 16 of these films were randomly selected and displayed twice, once in the beginning of the session and a second time at the end to evaluate the scoring stability over the day. The evaluators’ individual scoring was also compared.



2.4. Statistics

Each mouse was considered a single experimental unit and no unit or data point was excluded during the analysis, thus the sample size was 10, unless stated otherwise.

The results of both ear and eye scores were analyzed separately and grouped by sex, treatment (and day) and by handling event (pre-challenge, challenge, and post-challenge). Comparisons between groups used individual scores from the evaluators and were treated as three-level ordinal variables (Score 0, 1, 2). Group comparisons were performed using Ordinal Logistic Regression (OLR) (Venables and Ripley, 2002) using the MASS function1 in RStudio (2022.07.1 Build 554). Significance values, expressed as p-values, were derived from an ANOVA with a post hoc Chi-squared test comparing the null-hypothesis. All regression coefficients from the OLR are set to zero to the OLR derived from the group comparisons. The observed p-values are reported as not significant (ns) (p ≥ 0.05) or significant at p < 0.05, p < 0.01, and p < 0.001.

For the evaluation of training effect on specific responses, pre-challenge, challenge, and post-challenge responses were compared to their day 1, within-sex response. For the evaluation of sex effects and overall training effects all within-sex scores (pre-challenge, challenge, and post-challenge) were grouped for each training/evaluation occasion (day). Overall training effects and sex differences were evaluated using these grouped scores.

Evaluation of the uniformity of observer scores (n = 7 for ear and n = 6 for eye) was performed using OLR in RStudio (2022.07.1 Build 554) with a chi-squared statistic with the group of scores for each observer across all test conditions grouped and compared to all other observers.

To control for observer scoring consistency, 16 films were displayed twice, to evaluate the scoring stability over the day (n = 16). Normality was evaluated using the Shapiro–Wilk test. The scores recorded at the start of the session were compared to those scored at the end of the session using a repeated measures t-test (normal distribution) or a repeated measures Mann Whitney test (non-normal distribution). This was conducted in GraphPad Prism Version 9.




3. Results


3.1. Trained mice display less discomfort than non-trained mice

At day 22, the mice had a s.c. injection, the facial scores were recorded and, later, scored. Both male and female trained mice had lower ear and eye scores, when compared to the first day of training for this procedure (Figures 1B, C). Furthermore, when the facial expressions of the control vs. trained group were compared at D22, trained mice had lower ear scores than the control mice, showing reduced discomfort (Figure 1D). However, there were no differences in eye score between trained and control mice (Figure 1E).

The facial expressions of the control group were also compared with that of the training group’s facial scores on day 1. Facial scores on day 1 provide a baseline for all the mice as this was the first time that the trained mice were handled, thus at this point, they are considered naïve (Figure 1A). Interestingly, at day 22, the untrained mice had lower ear and eye scores when compared to day 1 of the training group (Figures 1D, E). This suggests that, despite not being trained for handling, the mice became habituated to their environment over the 22-day period, which also impacted the facial scores and level of discomfort during s.c. injection.

On day 36, the mice had blood sampled from their tail vein–a procedure for which neither group was specifically trained. The changes in facial expression seen here in the trained group is a result of habituation to general handling. Here, trained mice had lower ear scores than control mice (Figure 2A) and trained male mice had lower eye scores compared to untrained male mice (Figure 2B). However, unexpectedly, the female eye score from the trained mice was higher than that of the untrained mice (Figure 2B).
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FIGURE 2
(A,B) Data are represented as the sum of categorical scores: the sum of facial scores from all evaluators (7 evaluators for ear and 6 evaluators for eye) for all mice in each treatment group (n = 10). Maximum possible score for ear: 140, maximum possible score for eye: 120. Comparisons between groups were performed using grouped data for each sex and training/control group. Significant differences between groups are indicated by lines above the bars, *p < 0.05, **p < 0.01, ***p < 0.001. D1, day 1; D36, day 36 and corresponds to tail vein blood sample. (C) Distribution of all the ear and eye scores, combining treatment group and sex.




3.2. Ear scoring was more sensitive than eye scoring, in this study

Data are represented in the graphs as the sum of categorical scores: the sum of facial scores from all evaluators (7 evaluators for ear and 6 evaluators for eye) for all mice in each treatment group (n = 10) (mean score and SD for individual groups in Supplementary Table 2). The maximum possible score is 140 and 120 for the ear and eye, respectively. The maximum recorded ear score was 123 and the maximum recorded eye score was 57. There was also a difference in distribution of the data with a minimum of 6 for the ear and 1 for the eye score. Furthermore, the mean ear score was 73.5 for the ear and 19 for the eye. The larger range of distribution (Figure 2C) in the ear score, compared to the eye score, suggests that the ear score may be a more sensitive measure of discomfort than the eye scores overall. However, in response to challenge, the eye scores appear to be a more sensitive measure of pain/perceived pain (Figures 1C, E, 2B).



3.3. Females had lower ear scores after training, compared to males

There was no difference in baseline ear and eye scores in male and female mice at day 1. However, after 7 days of training, mimicking subcutaneous injection, there was a reduction in ear score in females but not in males (Figure 1B). Compared to day 1, both male and female mice had reduced challenge and post-challenge eye scores with only the females having reduced start eye scores (Figure 1C).

Only at the subcutaneous injection, after 22 days of training, was the ear score reduced in the male mice (Figure 1B), suggesting that males may require more training sessions than females to reach the same level of habituation to handling. On the other hand, after 22 of training, the eye scores were reduced in in both males and females at all time points (start, challenge and post-challenge) (Figure 1C).

In both the trained and untrained group, the females had overall lower scores in both the ear and eye score categories compared to the males. However, this was only statistically significant when evaluated using the ear scores.



3.4. There was no significant difference between scores performed by different test persons

Evaluation of the distribution of scores between observers across all films in this study demonstrated that there does not appear to be any significant difference in the distribution of scores from any one observer and the remaining group of observers or between individual observers.

In addition, there was no significant change in the scores for the 16 films evaluated at the beginning of the day, when compared to the end of the day (an indication of score stability) for the ear score. However, the eye scores recorded at the end of the session were lower (mean 8.3, max 17, min 1) compared to the beginning of the session (mean 10.4, max 24, min 1) (Supplementary Figure 1).




4. Discussion


4.1. Habituated animals are less stressed

In the present study, trained mice were handled five times per week for 3–5 weeks, and during the 8–10 second handling sessions, the handler mimicked procedures associated with a subcutaneous injection: partial restraint by the base of the tail, and four skin lifts on both shoulders and flanks. The control group was handled according to traditional handling procedures, e.g., tail lifted and only handled during cage changing. Trained mice expressed less distress than the control mice during experimental procedures, when evaluated using the orbital tightening and ear position categories of the MGS. However, the ear score was the most sensitive measurement of distress.

Animals may be expected to either sensitize (show an increased stress response over time) or habituate (show a decreased stress response) to a stimulus (McSweeney and Murphy, 2009). Whether one or the other occurs depends on how the introduction to the potentially aversive stimulus is carried out, as well as how aversive it is. In the current study, the aversiveness of the procedure was reduced by lifting the mice in cupped hands, as well as minimizing restraint: the animal was placed on a soft piece of fabric–a possible explanation as to why the animals habituated rather than sensitized in the present study.

Acclimation to certain experimental procedures or situations has previously been shown (Westlund, 2015; Kärrberg et al., 2016; Lindhardt et al., 2022). For example, stress-associated weight change in mice was avoided by acclimating mice to the oral gavage procedure, either by sham gavage or by restraint (Kärrberg et al., 2016). However, the training can be stressful. Body weight loss was observed during the acclimation compared to the untrained mice, which indicates that the training, including restraint, was stressful. Restraint for injections and blood sampling triggers stress in mice (Meijer et al., 2006). Consequently, habituation to general handling should be the goal of the training sessions, not necessarily training for the specific procedure.

Acclimation to this particular short training procedure is expected to generalize to a variety of different experimental procedures, especially procedures which allow for the mice to be in contact with the fabric/soft pad. During the training sessions, the mice became accustomed to a sequence of events. Firstly, they were enclosed by a gloved hand and removed from the cage–an important step expected to occur with any type of procedure. Within a few seconds, they were placed on a soft fabric pad on the procedure table. In this situation, the tactile, visual, and olfactory sensations of the environment may dominate and, to some extent, even overshadow the subsequent handling/skin lifting/pinching. Finally, after a few seconds, the animals were returned to their cage. As a result, we expect that the mice would have learned that the whole experience (being enclosed within gloved hands, sitting on a soft pad for a few moments and experiencing a plethora of sensations, returning to their home cage) was highly predictable and therefore less stressful over time. Consequently, if we were to keep most of the sequence intact, then we would expect the calming effect of the training to generalize to several types of experimental procedures in the trained mice. This generalized effect of the handling was demonstrated by the reduced stress during blood sampling on habituated animals compared to controls. Such carry-over effects of handling for procedures other than those the animals were specifically trained for has already been previously demonstrated (Gouveia and Hurst, 2019; Marcotte et al., 2021).

Mice have also been successfully trained using intricate positive reinforcement protocols (Leidinger et al., 2017). These require time and trainer skill; in a clicker training study by Leidinger et al. (2017), each training session was 5 min, and the training followed a 38-step training manual. This illustrates that training using operant procedures requires some skill from the handler. Most animal technicians, although skilled in technical laboratory animal procedures such as blood sampling, might not have the training to successfully shape operant responses using positive reinforcement and successive approximations of desired responses (shaping).

However, the acclimation procedure used in the current study was simply exposing the animal to the future experimental procedure multiple times before the experiment started, albeit replacing the final injection with four skin lifts. Furthermore, each training session was only 8–10 seconds long. Two unique additions in the current study that may not be in use in all facilities was to (a) lift the mouse in a cupped hand, and (b) put the mouse on a soft pad rather than use restraint during the experimental procedure. Both techniques require little training to master for the handler, and effectively reduce stress for the animal.

This technique could be further refined by combining systematic desensitization (gradually introducing the handling/stimulus over several training sessions) with counter conditioning (immediately following each training session with access to a desired resource, such as food treats) to prevent and diminish fear and stress. This approach may diminish the stress scores observed in the current study during the initial days of acclimation. Further investigation to reduce the training time is also required for training to be practical and economically viable. Recently, a 3-day training technique was developed to habituate mice to handling (Marcotte et al., 2021). This method involves increased interaction with an individual mouse over a period of 3 days, with different milestones to reach before moving to the next step. This method could be tested, using facial expressions to determine the optimal number of training sessions needed per strain and sex.



4.2. The mouse grimace scale measures not only pain, but also distress/fear/discomfort

In this study, the positive effects of training laboratory mice were successfully assessed by the ear position of the MGS. The ear score was a more sensitive measure of discomfort, compared to the eye score. Furthermore, the ear score was more stable over the duration of the scoring session, when evaluated using the internal validation test. However, the eye score may be a more sensitive marker of pain or perceived pain. This is evident by the clear peak in eye scores, but not ear scores, during s.c. injections and pinching (Figures 1C, E).

Interestingly, there was also a difference in peak score patterns between the s.c. injection and tail vein blood sampling. During the training sessions and s.c. injection, the ear and eye scores peaked during the challenge. However, during the blood sampling on day 36, the ear score peaked before the challenge, and the eye score peaked at the challenge. This could be attributed to slight differences in handling the mice in the different procedures. During training and s.c. injection, the mouse is briefly held at the tail base, quickly followed by an injection and or pinch. In contrast, during the blood sampling, the mouse is restrained by the tail base for a longer period, during which the tail vein is identified before puncture. This longer duration of restraint may cause additional distress which exceeds that of skin puncture. If the ear is a more sensitive measurement of discomfort, and not pain, this would explain why the peak score was before the challenge and the eye score still peaked during the challenge.

Changes in facial expression is an interspecies indicator of pain and emotional status (Zych and Gogolla, 2021) and facial scoring systems in numerous animal species have been developed to improve animal welfare (Boissy et al., 2011; Bellegarde et al., 2017; Marcet Rius et al., 2018; Lambert and Carder, 2019). The MGS system was initially developed to assess pain in mice (Langford et al., 2010) but, here, the orbital tightening and ear position categories of the MGS were used to assess fear and distress.

The ear is the most mobile part of the face in many animal species and easily assessed. Particular attention to ear position has been given to evaluate emotional states of farm animals. For example, Boissy et al. (2011) found that negative emotional states in sheep were associated with the ears being pulled back and, in positive states, the ears were pulled forward. Similar associations between emotional state and ear position have been found in goats (Bellegarde et al., 2017), cows (Lambert and Carder, 2019), and pigs (Marcet Rius et al., 2018). However, there has been limited investigation into the association between facial expression and emotional states of laboratory animals. Finlayson et al. (2016) used the rat grimace score in combination with other measurements to assess the effect of positive interaction such as tickling on the facial expression of rats. They found that the positive treatment was associated with a pinker ear color and wider ear angle (Finlayson et al., 2016).

In mice, Defensor et al. (2012) used the MGS to evaluate their emotional state in different contexts of stress; such as predator stress, intruder stress and from the discomfort due to whisker stimulation with a brush, etc. Some components of the MGS, such as the ear position and orbital tightening were strongly associated with direct contact or potential for contact, e.g., when the mouse whiskers were directly touched with a brush, two unfamiliar mice were placed opposite each other across a barrier, or an intruder mouse was placed in the home cage. In contrast, the nose bulge and cheek swell scores were increased more with potential exposure to a predator, i.e., when exposed to the scent of a cat or exposure to a rat across a barrier. This supports our use of the orbital tightening and ear position score to assess mild to moderate stress during handling.

Dolensek et al. (2020) further investigated this link between facial expression and emotional state of mice using image analysis and machine-learning as an alternative to the MGS. They showed that facial expressions are reliable indicators of emotional states and confirmed this thorough optogenic stimulation of subregions and projections of the insular cortex. They also used optogenic stimulation to manipulate γ-aminobutyric acid–releasing neurons in the ventral pallidum, which process reward to pleasant stimuli. Although image analysis of facial expressions can provide an objective assessment of the mouse’s emotional state, it requires special equipment, expertise which can only be assessed post-handling.

Most methods used to evaluate the success of habituation/gentle-handling techniques on the mouse’s stress levels and welfare often require specialized behavioral or biochemical tests. For example, the elevated plus maze test, handler interaction tests, fecal or blood corticosteroid levels, etc. Here, by handlers focusing on the ear position categories of the MGS, they will be able to assess the response of the mouse to their handling/training during each interaction. This is thus a simple, cost-effective tool which can be used daily to evaluate the level of stress in mice to improve welfare.



4.3. Sex difference in response to training

Despite having the same baseline facial expression scores, trained, female mice had, overall, lower scores compared to the males in both the ear and eye score categories. They also had a significant reduction in facial scores after the first week of training, which was not seen in the male mice until day 22.

To improve rigor and translatability of preclinical research, many grant funding organizations now require applicants to include both male and female animals in the experimental design (Shansky and Murphy, 2021). This means that more female mice are expected to be used in preclinical research than in the past. As a result of these funding changes, there is also increasing evidence that male and female, animals and humans alike, respond differently to stress (Bangasser and Wicks, 2017). This evidence supports our findings that male mice respond differently to training compared to female mice.

However, the effects of sex on the number of training sessions required for habituation have not been reported. For example, in the 3-day training technique by Marcotte et al. (2021), habituated male C57BL/6 mice had increased voluntary interaction and decreased anxiety-like behaviors (measured by novelty-suppressed feeding and elevated plus maze), compared to the tail lifted groups. In females, training did not affect these measurements, but did result in decreased serum cortisol levels after 3 days of handling. However, the male and female groups used in that study were different ages, confounding these sex differences (Marcotte et al., 2021). In another study, testing a 14-day habituation protocol of C57Bl/6 mice to magnetic resonance imaging (MRI), male mice had a significant decrease in heart rate after 10 days of training, and females, after 11 days. Females had higher fecal corticosterone metabolite levels, compared to the males, suggesting that they were more stressed throughout the training protocol. However, there were no other indications that the females habituated to the MRI simulation at a different rate than the males (Lindhardt et al., 2022).



4.4. Future areas of research

Here, we show that the ear score, a component of the MGS, is a sensitive method to measure distress in mice. However, further studies are needed to refine this scoring system to focus on signs of distress, rather than pain. In addition, strain differences should also be investigated. Here, only female handlers worked with the mice and handler gender has been shown to influence the level of stress in mice (Sorge et al., 2014), consequently the effect of handler gender on the facial scores should also be studied.

A handful of studies have shown that the methods used to lift mice can affect endpoints used in biomedical (Ghosal et al., 2015; Ono et al., 2016) and behavioral (Novak et al., 2015; Gouveia and Hurst, 2017; Ueno et al., 2020) research. Consequently, a follow up study should assess the effects of training on biochemical parameters of interest in a biomedical study, e.g., severity of a disease model, measurement of metabolic parameters, etc.



4.5. Limitations

The required 3–5-week training duration may be prohibitively long and time consuming within certain fields. In future studies, the training duration could be considerably reduced as an improvement in facial scores, in females, was already seen on day seven. Perhaps, the facial scoring used in this study could be more widely adopted, when combined with the 3-day training protocol (Marcotte et al., 2021). Furthermore, there may have been some group effect as, for logistical reasons, mice were injected and sampled in their treatment groups. Further studies should aim to inject/sample the mice in mixed groups.

The mice were trained in the mornings, during their light cycle/rest period which may have effects on their sleep. This may be a factor which needs to be addressed in all future training protocols used for crepuscular, nocturnal animals. Training should be done at the beginning/end of the dark cycle or during the dark cycle, possibly using a reversed-light cycle or time-shift approach (Hawkins and Golledge, 2018). Although tested to evaluate sleep deprivation in mice, Longordo et al. (2011) did investigate the effects of 3 min disturbance of sleep in mice during the light phase, over 6-days. This is similar to what mice would experience during a training protocol. On all six handling days, there was approximately 25% reduction in resting time and serum cortisone levels were raised. Consequently, routine handling of mice during the light cycle could also introduce confounding effects in behavioral and biomedical studies and needs to be considered when establishing a training protocol (Hawkins and Golledge, 2018).

Lastly, this study investigated training in cup lifted mice and compared it to untrained tail lifted mice. Consequently, some of the changes seen in facial expressions between the two groups may not purely be due to training, but also be influenced by the handling method used.




5. Conclusion/Summary

Habituating mice, through training, to common laboratory procedures for 8–10 seconds during the acclimation period significantly reduces stress. This study was conducted using CD1 mice as they are a general-purpose mouse, commonly used for genetic, toxicology and pharmacology research. However, training is expected to be successful in other strains, such as the C57/BL6 which have previously been shown to be receptive to habituation protocols (Marcotte et al., 2021; Lindhardt et al., 2022). We suggest that general training and gentling protocols, during acclimatization, would reduce stress during experimental situations and therefore improve animal wellbeing. The gentle handling enables whole experiments to be performed with minimum stress placed upon animals and animal handlers, with unrestrained animals. This refinement is also followed by reduction, as better handling during experimental procedures such as dosing, and blood sampling reduces the risk of mistakes at dosing as well as lost samples. Consequently, the number of animals per group could be reduced to a minimum. Furthermore, lowered stress could potentially lead to reduced sample variability, thus requiring less animals while still maintaining statistical power.

Ear scoring is a sensitive, easily observable, and useful tool for assessing lower levels of distress. This method could therefore be an important tool when assessing improvements of animal welfare in 3R projects and method developments.
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SUPPLEMENTARY FIGURE 1
Sixteen films were displayed twice, once at the start of the session and a second time at the end to evaluate the scoring stability over the day. Data are represented as the sum of categorical scores: the sum of facial scores from all evaluators (7 evaluators for ear and 6 evaluators for eye) for all mice in each treatment group (n = 10) and for all time points in each film (start + challenge + post-challenge). (A,C) Total scores for each mouse and day are shown at the start and end of the session. (B,D) Violin plots show changes in distribution of scores between the start and end of the scoring session.*p < 0.05.

SUPPLEMENTARY TABLE 1
Example of facial scoring sheet used in the scoring session.

SUPPLEMENTARY TABLE 2
Score per mouse (sum of scores from evaluators) separated by treatment group, day, and time point in the film (start, challenge, and post-challenge). Values are presented as mean ± standard deviation.
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Touchscreen-based procedures are increasingly used in experimental animal research. They not only represent a promising approach for translational research, but have also been highlighted as a powerful tool to reduce potential experimenter effects in animal studies. However, to prepare the animals for a touchscreen-based test, an often time-consuming training phase is required that has itself been shown to cause increased adrenocortical activity and anxiety-like behavior in mice. While these findings point at a potentially negative effect of touchscreen training at first glance, results have also been discussed in light of an enriching effect of touchscreen training. The aim of the present study was therefore to shed more light on recently reported touchscreen training effects, with a particular focus on the termination of the training routine. Specifically, we investigated whether the termination of regular touchscreen training could constitute a loss of enrichment for mice. Thus, we assessed fecal corticosterone metabolites (FCMs), exploratory-, anxiety-like and home cage behavior in touchscreen-trained mice in comparison to food restricted and ad libitum fed mice, as a restricted diet is an integral part of the training process. Furthermore, we compared these parameters between mice that were continuously trained and mice whose training was terminated 2 weeks earlier. Our results confirm previous findings showing that a mild food restriction increases the animals' exploratory behavior and shifts their activity rhythm. Moreover, touchscreen training was found to increase FCM levels and anxiety-like behavior of the mice. However, no effect of the termination of touchscreen training could be detected, a finding which contradicts the enrichment loss hypothesis. Therefore, we discuss two alternative explanations for the findings. Yet, the current state of knowledge is not sufficient to draw final conclusions at this stage. In compliance with the refinement endeavors for laboratory animals, further research should assess the severity of touchscreen procedures to ensure a responsible and well-founded use of animals for experimental purposes.
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cognitive enrichment, anxiety-like behavior, glucocorticoids, anticipation, enrichment loss, stress inoculation, negative contrast, touchscreen technology


1. Introduction

Touchscreen-based procedures are increasingly used in animal research (Bussey et al., 2008). Due to the similarities to human testing techniques [e.g., CANTAB (Fray et al., 1996)], they hold a high translation potential, with some tasks being already successfully translated to rodents (Armbruster et al., 2012; Richter et al., 2014). Besides this, touchscreen procedures have been highlighted as a powerful tool to reduce potential experimenter effects in animal studies, thereby representing an important refinement strategy (Richter et al., 2014). However, in order to prepare the animals for a touchscreen-based test, an often time-consuming and intense training phase is required that consists of several weeks of daily training (Richter et al., 2014). As it has already been shown that such routinely applied and predictable procedures can have extensive effects on the animals (Bassett and Buchanan-Smith, 2007), it cannot be excluded that the touchscreen training itself can also affect the experimental outcome. Indeed, there are two studies that already report an influence of regular touchscreen training on hormones and behavior in mice. Both show effects on hypothalamus-pituitary-adrenal (HPA) axis activity of touchscreen trained mice across the day, which was highest during the anticipation of a training session (Mallien et al., 2016; Krakenberg et al., 2021). Moreover, we reported increased anxiety-like behavior in touchscreen trained mice in a previous study (Krakenberg et al., 2021). At first glance, these findings might point at a detrimental effect of touchscreen training, indicating impaired welfare in these animals (Paul et al., 2005). However, in light of the so-called “stress inoculation” hypothesis, the findings regarding HPA axis activity could also indicate the opposite effect, namely an enriching effect of touchscreen training. More precisely, according to this hypothesis, mild daily stress is assumed to lead to a higher coping ability with environmental stressors, thus contributing to improved welfare (Crofton et al., 2015; Mallien et al., 2016). In line with these thoughts, we previously developed an alternative explanation, suggesting that an “enrichment loss effect” could account for the increased anxiety-like behavior in the touchscreen trained mice. More specifically, the tests to assess anxiety-like behavior were conducted with a temporal distance of 2 weeks to the termination of the touchscreen training. If the mice indeed perceived touchscreen training as enriching, a termination of training would pose a loss of enrichment, which might be reflected in increased anxiety-like behavior (Krakenberg et al., 2021). This explanation seems to be especially reasonable, as touchscreen training represents a cognitive challenge and cognitively active animals are assumed to be of greater risk to suffer from enrichment removal (Nicol, 1996).

Following up our previous study (Krakenberg et al., 2021), we here aimed to investigate the effects of touchscreen training termination. Hence, we not only included touchscreen trained and control mice in our experiment, but also compared continuously touchscreen trained mice with mice whose training was terminated 2 weeks earlier. As in the mentioned study, we conducted a battery of standardized tests concerning anxiety-like and exploratory behavior and determined fecal corticosterone metabolites (FCMs), which reflect adrenocortical activity (Palme, 2019). However, besides analyzing home cage activity we extended our focus to include stereotypies, which can be used as an indicator for impaired welfare (Latham and Mason, 2010). In line with the stated literature, we hypothesized touchscreen trained mice to display differences in behavioral, as well as endocrinological measurements compared to control mice. Furthermore, we hypothesized continuously touchscreen trained mice to differ from mice whose training was previously terminated concerning the mentioned parameters.



2. Animals, materials and methods


2.1. Animals and housing conditions

The study included 72 male C57BL/6J mice, ordered from Charles River Laboratories (Research Models Services, Germany GmbH, Sulzfeld, Germany) at postnatal day (PND) 28. Mice were delivered in 3 batches, i.e., at three different time points, with always 24 mice per batch. From then on, all individuals were housed singly. Although male mouse housing is a topic of controversial discussion in research (Kappel et al., 2017; Melotti et al., 2019), single housing was chosen in this study, as the applied mild food restriction holds the potential to increase aggressive interactions. The 3 animals that initially shared the same cage were treated as matched triplets for the following experimental phase. The cages (Makrolon Typ III cages: 38 × 22 × 15 cm3) contained wood shavings as bedding material (TierWohl Super, J. Rettenmaier and Söhne GmbH & Co KG, Rosenberg, Germany), a paper tissue, a wooden stick, and a semi-transparent red plastic house (Mouse HouseTM, Tecniplast Deutschland GmbH, Hohenspeißenberg, Germany). In addition, a transparent red plastic tunnel (Mouse Tunnel Red, Plexx B.V., Elst, Netherlands) was added to the cages 1 week before the experimental phase started. Water and food (Altromin 1324, Altromin Spezialfutter GmbH & Co. KG, Lage, Germany) were offered ad libitum, except during specific phases of the experiment that required a restricted feeding regime (for details see below). The housing room was maintained at a reversed dark/light cycle with lights off at 9 a.m., a temperature of ~22°C, and a relative humidity of about 50%.



2.2. Experimental design

Following the experimental design of Krakenberg et al. (2021), all mice were habituated to tunnel handling 1 week before the start of the different feeding routines and the touchscreen training. This was done by gently guiding the mouse into the tunnel that was already located in the home cage for enrichment purposes. Tunnel handling was found to be less stressful compared to the commonly used tail handling technique (c.f. Hurst and West, 2010). For the subsequent exposure phase (start: PND 69), mice were assigned to one of 3 groups: a touchscreen trained group (TS, n = 24), a food restricted control group (FR, n = 24), or an ad libitum fed control group (AL, n = 24) (Figure 1). TS mice were mildly food restricted to 90–95% of their ad libitum body weights and trained in 5 sessions per week, each with a duration of 15 min. A restricted diet is usually applied during touchscreen training to increase the animals' motivation to gain food rewards (Horner et al., 2013). Although any touchscreen paradigm could have been used to investigate the effects of the regular training, the present study exemplarily used a Cognitive Judgement Bias task, which is originally used to assess decision making under ambiguity (Krakenberg et al., 2019a). For a detailed description of the touchscreen task please see Supplementary material. The two control groups (FR and AL) were included to differentiate between effects from the touchscreen training and the mild food restriction. Both never received touchscreen training sessions. As TS mice, FR mice were restricted to 90–95% of their ad libitum body weights (for details see Supplementary material), while AL mice were fed an ad libitum diet. After the exposure phase (PND 101), half of the mice from each group were tested in a battery of standardized behavior tests concerning anxiety-like and exploratory behavior, while their feeding routines and touchscreen training continued as before. These subgroups were termed “continuation subgroups”. The remaining half of mice from each group were labeled “termination subgroups”. Here, the touchscreen training was terminated for mice from the TS subgroup (PND 101) and only the mild food restriction continued. The feeding routines of FR and AL mice from the termination subgroups remained unaffected. To investigate the effects of touchscreen training termination, the termination subgroups were tested for their anxiety-like and exploratory behavior with a temporal distance of 2 weeks to the point of touchscreen training termination (PND 115).
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FIGURE 1
 Experimental design. After the mice were habituated to tunnel handling (PND 62–69) they were assigned to one of three groups. TS, touchscreen trained and mildly food restricted (90–95% of ad libitum feeding weights) group; FR, food restricted group (90–95% of ad libitum feeding weights) without touchscreen training; AL, ad libitum fed group without touchscreen training. After the 5-week long exposure phase, half of the mice from each group were tested in behavior tests, while their feeding routines and touchscreen training remained unaffected. These subgroups were termed “continuation subgroups”. For the remaining mice from the TS group the touchscreen training was terminated at this point (PND 101). These mice, as well as the remaining mice from the AL and FR group, were tested in behavior tests 2 weeks later (start: PND 115) and termed “termination subgroups”.



2.2.1. Fecal corticosterone metabolites (FCMs)

To study the effects of touchscreen training on adrenocortical activity, the animals' FCMs were monitored non-invasively over the course of the experiment. Similar to Krakenberg et al. (2021), “baseline” and “reaction” FCMs were measured. The expected effects of touchscreen training and the feeding regime, respectively, can be assumed to subside within only 90 min (Mallien et al., 2016). Therefore, the here obtained “baseline” FCMs reflect corticosterone levels ~2 h after training and/or the respective feeding routine had been conducted. “Reaction” FCMs represent corticosterone levels directly before (anticipation value), during, and after the respective experimental procedures. As during the dark phase, a peak of FCM concentrations in response to an event can be found 4–6 h later (Touma et al., 2003), feces collection was adjusted accordingly. Before the start of the exposure phase, FCM “baseline” values were determined for all animals (PND 62). In order to investigate the effect of touchscreen training on adrenocortical activity, FCM “baseline” and “reaction” values were measured in the middle of the exposure phase (baseline: PND 84; reaction: PND 87). These two measurements were repeated after the exposure phase (baseline: PND 104; reaction: PND 106), before behavioral testing started for the continuation subgroups.


2.2.1.1. Fecal sampling

To collect the feces, regular Makrolon Typ III cages, filled with a small amount of bedding, were prepared. A new mouse house, wooden stick and paper tissue were placed inside each cage. After the mouse was transferred to the cage with the help of the tunnel from the home cage, this tunnel was also left in the sampling cage as enrichment. Before the mouse was handled, it was checked that no old droppings were attached to the tunnel. For food restricted mice, food leftovers were transferred to the sampling cage and back to the home cage later, if still present. Water was offered ad libitum. The sampling cages were closed with the lid from the home cage, stacked inside the home cage and placed back to the mouse's rack position. After exactly 3 h, the mice were transferred back to their home cages, together with the enrichment from the sampling cage. Subsequently, the fecal boli were collected with gloves, whereby all feces from one sampling cage were stored in a distinct, labeled 1.5 ml Eppendorf tube (Eppendorf AG, Hamburg, Germany) at −20°C.



2.2.1.2. Extraction and analysis of fecal corticosterone metabolites

For the analysis of the FCMs, the wet weight of the fecal samples was determined (scale: 510-23, Kern, Ballingen, Germany; weighing capacity: 300 g, resolution: 0.001 g). Subsequently, the samples were dried for 2 h at 80°C in an oven (Modell 500, D-06061, Memmert, Schwabach, Germany). The dried feces were weighed again and stored in 2.0 ml safe-lock Eppendorf tubes. In the following, the feces were pulverized with a bead mill (TissueLyser LT, Qiagen, Hilden, Germany) by using a stainless steel ball (diameter: 7 mm, Qiagen, Hilden, Germany). 50 mg of the feces powder was then filled into a new 1.5 ml Eppendorf tube and mixed with 1 ml methanol (80%). If there was < 50 mg of powdered feces available in a sample, the amount of methanol was adjusted. The mixture was vortexed for 30 min (Multi-vortex, V-32, Kisker, Steinfurt, Germany) and centrifuged for 10 min with a speed of 5,200 rpm (Centrifuge 5415 R, Eppendorf, Hamburg, Germany). Subsequently, 500 μl of the supernatant that contained FCMs were transferred to a 2.0 ml safe-lock Eppendorf tube and stored at −20°C. In the following, FCM concentrations were analyzed by using a 5α-pregnane-3β,11β,21-triol-20-one enzyme immunoassay (see Touma et al., 2003, 2004).




2.2.2. Home cage behavior

To examine the animals' activity rhythm and the occurrence of stereotypies in relation to touchscreen training and its termination, home cage behavior recordings were taken before, during and after the exposure phase (PND 64-66, 99-101 and 114-115). Please note that the last recording time only included the mice from the termination subgroups, as mice from the continuation subgroups were already tested in the behavior tests. The home cages of the mice were filmed for 24 h and the videos were analyzed concerning activity and stereotypies by using instantaneous scan sampling with intervals of 30 min (Bateson and Martin, 2021). Data from the time between 9 and 11 a.m. was not assessed, due to the feeding routines and the touchscreen training being performed. During the analysis of the home cage behavior the experimenter was blinded regarding mice from the FR and TS group. As the experimenter could see continuously filled feeding racks in the cages of AL mice on the videos, AL mice were identifiable on the recordings. On the videos, a mouse was considered active, when it showed any kind of motion, excluding tiny whisker, ear or tail movements (Feige-Diller et al., 2020). A stereotypy was counted when a mouse showed circling, route tracing, jumping or back flipping (Table 1).


TABLE 1 Ethogram for home cage behavior.
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2.2.3. Behavioral tests

In the behavioral test phase, the mice's anxiety-like and exploratory behavior was tested in the Elevated plus maze test (EPM; continuation subgroups: PND 108, termination subgroups: PND 122), Open field test (OF; continuation subgroups: PND 111, termination subgroups: PND 125), and Free exploration test (FET; continuation subgroups: PND 112/113, termination subgroups: PND 126/127). All behavior tests were performed between 2 p.m. and 4 p.m. in a separate test room. The order in which the mice were tested was always randomized. For the transport to the test room, a Makrolon Typ II cage (floor space: 23 × 17 × 14 cm), covered with a black blanket to protect the mice from the light in the hallway, was used. Before the start of each test, the mouse spent 1 min inside the transportation cage for acclimatization, to make sure that all animals were in the same state of arousal when being tested (Izídio et al., 2005). Inside the test room, the behavior of the mice was recorded and tracked by a camera (DMK 22AUC03, The Imaging Source, Bremen, Germany) and a tracking software (ANY-maze Video Tracking Software, version 6.32, Stoelting Co., Wood Dale, United States), so that the experimenter could leave the room. Before the first mouse, as well as between all mice, the apparatus was cleaned with 70% ethanol and paper tissues.


2.2.3.1. Elevated plus maze test (EPM)

The apparatus of the EPM (Pellow et al., 1985; Lister, 1987) was plus-shaped and made out of gray plastic, with two opposing closed arms (35 × 6 cm), two opposing open arms (35 × 6 cm) and a square center zone (6 × 6 cm). The closed arms were surrounded by 15 cm high walls and the open arms by a 0.2 cm high border, to secure the mice when leaning over the edge. The whole apparatus was elevated 60 cm above the ground and placed in a fixed orientation inside a white plated wooden arena (80 × 80 × 40 cm), to ensure that fallen mice could not escape. The test apparatus was illuminated from above with a light intensity of ~28 Lux. The mouse was put in the center zone of the test apparatus, facing the closed arm pointing away from the experimenter. The test duration was 5 min. The relative time spent on the open arms, the relative number of entries into the open arms and the distance traveled on the open arms were taken as measures of the animals' anxiety-like behavior. The sum of entries made into the open and closed arms of the apparatus and the total distance traveled was taken as a measure of their exploratory locomotion (Rodgers and Johnson, 1995). Parameters regarding the center of the EPM were excluded from the analysis, due to their ambiguous possibilities of interpretation (Shepherd et al., 1994).



2.2.3.2. Open field test (OF)

The apparatus of the OF (Archer, 1973; Treit and Fundytus, 1988) was square-shaped, with a floor space of 80 × 80 cm, a wall height of 40 cm and made out of gray plastic. The space 20 cm from the walls was defined as the peripheral zone and the space in the middle of the arena (40 × 40 cm) was defined as the center zone. The test arena was illuminated from above with a light intensity of ~30 Lux. The mouse was placed inside the front left corner of the arena, facing the wall. The test duration was 5 min. The time spent in and the numbers of entries made to the center of the apparatus were taken as measures of the animals' anxiety-like behavior. The total distance traveled was taken as a measure of their exploratory locomotion (Krakenberg et al., 2019b).



2.2.3.3. Free exploration test (FET)

Similar to the OF, the apparatus of the FET (Griebel et al., 1993) was square-shaped, with a floor space of 60 × 60 cm and a wall height of 34 cm. The arena was made of white plated wood and had a hole on the right rear corner, where a square-shaped transparent plastic tunnel (10 × 15 × 9 cm) was connected. To this tunnel, the home cages of the tested mice could be connected. Therefore, the mice were put into special cages with a slider during the last cage change before the test. Inside the arena, the space 15 cm from the walls was defined as the peripheral zone and the space in the middle of the arena (30 × 30 cm) was defined as the center zone. The test arena was illuminated from above with a light intensity of ~35 Lux. While the mouse spent 1 min inside the transportation cage, the home cage was connected to the test apparatus. Then the mouse was put back into its home cage and the tracking was started. The test had a duration of 15 min. The time spent in and the latency the enter the arena were taken as measures of the animals' anxiety-like behavior. The total distance traveled and the numbers of entries made to the arena were taken as measures of their exploratory locomotion (Krakenberg et al., 2019b).





2.3. Statistics

For the statistical analysis, heteroscedasticity and normal distribution of residuals were examined descriptively and with the Shapiro-Wilk normality test. If the assumptions for parametric analyses were not met, data was transformed. One parameter could not be transformed (FET: arena entries) but simulation studies showed mixed-effect models to be relatively robust against violations of distributional assumptions (Knief and Forstmeier, 2018; Schielzeth et al., 2020). Therefore, the analysis of behavior tests and hormone data was conducted using linear mixed-effect models (LMM). Data concerning the home cage behavior of the animals was analyzed descriptively.

FCM sample points during the handling and exposure phase were analyzed with “group” (3 levels: AL, FR, TS) as fixed factor and “batch” as random factor. Batch refers to the number of animals that were supplied by the animal breeder on the same date (3 levels: 1st, 2nd, 3rd delivery). Afterwards the Tukey's test was performed for post hoc comparisons.

[image: image]

For the two FCM sample points after the exposure phase, where the animals were split into subgroups, as well as for the behavior test data, the analysis was conducted with “group” and “subgroups” (2 levels: continuation, termination) as fixed factors and “batch” as random factor, followed by Tukey's test for post hoc comparisons.

[image: image]

Degrees of freedom were always rounded to the nearest integer and differences were considered significant for p ≤ 0.05. Significance levels of 0.05 < p ≤ 0.1 were considered a trend. To provide a standardized measure for the reported effects, partial eta squared (η2p) was calculated (Lakens, 2013). Analyses were carried out using the statistical software R [version 3.5.0 (R Core Team)] and R studio [version 2021.09.0 + 351 (R Core Team)]. The used sample size was determined by performing a power analysis (G*Power Version 3.1.9.6; Faul et al., 2009). We aimed to detect large effects (f = 0.4) with a power of 80% regarding the interaction (group*subgroups), which requires a sample size of 11 individuals per group. The presented study included 12 mice per group, to account for possible exclusions during the touchscreen training.




3. Results



3.1. Touchscreen training influenced FCMs

Regarding the FCM analysis, no significant effect of group was found on FCM “baseline” concentrations [LMM, F(2,67) = 0.307, η2p = 0.009, p = 0.737] before (Figure 2A) and during the exposure phase [LMM, F(2,69) = 2.294, η2p = 0.062, p = 0.109] (Figure 2B). For the FCM “reaction” values from the exposure phase, a trend for an effect of group was detected [LMM, F(2,66) = 2.936, η2p = 0.082, p = 0.060] (Figure 2C). On a descriptive level, FR mice showed slightly increased levels compared to AL mice and TS mice showed the highest levels of all three groups. After the exposure phase, FCM “baseline” values revealed a trend for an effect of group [LMM, F(2,63) = 3.078, η2p = 0.089, p = 0.053] and subgroups [LMM, F(1, 63) = 3.099, η2p = 0.047, p = 0.083], but no effect of group × subgroups interaction [LMM, F(2,63) = 0.251, η2p = 0.008, p = 0.779] (Figure 2D). In general, TS mice tended to have higher values than mice from the other two groups and mice from the termination subgroups tended to have higher values than mice from the continuation subgroups. The FCM “reaction” values from the sample point after the exposure phase showed a significant effect of group [LMM, F(2,66) = 5.334, η2p = 0.139, p = 0.007], with TS mice having significantly higher values compared to AL mice (p = 0.007) and FR mice showing a trend for higher values than AL mice (p = 0.053) (Figure 2E). No effect was detected for subgroups [LMM, F(1, 66) = 0.982, η2p = 0.015, p = 0.325) and group x subgroups interaction [LMM, F(2,66) = 0.107, η2p = 0.003, p = 0.899].
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FIGURE 2
 Fecal corticosterone metabolites (FCMs). (A) FCM “baseline” values before the exposure phase, (B) FCM “baseline” values during the exposure phase, (C) FCM “reaction” values during the exposure phase, (D) FCM “baseline” values after the exposure phase, (E) FCM “reaction” values after the exposure phase. AL, ad libitum fed mice; FR, food restricted mice; TS, touchscreen trained mice. Sample sizes: n = 24/group for (A–C) and n = 12/group for (D, E). Box plots show the median (lines in boxes), the 25 and 75% quartiles (boxes), the minima and maxima (whiskers) and individual data points (circles). Statistics: LMM. *p ≤ 0.05.




3.2. Only touchscreen training and the feeding regime were found to affect anxiety-like behavior

In the tests for anxiety-like and exploratory behavior, a significant effect of group was found for the relative number of open arm entries [LMM, F(2,63) = 3.658, η2p = 0.104, p = 0.031], distance traveled [LMM, F(2,63) = 8.101, η2p = 0.205, p < 0.001] and sum of entries in the EPM [LMM, F(2,63) = 4.951, η2p = 0.136, p = 0.010]. Also, the time spent in the arena [LMM, F(2,64) = 12.094, η2p = 0.274, p < 0.001], the distance traveled there [LMM, F(2,64) = 7.574, η2p = 0.191, p = 0.001] and the number of entries made to the arena of the FET [LMM, F(2,66) = 5.684, η2p = 0.147, p = 0.005] were influenced by group. Post hoc testing revealed that TS mice made significantly less relative open arm entries compared to AL mice (p = 0.025), which suggests increased anxiety-like behavior (Figure 3A). Moreover, TS mice traveled a greater distance than AL (p < 0.001) and FR mice (p = 0.012) (Figure 3B) and showed more EPM arm entries in total compared to both of the control groups (AL: p = 0.046; FR: p = 0.013) (Figure 3C), both parameters that indicate increased locomotor behavior. In the FET, TS and FR mice were found to spend more time (TS and FR: p < 0.001) (Figure 3E) and travel a greater distance in the FET arena in contrast to AL mice (TS: p = 0.002; FR: p = 0.012) (Figure 3F). Moreover, TS mice entered the arena more often than AL mice (p = 0.004), indicating increased exploratory behavior (Figure 3G). Additionally, there was a trend for an effect of group on the latency to enter the FET arena [LMM, F(2,64) = 2.498, η2p = 0.072, p = 0.090]. On a descriptive level, FR and TS mice were faster to enter the arena. No effect of group was detected on relative time spent on the open arms of the EPM and the distance traveled there, as well as on distance traveled in the OF and entries made to and time spent in the center of the OF (LMM, p > 0.05 for all comparisons, for details see Supplementary material).
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FIGURE 3
 Anxiety-like and exploratory behavior. (A) relative number of entries into the open arms of the Elevated plus maze test (EPM), (B) total distance traveled in the EPM, (C) sum of arm entries in the EPM, (D) number of entries into the center of the Open field test (OF), (E) time spent in the arena of the Free exploration test (FET), (F) total distance traveled in the arena of the FET, (G) number of entries into the arena of the FET. AL, ad libitum fed mice; FR, food restricted mice; TS, touchscreen trained mice. Sample sizes: n = 12/group. Exception: FR mice from continuation subgroups in A, where n = 11. Box plots show the median (lines in boxes), the 25 and 75% quartiles (boxes), the minima and maxima (whiskers) and individual data points (circles). Statistics: LMM. *p ≤ 0.05.


An effect of subgroups was detected for the distance traveled in the EPM [LMM, F(1, 63) = 4.332, η2p = 0.064, p = 0.041] (Figure 3B) and FET [LMM, F(1, 64) = 4.203, η2p = 0.062, p = 0.044] (Figure 3F). The continuation subgroups of TS and FR mice traveled a greater distance than the according termination subgroups, indicating increased locomotor behavior. Distance traveled in the OF showed a trend for an effect of subgroups [LMM, F(1, 64) = 3.971, η2p = 0.058, p = 0.051], with mice from the continuation subgroups traveling slightly more than mice from the termination subgroups. Furthermore, there was a trend for an effect of subgroups on arena time in the FET [LMM, F(1, 64) = 3.196, η2p = 0.048, p = 0.079], that indicated a tendency for a longer arena time in mice from the continuation subgroups compared to mice from the termination subgroups, which reflect increased exploratory behavior. Subgroups were not found to affect the relative entries made to, the relative time spent on, and the distance traveled on the open arms of the EPM, as well as the sum of arm entries. Also, entries made to the center of the OF, time spent there and latency to enter the arena in the FET and time spent there did not reveal an effect of subgroups (LMM, p > 0.05 for all comparisons, for details see Supplementary material).

Only the number of entries made to the center of the OF revealed a significant group × subgroups interaction [LMM, F(2,64) = 3.177, η2p = 0.090, p = 0.048]. However, post hoc testing did not detect any significant differences (Figure 3D). None of the other parameters from the EPM, OF and FET showed a group × subgroups interaction effect (LMM, p > 0.05 for all comparisons, for details see Supplementary material).



3.3. The feeding regime altered home cage behavior

Concerning the home cage behavior, mice showed a biphasic activity rhythm before the exposure phase, with two activity peaks divided by a rest, and no noticeable differences between the three groups (Figure 4A). During the exposure phase, the activity rhythms of TS and FR mice changed into a more monophasic profile, with a steady decrease in activity from morning to night (Figure 4B). Also, the onset of activity began earlier compared to AL mice. These differences were maintained after the termination of touchscreen training for TS mice from the termination subgroups (Figure 4C). The display of stereotypic behavior was very low in general and mainly restricted to the dark and therefore active phase of the animals (Figures 4D–F). However, during the exposure phase and beyond, TS and FR mice showed a peak in stereotypic behavior between 8 a.m. and 9 a.m. that could not be observed in AL mice.
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FIGURE 4
 Home cage behavior. (A–C) percentage of active individuals per sample point divided by group (AL, ad libitum fed mice; FR, food restricted mice; TS, touchscreen trained mice) for the recording times before (A), during (B) and after (C) the exposure phase. (D–F) percentage of active animals showing stereotypic behavior divided by group for the recording times before (D), during (E) and after (F) the exposure phase. Sample sizes: n = 24/group for (A–E) and n = 12/group for (C, F). Sample sizes can vary slightly between groups and sample points, due to technical issues with the camera system (for details see Supplementary material). Gray area highlights the dark phase.




4. Discussion

The aim of the present study was to shed more light on recently reported touchscreen training effects, with a particular focus on the termination of the training routine. Two main patterns emerged: First, we confirmed previous findings showing that a restricted feeding regime as an integral part of touchscreen training affects the animals' behavior and activity. Secondly, touchscreen training increased FCMs and anxiety-like behavior of the mice. With regard to our main hypothesis, however, no effect of the termination of touchscreen training could be detected.



4.1. The feeding regime affects exploratory behavior and home cage activity

In the behavior tests as well as in the animals' home cage behavior, effects of the mild food restriction were detected. Regarding the behavior tests, both TS and FR mice showed increased levels of exploratory behavior compared to ad libitum-fed animals. This is in line with previous findings showing that a restrictive diet can increase exploration (e.g., Day et al., 1995) and likely reflects a higher motivation of the animals to forage for food. Moreover, TS and FR mice displayed differences in home cage behavior compared to the ad libitum fed group. Stereotypic behavior, an indicator of impaired welfare, was slightly increased around the time of exposure to the respective experimental procedures. Yet, the absolute values were too low to allow final conclusions. A comparable increase in stereotypic behavior due to a restricted diet was already reported before when investigating the effects of different food restriction routines (Feige-Diller et al., 2020). Overlapping with the small peak in stereotypies was a peak in activity, also shown by both TS and FR mice. Such an activity-related adaptation to a certain feeding routine, also known as food entrainment, is assumed to reflect anticipatory arousal (Krieger, 1974; Stephan, 2002; Gooley et al., 2006; Refinetti, 2015; Feige-Diller et al., 2020). Activity levels of TS and FR mice not only differed from AL mice shortly before the daily feeding event, but were also shifted during the course of the day. While AL mice displayed a biphasic activity rhythm, which was also reported before in C57BL/6J mice (Bodden et al., 2019), TS and FR mice changed their activity with the onset of the new diet into a more monophasic rhythm. Yet, a welfare-related evaluation of this shift in activity compared to AL mice would be inconclusive, as an ad libitum diet has been severely criticized as an appropriate feeding regime for laboratory rodents (for a review see Keenan et al., 1996). Taken together, the observed changes in behavior and activity caused by restricted feeding, which is an integral part of touchscreen training, have important implications for future experiments, as different activity states can affect the performance in other behavior tests as well as the reproducibility of results (Bodden et al., 2019).



4.2. Touchscreen training affected FCMs and anxiety-like behavior

The second main result was that touchscreen training affects HPA axis activity and anxiety-like behavior. Regarding the FCM analysis, touchscreen trained mice showed elevated FCM reaction values. This is consistent with our previous study (Krakenberg et al., 2021), as well as with the results of Mallien et al. (2016), who detected an increase of serum corticosterone in direct anticipation of a training session. Notably, the time directly before training is also reflected in the reaction values we measured. Thus, our results confirm a state of increased arousal in anticipation of and during touchscreen training. As in our previous study, FCM reaction values were still increased after the termination of training, indicating that the anticipation of training persists even beyond the training phase itself (Krakenberg et al., 2021). In contrast to the reaction values, baseline FCMs were not found to differ between the groups. This is also in line with the literature, where a decrease of FCMs back to baseline ~2 h after the training sessions has been reported (Mallien et al., 2016; Krakenberg et al., 2021). Thus, the animals' state of increased arousal can be assumed to be rather transient, peaking around the time of exposure and decreasing again shortly afterwards.

At first glance, these results might point toward a putatively negative impact of touchscreen training on the welfare of mice, as, traditionally, elevated corticosterone levels are associated with aversive situations [e.g., predator confrontation (Amaral et al., 2010)]. Yet, increased adrenocortical activity can also be observed in reaction to beneficial stimuli [e.g. environmental enrichment (Marashi et al., 2003), see also Koolhaas et al., 2011 for a review]. Particularly the decrease of FCMs back to baseline levels indicates successful coping and the absence of chronic stress caused by the regular training sessions. Thus, the observed hormonal effects could also be interpreted in terms of a potentially enriching effect of touchscreen training by reducing under-stimulation many laboratory animals face (Wemelsfelder, 1985; van Rooijen, 1991; Burn, 2017; Meagher, 2019).

However, in addition to these effects on HPA axis activity, TS mice showed increased levels of anxiety-like behavior, an overall effect that was not dependent on whether TS mice were still trained at the point of testing or not. Specifically, this was reflected in the relative number of open arm entries in the EPM. In our previous study, also other parameters reflecting anxiety-like behavior (e.g., relative open arm time in the EPM) differed significantly between touchscreen-trained and control mice but we can only speculate about the reasons for this. However, descriptively, the present data point into the same direction. This is further underlined by another study conducted at our lab, although with a different research focus: Bračić et al. (2022) also detected increased anxiety-like behavior in touchscreen-trained mice. Again, the respective parameters reflecting anxiety-like behavior differed partly from the two above mentioned studies (e.g., time in the center of the OF). Taken together, there is mounting evidence for touchscreen training to increase anxiety-like behavior in mice, even though the specific parameters reflecting this effect may vary. Moreover, since Bračić et al. investigated female mice, including animals of both the C57BL/6J and B6D2F1 strain, the effect might even be robust across sexes and strains, however, caution is still advisable when generalizing these results.

At the same time, the findings of this study demonstrate that the termination of training is not the critical factor triggering the observed increase in anxiety-like behavior in touchscreen-trained animals. Therefore, the “enrichment loss hypothesis” could not be confirmed in the present study.

Traditionally, increased anxiety-like behavior, similarly to increased FCMs, would be interpreted as an indicator of a negative affective state (Paul et al., 2005; Hurst and West, 2010), suggesting a putatively negative impact of training on our touchscreen groups. As previously argued, however, one alternative explanation for the increased anxiety-like behavior might exist: a potential “negative contrast effect” (Krakenberg et al., 2021). Briefly, a negative contrast emerges if an individual anticipates a rewarding event, but a comparably less rewarding event actually occurs (e.g., Flaherty, 1982). If touchscreen training was indeed perceived as enriching by the mice, their training anticipation might have been disappointed by being placed on the tests for anxiety-like behavior and not into the touchscreen chamber. This might have caused a negative affective state, reflected in their anxiety-like behavior (Krakenberg et al., 2021).

Taken together, the current state of knowledge is not sufficient to draw final conclusions at this stage, which is why further studies on the effects of touchscreen training are necessary. Yet, the present study successfully reproduced previous findings, showing that (I) a mild food restriction increases exploratory behavior and is capable of shifting the activity rhythm of mice, and (II) that regular touchscreen training transiently increases HPA axis activity and leads to higher levels of anxiety-like behavior. Furthermore, this study provides first evidence that these effects are not caused by the termination of regular touchscreen training. In compliance with the refinement endeavors for laboratory animals, further research should aim for a thorough assessment of the procedure's severity to ensure a responsible and well-founded use of animals for experimental purposes.
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Three-dimensional cell culture technology (3DCC) sits between two-dimensional cell culture (2DCC) and animal models and is widely used in oncology research. Compared to 2DCC, 3DCC allows cells to grow in a three-dimensional space, better simulating the in vivo growth environment of tumors, including hypoxia, nutrient concentration gradients, micro angiogenesis mimicism, and the interaction between tumor cells and the tumor microenvironment matrix. 3DCC has unparalleled advantages when compared to animal models, being more controllable, operable, and convenient. This review summarizes the comparison between 2DCC and 3DCC, as well as recent advances in different methods to obtain 3D models and their respective advantages and disadvantages.
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1 Introduction

Despite significant advances in human research on tumor staging, diagnosis and treatment, tumors remain one of the leading causes of death (1). Cancer cells can grow and metastasize rapidly, which is largely attributed to the ability of cancer cells to create a tumor microenvironment (TME) for themselves and progressively modulate it from an anti-tumor response to a tumor-friendly one (2).

Therefore, establishing an experimental model system that accurately mimics the complexity of the TME is essential. Traditional in vitro two-dimensional cell culture systems (2DCC) (on planar scaffold) and animal models have been widely used for cancer research. However, 2DCC systems do not mimic natural TME due to a lack of cell-cell communication and interactions of cell-cell and cell-matrix (3), while in vivo animal models are expensive, ethically problematic, and challenging to set up as they show difficulties in tracking tumor growth and drug screening (4). To address these limitations, the three-dimensional cell culture system (3DCC) is increasingly developed in research and is now crucial for oncology studies due to its ability to accurately maintain TME without any additional manipulation. In this review, we summarize the comparison between 2DCC and 3DCC, as well as recent advances in different methods to obtain 3D models and their advantages and disadvantages.




2 Introduction of the tumor microenvironment

TME refers to the cellular environment in which tumor or cancer stem cells reside which has its own unique characteristics compared to the microenvironment of the normal one. These characteristics are important for the tumor immune escape, growth, survival, and metastasis which include hypoxia, acidic environment, inflammatory microenvironment, specific vascularization (Figure 1). TME consists of the extracellular matrix (ECM) and various tumor-associated cells such as cancer-associated fibroblasts (CAFs), endothelial cells, adipocytes, and immune cells (5, 6). These cells are located around tumor cells and are energized by the vascular network (7). CAFs can be simply defined as fibroblasts (non-epithelial, non-cancerous, non-endothelial, and non-immune cells) located within or adjacent to a tumor and are the major producer of ECM and various other cytokines in the TME. CAFs have functions of immunosuppression, promoting angiogenesis, producing enzymes that degrade ECM (such as matrix metalloproteinases), and promoting tumor growth and metastasis. However, some CAFs have been shown to inhibit tumor activity (8). Immune cells (T cells, neutrophils, macrophages, etc) play an important role in tumor growth, migration, and immune escape. The pro-tumor inflammation feature within the TME promotes tumor growth by blocking anti-tumor immunity and influent the composition of immune cells within it. Result to the activation of transcription factors in tumor cells, leading to increased inflammation and the production of inflammatory microenvironments adapted to tumor cell growth. Tumor-associated macrophages (TAM) usually divided into M1 type, which mediates antibody-dependent cytotoxic effects (ADCC) to kill tumor cells, and M2 type, which promotes tumor growth, invasion, metastasis and drug resistance. These two cell types can be interconverted (9). Angiogenesis is essential for tumors. Neovascularization provides oxygen and nutrients to the tumor and promotes tumor metastasis. Tumor vascular endothelial cells (TEC) are involved in the metastasis of cancer cells to the neovascular lumen, help generate CAFs, and mediate tumor invasion and metastasis (10). Tumor cells and cancer stem cells (CSCs) secrete molecules that induce a tumor-promoting phenotype, polarizing macrophages to M2 subtype, fibroblasts to CAF, and ECs to TEC (11). ECM is generally defined as the non-cellular component of a tissue that provides metabolic and structural support to its cellular components. Its main components are collagen, proteoglycan, laminin and fibronectin. In the process of tumor progression, a large number of enzymes such as MMP are produced, leading to active remodeling of the extracellular matrix, and changes in collagen degradation or deposition result in loss of ECM homeostasis, which ultimately interferes with cell-cell adhesion, cell polarity and increases growth factor signaling to promote tumor metastasis (12, 13).




Figure 1 | The major components and characteristics related to tumor progression within the tumor microenvironment. ECM, extracellular matrix; CAF, cancer-associated fibroblast; DC, dendritic cells; PFN, perforin; GzmB, granzyme B; IFNγ, interferon γ; TNFα, tumor necrosis factor α; TGF-β, transforming growth factor-β;MDSC, myeloid-derived suppressor cell; IDO, Indoleamine 2,3-dioxygenase; VEGF, vascular endothelial growth factor; Arg1, arginase 1; Gln, glutamine; Treg, regulatory T cell.






3 2D vs 3D: Introduction of 3DCC model and its advantages

Whether the in vitro culture model can effectively mimic TME has become an important basis to investigate its practical value. As a traditional in vitro cell culture system, 2DCC has long been used in cancer research. However, 2DCC does not mimic the complexity of 3D tissues in vivo, nor does it mimic the interaction between tumor cells and TME. Gradients of nutrient and oxygen concentrations are common in TME (14), but cannot be reproduced in 2DCC (15, 16). To address these limitations, 3D cell culture (3DCC) was developed. The 3D tumor sphere model can narrow the gap between 2DCC and in vivo tumor model, making the model closer to the real tumor tissue (17) (Figure 2 and Table 1). At present, 3D sphere models can be divided into four types: multicellular tumor sphere (MCTS), neoplastic sphere, tissue-derived tumor sphere (TDTS), and organotypic multicellular sphere (OMS) (20). The cultural methods and biological characteristics of the different types of models are different. MCTS were produced in single-cell suspension cultures in conventional FBS supplemented media without the supply of exogenous ECM. But not all cell lines are capable of producing compact MCTS (20). Tumor spheres were established as amplification models of CSCs in a serum-free medium supplemented with growth factors. It was used to enrich CSCs and cells with stem cell-related characteristics (21). TDTS and OMS were obtained from the tumor tissue department. TDTS were observed in an in vitro study of colon cancer cell lines (22). The histological features of OMS are very similar to those of tumors in vivo, and capillaries can be maintained for up to 6 weeks (23). MCTS is one of the most commonly used models because it is relatively easy to assemble, possesses reproducibility and ability to mimic tumor cell heterogeneity (24). For the study of tumor initiation, smaller, well-oxygenated spheres (optimal diameter of about 200μm) can be used. In contrast, for studies related to tumor expansion, larger spheres are preferred to mimic the hypoxic and necrotic regions observed in hypovascularized tumors (14). The following is a detailed description of how 3DCC is constructed.




Figure 2 | Summary of the 3DCC technique.




Table 1 | Comparison of 2DCC and 3DCC (3, 6, 16–19).






4 3DCC and tumor initiating cells

Tumor initiating cells play a huge role in tumor malignancy and chemotherapy resistance. The niche of cancer stem cells in vitro differs significantly from that in vivo. One important aspect of the niche is to maintain stem cells in a quiescent state while simultaneously driving a sufficient number of stem cells into proliferation and differentiation pathways to maintain organs’ function (25). Many signaling pathways that mediate the interaction of normal stem cells with their niche are also involved in the interaction between cancer stem cells and their niches and can promote tumorigenesis and cancer proliferation. Cancer stem cells tend to be quiescent in the body’s milieu interieur, but they exhibit greater proliferative activity in vitro than non-cancer stem cells (26).

Currently, the most reliable model for studying cancer stem cells is a 3D assay using an ECM-rich Matrigel, which maintains the growth of heterogeneous layered cancer stem cell cultures. The addition of ECM group stratified adhesins to serum-free medium increases tumor cell growth, self-renewal, and tumorigenic characteristics of glioma cancer stem cells (27). Therefore, the use of 3DCC to study its biological behavior and role in tumors is also a hot topic today. Now some new models are built using 3DCC to study the self-renewing cancer population in depth. For instance, Hubert et al. (28) established CSC cultures derived from the hyperoxia, vegetatively high regions and mixed regions of chronic hypoxia and necrosis regions derived from human glioblastoma. Li et al. (27) constructed a three-dimensional spheroid model of non-small cell lung cancer and used A549 and SK-MES-1 to assess cell growth, migration, drug resistance and other phenomena. In the three-dimensional spheroid model, the commonly used drug tadalafil showed a more pronounced inhibitory effect. Fibrin deposition in the matrix of CRCs proved to be the cause of tumor development. Zhang M et al. (29) used salmon fibrin gel to provide 3D ECM for colon cancer cells and found that 90 Pascal (Pa) fibrin gel was the most effective in isolating and enriching tumor colonies compared to rigid 420 Pa and 1,050 Pa gels. The size and number of colony formations are inversely correlated with gel hardness.




5 3D model construction methods for cancer research and its recent progress

In general, 3DCC construction methods can be divided into scaffold-based and scaffold-free models, each with its own set of advantages and disadvantages (30). The following sections will discuss these two methods individually, and provide an overview of the latest advancements in each.



5.1 Scaffold-based 3DCC model

3D scaffolds can influence tumor cell-cell and cell-TME interactions by affecting mechanical and biochemical signaling and mimicking the conditions of hypoxia and nutrient deprivation in TME (17). Various forms of materials have been used to construct scaffolds for 3DCC. Depending on the materials, scaffold-based 3DCC can be further classified into hydrogel scaffolds, paper-based scaffolds, and fiber-based scaffolds (15). The support method is simple to operate and easy to disassemble and assemble. However, the disadvantage is that some of the scaffold materials are expensive.



5.1.1 Hydrogel scaffold

Hydrogels consist of one or more different hydrophilic polymers, their unique polymerization mode allows for the free movement of cells and molecules through their pores (31). In the human body, most mammalian cells rely on the extracellular matrix (ECM) for support to carry out life activities. Hydrogels are special because they allow cytokines and growth factors to cross tissue-like gels. Although they contain 95% water, they do provide the solid-liquid level required for cell culture (32). Hydrogels can better replicate the ECM in vivo, as they are usually composed of hydrated proteins. They exhibit good biocompatibility and low immunogenicity, but have poor mechanical resistance and crosslinking reactions (17). Hydrogels can be created using natural materials such as collagen, fibrin, hyaluronic acid, and alginate, or synthetic materials like polyethylene glycol (33). The properties of hydrogels, including hydration, porosity, and stiffness, can be fine-tuned by adjusting the components of the material. However, some collagen hydrogels are expensive and have poor renewability (16). Alginate-based hydrogels, like alginate gel beads (ALG beads), are popular 3D substrates for medical applications due to their mild gelation process, biocompatibility, and structural similarity to native tissues (34). Alginate can be cross-linked in the presence of calcium ions and can also be used to degrade scaffolds with sodium citrate to recover cells (35). However, alginate itself does not possess cell adhesion properties due to the lack of interaction with integrins. It also lacks matrix receptors similar to those found in native times, which are important for cell adhesion (34). The pores formed by alginate in the presence of calcium ions are dense and difficult to control accurately, weakening the migration of cells and other biomolecules. Therefore, many improvements have been made to alginate saline gels. Synthetic peptide hydrogels are also a hot research topic. The physicochemical properties of gels can be easily modified by adding or subtracting amino acids or modifying the side chains of amino acid residues (36). There are also many new developments in hydrogel scaffolds of other materials. Table 2 provides an overview of the latest progress of hydrogel scaffolds.


Table 2 | New progress of hydrogel scaffolds.






5.1.2 Paper base scaffold

Paper is produced by pressing wet cellulose fibers together. Paper-based scaffolds are rigid and can withstand high temperatures, yet they possess some deformability and can be folded into complex geometries, providing pores for cell growth (15, 53). These scaffolds are also hydrophilic with capillary adsorption capacity (54), making them a convenient and cost-effective option for mass production and utilization (53). A convenient 3D culture environment can be created by combining paper-based scaffolds with hydrogel-simulated ECM (55). The gradient of hypoxia and biomolecules in TME can be imitated by stacking paper-based scaffolds. Disassembling the paper-based scaffold facilitates cell harvesting and analysis of the structure and function of cells in the paper-based scaffold without histological sections. The paper platform is used to culture primary cells, tumor cells, patient biopsies, stem cells, fibroblasts, osteoblasts, immune cells, bacteria, fungi, and plant cells. These platforms are compatible with standard analytical assays commonly used to monitor cell behavior. Due to its thickness and porosity, there is no mass transfer limitation to and from cells in the paper scaffold (56). However, paper-based scaffolds have some limitations, such as limited fiber malleability and the need for physical and chemical modification before use in cell culture (54). Furthermore, the diameter of the scaffold fiber is much larger than that of body fibrils (about 500nm), with a minimum diameter of 1mm (15).




5.1.3 Fiber base scaffold

Man-made fiber structures date back thousands of years, and they are used as clothing and decoration in the form of textiles (57). Fiber products are also widely used in filtration, cell culture, composite materials and other processes. Fiber-based scaffolds can be constructed using either natural fibers such as collagen, chitosan, and hyaluronic acid, or synthetic fibers such as polylactic acid, polyglycolic acid, and other degradable polyester polymers. Under the premise of ensuring the porosity of hydrogel and the normal growth of cultured cells, the use of fiber materials to build a platform can act as a scaffold to compensate for the lack of structural rigidity of hydrogels. Adding carbon nanotubes to a hydrogel is a good try (58). Natural fiber scaffolds are known for their good biocompatibility and ability to interact with cell-ECM receptors, which facilitates cell growth. However, these scaffolds have poor stability, are easily degradable, and have a limited ability to control the size of the fiber pore (31). Some fiber production processes, such as electrospinning, use solvents that denature natural fibers (59). In contrast, synthetic fiber scaffolds are stable over a wide range of temperatures and in solution (31). Synthetic fibers are easier to control the pore size and can also be used to mimic the porous structure of ECM (60). However, these fibers may be less hydrophilic, and some may be toxic and antigenic, which can damage cells. Due to these limitations, efforts are being made to enhance their properties while preserving their respective benefits.

In terms of natural materials, Mahmoudzadeh et al. (61) developed collagen-chitosan nanoscaffolds and utilized them to culture 4T1 tumor cells, allowing for the construction of a 3D microenvironment as the tumor cells infiltrated the scaffolds. Koh et al. (62) presented a comprehensive protocol for studying live cell microscopy and immunohistochemistry to quantitatively assess physiological cell-cell contact dynamics. Decellularized natural tissues have also emerged as a source of fibrous scaffolds for cancer research (63), such as decellularized lung scaffolds, which retain the ECM arrangement of the original tissue and allow for better simulation of cell-ECM interactions (64). Tissue engineering can also be employed to construct tumors in vitro, as demonstrated by Lu et al. (65), who utilized Tris-trypsin-Triton to treat tumor tissues in multiple steps, creating 3D scaffolds with the ideal spatial arrangement, biomechanical properties, and biocompatibility - a promising approach for modeling the TME.

In terms of synthetic materials, Girard (66) et al. developed the “3P” scaffold, which is produced by electrospinning the block copolymers of poly (lactate-coglycolic acid) (PLGA), polylactic acid (PLA) and mono-methoxy polyethylene glycol (mPEG). Fischbach (67) et al. used polylactide to fabricate fiber scaffolds. Both types of scaffolds are non-toxic to tumor cells and can be produced on a large scale. Additionally, tumor cells grown on these scaffolds exhibit invasion and metastasis characteristics that better replicate the in vivo tumor microenvironment. Mazzini (68) et al. and Murakami (69) et al. have both developed 3D tissue culture systems using silicon as a raw material. Mazzini’s team utilized silicon microprocessing technology to produce 3D microarrays for the study of tumor cell invasion. Meanwhile, Murakami’s “Cellbed” culture system is composed of a fibrous polymer made of ultra-fine silica fibers, mimicking the loose connective tissue structure of living organisms. Cancer cells can easily migrate and form 3D structures in this system.

All of the above-mentioned scaffolds are based on natural or artificial materials and are further developed to have more applications as fiber scaffolds.





5.2 Scaffold-free 3DCC model

3DCC without scaffolds mainly uses various methods to prevent cell adherent growth and aggregate tumor pellets in culture medium (24). These methods include magnetic force, agitation and rotation, hanging drops, low-adhesion culture plates, and advanced technologies such as microfluidic chips and 3D printing. While scaffold-free 3DCC is suitable for only a limited number of cell types and is initially expensive, it allows spontaneously aggregated cells to form their own ECM (24). Scaffold-free 3DCC does not involve vasculogenesis and can restore the heterogeneity of tumors in vivo, thus more closely resembling solid tumors in vivo. It is not affected by the shear force of scaffold assembly, nor is it limited by the pore size of scaffold fibers, and can produce controllable size tumor microspheres (70). T Below, we introduce the main methods and recent advances in scaffold-free 3DCC formation.



5.2.1 Hanging drop method

The hanging drop method is a relatively simple technique. Initially, cells are cultured in two dimensions and allowed to adhere to the wall before being digested into monolayer cells. The resulting digested cell culture liquid is then dropped onto the lid of a Petri dish, which is subsequently inverted. The liquid was drooped to form hanging drops through the action of surface tension, and the desired tumor pellets could be formed in the hanging drops. It usually forms in spheres or sheets within 24 hours but may take longer. The length of time required depends on the type of cells (71). This method is well-established, requiring no specialized equipment and is easy to master. The resulting tumor spheres are easy to control in terms of size, with only one sphere formed per drop. Mesenchymal stem cells cultured by the hanging drop system can secrete a large number of potent anti-inflammatory and antitumor factors (72). However, it is difficult to change the culture medium of the traditional hanging drop method, and the culture time of the cells should not be too long. Large tumor spheres cannot be cultivated due to nutrient supply effects (73). Ratnayaka (74) et al. invented a PDMS platform combining the hanging drop method and polydimethylsiloxane (PDMS) scaffold. By using this method, HepG2 cells could be grown to the level of millimeter, which was much higher than the volume of tumor microspheres obtained by the ordinary hanging drop method. Although the pendant method does not mimic tumor angiogenesis and makes it difficult to grow tumors to the size of advanced tumors in vivo, it is still possible to obtain larger tumor microspheres with this method, which provides convenience for tumor research.




5.2.2 Forced suspension method

The forced suspension method is to prevent tumor cells from sticking to the culture plate and forming tumor microspheres by forced suspension. The commonly used method is the liquid covering method, which precoats the surface of the culture plate with low adhesion material in advance to form an ultra-low adhesion culture plate. Tumor cells cannot adhere to the culture plate, so they spontaneously suspend to form tumor microspheres (70). The most commonly used ultra-low adhesion culture plate is a 96-well polystyrene culture plate (70). This method is simple and convenient, and most tumor cells can form tumor microspheres by this method. However, this method cannot control the size and homogeneity of the tumor microspheres formed. Napolitano et al. (75) used microformed non-viscous hydrogels to conduct forced suspension cell culture, and cells spontaneously self-assembled and reached A structural balance controlled by cell-cell interactions. Shao (76) et al. constructed a novel tumor microsphere model by co-culturing melanoma cells and cancer-associated fibroblasts (CSF). In this model, tumor ECM is completely controlled by CSF, which facilitates the study of the interaction between tumor cells and TME. Beheshti (77) et al. used a combination of the hanging drop method and the liquid covering method to form 3D multicellular spheres to test the anticancer effect of Ipomoea purpurea. In addition to these new materials and methods, physical means such as magnetic force and rotation can also be used to achieve the purpose of forced suspension. Magnetic cell suspension is an emerging spheroid-forming technique. To generate spheroids, cells are preloaded with magnetic nanoparticles and then float towards the air/liquid interface within the low-adhesion plate using an externally applied magnetic field to promote cell-cell aggregation and spheroid formation. Glauco R Souza et al. reported a magnetic levitation cell culture model. By controlling the magnetic field, the geometry of the cell can be changed (78). Okochi (79) et al. used magnetite nanoparticles to make cells suspended and gathered in the center of the culture pore through the effect of magnetic force, thus realizing the suspension culture of cells. The rotating cell culture system simulates the microgravity environment by producing laminar flow (80), minimizing the mechanical stress of cell aggregation, making cells grow in suspension and preventing them from sticking to the wall and forming cell spheres. Human mesenchymal stem cells cultured in simulated microgravity have osteogenesis and enhanced adipoiesis (81). This method has been recommended by NASA as an effective tool for modeling microgravity (82). Numerous studies have illustrated the impact of short- and long-term exposure to real and simulated µg on various processes, including differentiation, growth behavior, migration, proliferation, survival, apoptosis, and adhesion, all of which are pertinent to cancer research (83). Thus, the µg-environment facilitates the creation of in vitro 3D tumor models, such as multicellular spheroids and organoids, that offer significant potential for preclinical drug targeting, cancer drug development, and the study of cancer progression and metastasis on a molecular level. In conclusion, as depicted in Figure 3, the forced suspension method is a widely utilized and well-established technique.




Figure 3 | Schematic representation of the forced suspension method.






5.2.3 Organ on chip technologies

FDA has recently agreed to assess organ on a chip technology, which has the potential to replace animal models altogether. Cancer on-chip technology typically offers the following solutions (84): (1) 2D chips. Single or multi-chamber chips with controlled substance concentration gradients to study the impact of concentration gradients on cancer metastasis; (2) Lumen chips. Lumen consisting of a patterned 3D matrix, suitable for vascular studies of tumors; (3) Partition chip. Chips are divided into several cells with a separator, capable of culturing different types of cells, making them versatile; (4) Y-type chip. Similar to partition chips but with parallel-matrix compartments operating in co-flow mode; (5) Membrane chip. Capable of creating numerous microchannels with porous membranes, facilitating solute gradients at channel interfaces, cell culture, and transfer observation. Summary of the major organ on chip technologies is now illustrated in Table 3. The use of microfluidic chips is an essential component of this technology (Figure 4). Being selected as one of the World Economic Forum’s Top 10 Emerging Technologies, Microfluidics integrates sample preparation, reaction, separation, detection, and basic operational units such as cell culture, sorting, and cell lysis (97).


Table 3 | Summary of the major organ on chip technologies.






Figure 4 | Structure of the microfluid chip.



Microfluidics is the science of precisely manipulating fluids and particles in sizes ranging from microns to submicrons (98, 99). The use of Polydimethylsiloxane (PDMS) as a basic material for microfluidic chips is popular due to its low cost, good biocompatibility, high oxygen permeability, light transmittance, and convenience (99, 100). Glass and silicon, which are comparatively expensive and difficult to work with, have been gradually replaced by PDMS. Moreover, hydrogels and paper can also be employed to produce microfluidic chips (101). By integrating cell culture, cell separation, cell detection, and other procedures into a small chip, microfluidic technology offers the benefits of miniaturization, high precision, and high integration. Compared with traditional laboratory techniques in the past, the microfluidic platform has the advantages of requiring fewer samples, high sensitivity, rapid control and so on (102).

The microfluidic chip is the main platform of microfluidic technology. It takes a micropipe network as its main structural feature and microfluidics technology to control the flow of liquid in the micropipe as its working principle. Microtubules are filled with living cells, and in this way organs or tissues in vitro are constructed to study their physiology and pathophysiology mechanisms (103). Due to the structure of the micron scale, the fluid exhibits and produces special properties in it that are different from those of the macroscopic scale. Hence the development of unique analysis of the resulting performance. Using a microfluidic chip to culture tumor cells can rapidly produce tumor microspheres of controllable size and can also be used for high-throughput analysis of tumor cells at any time. It can be used to simulate the tumor microenvironment, study the invasion and metastasis of cancer cells, simulate tumor angiogenesis, and conduct high-throughput tumor detection (99, 100). Microfluidic chips have the potential to surpass tumor xenograft modeling, which can lead to a significant reduction in animal experimentation and make tumor modeling and research more efficient (104). Despite this, the design and production of microfluidic chips are rather intricate, and there is still a long road ahead before achieving fully integrated and “plug and play” microfluidic chips without costly external auxiliary equipment (105). Table 4 provides an overview of some of the latest microfluidic chips developed.


Table 4 | New progress of microfluidic chips.






5.2.4 3D bioprinting

3D bioprinting is a manufacturing technology that accurately distributes biological materials containing cells to construct three-dimensional living tissues and human organs using a 3D printer. Currently, there are four types of 3D bioprinting technology, including inkjet, laser-assisted, extrusion, and stereo lithography, each with its advantages and disadvantages (114) (Figure 5). To construct 3D tumor models in vitro, tumors or tumor cells can be combined with TME as printing materials, and bioinks are essential for building effective 3D tumor models. Bioinks are typically biocompatible hydrogels and living cells of interest and play an important role in providing printability of samples (115, 116). Alginate and gelatin are the most commonly used substrates for bioprinting due to their good biocompatibility and mechanical properties. Bioprinting is a new research field. Compared with other cell culture technologies, the biggest advantage of the bioprinting method is that it can form tumor microsphere model with controllable size and shape in a short time, which can be used for various tumor research. However, this method is difficult to master because of its complicated technology, high cost and tedious programming of bioprinting. Inkjet 3D printing is limited due to clogged nozzles, which limits the steady flow of ink, as well as reduced cell viability (72). The mechanical pressure of extrusion printers can also damage cultured cells. Jiang (117) et al. combined alginate and gelatin to form a composite hydrogel similar to a natural tumor matrix. Chen (118) et al. cocultured primary HepG2 human hepatocytes and hepatic stellate cells (HSC) to form spherules. Then the spheres were bioprinted into liver tissue constructs using a Regenova bioprinter to construct a new liver cancer model. Bhattacharjee (119) et al. used packaged granular microgels to make liquid-like solid materials. The material is locally and temporarily fluidized under concentrated applied stress and spontaneously solidifies after the applied stress is removed, facilitating the transport of biomolecules and 3D printing of multicellular structures. In summary, 3D bioprinted cancer models can be valuable as invasion models and serve as an excellent tool to study cancer progression and visualize EMT and metastasis in real-time. Nonetheless, there are still several challenges and limitations that need to be addressed. These include the development of a perfusable, vascularized 3D bioprinted construct, achieving large organ reconstruction in vitro, long-term in vitro culture, and other related issues.




Figure 5 | Schematic of 3D bioprinting workflow and different 3D bioprinting techniques.








6 Conclusion

3DCC is increasingly important in oncology research as it better mimics solid tumor conditions in vivo with minimal use of animal models. Although 3DCC has obvious advantages over 2DCC, 3DCC cannot completely replace 2DCC (120) at present because the monolayer culture equipment is easy to manufacture, the production cost is low and the technology is easy. As summarized in Figure 2, 3DCC models have unparalleled advantages in simulating the tumor microenvironment. Although tumor-like 3D cultures allow the expansion of the tumor epithelium, they often lack non-epithelial stromal cells from tumors of origin, limiting their usefulness in addressing therapeutic strategies targeting this compartment (121). With the maturation and development of 3DCC technology, its application in the study of tumor metastasis mechanism, tumor microenvironment, tumor cell-ECM interaction and anti-cancer drug screening will be more extensive and in-depth, making it a promising technology for the future.
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Background and objectives: Animal models for motor neuron diseases (MND) such as amyotrophic lateral sclerosis (ALS) are commonly used in preclinical research. However, it is insufficiently understood how much findings from these model systems can be translated to humans. Thus, we aimed at systematically assessing the translational value of MND animal models to probe their external validity with regards to magnetic resonance imaging (MRI) features.

Methods: In a comprehensive literature search in PubMed and Embase, we retrieved 201 unique publications of which 34 were deemed eligible for qualitative synthesis including risk of bias assessment.

Results: ALS animal models can indeed present with human ALS neuroimaging features: Similar to the human paradigm, (regional) brain and spinal cord atrophy as well as signal changes in motor systems are commonly observed in ALS animal models. Blood-brain barrier breakdown seems to be more specific to ALS models, at least in the imaging domain. It is noteworthy that the G93A-SOD1 model, mimicking a rare clinical genotype, was the most frequently used ALS proxy.

Conclusions: Our systematic review provides high-grade evidence that preclinical ALS models indeed show imaging features highly reminiscent of human ALS assigning them a high external validity in this domain. This opposes the high attrition of drugs during bench-to-bedside translation and thus raises concerns that phenotypic reproducibility does not necessarily render an animal model appropriate for drug development. These findings emphasize a careful application of these model systems for ALS therapy development thereby benefiting refinement of animal experiments.

Systematic review registration: https://www.crd.york.ac.uk/PROSPERO/, identifier: CRD42022373146.
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motor neuron disease (MND), magnetic resonance imaging (MRI), systematic review, amyotrophic lateral sclerosis, neuroimaging, external validity, 3R, neuroscience


1. Introduction

Preclinical neuroscience has advanced our understanding of the pathophysiology of neurological diseases, and research in animal models of these diseases has identified many putative treatment targets for human diseases. However, this progress stands in stark contrast to the high attrition rates in drug development, being among the highest in neuroscience (1–4). This gap in bench-to-bedside translation can be attributed to multiple factors (5, 6), some of them inherent to the challenge of developing innovative therapies (7). However, the inappropriate design and conduct of preclinical studies have been flagged as major concerns (8–10). To this end, some attention has focused on external validity (11), i.e., the extent to which an experimental finding can be extrapolated to other settings, e.g., translation from animals to humans (12, 13).

A neuroscience subfield with particularly low bench-to-bedside translation and only exiguous therapeutic options are motor neuron diseases (MND), including entities such as amyotrophic lateral sclerosis (ALS) (4, 14, 15). In these mostly fatal diseases, magnetic resonance imaging (MRI) has become among the most important paraclinical tools for diagnostic workup (16–19). Although unspecific to MND; MRI can present with certain patterns of brain and spinal cord atrophy as well as signal changes in the corticospinal tract and motor cortex (Figure 1).


[image: Figure 1]
FIGURE 1
 Magnetic resonance imaging signs in human amyotrophic lateral sclerosis (ALS). Magnetic resonance imaging (MRI) from two amyotrophic lateral sclerosis (ALS) patients with the “motor band sign,” i.e., motor cortex hypointensities, on susceptibility weighted imaging [SWI, (A, D)] and T2 hyperintensities along the corticospinal tract on 3T 3D T2w-FLAIR (B, C, E, F). Image adjusted from (20). For comparison, T2 signal changes in rodent brain stem motor nuclei are shown in (21–23).


A variety of MND animal models are used for pathomechanistic investigations of these disorders, most prominently transgenic rodents with mutations in the SOD1 gene, thus mimicking familial ALS (24). However, it is insufficiently understood how well these animal models mimic human MND imaging phenotypes, i.e., what is external validity of these animal models in the neuroimaging domain? Improved understanding of the external validity of these animal models would not only benefit researchers using these models to assess putative drug candidates for MND, but it would also help to implement refinement strategies from the 3R—reduce, replace, refine—within the field (13, 25).

Thus, based on this shortcoming, we here aim at assessing the external validity of motor neuron disease animal models by systematically summarizing MRI features of MND animal models, and to compare these features with human MRI phenotypes. We focus our analysis on structural MRI as used in the clinical routine for MND diagnostic work-up. This study complements a recently published systematic review on structural neuroimaging findings in human MND (20).



2. Methods


2.1. Protocol registration

We registered a prospective study protocol in the International Prospective Register of Systematic Reviews (PROSPERO, CRD42022373146, https://www.crd.york.ac.uk/PROSPERO/) and used the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines for reporting (26).



2.2. Search strategy

We searched PubMed and Ovid EMBASE for relevant publications from inception up to December 19, 2022. See Supplementary Table 1 for the search strings in each of these databases.



2.3. Inclusion and exclusion criteria

We included original publications that reported on any structural brain or spinal cord MRI outcome in MND animal models. Conference abstracts, non-English articles, and publications which reiterated previously reported quantitative data were excluded. Reviews were excluded but retained as potential sources for additional records. Reference lists of these reviews were screened for additional eligible publications.



2.4. Study selection and data extraction

Titles and abstracts of studies were screened for their relevance in the web-based application Rayyan (27) by two independent reviewers followed by full-text screening. From eligible full texts, the following data was extracted by two independent reviewers: title, authors, publication year, journal, MND model, number of animals in the treatment and control groups, MRI static magnetic field strength, and main findings related to structural neuroimaging.



2.5. Quality assessment

Risk of bias was assessed against a 3-item checklist according to the consensus statement for good laboratory practice in the modeling of stroke (sample size calculations provided, reporting of animal welfare, statement of a potential conflict of interest) (28), as well as four items on reporting any measure of randomization or blinding (29).




3. Results


3.1. General study characteristics
 
3.1.1. Eligible publications

In total, 364 publications were retrieved from our database search, and an additional 2 publications from reference lists of reviews on related topics. After abstract and title screening, 46 publications were eligible for full-text search. After screening the full text of these records, 34 publications (17% of deduplicated references) were included for the qualitative synthesis (Figure 2).
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FIGURE 2
 PRISMA flow chart for study inclusion. A total of 34 publications were eligible for the qualitative synthesis. MND, motor neuron disease; MRI, magnetic resonance imaging.




3.1.2. Experimental parameters of eligible publications

The most frequently used MND animal model was the SOD1G93A transgenic model, mimicking familial ALS (26 publications, 76%, we will refer to these models as ALS animal models in the remainder of the manuscript). The B6SJL-Tg(SOD1G93A)1Gur/J was the most commonly used mutant (15 publications, 58%), the B6.Cg-Tg(SOD1G93A)1Gur/J was only used in one publication, the remaining publications did not further specify the mutant.

Only mice and rats were used in the eligible publications (30 [88%] and 4, [12%], respectively). The employed static magnetic field strengths ranged from 1.5T to 17.6T, with most publications employing 7T (16, 47%). The median sample size of animals was 10 and 5.5 animals for the experimental and control groups, respectively (interquartile range, IQR [7–21.75] and [0.75–7.75], respectively). Four publications did not report the number of used animals.

Seven publications (21%) tested a therapeutic intervention for MND, among them mostly stem cell-based approaches (4 publications, 12%) (21, 30–32). One study each investigated liposomal encapsulated glucocorticoid (33), davunetide (an intranasal neuropeptide therapy) (34), and deferiprone (an iron chelator) (35).

More detailed data on experimental parameters can be found in Supplementary Table 2.



3.1.3. Risk of bias assessment

Most publications showed a low risk of bias in the animal welfare (reported by 29/34 publications, 85%) and conflict of interest domain (19/34, 56%). Yet only few publications reported randomization (7/34, 21%), blinding (6/34, 18%) or sample size calculations for their study (3/34, 9%) (Supplementary Table 3).




3.2. Neuroimaging findings in motor neuron disease animal models
 
3.2.1. Atrophy of brain and spinal cord

Neuroimaging has consistently shown local central nervous system (CNS) tissue volume loss in MND animal models. Yet the affected anatomical CNS regions show a high degree of variability between reports. 1-year old mice overexpressing both APP and SOD1 mutations exhibited gray matter atrophy, most pronounced in the hippocampi as well as in entorhinal and cingulate cortices (36). In contrast, mice only overexpressing SOD1 exhibited atrophy specifically in cortical regions (cingulate, retrosplenial, and temporoparietal cortex) but not in the hippocampi (36). A loss in motor cortex volume has also been observed in the murine SOD1G93A model at postnatal day 100 (37). However, such motor cortex atrophy has not been consistent in other study using mice of similar age (38). Along these lines, a report using the TARDBPQ331K transgenic mouse strain, i.e., a model for ALS-FTD, found a more prominent atrophy in the entorhinal cortex compared to the motor cortex (39). Mice fed with cycad toxins (resulting in motor neuron loss) show lower volumes in the substantia nigra, striatum, basal nucleus/internal capsule, and olfactory bulb (40). A more recent study using a conditional TDP-43 mouse model found progressive volume loss of the gray matter in the olfactory bulb, frontal association cortices, lateral and dorsolateral orbital cortices, agranular insular cortices, globus pallidus, hippocampi, dorsal subiculum, secondary visual cortices, as well as in the cerebellum (41). Finally, several studies described atrophy of brain stem nuclei (42), particularly of motor nuclei, e.g., trigeminal, facial, and hypoglossal nuclei (34, 38).

Spinal cord volume loss has been observed in the murine SOD1G93A model (37, 43), but also in the cycad toxin animal model (40).



3.2.2. Signal changes of brain and spinal cord

T2w hyperintensities have been described in rodent ALS models in the brain stem (21–23, 44, 45). These hyperintensities seem to parallel or even precede first behavioral ALS symptoms (46, 47). Histopathological correlations found associated vacuolar degeneration (23, 45–49) as well as micro- and astroglial activation (42). Interestingly, magnetic resonance microscopy was able to also detect hyperintensities in the ventral motor tracts within the murine spinal cord (50). Higher T2 values, mainly in the ventral portions of the spinal cord, have also been observed using conventional sequences at 7T (51).

One study found iron accumulation in the cervical spinal cord (based on T2* contrast), that, however, disappeared with progressing disease (37). Iron changes have also been observed in the medulla oblongata and motor cortex (35).



3.2.3. Contrast enhancement patterns

Overt breakdown of the blood-brain barrier adjacent to lateral ventricles and in the hippocampal region was described in a rat ALS model (22). Such breakdown of the BBB was consistent in another study which also employed Ultrasmall superparamagnetic iron oxide (USPIO) enhanced MRI (52). Here, BBB breakdown was congruent with T cell infiltration. Finally, a study using dynamic contrast-enhanced MRI upon intracisternal injection of gadolinium found altered contrast medium clearance in ALS model mice compared to controls (41).





4. Discussion


4.1. Main findings

The main objective of this study was to systematically summarize the available evidence on structural CNS MRI features in ALS animal models. Frequent MRI features include brain and spinal cord atrophy, signal changes in brain stem motor nuclei and the motor cortex as well as breakdown of the blood-brain barrier (Table 1). In the following paragraphs, we will compare this phenotype with MRI features of human ALS.


TABLE 1 Synopsis of brain and spinal cord magnetic resonance imaging findings in amyotrophic lateral sclerosis (ALS) animal models.
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4.2. Findings in the context of existing evidence

Based on the findings of our systematic review, ALS animal models seem to feature several imaging signs reminiscent of human ALS (Table 1). Among these features is the volume loss of CNS structures with progressive disease. Atrophy in both the motor cortex (37) and the spinal cord (37, 40, 43) has been reported in ALS animal models, similar to the human imaging phenotype (20, 53, 54), which could correspond to the underlying decline of the upper and lower motor neurons (14). These similarities between the human and animal imaging phenotype are particularly interesting since most eligible animal studies used the G93A-SOD1 model thus mimicking familial ALS, a rare clinical phenotype constituting around 10% of ALS patients. It is also noteworthy that, similar to the human population (20), a wide and not always consistent array of CNS structures have been reported to be affected by volume loss in animal models. For example, motor cortex atrophy has not been consistently shown in ALS animal models (38). It is likely that different methodological approaches for the quantification of atrophy patterns between animal studies is in part responsible for these inconsistencies: This has been emphasized by a human study in ALS-FTD patients which found variable atrophy patterns when comparing different software to assess cortical volumes (FSL, FreeSurfer, and SPM) (84). Further confounders could be technical parameters such as intra-/inter-scanner variability and physiological factors such as hydration state of animals during imaging [reviewed in (85)].

ALS rodent models can present with T2 signal changes in the CNS, potentially corresponding to axonal degeneration (23). In rodents, these signal alterations seem to commonly affect brain stem motor nuclei (21, 22). In ALS patients, T2 signal changes are also commonly observed (20, 77), albeit at different locations, i.e., mostly along the corticospinal tract (Figure 1).

Abnormal iron deposition in the motor cortex and spinal cord has been reported by some rodent ALS studies, measured by T2*-based MRI approaches (35, 37). Although respective publications did not include pictorial examples of iron deposition within the motor cortex, this feature could correspond to the “motor band sign” (linear motor cortex hypointensity) which is commonly observed in the motor cortex of ALS patients on T2*-based sequences (Figure 1). In ALS, these signal drops seem to correspond to astro- and microglia iron deposition within deep layers of the motor cortex (86).

One imaging feature which seems more specific to rodent ALS models is breakdown of the blood-brain barrier, as visualized by gadolinium enhancement in periventricular and hippocampal regions (22). However, although gadolinium enhancement is not observed in the clinical setting in ALS, several lines of evidence demonstrate damage to the blood–brain and blood-spinal cord barrier in ALS [reviewed in (87)]. Such vascular changes seem to include alterations of tight junction proteins (88) and can be observed already early in the disease process (89). Structural MRI features of preclinical ALS models are summarized in Table 1, alongside with MRI features of human ALS.



4.3. Limitations

To assess the external validity of ALS animal models, we focused our analysis on structural brain and spinal cord MRI features. However, other disease aspects such as patterns of physical disability or also more advanced MRI methods like diffusion-tensor imaging, which are able to more specifically reflect pathogenic disease processes, might enable a more comprehensive comparison between experimental and human phenotypes.

A genuine limitation of this systematic review is that only a limited number of studies employing MRI in ALS animal models was eligible. As a result, it is difficult to map imaging phenotypes of less commonly used ALS models such as cycad toxins or wobbler mice or even for different SOD1G93A mutants. It is possible that certain ALS rodent models might mimic specific human imaging phenotypes better than others (36), similarly to the situation in experimental autoimmune encephalomyelitis (EAE)—a commonly used animal model for multiple sclerosis (90).

Finally, although seven of the eligible publications tested a putative therapeutic intervention for ALS, no corresponding human MRI studies could be identified. Correlating the impact of therapeutic interventions on neuroimaging phenotypes between rodent models and humans would further enhance understanding of the translational value of experimental ALS models.




5. Conclusions

Our systematic review provides high-grade evidence that preclinical ALS models do show imaging features highly reminiscent of human ALS, including certain brain and spinal cord atrophy patterns and signal changes in motor systems (Table 1). Certain imaging features such as breakdown of the BBB are only partly reflected by these experimental models. Thus, ALS rodent models show a high external validity in the neuroimaging domain. This contrasts the high attrition of drugs in clinical ALS trials which have shown promising results in ALS animal models; and this raises concerns that a mere phenotypic comparability between experimental models and corresponding human diseases does not necessarily render an animal model appropriate for drug development. These findings emphasize a careful application of these model systems for ALS drug development thereby benefiting refinement of animal experiments.
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The 3Rs principle of replacing, reducing and refining the use of animals in science has been gaining widespread support in the international research community and appears in transnational legislation such as the European Directive 2010/63/EU, a number of national legislative frameworks like in Switzerland and the UK, and other rules and guidance in place in countries around the world. At the same time, progress in technical and biomedical research, along with the changing status of animals in many societies, challenges the view of the 3Rs principle as a sufficient and effective approach to the moral challenges set by animal use in research. Given this growing awareness of our moral responsibilities to animals, the aim of this paper is to address the question: Can the 3Rs, as a policy instrument for science and research, still guide the morally acceptable use of animals for scientific purposes, and if so, how? The fact that the increased availability of alternatives to animal models has not correlated inversely with a decrease in the number of animals used in research has led to public and political calls for more radical action. However, a focus on the simple measure of total animal numbers distracts from the need for a more nuanced understanding of how the 3Rs principle can have a genuine influence as a guiding instrument in research and testing. Hence, we focus on three core dimensions of the 3Rs in contemporary research: (1) What scientific innovations are needed to advance the goals of the 3Rs? (2) What can be done to facilitate the implementation of existing and new 3R methods? (3) Do the 3Rs still offer an adequate ethical framework given the increasing social awareness of animal needs and human moral responsibilities? By answering these questions, we will identify core perspectives in the debate over the advancement of the 3Rs.

KEYWORDS
 animal research, 3Rs, innovation, implementation, ethics


1. Introduction

The 3Rs principle is recognized in many different places where animals are used in research (1). Since their original formulation in 1959 in The Principles of Humane Experimental Technique, the 3Rs have become widely accepted as a prerequisite of responsible, high-quality science in which adequate ethical consideration is given to the human use of animals (2). However, it was not until the 1990s that they were translated into policies that could be used to regulate the practice of using animal models in research (2, 3). The 3Rs are now incorporated as legal requirements in transnational legislation such as the European Directive 2010/63/EU (4) as well as in a number of pieces of national legislation, including some in Switzerland and the UK.

The European Directive 2010/63/EU (4) (henceforth: the Directive) on the use of animals for scientific purposes is arguably internationally the most far-reaching piece of laboratory animal legislation and is often referred to as the most extensive animal experimentation legislation in the world. While the USA, China and Japan use more animals than the European Union (EU) (5), their national legislation protecting animals used in research is more limited. However, legislation that resembles the Directive in large parts and detail can also be found in non-member states like Switzerland [(6), pp. 305–325].

The use of animals for scientific purposes is lawful in EU Member States if all the of the conditions – including the 3Rs principle – set out in the Directive and the corresponding national acts are met. The Directive also contains more overarching goals, like respecting the intrinsic value of animals and promoting public awareness of our ethical responsibilities to them (Directive, recital 12), and it speaks of the need to work toward full replacement of live animals in experiments (Directive, recital 10). Hence, it navigates between protecting animals, on the one hand, and allowing their use in research, on the other. In this respect, the 3Rs principle, together with harm-benefit analysis (Art. 38 Directive), provide a nexus for the different values embodied in the Directive: the principle and analysis hold things together that are otherwise in tension – namely, the value intrinsic to animals and the value of scientific benefits such as knowledge gain, safety and education.

It is not surprising that advocates at both ends of the spectrum – i.e. those against animal use in research and those in favor of it – challenge the 3Rs principle: if replacement is possible, why do we still use animals, and is the 3Rs principle not stabilizing the status quo (7, 8)? Indeed, does the 3Rs principle really have the potential to lead the way to animal-free research at all? Such questions have also reached the political arena. To name a few: In 2015 the European Citizens’ Initiative Stop Vivisection gathered the necessary support to present the demand to the European Parliament to phase out animal research (9). In 2021, the European Citizens’ Initiative Save Cruelty Free Cosmetics was issued and supported by more than 1.2mio signatories (10). In 2022, the FDA Modernization Act 2.0 was signed by President Biden that allows for alternatives to animal testing for purposes of drug and biological product applications (11). In early 2022, 2.4 million Swiss citizens voted on a proposal to ban animal (and human) research in Switzerland. The plebiscite resulted in 21% in favor and 79% against the proposition (12). Although neither of these initiatives and legal changes led to a ban of animal use for scientific purposes, they indicate that its acceptance cannot be taken for granted.

In contrast to positions that view animal-free research as an urgent priority, others have argued that we risk losing relevant and important gains in knowledge by refraining from using animals in research (13–15). Debates range widely across ethical positions, whereas the legal context is clear: animals can lawfully be used in research if the conditions of the Directive and implemental legislation in Member States are met, and this requires compliance with the 3Rs principle [Directive, Art. 38 (2) b].

Nevertheless, commentary and debate continue to revolve around how far the 3Rs operate in ways that are sufficient to manage the ethical complexities of animal use in research (16, 17) at the forefront of scientific fields (18) and as social priorities diversify and change [(19); recital 12 Directive]. These debates are increasingly informed by work from the social sciences and humanities looking in detail at the intersection of the social, scientific and ethical processes through which the 3Rs emerged and are applied today (20, 21). Hence, the aim of this paper is to reflect on the structure of this complex arena in an effort to show more clearly where the principle of the 3Rs has potential and limits as regards its innovation and implementation. Furthermore, we will touch upon the complexities of related normative questions and the issue of whether the 3Rs principle remains timely and appropriate as an ethical framework, given the increasing social awareness of animal needs and human moral responsibilities.

This brief introduction may already teach us some critical things about the debate on animal use in research and the 3Rs. First, the 3Rs principle offers guidance in a system of regulation in which animal research is legally permitted but must be justified. Second, observance of the 3Rs principle is an important element of responsible research practice within the given legal framework, but it is not a way to change the existing legal foundation. Hence, third, there is discord between the view that the 3Rs principle allows only for minimal change and may even sustain the status quo rather than leading to desirable, more radical, change.

Here, we address the 3Rs principle’s potential, limitations and complexity as a policy instrument in the service of advancing science and knowledge as well as protecting animals. Hence, we will describe successes and challenges of the 3Rs by looking into the past, but we will also consider developments in the innovation, implementation (in the sense of changing practice) and understanding of the 3Rs. Finally, we will contextualize the 3Rs principle in the broader societal debate and sketch some of its limits and short comings as an ethical framework.



2. The (missing) 3R effect: who is missing what?

At the same time as the 3Rs principle has been gaining influence via its integration into legislative frameworks across the world, its effectiveness is coming under growing scrutiny by various stakeholder groups (22). In particular, the discussion of why implementation of the principle has not progressed further is on the table, as is debate over why its implementation has not had a “stronger” impact on, for example, the number of animals still being used in research [(23–27); Expectations concerning measurable effects of the 3Rs principle are high, both from political and from public perspectives. The fact that there has been no substantial and consistent decrease in the absolute number of animals being used in experiments [(e.g., 28); for difficulties of comparing the numbers of animals used in the EU see: (29)] is perceived as a “missing” 3Rs effect. However, to understand how the 3Rs principle can have a genuine influence as a guiding instrument we need to look beyond the simple measure of total numbers. As we will see later in this article, quantifying the effect of any one of the 3Rs is a challenging task in itself. Of course, the scarcity of measurement tools need not prevent us from working toward ensuring the principle has a greater impact. This article will give some selected examples of successful advances in the application of the 3Rs, as well as pointing to some areas where the authors see ways to drive 3Rs implementation further.

We propose that there are three core dimensions where more knowledge and understanding is needed to increase the impact of the 3Rs principle: What scientific innovations are on the horizon that will contribute to the goals of the 3Rs? How can existing and new 3R methods be implemented to greater effect? Linking the principle back to the societal debate: In what ways does the 3Rs principle embrace societal expectations about our moral responsibilities to animals? From this angle, improved effects of the 3Rs might be found not only on the scientific level, in terms of method development and implementation, but also on the institutional, legal, societal and ethical levels, in terms of reconsidering and developing the moral ideals contained in the 3Rs principle and corresponding practice. These three dimensions (roughly speaking: innovation, implementation, ethics/societal matters) are naturally interdependent. They anchor the perspectives laid out below and guided the development of the Swiss National Research Programme 79 “Advancing 3R – Animals, Research and Society” that has been launched in 2021 by the Swiss National Science Foundation (SNSF) (Figure 1).

[image: Figure 1]

FIGURE 1
 The complexities of advancing 3Rs: Innovation, implementation and societal issues as interrelated core dimension. Advancing 3Rs. This schematic illustrates the intersection of innovation (blue), implementation (grey) and ethics & society (orange), all directed toward advancing 3Rs. Concerning innovation, the recent development of non-aversive methods for manipulating rodents such as tunnel handling have provided major improvements in the refinement of animal welfare, whereas and in vivo bioluminescence imaging has enabled the long-term non-invasive monitoring of animals leading to a reduction of their use for research purposes. As innovation is directly causal to implementation, the development of skin cell cultures for the replacement of in vivo testing, has led to validated and approved toxicity assays, followed by the ban of cosmetic testing on animals. Likewise, imaging techniques such as MRI have been adapted to small animals and helped assessing organ function in living animals. Lying at the conference of ethics and implementation are the ARRIVE guidelines that have been developed to improve research reporting and quality and minimize the waste of animals used in research. Within ethics and society, since the publication of Russell and Burch in 1959 on the 3Rs principle, its incorporation within the legislation has contributed to the development of the harm and benefit analysis (HBA) in ethical committees that legislate the use of animals in experimentation. From innovation toward ethics & society, as the science goes public, there is an increased involvement of the society in the ethical debate and political decisions regarding the use of animals in research. In the periphery are shown all the domains where challenges are found as for instance in innovation (e.g., 3D co-culture or organs-on-a-chip), implementation (e.g., use of pain killers in surgical practice or enrichment for improved animal welfare), and in ethics & society (e.g., harmonized EU legislation and the contribution of the public opinion), all of which should be addressed for generating a responsible scientific knowledge.




3. Advancing 3Rs innovation


3.1. Successes and developments in innovation

Innovation is key to ensuring that the effects of the 3Rs become stronger by providing new research methods. Innovation in the replacement of animals in research, either entirely or at least partly, enjoys a special status from an ethics perspective in that it addresses the key problem that animals are instrumentalised: they are used to gain knowledge at the cost of their suffering (30). Historically, most of the 3R research funding, by some distance, has supported innovation in replacement, largely as part of the effort to move toward animal-free toxicology and safety testing (referred to as New Approach Methodologies, NAMs) [(e.g., 31, 32)].

Innovative replacement tools and methods that allow the scientific objective to be achieved without animal use include novel cell culture approaches (e.g., tissue culture, organoids, organs-on-chip and microphysiological systems), micro-dosing, non-sentient animals, in silico modeling and many other techniques. Yet, innovation is equally important for reduction and refinement, by facilitating research that relies on fewer animals and causes less harm to those that are used. Three examples of successful 3Rs innovation are: the development and validation of in vitro methods of hazard and safety testing of cosmetics, replacing the existing animal tests (33, 34); imaging techniques making it possible to follow change in tumor size or bacterial load within the same animal over a period of time (instead of euthanising and dissecting a cohort of animals for each timepoint) as a means of animal use reduction (35); and the introduction of tunnel handling of mice as a refinement technique (36).

To understand how to strengthen the effect of the 3Rs it is worth considering how the contexts in which these innovations have emerged differ. While the driver of the development of alternatives to animal-based testing of cosmetics was largely political, innovation developed in bioengineering was necessary for the successful replacement of the traditional tests. Deep understanding of the mechanisms of skin sensitisation laid the foundation for a remarkable technical development in in vitro approaches (37) that has presented us with unparalleled opportunities to assess human health outcomes without using animals. The political decision, in the early 1990s, to ban cosmetics testing on animals in the EU was further accompanied by investment in research into alternatives. That was important because the ban was conditional upon there being validated alternatives that could be implemented. This can be described as a top-down approach, because policy decisions drove innovation.

In contrast, the new handling methods for mice are an example of innovation changing established practice from the bottom upwards. The first paper on tunnel and cup handling methods by Hurst and West (36) built on research partly funded by the UK’s National Centre for the Replacement, Refinement and Reduction of Animal Research (38) through a response mode funding call. The paper reported strong and convincing results showing that tail handling (until recently the predominant method) resulted in more anxious mice – mice that never habituated to the handling method – in comparison with the less aversive and innovative tunnel and cup handling methods. The results attracted great interest in the laboratory animal science community and were especially important for animal technicians who were handling mice in their daily activities. Their dissemination has also been facilitated by the NC3Rs. But the starting point was the innovation, in a bottom-up approach where it was the grant proponent’s particular research interest that motivated the choice of topic. Of course, a dynamic combination of top-down and bottom-up approaches is often at work, and industry development may also play a key role, as happened in the adaptation of already existing biomedical imaging techniques for use in small laboratory rodents.



3.2. Complexities: testing required by regulation vs. hypothesis-driven research

Innovation in replacing animal methods in testing required by regulation stands out in several ways that are relevant in the discussion. Safety and hazard testing contrast starkly with investigative research: there is a high level of standardization when testing is a strictly regulated process with clearly defined internationally approved guidelines introduced by the Organization for Economic Co-operation and Development (OECD). This makes it comparatively easy to determine clear innovation needs in safety testing (e.g., to identify a particular test that needs to be replaced) and above all to determine when the needs have been met.

Whereas in context of the OECD test guideline program non-animal methods can observably replace previous animal use, this contrasts with, for example, biomedical and disease research, where there is no standardization of the approaches, where the process may be distributed over many laboratories in many institutions, and where researchers’ work is driven by many different research interests. Experimental biomedical research is conducted using a combination of methods, including in silico, less complex in vitro (e.g., 2D cell cultures) and more complex in vitro (e.g., organoids, organ-on-a-chip) techniques, plus animal experiments. In scientific research, the same method can be used for many different purposes, and the same purpose can be achieved by many different methods. Hence, alternative methods are not necessarily seen by researchers as replacement methods, but rather as new-approach methods (NAMs). In this regard, a terminological clarification is in order: “New-approach methods” is not the same as “non-animal methods.” Non-animal methods, if used as alternatives to animal models, are” non-animal alternatives,” in which case they indeed function as replacement. However, NAMs are often not developed with a direct replacement in mind; instead, they are rather a different way to approach a research question. Hence, they may not be developed primarily with the intention of replacing a specific animal model. This means that innovations around alternatives in biomedical research are often highly specific; furthermore, the detailed information on methods, materials and data that would help evaluate their use in other situations is not always reported (39).



3.3. Refinement: replacement’s “poor cousin”?

Although in principle all the 3Rs have the same status, in practice refinement often comes across as the “poor cousin” of the other Rs. In comparison with replacement that goes hand in hand with the potential to reduce the number of animals used in many instances, both funding and the positioning of the research field are constraints. For many years, there was little to no public investment in any 3Rs research with the exception of targeted funding for replacement in animal testing. The first public funding to be available for all of the 3Rs was provided in Switzerland in 1987. Judging by the 146 projects funded over the 35-year period since, there has been a clear tendency to fund replacement-focused projects rather than refinement projects (40). Substantial funding for refinement research was arguably not provided by any funding agency until the establishment of the NC3Rs in the UK in 2004, then with an annual budget of £700,000 to be distributed across all of the three Rs (41). For comparison, the year before, the European Commission (42) reported that it had already spent €63 million on research into non-animal alternatives.

To date, much of the innovation in replacement has involved tissue engineering and other advances in cell culture techniques, research topics that are centrally positioned in both biomedical and bioengineering research. Refinement straddles veterinary medicine and the specific biomedical research discipline in question, and for both disciplines, refinement-related research questions tend to be peripheral. In veterinary medicine, laboratory animal science is a small field, sometimes seen as a low-priority research area. Likewise, biomedical refinement research, and other methodology-related research, is generally considered secondary in the research community where animals are used. The problem is exacerbated by the fact that successful refinement research often requires collaboration between experts in animal welfare and highly specialized scientists in a biomedical discipline. For example, better pain control would refine many animal experiments, but whether a pain treatment affects the results of an experiment can only be properly assessed by the specialised scientists (43). Generally speaking, that target can only be achieved with systematic research of species-specific, model-specific and non-model-specific refinement needs. Otherwise, attempts to implement refinement will be limited to best veterinary practice and collective practical wisdom, often relying on scientifically unproven assumptions. Funding schemes addressing refinement play a crucial role in providing context and support for the kind of collaborative research that is required to develop and validate innovative refinement measures. Hence, when substantial funding for refinement research is put in place, biomedical researchers will be more interested in, and likely to pursue, this kind of research and then feed new knowledge into a culture of care.

In short, refinement is seen as a non-instrumental part of the process of generating data, and therefore the innovative refinement of experimental approaches – e.g. creating less invasive ways of administrating substances (44) or earlier and less severe endpoints (45) – will rarely be driven by research groups that use animals in experimental settings. Often, this is not a kind of research that is considered suitable for the main journals in a given field of research, and this very fact will act as an obstacle for young biomedical researchers when considering where to focus their early-career effort. This means that the group of researchers from which successful bottom-up proposals (e.g., picking mice up using refined methods (36)) can be expected will be very small, unless refinement research is given greater priority and higher status.

Innovation in refinement has suffered from this situation (with the possible exception of refinement innovation in industry, where many pharmaceutical companies set aside budgeting and time for smaller refinement projects), and there are clear gaps that need addressing. Moreover, although refinement comes across as the poor cousin of the other Rs in funding, on the practical level of project evaluation for authorization of experiments with animals, refinement seems to be attended to at the expense of in particular replacement; a problem identified already 20 years ago in the Swedish context (46). Replacement requests from an ethics committee require highly specialized expertise in the research field in question, which the committee is unlikely to have. This might shift the focus of the committee work on refinement, which again highlights the need for reliable methods to quantify animal welfare. Hence, the development of knowledge about the interaction of animal welfare and biomedical research is crucial for reducing the negative impact of research and committee work.

A recent systematic review shows the considerable heterogeneity of measures to assess animal welfare in response to environmental enrichment, noting that this heterogeneity makes it impossible to perform reliable meta-analyses (47). Recent tools in fish, relying on an automated monitoring of behavior (48), have been able to capture the impact of post-operative analgesia after fin-clipping on behavioral patterns, thus allowing inferences to be made on the benefits on animal welfare (49). Similar technologies of home cage monitoring for mice have been able to detect the benefits of environmental enrichment against aggression, thus overall improving welfare (50). Such tools may allow indirect objective assessment of animal welfare in a general manner, offering greater applicability such as for assessing pain in animals or evaluating the animal welfare impact of different euthanasia methods.



3.4. Conclusions on advancing 3Rs’ innovation

To summarize, innovation has contributed to the impact of 3Rs in the past and will continue to be crucial. Cosmetics testing is an example of how far innovation can take us when it is based on already established biological knowledge (e.g., key events that indicate likelihood of skin sensitization being provoked by a given substance) and technical advances (e.g., biologically non-reactive materials for cell cultures) that allow the innovation to be translated into an effective method of replacement in cosmetic testing and the testing of industrial chemicals. While they are an impressive achievement, the in vitro systems for cosmetics testing are comparatively simple, in that they represent a single type of a mainly two-dimensional organ. Current innovations in replacement focus on more complex systems with a more pronounced three-dimensional structure (organoids and spheroids) and organ-organ interactions (on-a-chip systems).




4. Advancing the 3Rs’ implementation


4.1. Successes and developments in implementation

To gain further insights into the effective implementation of the 3Rs, we need to know to what extent animal models are being replaced, animal numbers reduced, and procedures on animals refined. Hence, we need to be able to measure the impact and effects of the 3Rs in some way. Although it is often questioned whether there really are widespread, measurable effects of 3Rs implementation, there has been considerable progress here. Perhaps the most well-known example of a successfully implemented replacement approach is in the integrated testing strategies for assessing the hazard and potency of the skin sensitization in cosmetics discussed above. This effectively allowed animal testing for cosmetics to be banned. What sets this example apart, in terms of implementation, is not only the fact that the biological and technical knowledge was advanced enough to permit the development of the required tests, but also the defined tests themselves (51). Together, these have ensured there is wide acceptance of the relevant regulations allowing for the effective implementation of a political decision.

Replacement strategies can effectively reduce animal numbers – as is very clearly evidenced in the case of cosmetics testing. Similarly, over the past decade, technical developments in in vivo small animal imaging have opened up new and improved avenues toward substantial reductions in animal use, while simultaneously allowing more data to be obtained from animals through scientific investigation (52, 53). Other effective reduction approaches have combined several aspects: improved study design, developments in method, and study coordination have together reduced animal use in pharmaceutical toxicity testing (54). The Törnqvist et al. (54) study describes significant animal reductions in both regulatory and investigative safety studies. It concludes that, when they are coordinated at a strategic level, combinations of in silico, in vitro and in vivo methods effectively contribute to reduction.

Regarding refinement, some measures, such as the use of anesthesia in potentially painful procedures (54, 55) and the provision of nesting material to laboratory rodents, are now standard (and legally required) in the EU. These measures have far-reaching consequences, as indicated in a recent systematic review and meta-analysis in which Cait et al. (56) demonstrate lower rates of morbidity and mortality across a number of animal disease models. However, larger scale attempts to quantify both the implementation and the impact of refinement are generally lacking. For quantitative measures of the implementation of refinement we have to turn to research studies such as systematic reviews of the way refinement is reported in research papers (57, 58) and surveys of researchers and technicians asking about their refinement practice (59, 60).



4.2. Complexities of implementation: overcoming barriers

All examples of successful implementation of new 3Rs approaches show that the success is dependent on innovation. Challenges to implementation itself include scientific barriers, such as the limitations of a given method; legal barriers, such as the “gold standard” of animal use in regulatory testing; economic barriers, such as the financial costs and time resources for implementing new approaches; cultural and institutional obstacles, such as difficulties establishing evaluation criteria for academic success that reward 3Rs implementation; and difficulties changing the established mindset. Ongoing efforts to address these issues [(e.g., 61–64)] are being made, but the examples are still rare. There are also barriers at the individual and laboratory level, where animal research is sometimes still seen as the nimbus of “serious research.” All of this together creates a rather inert system in which change is difficult.

Hence, the application of the 3Rs principle may be seen as a tiered approach to the choice of method that is linked to research projects generally conceptualized as being primarily driven by hypothesis testing. Here, the model and methods are chosen with reference to the question to be addressed. This points to a disparity in applications of the 3Rs principle to meet legal requirements imposed by animal welfare legislation in EU Member States and European countries like Switzerland. The 3Rs principle need only be considered when a research project applies for a license in a country where that principle is part of the legal framework. Compliance with the 3Rs throughout the research process, from hypothesis to publication, via an experimental planning and analytic phase, is voluntary and depends on awareness of the 3Rs at an organizational as well as individual level (65).



4.3. Assessing 3Rs implementation and hurdles

To assess the effectiveness of the 3Rs principle as a policy instrument for advancing humane animal experimentation, appropriate parameters for measuring the effects of the 3Rs are still needed. This becomes evident when we are trying to understand the extent to which, for example, replacement methods have been genuinely implemented. To illustrate this point, we would like to highlight two sides to the problem of assessing replacement’s implementation. First, the metrics track the numbers of animals used rather than those replaced, and second, most replacement approaches are not recognized as such. Thus, assessing the current impact of already implemented replacement methods is highly complex (as it is in toxicology) and may be impossible, as things stand, in some research fields. Similar observations can be made about the assessment of impacts of the implementation of reduction and refinement.

Besides these fundamental challenges in understanding the impact of active utilization of 3R measures, there are practical hurdles to 3Rs implementation. Establishing and validating new methods may be technically very demanding and time-consuming, creating real problems for researchers seeking to implement new techniques in their laboratories. Comparisons with historical data may require the continued use of established methods, and this too may hamper the switch from established in vivo methods to new methods. Moreover, to obtain funding researchers might need to prove they have previous experience and skills in the methods chosen for the project, which may further hinder progression in the implementation of alternative approaches.

Moreover, new methods very often (and perhaps most frequently) serve as measures of reduction, by replacing or omitting steps, or elements, of an existing investigative approach. Therefore, the relevance and reproducibility of these new methods can raise further issues when the capacity of a given model to reduce animal use is determined by its in vitro-to-in vivo translational value. Hence, other scientists or reviewers might ask for the biological relevance to be proven in vivo in confirmative studies, which limits the primary reduction effect of replacement methods in such cases.

Rigorous experimental planning that preserves internal and external validity (66–68) – qualities determined by how rigorously a study is performed, and how reliably its results can be applied to other situations (69) – will facilitate strategies reducing or even eliminating the need for confirmatory animal studies. Integrated strategies deploying multiple alternative approaches in combination – as happened in the previously mentioned strategy for skin sensitisation testing of cosmetic products – will be required if we are to extend the implementation of replacement.

Turning to the implementation of refinement approaches, there may be gaps here in researchers’ and license review committees’ awareness of suitable new approaches. Equally obstructive may be a lack, or shortage, of the competencies needed to apply such methods. Applying new methods of experimentation may also jeopardize the academic success of a project, or its productivity, ensuring there is only a modest incentive for the researchers to alter their approach. This applies equally to the implementation of replacement approaches where the required techniques need to be established in a laboratory currently lacking mastery of them. Again, the way in which refinement methods were implemented may not be described in the methodology of scientific articles, which creates difficulties not only in quantifying to what extent such methods have been applied, but also in measuring their potential impact on animal welfare. Therefore, we are again faced with the point that to measure the 3Rs’ effectiveness it is necessary to establish better outcome parameters and their measurements. Given all these complexities, the animal welfare representatives in research facilities can play a crucial role. With their direct contact with the animals and the facility, they are well placed to identify refinement needs and to measure impacts on the animals. If they are provided with appropriate support, they can take a key role in the implementation of measures – e.g. by giving advice on the care and use of the animals, and developing and disseminating local animal welfare policies and standards.

Aside from the challenges inherent in the implementation of effective 3Rs methods in the research process, a number of external factors, both positive and negative, may be exerting influence. For instance, within certain domains, such as pharmaceutical safety testing and regulatory risk assessment, the validation process is established and accepted. Standard in vivo tests remain within the legal guidelines and thus determine regulatory acceptance of newly established methods (70). An equivalent formal process of validation is not presently used in academic research and disease models. Moreover, academic success is measured mostly in publications in high-impact journals, and these journals make increasing demands regarding the comprehensiveness of the data, which means that in vitro studies alone will often not be considered sufficient (71). Thus, in vivo studies can be required as a complement to alternative approaches to improve the validity of the results. More generally, the ever-increasing amounts of data required for a single study may make it even more complex and difficult to implement the 3Rs without impacting knowledge gain or publication success. Challenges to this paradigm in the fields of preclinical research and toxicity/safety testing have recently appeared in the literature (72, 73). “The question is raised, whether continuing to require results of animal testing for publications or grant funding still makes scientific or ethical sense and if more physiologically relevant human Organ Chip models might better serve this purpose” (72). This even opens new avenues leading to the questioning of animal studies as the gold standard in other fields as well.



4.4. Conclusions on advancing 3Rs’ implementation

In summary, if 3R measures are not implemented, there can be no 3R effects. Additionally, assessing the effects of successfully implemented approaches is far from straightforward given that appropriate outcome parameters and measurement tools are largely missing for replacement, reduction and refinement alike. The only easily accessible parameter of progress in the implementation of the 3Rs we have is one recording those methods that have satisfied regulatory requirements or have been included in national or international regulation: examples are validated alternative tests that replace specific toxicity/safety tests and requirements in environmental enrichment. The total number of animals used in research is often referred to as an outcome measure, but this is highly problematic. At a national level, total numbers depend on many factors, including research activity, the level of investment into research and development, coherent data collection, and so on. Also, they are often presented without correction for the number of biomedical researchers in the respective country at any given time point. Further, changes in reporting and, for example, (severity) classification are usually not reflected in these statistics.

For a nuanced understanding of the effect of the 3Rs it is necessary to generate suitable information through, for example, systematic reviews or questionnaire studies – a kind of 3R “meta-research” that itself needs adequate funding. Hurdles to 3Rs implementation lie at various levels, moreover. They include difficulties in changing established practices, institutional obstacles, and limited awareness and resources, to mention just some. Although the complexity is immense, pragmatic solutions to overcome these hurdles are within reach if the relevant incentives are put in place.




5. Advancing 3Rs: ethics and society


5.1. The 3Rs’ development and translation in theory and practice

In the course of scientific developments and changes in human-animal relations in societies, the 3Rs principle has proved adaptive in various respects. One way to respond to new demands in the debate on the use of animals in research was to add complementary Rs, such as a fourth R for Responsibility (74–76), or Rs designed to enhance scientific value by adding, for example, Robustness, Registration or Reporting (77). Further Rs can be found in the literature, including Replication, Reproducibility and Rigor. There has even been talk of a “Rhumba of Rs” (77, 78). Such additions can be read as a reaction to developments and new issues in science and society that challenge both the breadth of applicability and sufficiency of the original 3Rs principle.

We propose that ongoing ethical and social challenges around the 3Rs can be understood by looking at four ways in which the 3Rs have come into widespread use via a set of active and often local translations. First, the moral foundation of the 3Rs has been the subject of academic debate for the past few decades (79). This foundation merits ongoing scrutiny, as the normative and empirical premises underwriting the moral status of animals and their relationship to humans continue to evolve. Considering this, animal research ethics has developed into a recognized subfield of applied ethics (80, 81). Second, there is the translation from ethical principles into practical recommendations. Russell and Burch (82) first articulated this in the late 1950s, but questions remain, in interdisciplinary debates, around who should define the 3Rs: in societies, professional bodies, campaigning organizations and academic communities today (22, 83, 84). Third, there is the translation of recommendations into national research regulations. Proposals on how to translate the 3Rs into regulations reflect ideas about the proper role of the state in limiting academic freedom and promoting research innovation, as well as in governing scientific procedures and protecting animals (85). Finally, there is the translation of regulatory requirements built upon the 3Rs into everyday policy and scientific practice – from animal technicians seeking to refine procedures (86), to scientists imagining public attitudes when deciding which species to use (87), or institutions creating barriers to the use of replacements (88). There is also the translation of the whole 3Rs endeavor into the public sphere in order to raise awareness and gain support through transparent communication (89). For Russell and Burch, writing within the academic culture of 1950s Oxford, this translation into the public sphere was imagined as something that would come at the end of the process. Today, moves toward openness and transparency in science, together with the growing agenda of responsible innovation (90), mean that the vantage points from which the public may challenge animal research have multiplied. This implies a need for ongoing review around how far the 3Rs principle meets its intended ethical purpose.

The 3Rs principle is not a strategy for phasing out animal use in research. In this respect, the 3Rs principle seems to be in line with the general public’s majority view. For instance, in a Danish empirical survey (91) 30–35% of people questioned approved of animal research quite strongly, and 15–20% opposed animal research, whereas the remaining 50% were reserved in their views. In a Swedish survey (92) just over half (55%) of respondents considered that animal experiments are acceptable in medical research. Acceptance increased to 82% when it was stipulated that the animals were being treated well and not exposed to unnecessary suffering (92). In the UK, overall, the public (i.e., British adults aged 15+) is supportive of the use of animals in scientific research: 68% agreed in 2014 that it is acceptable “so long as it is for medical research purposes and there is no alternative,” but there is also widespread agreement (76%) that more work should be done to find alternatives to using animals in such research [(93); for the UK, see also Ipsos Mori (94) and for the U.S. Gallup (95)]. A recent qualitative study conducted in Austria (96) also indicates that strict disapproval is not the rule.

As the above-mentioned surveys show as well, very few people do not care about animals, and most think that animals should only be harmed if sufficient benefits are on the horizon. This is reflected in the Directive, which makes harm-benefit analysis one aspect of project evaluation [Directive, Art. 38 (2) d; (68, 80, 97–101)]. With this, the Directive adds an important aspect, asking whether the research aim outweighs the harm (if there is any) on the animal side. This goes well beyond the 3Rs principle, which focuses on how to achieve a given research aim with the least possible animal harm (including no harm at all, in the case of replacement). Hence, in pragmatic terms, current legal requirements (at least in EU Member States) already go beyond the 3Rs principle. That raises questions about whether the principle should be extended, or complemented, and how it feeds into this new responsibility to balance harms and benefits. In any case, the successful interplay of the 3Rs principle and the harm-benefit analysis is in need of a clear methodological understanding of both. Problems of the former have been dealt with in this text; methodological challenges and practical hurdles for carrying out the harm-benefit analysis in a clear and transparent manner have been extensively addressed elsewhere [(e.g., 97, 101–104)].



5.2. Rethinking replacement strategies

The idea of replacement is typically understood so that animal use is to be avoided if, and only if, the same scientific goal can be achieved with the same quality with alternative methods. Thus, if animals are not instrumentally necessary to reach a given research objective, they are replaced by other methods. The correlative question is whether the proposed project, and its use of animals, is appropriate and necessary to achieve a given research objective. However, looking at the idea of replacement more broadly, it can also be asked whether the research objective itself is sufficiently important to justify the harms caused to the animals. This question addresses the goal-related necessity of a project – a focus mirrored in the idea of harm-benefit analysis – and opens up a more substantial debate over whether the promised benefits can be reached through means other than the research in question.

These two perspectives – instrumental and goal-related necessity – have been distinguished and elaborated by the Swiss Academy of Science (105). Following the ideas they present, we might say that, to avoid animal use, replacement can also be applied to the way we are trying to obtain prospective benefits. Sometimes non-research alternatives enabling us to obtain benefits without research at all may exist. An example would be reducing the prevalence of a disease by preventive measures rather than the development of treatments. For instance, at least in theory, metabolic syndrome and some cardiovascular problems can be addressed effectively in many patients by dietary changes and exercise. Also in other areas, like production-related diseases in animal farming where animals are kept densely and in big numbers, alternatives might be considered. Rather than finding solutions in new treatment options with the use of biomedical research, changing the production system might efficiently mitigate the problem.

In fact, as a recent qualitative study indicates, the justificatory basis for solving “self-created” problems via animal use in research is weak (96). The study suggests that it is not only the “weight” of benefits that is to be factored into harm-benefit analysis, but also the quality and nature of those benefits. In this regard, the question emerges: What sorts of benefits can actually generate weight on the scales, and what sorts of benefits cannot outweigh animal harms and would therefore need to be achieved through means other than research or not at all? Presently, this debate oscillates around the question of benefits achieved in basic research versus those obtained in applied and translational research [for Switzerland cf. (106)], but the core of the issue reaches far deeper.

Generally speaking, focusing on research goals allows for debate about what would perhaps be even more efficient, and then non-animal and/or non-research-driven strategies might come into the discussion [(e.g., 69)]. This goal-oriented view departs from the original thinking behind the 3Rs, since it questions whether the replacement of research (as a strategy to obtain benefits) is an adequate solution to a given problem. Hence, replacement is not only to be understood in terms of replacing animals in research; it can also be understood as taking ethical considerations into account more broadly by asking whether alternative routes bring about comparable benefits with different, and fewer, costs. However, such debates are at an early stage. To ensure they are effective systematic guidance on participation and exchange might be important. For instance, the accessibility and availability of the alternative routes is linked to the different roles that citizens are allocated in discussions of the harms and benefits of animal research, whether as members of the public, participants in research, or potential patients (107).



5.3. Approaching reduction and refinement from a different perspective

In the light of ethical considerations, the reduction of animal use can also be reframed. Whereas we should avoid using animals as far as possible – for we are indeed legally bound to do so – there seem to be cases in which animal experiments are still the rule. Sometimes they are even legally required, as they are, for example, in regulatory testing in many – but not all [e.g., U.S. (11)] – countries, as we have seen above. As a matter of fact, the term reduction itself (making something less in amount or number) already implies the mindset of legitimate animal use for scientific purposes under particular circumstances (e.g., the 3Rs), which conflicts with the idea that animal research should be the exception, rather than the rule [recital 12 Directive; (19)]. Turning this “Yes, but…” into a strict “No, but…” position when we are thinking about possible research aims might help here. This means a shift toward considering animal use in research as an option only in exceptional circumstances, and a corresponding shift of the onus of justification: only if abstaining from the use of animals would produce highly undesirable, unbearable costs, is using them an option. However, the very concept of reduction implies use animals in the first place, and reducing their numbers and the harm done to them to a minimum when designing an experiment – a mindset implicit in the 3Rs principle.

Refinement, and its focus on ameliorating the negative subjective experiences of animals (pain, suffering, distress), has been and might be further reconsidered as well. The centring of refinement strategies on negative subjective experience introduces a risk that we will ignore factors contributing to positive welfare. As far as we know, it is not only pain and suffering that make a difference to an animal’s life. Taking, for example, newer research on cognitive abilities in animals into account, phenomena like the desire to care for conspecifics (108), the preference for stimulating and changing environments (where neophile animals are concerned) with exploratory possibilities (109), certain emotional states, and so on, might enrich the debate and have a bearing on our responsibilities as regards refinement (110, 111). Again, as in the case of replacement and reduction, thinking through the limitations and possible advances here might broaden the debate and allow 3Rs research in the humanities, legal studies and social sciences to be linked with the public debate, and to reflect the issues addressed in a systematic manner. This is particularly important, since all of these ways of broadening our views would occur in an environment where the human-animal relationship is developing.



5.4. Conclusions on advancing 3Rs and ethics and society

Where advancement of the 3Rs is concerned, research and insights into the ethical issues, as currently conceived, undertaken in social science, history, law, philosophy, and so forth, can lead to an improved and better-informed understanding of the directions in which we should be moving in the future. Gaining empirical insights into changes of opinion in societies and/or research practices, and reflecting these insights, might allow for more thorough-going development of animal research policies. For instance, comparatively little is known about researchers’ views and opinions. Hence, investigating the epistemology of labs – an epistemology that is often tacit and inherited from one generation to the next – in sociology and anthropology of science [(e.g., 112, 113)], could inform the debate substantially. Ideally, the investigation will identify (mental) hurdles linked to attitudes, traditions and management culture [(e.g., 61–63, 114, 115)]. Making such matters explicit through systematic investigation might help us to find ways to tackle them. Thus, the humanities and social sciences could offer a richer and fuller picture of the problems that arise when animals are used in research, and in that way support public debate and dialog [(e.g., 94, 116, 117)]. It could also take researchers’ views more seriously and treat them indeed as a cornerstone of future efforts to increase our understanding, and improve our use, of the 3Rs. Whether or not this is going to speak in favor of greater efforts being made to protect animals used in research is an open question. In societies where animals are still kept and slaughtered in their billions for food, owned for amusement, hunted and used in sports, it remains unclear which way democratic societies will go.

Looking at the debate on advancing 3Rs from this angle, the humanities and social sciences are not the fifth wheel: they are as important as natural science and biomedicine in the project of advancing implementation of the 3Rs and developing the 3Rs themselves. The proposition that developing humane experimental techniques is both a sociological and scientific problem was present in Russell and Burch’s work in the 1950s, still it fell out of favor as the cultures of science and the humanities diverged. The Swiss National Research Programme “Advancing 3R” (NRP 79) is innovative in its focus on questions about how interdisciplinary research might recover these connections. Research in sociological and scientific disciplines might help to close the gap between science and society. It is to be hoped that it will foster reflective debate on what we can reasonably expect from animal research, and what we are willing to sacrifice for the benefits we hope to gain.




6. General discussion and conclusion

The normative principles governing the use of animals are subject to continuous societal negotiation and development. One of the effects of this is that the relationship between us, human beings, and animals can no longer be assumed to be one in which human supremacy reigns. In particular, we can no longer think simply in terms of the instrumental value that animals have for us. To do so, would be to disregard animals’ intrinsic value – a value that is acknowledged in legal documents as well as in common morality. Hence, it is not only in the food production industry, the world of fashion, zoos, our private ownership of pets, and so on, but also in research, that responsible actors have to deal with changing responsibilities and expectations. Given societal change, then, the 3Rs cannot be used as a self-explanatory reference. They need to be continuously re-examined with a view to their normative foundations, their interpretation, their implementation, and their innovation. To give just one illustration of change, we are now much more willing to recognize features such as cognitive and emotional capacities, and prosocial behavior, in non-human species, and to accept the moral responsibilities that follow from such recognition (108, 118–120).

There is a persistent perception that there is a “missing effect” of the implementation of the 3Rs. However, as has been explained in the sections above, proper outcome measures for replacement, reduction and refinement alike are largely undeveloped, and therefore one is entitled to question whether the effect really is missing, or whether instead we are simply unable to properly measure it on a wider, global scale. Total numbers of animals used in research are often the reference point for the public, and for politicians when they point to the supposed missing 3Rs effect. However, when these numbers are not placed in their wider context, what information on the effectiveness of the 3Rs do they provide? A better understanding of the relations between trends and movements in research, in connection with animal use, will not only create an improved understanding of the effects of the 3Rs, but also point to important gaps. So, it is important not only to remove hurdles so as to facilitate 3Rs implementation to the greatest degree possible, but also to develop appropriate outcome measures and understand more fully the environment in which the 3Rs are implemented.

The aims of this paper have been to sketch the potentials, and some success stories, of the 3Rs; to examine the challenges and difficulties of implementing the 3Rs principle; and to identify possible advances in the way the 3Rs are applied and understood. We see a number of ways in which the 3Rs’ effect can be enhanced in the future. First, new or improved tools and methods that increase the probability of successful 3R implementation as well as validation, and broader acceptance of existing tools and methods, will together help to make the 3Rs more effective. Second, strategies to bridge gaps in implementation are of great importance. Third, as we have seen, research on the 3Rs, and particularly on their validation and implementation, generally struggles to find recognition in the funding and publication system. This status problem, as perceived by many scientists, against a background of limited funding incentives, represents an important gap that needs to be filled if we are to encourage greater 3Rs ambition. Hence, fourth, the 3Rs may have more effect if incentives, in the form of reward systems that acknowledge 3R improvements and contribute to career benefits, are put in place. Fifth, to substantiate and develop this further in a bottom-up manner, the inclusion of the 3Rs in training programs and academic curricula is crucial. It will strengthen awareness and knowledge of the 3Rs among scientists. Top-down strategies involving further engagement by regulatory bodies and policy makers in the use of the 3Rs principle as a steering instrument may also encourage the research stakeholder community to advance implementation. Sixth, innovative tools are needed: not just alternative research methods, but tools to raise societal awareness; to promote greater transparency in the research community about animal use; and to encourage dialogue between researchers and ordinary citizens about normative issues raised by the use of animals in research.

In conclusion, the principle of the 3Rs, as an instrument of guidance, is not perfect. Nor is it a comprehensive solution to all of the issues presented by our continuing dependence on animal use in research. To remain useful, the 3Rs therefore need to be both continually advanced at the scientific level and challenged at the normative level. In this way, the goal of responsible scientific knowledge production might be achieved through research involving animals in exceptional cases only.
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The 3Rs principle is highly topical in animal-based research. These include, above all, new scientific methods for conducting experiments without an animal model, by using non-animal models (Replace), reducing the number of laboratory animals (Reduction) or taking measures to keep the stress on the laboratory animal as low as possible (Refinement). Despite numerous modern alternative approaches, the complete replacement of animal experiments is not yet possible.

The exchange in the team about the daily work with laboratory animals, about open questions and problems, contributes to a reflection of one’s own work and to a better understanding of the work of the others. CIRS-LAS (Critical Incident Reporting System in Laboratory Animal Science) represents a reporting system for incidents in laboratory animal science. It is urgently needed because the lack of transparency about incidents leads to the repetition of failed experiments. Negative experiences from animal-based experiments are often not mentioned in publications, and the fear of hostility is still very high. Therefore, a constructive approach to errors is not a matter of course. To overcome this barrier, CIRS-LAS was created as a web-based database. It addresses the areas of reduction and refinement of the 3Rs principle by providing a platform to collect and analyze incidents. CIRS-LAS is open to all individuals working with laboratory animals worldwide and currently exists with 303 registered members, 52 reports, and an average of 71 visitors per month.

The development of CIRS-LAS shows, that an open and constructive error culture is difficult to establish. Nevertheless, the upload of a case report or the search in the database leads to an active reflection of critical occurrences. Thus, it is an important step towards more transparency in laboratory animal science. As expected, the collected events in the database concern different categories and animal species and are primarily reported by persons involved in an experiment. However, reliable conclusions about observed effects require further analysis and continuous collection of case reports. Looking at the development of CIRS-LAS, its high potential is shown in considering the 3Rs principle in daily scientific work.

KEYWORDS
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1. Introduction

What are the similarities between animal testing and flight safety, military operations, or production in mechanical engineering? All of these areas benefit from a constructive error culture to optimize processes and prevent the repetition of failed procedures (1). However, an important difference between animal experimentation and these other areas are the possible consequences of failures. In animal experiments, the focus is on the welfare of laboratory animals, which is potentially affected by failures. Despite the development of numerous modern and promising alternative models, animal testing cannot be completely replaced from today’s perspective. In 2021, 2.5 million laboratory animals were used for experimental studies or teaching in Germany (10.6 million in the EU in 2019) (2, 3). Since the EU Directive EU 2010/63 (4) came into force the 3Rs principle (Replace, Reduce, Refine) which had been published long before has been given a legal basis (5).

In Germany as in all other European states the EU Directive EU 2010/63 is applied within the legal regulations for laboratory animal science by the Animal Welfare Act (TierSchG) and the Animal Welfare Ordinance (TierSchVersV) (6, 7). Both legislative texts were extended by the 3Rs principle (3Rs) in 2013. They form the basis of good scientific practice in animal experimentation. According to the 3Rs, all animal experiments should be designed to minimize the number of animals used for experimental purposes (Reduce) and to improve the conditions for the experimental animals (Refine). Whenever possible, alternative approaches must be used if the experimental purpose can also be achieved in this way (Replace). There is a growing awareness not only of working according to the 3Rs principle, but also of the impact of animal welfare on the reproducibility, reliability, and implementation of data obtained from animal experiments (8, 9).

Since 2016 the focus of initiatives and actions was mainly on animal welfare. In the 2020s, the perspective has changed and the wellbeing of people working with laboratory animals is also coming to the fore. The concept of what is known as Culture of Care (CoC) describes good communication as an essential tool to achieve appreciation of laboratory animals and the people who work with them daily (10, 11). Communication in animal experimental research plays an important role at all levels - on the one hand, internally - from the animal caretaker to the management level - and on the other hand, it should be directed externally. External communication primarily involves exchanges with the public about animal experiments and their acceptance. This acceptance is mainly achieved by supplying all the necessary information about animal testing in general (12) and transparency about the exact goal of an animal test (13). Acceptance is further promoted by the support of the European Animal Research Association EARA (14). EARA offers training for researchers toward open communication on animal testing. Institutions from 20 different European countries are member of EARA to work according to the basic principle of transparency in scientific work.

In addition to the information about animal testing available on several Internet platforms mentioned above, scientific institutions around the world are increasingly changing their communication strategy toward greater transparency about specific scientific results obtained in-house with animal testing (15). The internal communication already mentioned above includes both the worldwide exchange with the entire scientific community of people in the field of animal experimentation and the exchange within a scientific institution. The discussion in the team about the daily work with laboratory animals, difficulties and problems, contributes significantly to the reflection of one’s own work and to a better awareness of possible sources of failures (16). However, issues such as the occurrence of an incident or a failure during an experiment, or even the unexpected death of an animal, are often not adequately discussed or even addressed.

For this reason, the desire for a higher level of transparency has come to the fore in recent years. The transparent handling of animal experiments and especially of unexpected incidents is demanded more and more. However, this demand is confronted with mistrust, fear of consequences, and insufficient error awareness in laboratory animal science (LAS). To overcome this mistrust, a confidence base must be established by means of open and constructive communication. At the same time, the advantages of transparency and an open approach to handle errors or incidents must be made clear.

Recognizing errors, discussing the reasons and thinking about possible improvement measures in exchange with others leads to a changed awareness of failures. Mistakes occur, and it is important to accept them and learn from them. In LAS, this means that improvement measures lead to improved animal welfare by avoiding the repetition of unsuccessful experiments. At the same time, dealing openly and constructively with incidents and mistakes is important for building public trust (17). This breaks the cycle of failure and fear of consequences.

Addressing failures constructively goes back to the so-called Swiss cheese model, originally described by the British psychologist James Reason (18). The model represents how latent and active human errors contribute to the breakdown of complex processes and describes the concatenation of error causes. The model compares safety systems with cheese slices placed one behind the other. The holes in the cheese represent the imperfection of safety measures in processes. An unfavorable combination of individual multifactorial defects may cause damage, accidents, or serious consequences. Nowadays, the Swiss cheese model is used worldwide in various disciplines for the analysis of accident causes, in risk analysis, and in risk management. So-called CIRS (critical incident reporting systems) already exist in numerous technical application areas outside medicine, highlighting the importance and suitability of constructive error culture systems (1).

The development towards a better understanding of errors and the rising awareness of the positive impact of revealing and verbalizing errors and pinpointing their causes took place in human medicine as early as the 1980s. This subsequently led to the introduction of error reporting systems in hospitals in 2013 (19). Since the amendment of the German Patient’s Rights Act in 2016 (20), every hospital must implement a CIRS to minimize risks to patient well-being (21, 22).

Based on the experiences of CIRS from human medicine, CIRS was established for LAS in 2015 (23). Several reports on the need for transparent and constructive error management have been published in LAS (24–26). Researchers are increasingly encouraged to mention adverse effects of animal experiments in publications to increase reproducibility (27). However, the use of concrete error management systems is not common in LAS. The few existing systems focus on local error management within a facility, usually as part of a quality management system (24, 28). In these local failure management systems, the focus is primarily on organizational or constructive incidents that are facility-related and confined to one research institution and are therefore very valuable in evaluation. Therefore, the main approach of the reporting system named here, CIRS-LAS, was to create a supra-regional, web-based error management system that is easily accessible for all those involved in animal research. It should not be limited to a single institution, but rather make incidents available to the entire scientific community. The goal of CIRS-LAS was to develop a global approach to network critical incident reports that subsequently could be implemented on an individual research setting.

At,1 anyone involved in LAS can enter a critical incident using the case report form without prior registration. Furthermore, the visitors of the website can inform themselves about the project. Research within the case report database is possible after registration at2 with name and institution. Registered users can leave comments and suggestions for improvement regarding other reported cases, or read about one’s own registered cases.

The entry of a critical event and thus the provision of information represents a transparent handling of errors and incidents in animal science. Addressing refinement activities through open dialog is important, as it consequently contributes to improved animal welfare. At the same time, it allows for improving the quality of results of scientific studies by minimizing sources of bias such as unexpected events, interference from suffering animals, or other circumstances.

The benefits of CIRS-LAS are sustainable but develop slowly, since it depends heavily on the acceptance of the project within the scientific community. Investing time in this voluntary work for animal welfare draws on the limited time available to scientists and therefore might negatively affect the compliance to report.

CIRS-LAS supports work according to the 3Rs ‘Reduce’ and ‘Refine’ in several ways. It serves as a platform for analyzing the causes of an incident, which is only possible if the critical incident is the subject of discussion and transparent reflection. It also provides the means to share insights with other scientists, and thus can encourage everyone’s willingness to learn from mistakes in animal experiments. Each individual can contribute to reduce the number of laboratory animals by searching the CIRS-LAS database for review reports of similar critical incidents or problems and possible resolution strategies to prevent recurrence. Evaluating critical events in animal experiments, facilitates developing potential solution strategies and refinement methods for one’s own planned experiments.

The goal of CIRS-LAS is to sustainably improve quality and transparency in all daily work with laboratory animals. This daily work includes not only experimental setups, but also animal husbandry and breeding, as well as daily routine of animal handling and teaching of experimental techniques.



2. Development of CIRS-LAS

The homepage3 was launched in 2015 and contains a database for critical incidents in LAS. A critical incident includes all processes in which an unanticipated event occurs. This event can be the unforeseen death of an animal, but also an unexpected injury or in general, a result that was not expected in this way. Such a critical incident can occur in any field of LAS: in husbandry, breeding or during an animal experiment.

CIRS-LAS started as a project for scientists working with laboratory animals and was soon extended to all people involved in animal experiments, e.g., animal caretakers, technicians or animal welfare officers. The homepage is divided into two parts - an interface visible to all visitors and a user-restricted area visible only to registered users. The open access interface provides the case report form and general information about the project. The user-restricted area allows for case research and includes commenting options. The web-based application and its availability in English, French and German allows access to CIRS-LAS worldwide. Any person without registration can report a critical incident anonymously on the homepage. The case report form requests 4 important contents (see attachment): (1) Assignment of a title and keywords for later search, (2) details of the animal (s) involved, (3) details of the critical incident itself (subject area, background information, description of the critical incident, possible reasons and suggestions for improvement) and (4) details of the reporter (scientist, employee). All entered data will be used for the later statistical analysis.

In the third part of the case report form (details of the critical incidents itself) the incident is categorized. The categories are based on the German legislation on the number of animals used in scientific approaches (29) and, in addition, some categories have been added to cover the whole field of LAS. These include, for example, anesthesia, musculoskeletal system, genetics and breeding, regulatory and non-regulatory purposes, animal husbandry/hygiene/nutrition, or new animal facility construction. Information about the content of the planned experiment is important for understanding the case report and helps to place it in one’s own work. The exact description of the incident shows the deviation from the planned intention. Negative experiences or negative results of an experiment can be specified. The more detailed the background and the incident are described, the easier it is for other registered users to suggest possible improvement measures.

Furthermore, the degree of distress to the animal, if applicable and estimable, is inquired to capture the impact of the critical incident on the animal. The final question on the reported case includes the factors that may have contributed to the incident. Multiple entries are possible, as there are often multiple factors involved (see also Swiss Cheese Model) (18). Here, contributing factors such as organizational problems within the institution itself or equipment and technical failures but also personal factors such as lack of communication, human error, or problems with a special medication as well as factors related to the animal itself can be mentioned.

The complete case report will be checked for anonymity and plausibility by the project administrators before it is published in the user-restricted area of CIRS-LAS. Named keywords are entered into the database (and modified or added if necessary) to facilitate later searches corresponding to an area of interest. To access the restricted database area, registration with a professional e-mail address is required. The CIRS-LAS administrator team manually checks the assignment to the specified institution of the registering persons. The registration will be activated if the institution is conducting animal experiments or if the person can prove a professional interest in LAS. After login, registered users can read their own reports or cases reported by others in the restricted user area of the database. They can also make comments on case reports, which are checked for plausibility and content by the project administrators before being published.

All collected data from registered case reports are statistically evaluated regarding frequency of an animal species, a category, an influencing factor, a reporting group of persons or the influence of an incident on the further course of the experiment or on the severity of an injury. Statistical analyses are performed in Excel due to the number of case reports and the research question.

The desire and willingness for more transparency in dealing with animal experiments and critical incidents has increased greatly in recent years. The increased interest in transparency shows, that there is an urgent need to introduce an incident reporting system. Nevertheless, after the introduction of CIRS-LAS in 2015, the willingness to use the database to report a critical incident was initially low, comparable to the similarly delayed acceptance of CIRS in human medicine.


2.1. Increasing acceptance of CIRS-LAS

At the beginning of 2015, the trend towards more transparency in LAS was far from being evident and the project was only known in the local area where the project originated. There was still enormous reluctance to use CIRS-LAS as means to handle critical incidents transparently in animal-based research. As a result, the number of people registered increased slowly and required much discussion and persuasion (Figure 1). However, presentations at universities and research institutions, and discussions with people involved in animal research led to an increase in registrations, which are no longer just local, but also national and international. These presentations provided an opportunity to critically discuss CIRS-LAS with researchers, students, technical assistants, and others who work with laboratory animals. Questions about anonymity, benefits, the reporting process, and how to deal with authorities as well as opponents of animal experimentation were answered and discussed. Concerns about anonymity, consequences and even penalties were often dispelled. The intention was to awaken fundamentally their understanding of the need for more transparency in the daily scientific work.
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FIGURE 1
 Number of registered users at CIRS-LAS from January 2015 to December 2022; Number of homepage visitors at CIRS-LAS.org from January 2015 to December 2017 and in a tested period of 18 months from July 2021 to December 2022 only includes accesses by unique real users, accesses by bots are not included.


Compared to the beginning, the number of homepage visitors decreased, while more registered users were counted (Figure 1). This may be the result of a more targeted visit to register on see foot note text 3. On the one hand, possible reasons for the initially very hesitant application of CIRS-LAS can be seen in the fact that the trend towards more transparency in animal research developed more strongly only later. On the other hand, the acceptance of CIRS in human medicine developed similarly slowly, since an open-minded error culture had not yet been fully established. Consequently, in the critical discipline of animal-based research, the new approach toward more transparency took even longer.



2.2. Analyses of case reports

The number of case reports (n = 52) and the fact that each reporting person filled in almost all required fields allowed a statistical validation regarding different aspects of a critical incident report (Figure 2).

[image: Figure 2]

FIGURE 2
 Analysis of the reported incidents in the CIRS-LAS database (n = 52); (A) Animal species, (B) Number of critical incidents in the different disciplines, (C) Severity level, (D) Impact of the incidents on experimental results, (E) Contributing factors, and (F) Reporting person; the percentage of cases and the linked information refer to the period of project launch in January 2015 to December 2022.


Noticeable is the high number of farm animals like sheep and pigs in the reported incidents, followed by rodents (mice, rats) which make up more than 80% of all laboratory animals (Figure 2A). Regarding the incident discipline and the context, most cases were reported in the musculoskeletal field and in laboratory animal husbandry, including the hygiene and nutrition field (Figure 2B). The high number of reported cases concerning farm animals could be based on several possible explanations. First, farm animals are usually not commercially bred homogeneous animals, which is why they are usually not comparable with standardized commercially bred laboratory rodents. Farm animals, usually originated from farm animal environment and thus might be associated with irregular hygienic status. In contrast to laboratory rodents purchased from highly standardized and strictly monitored commercial breeding facilities, their hygienic status is oftentimes not even fundamentally analyzed. Subclinical infections might lead to increased biological variability as well as higher risk of occurring side effects under experimental conditions (30, 31). Secondly, farm animals are used as models for particularly challenging complex models, e.g., in musculoskeletal research to determine critical size effects in bone healing or as models for heart failure (32, 33). Considering these risk factors (farm animal species and difficult research areas) in conjunction suggests a higher risk for incidents here.

The so-called expected severity level (Figure 2C) is determined when applying for an animal experiment permit, i.e., before the experiment begins. The maximum severity level to which an animal is expected to be exposed in the planned experiment is defined in 4 severity levels according to EU Directive 2010/63 (4): low, moderate, severe, non-recovery. The severity of the reports in the CIRS-LAS database was primarily severe, and a high number of critical incidents also resulted in the death of laboratory animals (Figure 2C). The reason for the high number of dead animals and severe courses due to an incident may also be related to the high number of reports with large animals as described in the previous section. In addition to the disciplines of musculoskeletal system and husbandry/hygiene/nutrition already mentioned above in connection with farm animals, anaesthesia and cardiovascular interventions also carry very high risks (Figure 2B). Incidents in these disciplines can more quickly lead to a severe severity level. This is also reflected in the proportion of high impact of an incident on the experiment since most frequently, results could not be used for evaluation or experiments could no longer be used continued (Figure 2D).

It can also be cassumed that a large proportion of incidents are not reported. It is clear however, that reported incidents can have a significant impact on an experiment and, especially when considered on the scope of an entire research facility, can help to avoid a significant number of unsuccessful experiments. Based on the evaluation of CIRS-LAS, it becomes clear that the impact of an efficient error management must not be neglected. Not only the number of laboratory animals that are needed for the repetition of a failed experiment must be taken into consideration, but also the resulting costs and the additional time invested. All these things are precious goods at universities and research institutions.

The reporting persons were also asked for the factors that led to the critical incident. The most frequently stated factor was the organization (Figure 2E) which refers not only to the organization of the experiments, but also to the organizational structure of the facility. This mentioned factor can stand for a lot of different causes and could also be a result of the cumulative effect of several influences, like it is described in the Swiss cheese model (18). Technical factors such as equipment failure or technical malfunctions also led to many reported critical incidents. Several failures occurred in training situations or were caused by human factors such as inattention, fatigue, or lack of motivation, to name a few examples.

The statistical analysis of the reporting persons clearly shows that mostly the scientists involved in a project, and less often external scientists or technical staff, reported the incidents (Figure 2F). Project related scientists are mainly responsible for the wellbeing of laboratory animals used for their experimental purposes. That might be a reason why they reflect and evaluate every critical incident. Their aim is to provide good laboratory science, which is why they often critically question themselves, and their work, and search for transparent published data. The trend towards good laboratory practice has been in place for several years, which has led to increased publication of possibilities for ensuring the reproducibility of experiments.

Regarding other measures to improve the reproducibility of animal experiments, such as the ARRIVE guidelines (34), one study found that in the more than 230 examined publications, none of them fulfilled 100% of the requirements of these guidelines. Five years after the ARRIVE guidelines were published, the quality of the information provided in publications on animal experiments was still not improved across the board (35).




3. Discussion

In an era of transparency initiatives and rising interest from the public in animal experimentation and the wise use of public research funds for basic medical research, every institution should think about how it handles incidents and errors in laboratory animal science and should use CIRS-LAS to do so. To successfully improve transparency in animal experiments in all areas, the use of a CIRS must clearly be supported by the management level. Only then, it is possible to give all employees sufficient security and confidence to talk about incidents without fear of sanctions.

The results clearly show that the majority of reported critical incidents occur in the domains of very complex animal models as musculoskeletal experiments as well as in laboratory animal husbandry. The outcome of incidents with respect to severity assessment was mainly named as severe. However, that conclusion can only be regarded as a presumption based on the number of critical incidents referred to the CIRS-LAS database. Compared to evaluation of use of CIRS in human medicine, the majority of reported critical incidents in hospitals occurred in emergency units, intensive care units, and post anaesthesia care units, which suggests that the probability of a critical incident to occur can be associated with high-risk domains in general.

In the case of critical incidents in LAS, the causes can be traced back to human factors and the surrounding organizational structure in the laboratory or institution. A second consideration involves the difficulty of admitting personal failures. Therefore, it might be possible that contributing organizational factors also include personal failure. Reflecting on one’s own work and the mistakes made in the process is still the biggest obstacle, along with the fear of sanctions from colleagues or management. One consequence of this is an unwillingness to enter critical incidents into the CIRS-LAS database. This is also the weakness of CIRS-LAS, which can only be countered by constantly reminding of the goals of an error culture: the improvement of animal welfare and to increase transparency. Both should be in focus of every person who performs animal experiments.

Regarding the question of a local or a global acting reporting system, it should be clear that few incidents are to be expected in a single facility and the exchange about possible reasons and improvement measures is limited. Furthermore, depending on the type of laboratory animals used, not every animal species or category can be mapped. For this reason, CIRS-LAS was designed as a web-based, globally usable system. Only a comprehensive database, representing as far as possible all categories of laboratory animal science, can lead to learning from the mistakes of others. A database with continuously expanding number of cases increases the probability of researching incidents about failed attempts, problems, and possibilities for improvement that affect one’s own field of activity. CIRS-LAS is a platform for anyone who is willing to work transparently and to establish a positive error culture in laboratory animal science. Furthermore, this should provide an opportunity for constructive exchange, because ultimately, animal welfare and the reduction of laboratory animals must come first.

From today’s perspective, it can be concluded that advantages of using CIRS-LAS to improve quality within animal experiments and to reduce numbers of used animals are proved and undeniable. The active implementation of a constructive failure culture is fundamental to scientific progress while maintaining the highest standards of animal welfare. Recognition of the need for transparent communication in the sense of a positive ‘Culture of Care’ will ensure public confidence in laboratory animal science.
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The 3Rs principles—reduction, refinement, replacement—are at the core of preclinical research within drug discovery, which still relies to a great extent on the availability of models of disease in animals. Minimizing their distress, reducing their number as well as searching for means to replace them in experimental studies are constant objectives in this area. Due to its non-invasive character in vivo imaging supports these efforts by enabling repeated longitudinal assessments in each animal which serves as its own control, thereby enabling to reduce considerably the animal utilization in the experiments. The repetitive monitoring of pathology progression and the effects of therapy becomes feasible by assessment of quantitative biomarkers. Moreover, imaging has translational prospects by facilitating the comparison of studies performed in small rodents and humans. Also, learnings from the clinic may be potentially back-translated to preclinical settings and therefore contribute to refining animal investigations. By concentrating on activities around the application of magnetic resonance imaging (MRI) and ultrasound elastography to small rodent models of disease, we aim to illustrate how in vivo imaging contributes primarily to reduction and refinement in the context of pharmacological research.
Keywords: magnetic resonance imaging, ultrasound elastography, small rodent, pharmacology, translational research, preclinical research, in vivo imaging, 3R principles
INTRODUCTION
The 3R concept (replacement, reduction, and refinement) concerning the humane treatment of experimental animals was introduced in 1959 by Russell and Burch in the book The Principles of Humane Experimental Technique (Russell and Burch, 1959). The development and use of methods that improve the animal welfare by minimizing eventual stress, discomfort and/or pain during experimentation, as well as by reducing the number of animals are central for achieving ethical, scientific and even economic benefits. Moreover, despite ongoing efforts to substitute animal experiments by in vitro or in silico methods, significant challenges arise in the study of complex regulatory processes of the cardiovascular, metabolic, respiratory or nervous systems, for instance, or in the investigation of pathology, especially when the disease mechanisms are poorly understood. Thus, animal experimentation remains central to examine disease as well as in the context of drug discovery. Traditional experiments rely heavily on invasive techniques necessitating to sacrifice animals during the course of a study in order to perform, e.g., histopathological analyses. Often such invasive approaches are limited when it comes to identify crucial steps about disease progression or compound effects.
Non-invasive in vivo imaging provides potential to quantify with minimal distress anatomical, functional, metabolic or molecular alterations within the animal’s body. Imaging allows monitoring temporally and spatially animal models of diseases and the response to therapy (Rudin and Weissleder, 2003; Beckmann, 2006; Ripoll et al., 2008; Beckmann and Garrido, 2013). Through examples primarily from our own experience in adopting imaging in the context of pharmacological studies in small rodent disease models, we aim at illustrating the win-win situation between animal welfare and the relevance of data obtained from animal studies. Non-invasive imaging enables to reduce significantly the number of animals used for experimentation. Repeated measurements allow each animal to serve as its own control, thereby benefitting statistical analyses and resulting in an estimated reduction of more than 80%, depending on the application and the study protocol. For instance, in a rat model of prolactinoma in which pituitary hyperplasia was induced by chronic stimulation with estradiol, a large variability in pituitary volume was observed, which translated into a coefficient of variation of 80% (Rudin et al., 1988). Thus, in order to detect a statistically significant (p = 0.05) 50% volume decrease upon treatment, group sizes of at least 35 animals would be required if weighting the pituitary would be the endpoint. However, monitoring the pituitary volume by imaging resulted in a coefficient of variation of 12% and a sample size of n = 4 rats were sufficient to reach the same level of statistical significance (Rudin et al., 1988). By repeated examinations of individual mice, animal numbers could be reduced from 96 to 16 mice in a stroke model by incorporating various imaging modalities (Barca et al., 2021). Also, 12 rats were sufficient to longitudinally quantify lung inflammation in an ovalbumin model and to detect compound effects (Tigani et al., 2003). When adopting the traditional terminal method of bloncho-alveolar lavage (BAL) fluid analysis, 96 rats would have been necessary. Moreover, the early resolution of edematous signals quantified by imaging upon anti-inflammatory drugs did not involve general suppression of the inflammatory response monitored by traditional BAL fluid analysis (Tigani et al., 2003). In other words, the effect of the compounds on the influx of inflammatory cells in the airways as quantified in BAL was delayed with respect to the effect at the tissue level, as revealed by MRI.
A distinct advantage of imaging is the ability to go back and reanalyze images. Thus, when there are new biological questions/insights there is the option to avoid re-running animal experiments by first re-probing old images. Moreover, there is the possibility to generate information not accessible to ex vivo or post-mortem approaches, especially regarding functional assessments. This experimental refinement is enabled by the fact that imaging analyzes the organ in situ in the intact organism. All these features bear great relevance in the framework of in vivo pharmacology, in particular when addressing therapeutic effects of compounds. Indeed, testing compounds upon established pathology rather than under preventative conditions is of paramount importance. In the case of preclinical experimentation with disease models, it can be expected that every animal reacts differently to a pathological stimulus. Imaging provides the opportunity to non-invasively quantify the pathology just before initiation of treatment. This has an important practical implication as animals can then be randomized into the different treatment groups to have equivalent mean pathology distribution just before initiation of compound or vehicle dosing. Alternatively, the pathology status pre- and post-administration of compound or vehicle can be easily compared in each animal. Post-mortem analyses do not allow such direct comparison.
Various imaging techniques including “micro” X-ray computed tomography (micro-CT), position emission tomography (PET), single photon emission computed tomography (SPECT), bioluminescence, fluorescence imaging, magnetic resonance imaging (MRI) and ultrasound, have been used to study biology in small rodent models of diseases (Rudin and Weissleder, 2003; Beckmann et al., 2007; Cunha et al., 2014; Tremoleda and Sosabowski, 2015; Lauber et al., 2017). Within pharmacological research, optical imaging (bioluminescence, near infrared fluorescence imaging) and nuclear medicine techniques (PET, SPECT) are used to address questions related to target engagement, compound distribution and pharmacokinetics (Ripoll et al., 2008; Gomes et al., 2011; Fernandes et al., 2012; Razansky et al., 2012; Jang, 2013; Sharma, 2017). Moreover, the development of radiotheranostic probes enable diagnosis and treatment to be performed with the same agent, particularly in the cancer field (Colombo et al., 2017). Micro-CT, MRI and ultrasound on the other hand provide information on pharmacodynamic effects of compounds on structure and function. Here, attention is going to be limited to applications of MRI or ultrasound shear wave elastography (SWE) (Taljanovic et al., 2017) to pharmacological research in several disease areas incorporating the use of small rodent disease models to highlight the value of imaging in the context of animal welfare. In addition to reduction, these translational techniques enable to apply learnings from the clinics to refine and improve the animal models. Indeed, we aim to illustrate the importance of keeping the clinical picture in mind when performing preclinical pharmacological assessments in small rodents.
In vivo imaging: A few considerations
In most of the in vivo imaging applications, animals are anesthetized during the acquisitions. Potential effects of anesthesia need to be attentively considered, as they may not only impact functional acquisitions but also interfere with pharmacological studies. For the majority of the examples discussed in this article, animals were anesthetized with isoflurane, the most widely adopted anaesthetic for laboratory animal imaging (Tremoleda et al., 2012), in air or O2 administered via a nose cone. Healthy small rodents easily recover from gas anesthesia in a few minutes, but additional burden may occur in diseased animals. It is important to carefully conceive the studies by considering the number of times an animal is anesthetized and the minimum interval between sequential imaging sessions. As guidance, imaging sessions with a duration under 30 min including positioning of the animals and a minimum interval of 3 h between sequential anesthesias are recommended. No special animal preparation is necessary for MRI or SWE examinations, a minor but important contribution towards refinement. Intravenous administration of a contrast agent is required only occasionally, for instance to verify the leakiness of the blood-brain-barrier. In this case, contrast material approved for clinical use is utilized.
In the past few years, efforts were pursued to reduce the acquisition times by employing image denoising strategies based on filtering or convoluted neural networks. For instance, denoising has been demonstrated to improve small rodent MRI of the heart (Delattre et al., 2012; Tricot et al., 2017), the kidney (de Senneville et al., 2020; Starke et al., 2021) and the central nervous system (Wells et al., 2010; Kim et al., 2016; Wang et al., 2019) as well as spectroscopic analyses (Simões et al., 2022). Even functional connectivity assessments may profit from denoising, as shown in a rat model of sporadic Alzheimer’s disease (Diao et al., 2021). Alternative acquisition protocols have been devised to reduce the acquisition times, allowing, e.g., displacements to be detected with temporal resolutions down to 5.5 ms which may benefit cardiac MRI (Lee et al., 2021) and to accelerate the acquisition of anatomical brain images (Spencer Noakes et al., 2017) as well as of diffusion (Lu L. et al., 2012a) or perfusion data (Gao et al., 2014). Another means to reduce the total acquisition time is to combine acquisitions, for instance for assessing two relaxation times simultaneously (Thomas et al., 2002; Liu et al., 2010). More details can be found in specialized reviews (Deshmane et al., 2012; Setsompop et al., 2016; Curtis and Cheng, 2022). Moreover, advancements in data reconstruction, particularly on weighted Compressive Sensing (Kumar et al., 2021) and on model-based or data-driven deep learning tools (Johnson et al., 2020; Wang et al., 2021; Pal and Rathi, 2022; Potočnik et al., 2023) further reduce aliasing artifact problems and improve signal-to-noise, therefore impacting acquisition times. Of note, many of these developments have been or are being realized on clinical systems. Their adaptation, validation and stability on small animal scanners still needs to be properly addressed.
Prior to being useful for pharmacological studies, in vivo imaging readouts need to be carefully validated against standard measures, in general obtained through terminal examinations. Well validated readouts are more relevant, ultimately impacting animal welfare. When histology serves as reference, the importance of having quantitative parameters based on image analysis rather than relying on qualitative scores needs to be stressed. Tissue histopathology slides stored in digital image format are assessable to computerized image analysis tools and machine learning techniques (Komura and Ishikawa, 2018; Hoefling et al., 2021).
Advances in genomic, transcriptomic, proteomic and metabolomic sciences are enabling research into complex diseases. This development is paving the way for the atomic resolution of diseases. Important insights into the genetic basis of human disease are being brought by genome-wide association analyses, while systems biology approaches enhance the understanding of disease mechanisms by addressing networks, pathways and targets (Yan et al., 2018). Combining imaging providing detailed anatomical and functional information of tissues and organs of the body with -omics approaches provides potential for improved diagnostics and better understanding disease progression, as shown recently in the context of oncology (Zhu et al., 2015; Borgheresi et al., 2022; Fathi Kazerooni et al., 2022), multiple sclerosis (Herman et al., 2018) as well as mild cognitive impairment and Alzheimer’s disease (Saykin et al., 2015) to name a few. Pursuing integration of imaging and -omics techniques in small rodents (Chakraborty et al., 2017) opens the door for an improved characterization of models of disease without the necessity of increasing animal usage.
Complex questions can be better addressed through open collaboration between groups at several institutions rather than individually. Exchange of information and experience can improve output quality through, e.g., understanding the factors leading to successful acquisitions, enhanced protocols, and/or data analysis. Such collective efforts may on the long run potentiate future data collection, improve standards, comparability and reproducibility, and ultimately contribute to a reduction of animal use by a diminution of discards. Examples are efforts around standardization of resting state functional MRI (rs-fMRI) in mice (Grandjean et al., 2020) and rats (Grandjean et al., 2023) involving multiple groups around the world mentioned below.
In the next sections, applications of MRI or SWE to quantify pathology in the musculoskeletal system, brain, lung, and liver in the context of small rodent disease models for pharmacological research are discussed keeping the animal welfare in mind. Also safety analyses using imaging are presented.
Musculoskeletal system
Osteoarthritis
Osteoarthritis (OA) is a main cause of disability in older adults. Pain, loss of function and decreased quality of life are among the consequences of this long-term disease frequently affecting knee joints (Hunter et al., 2014). Traditionally OA was considered as a “wear and tear” condition, with articular cartilage damage, inflammation, stiffness, swelling, and loss of mobility resulting from a chronic overload and impaired biomechanics of the joint. Now it is known that OA involves a much more complex process orchestrated by inflammatory and metabolic factors in which the entire joint is affected, most notably the cartilage but also the synovium, joint ligaments, menisci and subchondral bone (Loeser et al., 2012; Martel-Pelletier et al., 2016).
In the absence of disease-modifying compounds, symptomatic treatments and, ultimately, joint replacement are currently the only therapeutic options available for knee OA. Small rodent models play an important role when testing new therapies (Kuyinu et al., 2016). Injury induced in rats by surgery leads to fast cartilage degenerative changes involving chondrocyte/proteoglycan loss and fibrillation as well as osteophyte formation. MRI has been applied in conjunction with such models to evaluate treatments (Huang et al., 2010; Huang et al., 2021; Gu et al., 2015; Mohan et al., 2016). The basis for the use of MRI is the quantification of degenerative cartilage compositional changes by T2 mapping, which is sensitive to abnormalities of the cartilage extracellular matrix including collagen fiber orientation (Joseph et al., 2018). Early phases of cartilage degeneration occurring prior to macroscopic cartilage defects and thinning are detectable, increases in T2 being associated with cartilage abnormalities (Pan et al., 2011).
Figure 1A shows images acquired in 8.5 min at 7 T from a rat knee joint after meniscal tear and medial collateral ligament transection. Cartilage appears brighter in the injured condyle, consistent with increased relaxation time T2 upon cartilage damage as illustrated in Figure 1B. Of note, the T2 of healthy cartilage of ∼20 ms in rats is consistent with values reported for hyaline cartilage in humans at the same field strength, ranging between 19 and 24 ms (Juras et al., 2016). Treatment with a compound administered intra-articularly at week 1 after surgery, aiming to promote cartilage regeneration, led to significant decrease of T2, suggesting beneficial effects on cartilage confirmed by histology at the end of the study (Figure 1B). Quantitative histological analysis supported the validation of T2 as non-invasive marker of cartilage damage in this surgical model (Figure 1C).
[image: Figure 1]FIGURE 1 | MRI in a post-traumatic OA (PTOA) rat surgical model of cartilage injury. (A) Spin-echo images acquired at 7 T from the same joint, 7 days after surgery. Damaged cartilage in the medial condyle displayed higher signal intensity than in the lateral condyle (arrows). (B) Higher signal intensity translated into increased T2 relaxation times in damaged cartilage. A reduction of T2 was observed upon intra-articular administration 1 week after injury onset of a compound aiming to promote cartilage regeneration. Representative safranin-O stained histological images confirmed the beneficial effect of the compound. (C) Quantification of fluorescence applying machine learning tools to immunohistochemistry for collagen-2. See Accart et al. (2022) for details on image acquisition and quantification. ©The Authors 2022.
Modulation of cartilage T2 upon experimental treatment has also been reported in the clinic for knee OA patients. In a phase I–II trial T2 reductions upon intra-articular administration of ex vivo expanded autologous mesenchymal stromal cells indicated cartilage regeneration (Soler et al., 2016). Three recent studies demonstrated T2 reductions after implanting a biomaterial scaffold seeded with chondrocytes (Li et al., 2021; Xu et al., 2021; Janacova et al., 2022). In two of the studies early efficacy suggesting cartilage repair translated into cartilage T2 reductions within 3–6 months of implantation, accompanied by improvements in functionality and pain levels (Li et al., 2021; Xu et al., 2021). Texture analysis of T2 quantitative maps has also been introduced to study cartilage repair (Janacova et al., 2022).
The investigation by MRI of the knee joint as an organ with several tissues in focus was pursued in a rat study examining the effects of repeated intra-articular injections of monosodium urate (MSU) crystals with inflammasome priming by lipopolysaccharide (LPS) with the aim to simulate recurrent bouts of gout (Accart et al., 2022). Gout is a common form of arthritis, involving recurrent episodes of painful acute inflammatory flares in response to MSU crystals depositing mainly in peripheral joints (Kuo et al., 2015). The longstanding accumulation of MSU crystals can then elicit damage in the joints. Gout and osteoarthritis (OA) often occur in conjunction. Nonetheless, despite the positive correlation between the uric acid amount in the synovial fluid and OA (Denoble et al., 2011), currently it remains unknown whether gout and OA are pathologically linked (Jarraya et al., 2022). Repeated intra-articular administration of MSU/LPS to rats resulted in joint swelling, synovial membrane thickening, fibrosis of the infrapatellar fat pad, tidemark breaching, and incursion of inflammatory cells to cartilage (Accart et al., 2022). In comparison to saline administration, animals receiving MSU/LPS displayed higher pain sensitivity to van Frey filament stimulation of the hind-paws. In the joints of rats challenged with MSU/LPS, MRI showed an increase of synovial fluid volume related to inflammation, changes in the infrapatellar fat pad consistent with a progressive decrease of fat volume and fibrosis development, and a progressively increased T2 in femoral cartilage, in agreement with a reduced proteoglycan content in the same area. MRI displayed as well cyst formation in the tibia, femur remodeling, and T2 reductions in extensor muscles, the latter consistent with fibrosis generation in this tissue (Accart et al., 2022).
From the 3R’s perspective, benefits of including MRI in longitudinal preclinical OA studies are many fold: 1) A reduction by at least 80% in animal usage is estimated; 2) multiple tissues of the knee joint can be analyzed in an acquisition time of 8.5 min; 3) as injury may be heterogeneous, especially in the surgical models, randomizing animals into groups just before initiation of treatment using, e.g., cartilage T2 as measure contributes to reduce variability in pharmacological studies; and 4) the demonstration that cartilage T2 can be modulated by therapy both in preclinical animal studies and in OA patients strengthens the translational potential of the readout. Also interesting is the positive correlation between the relaxation time T2 in the infrapatellar fat pad and the latency time in the von Frey stimulation as a surrogate of pain sensitivity for the repeated intra-articular injections of MSU/LPS in rats (Accart et al., 2022). The infrapatellar fat pad is richly innervated (Lehner et al., 2008) and may be a source of pain in OA (Belluzzi et al., 2019). Trauma can lead to inflammation and eventually fibrotic lesions, both being sources of pain at the level of the infrapatellar fat pad (Eymard and Chevalier, 2016). Despite the positive correlation mentioned before, additional research is necessary to draw conclusions about the value of infrapatellar fat pad T2 as a surrogate marker of increased pain sensitivity in the MSU/LPS-induced knee joint injury or in other OA models.
Tendon injury
Tendons composed primarily of highly structure collagen fibers connect and transmit forces from the muscle to bone (Docheva et al., 2015). The stiffness of the tendon is critical for such an interaction. Achilles tendon rupture is often accompanied by substantial morbidity, mobility impairment, and increased absence from work. The recovery process of tendon stiffness following an injury is poorly understood, and the decision to return to full weightbearing for normalizing daily activities and practicing sports is solely based on clinical features.
Shear wave elastography (SWE) and wearable insoles evaluating tendon stiffness and foot plantar pressure, respectively, were examined with the aim to verify the feasibility of deriving objective quantitative measures after Achilles tendon rupture to ultimately facilitate decision making (Laurent et al., 2020). Over the 12-week duration of the study, the tendon stiffness in contralateral healthy tendons remained stable. In contrast, at week-2 post-injury the stiffness of the injured tendon was significantly decreased, most prominently in regions close to the rupture. Near complete stiffness recovery was detected at week 8 in distal regions to the rupture. However, at week 12 the stiffness in the proximal region of the injured Achilles was still significantly below that of the contralateral tendon. Despite the fact that the injured leg reached full weight-bearing capacity at week 12 after the injury, the plantar pressure distribution during walking showed slight sub-optimal function of the affected foot at this time point. Significant correlations between tendon shear wave velocity, insole variables and distinct activities indicated the clinical relevance of SWE and foot plantar pressure assessments (Laurent et al., 2020).
With translational research in mind, a validation preclinical study involving a rat model of tenotomy compared in vivo tendon stiffness measurements by SWE with ex vivo assessments of the Young’s modulus. A strong correlation (R2 = 0.87, p = 5 × 10−12) was found between the tendon shear wave velocity measured in vivo and the ex vivo values of the Young’s modulus determined using biomechanics assays (Laurent et al., 2020). The 3R value of this experiment resides in a refinement, attesting to the adequacy of SWE for the quantification of tendon stiffness.
Ultrasound imaging and MRI were also integral part of a recent study describing enhanced tendon healing by a tough hydrogel with an adhesive side and a high drug-loading capacity (Freedman et al., 2022). Tissue adherent respectively gliding properties on opposing surfaces were displayed by this so-called Janus tough adhesive (JTA), which enabled drug delivery to the tendon tissue. A dual interpenetrating hydrogel network combining an alginate hydrogel and a highly elastic covalently cross-linked acrylamide hydrogel yielded the high JTA mechanical toughness (Sun et al., 2012). Tissue adhesion resulted from the unilateral coupling of the dissipative alginate acrylamide hydrogel to the amine rich bridging polymer chitosan (Li et al., 2017). The ability of the JTA to simultaneously support mechanical tissue integrity and spatially as well as temporally control drug delivery was demonstrated in rat models of tendon injury (Freedman et al., 2022).
Peripheral nerve injury
Peripheral nerve injury constitutes a major clinical and public health problem, often resulting in significant functional impairment, permanent disability and/or chronic pain (Modrak et al., 2020). Despite existing in varying severities, trauma to connective tissue, myelin, and axons is present in most forms of nerve injury. Microsurgery is currently the treatment of choice, but functional recovery following nerve repair is often unsatisfactory. Thus, new therapeutic strategies are necessary to increase functional recovery following injury.
Nerve crush is commonly used as experimental model to study recovery to peripheral nerve injury in small rodents (Bridge et al., 1994). Magnetization transfer ratio (MTR) reflecting myelin content in tissue (van der Weijden et al., 2021) as assessed non-invasively by MRI was adopted when investigating a model of nerve injury in which the sciatic nerve of mice was crushed using a forceps applied gently for 15 s. At baseline, before the injury onset, MTR in the sciatic nerve was significantly smaller in old compared to young animals. In healthy humans, MTR of lower extremity nerves has been found as well to decrease with age (Kollmer et al., 2018). Nerve demyelination elicited by the crush was reflected by reduced MTR in the first week after the crush in several areas along the nerve, with a partial recovery at later time points (Giorgetti et al., 2019) (Figure 2A). For young mice, at week 6 MTR in the nerve region after the bifurcation was still significantly below baseline. For old mice, the region displaying MTR below baseline was larger. Histology confirmed a larger area of demyelinated nerve in old compared to young mice at week 6 after the crush (Figure 2B). In other words, in vivo MRI and histology revealed an age-related impairment of nerve regeneration after crush (Giorgetti et al., 2019). Of note, electrophysiological recordings for young mice were back to baseline values at week 6. Also, muscle atrophy was more pronounced on aged muscles and did not fully recover at 6 weeks post sciatic nerve crush. Of note, at day 6 after crush, when no change in muscle volume was yet detected by MRI, a significant increase of T2 could be seen in the calf muscle, consistent with increased extracellular space due to type IIb fiber atrophy as revealed by histology (Giorgetti et al., 2019).
[image: Figure 2]FIGURE 2 | Sciatic nerve crush in mice. (A) Significantly lower MTR at different regions of the sciatic nerve were determined 1 week post-injury suggesting demyelination. At week 6, MTR was still below baseline after the nerve bifurcation in young mice, while for old mice the region displaying MTR below baseline was larger. (B) Quantitative histological analyses using machine learning tools of myelin basic protein fluorescence signal confirmed lower myelin content in the sciatic nerve as a function of time after the crush. See Giorgetti et al. (2019) for details. ©The Authors 2019.
For consistency, the approach was applied to another demyelination model, in which lysolecithin was injected upon the sciatic nerve of rats. The same spatial pattern of MTR reduction observed for the nerve crush was reproduced, with the most pronounced MTR changes occurring at the bifurcation of the sciatic nerve. The reduced MTR was accompanied by reductions in luxol fast blue staining detected histologically (Giorgetti et al., 2019).
Although so far only used to phenotype the models, it remains to be demonstrated that MRI will be useful when assessing therapies. The fact that MTR was sensitive to detect effects of compounds aiming to improve myelination in the brain (Beckmann et al., 2018; Dietrich et al., 2022; see below) indicates that this might also be possible in the peripheral nervous system. In comparison to electrophysiological assessments, MRI has the advantage of providing spatial information. Moreover, the temporal evolution of nerve conduction and MTR assessments are not necessarily the same, as mentioned for old mice in the nerve crush experiment. In addition to peripheral nerves, MRI can also analyze the central nervous system of the animals. Besides MTR, diffusion tensor imaging (DTI) providing metrics such as fractional anisotropy, axial diffusivity, radial diffusivity, and mean diffusivity, is also an alternative to analyze peripheral nerve dysfunction and repair (Kim et al., 2019; Cheah et al., 2021). However, the demanding technical nature of DTI requiring specialized expertise and long measurement times (12 h were reported for excised rat nerves; Boyer et al., 2015) might be challenges for its routine application to preclinical pharmacological examinations in small rodents. Finally, MTR has been established in the clinic as reliable and reproducible (Preisner et al., 2021; Chen et al., 2023) and provides a means to examine peripheral nerve injury and neuropathies (Dortch et al., 2014; Kollmer et al., 2020; Roth et al., 2022), thereby enhancing the translational potential of the activities described here for small rodents.
Brain
Neurodegeneration in multiple sclerosis
Multiple sclerosis (MS) is the most common non-traumatic disabling disease affecting young adults (Browne et al., 2014). Although historically considered as an organ-specific T-cell mediated autoimmune disease, recently the involvement of also B-cells in MS became clearly evident (Greenfield and Hauser, 2018). The disease is viewed as having two stages, comprising early inflammation responsible for a relapsing–remitting pattern and delayed neurodegeneration causing non-relapsing progression in secondary and primary progressive MS (Leray et al., 2010; Thompson et al., 2018). Therapies for MS are required to reduce the number of relapses and to lead to less disability as well as brain lesions detected by gadolinium-MRI (Figure 3A). Moreover, slowing brain atrophy has become a key clinical efficacy readout (Guevara et al., 2019).
[image: Figure 3]FIGURE 3 | MRI for the analysis of EAE mice modeling MS: Lesion detection and neurodegeneration. (A) T1-weighted images acquired at the peak of disease from two EAE animals following intravenous injection of the clinically approved contrast agent Dotarem (Gd-DOTA) as a bolus. Lesions corresponding to leakage of the contrast agent in areas of impaired blood-brain barrier are clearly visible. (B) For volumetric analyses of the whole brain and subareas thereof T2-weighted images acquired in 12.5 min without administration of contrast material provided sufficient contrast for segmentation. (C) Scheme of study protocol for assessing neurodegeneration in the model. Treatment started at the peak of disease on day 14 after EAE induction. (D) EAE mice treated with fingolimod had improved clinical scores compared to animals receiving vehicle. (E) Neurodegeneration was consistently quantified by MRI in the striatum and cerebellum of EAE mice receiving vehicle but not in those treated with fingolimod. Increased brain derived neurotrophic factor (BDNF) levels were detected in several brain areas and in the serum of fingolimod-treated EAE mice. More details can be found in Smith et al. (2018). © 2018 Elsevier B.V.
Described for several species, experimental autoimmune encephalomyelitis (EAE) is a common animal model in preclinical MS research (Baker and Amor, 2014). In mice, it involves the subcutaneous administration of myelin oligodendrocyte glycoprotein in complete Freund adjuvant, boosted the intraperitoneal injection of pertussis toxin. Brain inflammation, demyelination and neurodegeneration are observed.
Although important for molecular characterization and target validation studies in this model, histology has its limitations when it comes to pharmacological studies. Besides necessitating large number of animals and not being applicable in the clinic, it is very time consuming especially for deriving volumetric information, and it is prone to sampling errors, as brain volume changes (shrinkage) may occur at autopsy. The feasibility of detecting brain volumetric changes of less than 10% in EAE mice by MRI, using a field strength of 7 T and a conventional radiofrequency coil, has been demonstrated (MacKenzie-Graham et al., 2012). However, acquisition times of the order of 1 h or longer were necessary.
Knowing that EAE mice are very susceptible to their environment, we aimed at having a short measurement time. Following optimization the whole brain was imaged with sufficient contrast for quantifying subareas in a reasonable measurement time of 12.5 min without administration of contrast material (Smith et al., 2018) (Figure 3B). In two separate preparatory studies it was verified whether repeated use of the 12.5 min protocol impacted the disease development, assessed through scores of limb paralysis. Only when we showed that no impact occurred, did pharmacological testing start.
A compound tested in the model was the sphingosine 1-phosphate (S1P) receptor agonist, fingolimod (Smith et al., 2018). Treatment started at the peak of the disease, at day 14 after EAE induction, and went until the end of the study, on day 126 (Figure 3C). MRI was performed at baseline and at different time points after EAE induction. Fingolimod improved the clinical scores of the EAE animals (Figure 3D). MRI revealed that the cerebellum volume decreased with time in EAE mice receiving vehicle. Moreover, both the cerebellum and the striatum volumes in vehicle-treated EAE mice were significantly lower compared to those in normal mice which served as controls. These observations were consistent with neurodegeneration occurring in the model. Moreover, the longitudinal development of the cerebellum and striatum volumes of fingolimod-treated EAE mice followed the same pattern as that observed for normal mice, showing that the compound protected against neurodegeneration in EAE mice (Figure 3E). Studies performed on other cohorts showed that brain derived neurotrophic factor (BDNF) was increased in several brain areas at least until day 63, as well as in plasma in the initial phase (Figure 3E), providing a possible mechanism for the neuroprotective effects of fingolimod.
In the clinic, several studies showed that fingolimod slowed down neurodegeneration in MS patients as assessed by MRI (Kappos et al., 2015; Zivadinov et al., 2018). Moreover, increased BDNF secretion from circulating T-cells was detected in MS patients receiving the compound (Golan et al., 2019).
MRI opens the avenue for performing neurodegeneration studies in the EAE model. From the 3Rs perspective, besides an impressing reduction of animal numbers (estimated reduction 88%), using a clinically relevant imaging approach improves the translational validity of the MS animal model for compound testing.
Demyelination in the central nervous system: Cuprizone model
Various disorders of the central nervous system, including leukodystrophies and genetic disorders as hematoidosis, Niemann-Pick’s disease and aminoacidopathies, are characterized by either demyelination or the destruction of a previously intact myelin sheath. However, MS is the most frequent neurological disease involving myelin pathology. Therapies targeting remyelination have a great potential to delay, prevent or even reverse disability in MS patients.
The cuprizone model, involving toxin-induced demyelination followed by endogenous remyelination after cessation of the intoxication, is largely used to test the efficacy of novel compounds in vivo (Torkildsen et al., 2008). It has also contributed substantially to the understanding of important aspects of the MS disease. MRI is an ideal tool to follow longitudinally and non-invasively the pathology in this mechanistic model. Contrast changes in T2-weighted images became clearly apparent in the corpus callosum of mice receiving the copper chelator in food pellets for 5 weeks, which were then reverted after the interruption of cuprizone administration (Figure 4A). Histology of the myelin marker, luxol fast blue, clearly demonstrated less myelin in the corpus callosum at week 5. A summary of the T2-weighted signal in this brain area is provided in Figure 4B. For the same animals, a reduction of MTR occurred during the cuprizone intoxication phase. Upon interruption of cuprizone, MTR slowly increased towards baseline values. Signal intensity correlated negatively, while MTR correlated positively with histology, either with luxol fast blue, a myelin marker, or with myelin oligodendrocyte glycoprotein (Figure 4C).
[image: Figure 4]FIGURE 4 | Cuprizone-induced demyelination in the brain of mice. (A) Representative T2-weighted images from the same mouse acquired before (baseline) and after 5 weeks of cuprizone intoxication. A clear contrast change occurred at the level of the corpus callosum (arrows). Luxol fast blue histology revealed demyelination in the same brain area. (B) Cuprizone induced significant signal increase in T2-weighted images respectively decrease of magnetization transfer ratio (MTR) in the corpus callosum. (C) Comparison between the MRI signal/MTR parameters and the quantitative histology analysis of luxol fast blue. More details can be found in Beckmann et al. (2018). © The Authors. 2018 Open Access.
In pharmacological studies involving the colony-stimulating factor-1 inhibitor, BLZ945, administered preventively, before and during the cuprizone intoxication, both T2-weighted signal and MTR suggested that the compound had some protective effects again demyelination in the corpus callosum, but less in the external capsule (Beckmann et al., 2018). This was confirmed by luxol fast blue histological analysis. Mice receiving BLZ945 and cuprizone treatment for 5 weeks displayed in the corpus callosum a substantial amount of remaining myelin, and a reduction of Iba1-positive microglia. When BLZ945 was administered therapeutically, namely, starting at week 5 of cuprizone intoxication, T2-weighted signal in the cortex and striatum was normalized, suggesting increased remyelination in these brain areas. However, no effect of the compound was detected in the corpus callosum. Histology confirmed the in vivo MRI observations (Beckmann et al., 2018).
In secondary progressive MS patients, siponimod, a selective S1P receptor 1 and 5 modulator, significantly reduced disability progression, cognitive decline, and total brain volume loss compared to placebo treatment (Kappos et al., 2018; Regner-Nelke et al., 2022). Some of these protective effects might be modulated by the induction of remyelination. Evaluations of MTR and T2-weighted signals revealed indeed increased remyelination in the cuprizone model for mice treated with siponimod (Dietrich et al., 2022).
Microglia, osteoclasts, dendritic cells and macrophages express the cell-surface immunoreceptor TREM2 (triggering receptor expressed on myeloid cells 2) (Jay et al., 2017). Myelin/neuronal loss and neuroinflammation in neurodegenerative diseases like Alzheimer`s disease and frontotemporal dementia have been associated with heterozygous loss-of-function TREM2 mutations, most notably those enhancing cell-surface shedding (Jay et al., 2017; Yeh et al., 2017). The role of soluble and cleavage-reduced TREM2 on myelination processes in the brain has been investigated in TREM2 cleavage-reduced, TREM2 soluble-only, TREM2 knock-out and wildtype mice analyzing MRI readouts within the cuprizone model (Beckmann et al., 2023). Upon cuprizone challenge sustained microglia activation led to increased remyelination, whereas microglia with only soluble TREM2 had reduced phagocytic activity despite displaying an efficient lysosomal function, resulting in a dysfunctional phenotype comprising impaired myelin debris removal capacity, lack of remyelination and axonal pathology.
Although most cuprizone studies define the corpus callosum as main region of interest for evaluations, demyelination also occurs in other white and gray matter areas (Goldberg et al., 2015). MRI provides the opportunity to analyze simultaneously several brain areas, which is certainly an advantage in pharmacological studies using the model. Since some variability can be expected in response to cuprizone, for therapeutic treatment starting after some weeks of intoxication, randomization of animals into different groups based on MRI just before initiation of compound dosing becomes of paramount importance. Acquisition of T2-weighted and MTR images for every animal enabled to also derive information on myelin debris (Beckmann et al., 2018; 2023), an important aspect when testing compounds as the presence of debris may impair remyelination (Lubetzki et al., 2020). Moreover, there is translational potential of the MRI readouts. Hyperintense lesions on T2-weighted images of MS patients are considered as a sign of demyelination in the central nervous system (Thompson et al., 2018) and MTR has been demonstrated to be sensitive to cortical demyelination in MS patients (Chen et al., 2013).
Brain function
The power of functional MRI (fMRI) to study brain disease and pharmacology has been reviewed extensively elsewhere (Bifone and Gozzi, 2012; Jenkins, 2012; Jonckers et al., 2015; Carmichael et al., 2018). Functional experiments can be classified into: 1) Task-based fMRI employing sensory or cognitive stimuli to induce responses in brain regions or circuits; 2) resting-state fMRI (rs-fMRI) used to investigate functional connectivities in the absence of any stimulus; 3) pharmacological MRI (phMRI) dealing with fMRI signals after the administration of pharmacological agents, with the aim to localize the target area in the brain containing the appropriate receptors for the neuromodulatory agents. Upon neural activation, changes in local cerebral blood flow and volume as well as in the cerebral metabolic rate of oxygen lead to a locally increased ratio of oxygenated over deoxygenated hemoglobin. These mechanisms provide the basis for fMRI, which relies primarily on the acquisition of images that are sensitive to the blood level dependent (BOLD) contrast based on the differential magnetic properties of oxygenated (diamagnetic) and deoxygenated (paramagnetic) hemoglobin or to perfusion as assessed using, e.g., arterial spin labeling techniques. Increased ratios of oxygenated over deoxygenated hemoglobin with neural activation results in contrast changes, for instance in a local signal enhancement in T2∗-weighted images. Despite providing only an indirect measure of neuronal activity, fMRI is a powerful tool to examine brain function, as attested by the large number of clinical trials using fMRI as an outcome measure (Sadraee et al., 2021).
The translational character of fMRI between rodents and humans has been carefully addressed by several groups. For instance, robust responses upon ketamine dosing were detected in the cingulate, frontal cortex, and hippocampus (Bifone and Gozzi, 2012) and acute ketamine challenge increased the resting state prefrontal-hippocampal connectivity in both humans and rats (Grimm et al., 2015), a phenotype that is often disrupted in pathological conditions related to psychiatric disorders and their onset. A good agreement between phMRI signatures in rodents and humans was also shown for acute remifentanil administration, with activation present in the striatum, thalamus, hippocampus, and cingulate cortex (Leppä et al., 2006; Liu et al., 2007). Amphetamine as well induced correlated responses in the reward circuitry in both species (Völlm et al., 2004; Schwarz et al., 2007). The default-mode network, initially observed in humans (Raichle et al., 2001) and nonhuman primates (Vincent et al., 2007), has likewise been measured using rs-fMRI techniques in the rat and mouse brain (Lu H. et al., 2012b; Stafford et al., 2014; Gozzi and Schwarz, 2016). Other networks, such as the striatal system, were detected in the rodent brain as well (Becerra et al., 2011; Jonckers et al., 2011; Bajic et al., 2017; Grandjean et al., 2017).
As mentioned previously, fMRI covers multiple paradigms, each of which may differ in implementation details and performance characteristics. Recommendations and good practices for fMRI studies were summarized by different groups (Schwarz et al., 2011a; Schwarz et al., 2011b; Mandeville et al., 2014; Khalili-Mahani et al., 2017). Performing brain fMRI studies in small rodents poses additional challenges, related not only to data acquisition and analysis but also to anesthesia (Pan et al., 2015; Chuang and Nasrallah, 2017; Sumiyoshi et al., 2019; Huang et al., 2022). Although patterns of resting-state functional connectivity have been shown to be present in humans under anesthesia (Greicius et al., 2008) or during the early stages of sleep (Larson-Prior et al., 2009), great care needs to be taken when performing brain functional in anesthetized small rodents. Multiple anesthesia regimens were tested (see, e.g., Bukhari et al., 2017; Wu et al., 2017). The use of low doses of isoflurane or medetomidine has been reported in small rodent fMRI studies. By combining both agents vasodilatory effects of isoflurane, resulting in a dose-dependent increase of cerebral blood flow that influences neurovascular interactions detected by fMRI, may thus be counteracted by medetomidine, which is known to dose-dependently cause vasoconstriction (Nakai et al., 1986). For fMRI studies in mice, intubation, artificial ventilation and even paralysis with pancuronium bromide has been sometimes adopted (Bukhari et al., 2017; Wu et al., 2017; Pagani et al., 2021). Of note, mechanical ventilation may sometimes inadvertently cause lung injury (Walder et al., 2005; Nickles et al., 2014), especially if applied repeatedly. Awake animal imaging is also an alternative, as demonstrated by the robust and reproducible detection of brain networks in conscious rats and mice (Becerra et al., 2011; Liang et al., 2011; Liu et al., 2020; Fadel et al., 2022; Gutierrez-Barragan et al., 2022), but has its own constraints related to motion, stress and habituation.
Given the complexity of brain fMRI studies, collaborative work of various groups aiming at standardizing acquisition/analysis protocols is promoting the dissemination and reuse of clinical data (Alfaro-Almagro et al., 2018; Esteban et al., 2019; Notter et al., 2022). In the preclinical area, acquisitions in animals have been reported using a multitude of protocols comprising differences in strains, anesthesia conditions, coil designs, magnetic fields and data analysis pipelines, to name a few distinctive features. In analogy to the clinics, collaboration between several labs around the globe were also reported recently for fMRI acquisitions in animals (Mandino et al., 2020; Grandjean et al., 2020; Grandjean et al., 2023). Dissemination and comparison of learnings/experience through such consortia might lead to optimized consensus protocols that could substantially facilitate future experimental work in this area.
Lung
A short overview of imaging techniques of interest for pharmacological research in pulmonary diseases has been provided elsewhere (van Echteld and Beckmann, 2011; Beckmann and Crémillieux, 2016). Here, we illustrate how MRI can be used to refine models of pulmonary fibrosis and cancer in small rodents.
Bleomycin-induced lung injury
Pulmonary fibrosis is characterized by the accumulation of inflammatory cells, excessive fibroblast proliferation, increase in collagen content, and deposition of extracellular matrix in the lungs (Strieter and Mehrad, 2009; King Jr et al., 2011). The local administration of bleomycin into the lungs is commonly used to model pulmonary fibrosis in small rodents, resulting in a phenotype that mimics in many respects the human disease (Jenkins et al., 2017). MRI provided the opportunity to non-invasively follow the course of bleomycin-induced lung injury in mice (Babin et al., 2012; Egger et al., 2013) and rats (Karmouty-Quintana et al., 2007; Jacob et al., 2010; Babin et al., 2011; Egger et al., 2013), with acquisitions performed in spontaneously breathing animals without respiratory gating. Micro-CT has also been adopted to detect fibrosis-related lesions in bleomycin models (Ask et al., 2008; De Langhe, et al., 2012). Considering that the lung tissue is particularly sensitive to cumulative doses of ionizing radiation (Plathow et al., 2004; Graves et al., 2010; Tang et al., 2020), it needs to be kept in the mind that radiotoxicity may play a role for repeated micro-CT scanning. The excellent agreement found between in vivo MRI, in vivo micro-CT and standard histological measures of lung fibrosis in mice (Velde et al., 2014) provides clear evidence in favor of MRI as imaging readout in the bleomycin model.
While gradient-echo MRI was initially employed for the quantification of bleomycin-induced injury (Karmouty-Quintana et al., 2007; Babin et al., 2011; Babin et al., 2012), introduction of ultrashort echo time (UTE) acquisitions improved the sensitivity for detecting lesions (Figure 5A). This increased sensitivity had the beneficial consequence of a reduction in measurement times by factors of 3–5, with two-dimensional UTE acquisitions declining respectively to 7.3 min and 4 min for rats and mice (Egger et al., 2013) (Figure 5B). Three-dimensional UTE with an echo time of 20 µs enabled images of the lungs to be acquired at higher spatial resolution in 11.6 min and 6.9 min for rats and mice, respectively (Egger et al., 2014). Also, the bleomycin dose could be reduced, providing another experimental refinement.
[image: Figure 5]FIGURE 5 | MRI at 4.7 T in the bleomycin model, for animals under spontaneous respiration. (A) Comparison between two-dimensional gradient-echo and UTE images acquired in 22 and 7.4 min, respectively, from one Sprague Dawley rat in the same imaging session at day 15 after bleomycin challenge (4 mg/kg intra-tracheal). The three slices for each acquisition method correspond to the same anatomical location. Note the increase in sensitivity for lesion detection by using ultrashort echo time technique. (B) Detection of bleomycin-induced lung injury by UTE-MRI in a BALB/c mouse. Comparable slices from two-dimensional UTE images (4 min acquisition time, echo time 0.5 ms) before and at different timepoints after oropharyngeal bleomycin administration (1.0 mg/kg/day on 6 consecutive days). Bleomycin-elicited lesions are indicated by the arrows. See Egger et al. (2013), Egger et al. (2014) for more details. © 2013 Egger et al. and © 2014. The American Physiological Society.
Fibrotic process can lead to an impairment of lung function reflected in changes in tidal volume and breathing cycle times as shown for mice challenged with bleomycin (Milton et al., 2012). Also, increased lung elastance and reduced compliance occur in pulmonary fibrosis models (Ask et al., 2008; Manali et al., 2011). An increase of total lung volume, consistent with increased post-mortem dry and wet lung weights, hydroxyproline content as well as collagen level, was determined in vivo by MRI in bleomycin animals (Egger et al., 2014). Respiration-gated MRI demonstrated an increased lung volume at both inspiration and expiration, as well as a transient decrease of the tidal volume for bleomycin-treated rats. Terminal lung function analyses performed in tracheotomized and mechanically ventilated bleomycin rats using a flexyVent® system revealed decreased dynamic lung compliance (Egger et al., 2014). In summary, the increase of lung volume quantified by MRI after bleomycin administration was in agreement with tissue remodeling accounting for a reduced lung elasticity. Therapeutic treatment of bleomycin rats with the somatostatin analogue, SOM230, resulted in a decrease of lesion and total lung volume, the latter observation suggesting an improvement of lung function in the diseased animals (Egger et al., 2014).
From the standpoint of animal welfare, many factors contribute to a refinement of the fibrosis experiments introduced by MRI: measurements performed in spontaneously respiring animals; high sensitivity to detect lesions using UTE enable fast acquisitions and/or a reduction of bleomycin dose; quantification of changes in total lung volume allow functional information reflecting reduced lung elasticity due to fibrosis development to be derived; MRI constitutes an imaging alternative free from ionizing radiation for assessing fibrosis in small rodent models. These features are of relevance in pharmacological studies, particularly when considering therapeutic effects of compounds administered when fibrosis is already established in the lungs. MRI has indeed been incorporated into several preclinical drug investigations and in the in vivo validation of pharmacological targets involving the bleomycin model (Babin et al., 2011; Babin et al., 2012; Egger et al., 2014; Egger et al., 2015a; Egger et al., 2017).
Lung tumor resistance
In recent years, the generation of animal models has been facilitated by CRISPR as well as developments around in vivo gene delivery technologies, including viral vectors, electroporation, and lipid nanoparticles (Ciampricotti et al., 2021; Lima and Maddalo, 2021). The combination of specific delivery methods optimized to the organ of interest with the CRISPR/Cas9 system has enabled consistent genome editing of somatic cells at the target organ (Maddalo et al., 2014). Complex genetically engineered mouse models could thus be generated relying on the versatility of CRISPR/Cas9 (Maddalo et al., 2014). Moreover, a substantial reduction in animal numbers were achieved because in the generation of these so-called somatically engineered mouse models, germline engineering and animal breeding steps are skipped.
This section exemplifies studies around tumor resistance in a CRISPR-induced mouse model of anaplastic lymphoma kinase (Alk) positive non-small cell lung cancer (NSCLC), for which adenoviral particles expressing the CRE recombinase and the CRISPR/Cas9 system were administered intra-tracheally. The study protocol is summarized in Figure 6A: 4 months after the infection, MRI was performed to quantify the tumors in the lungs. A first 3-week-cycle of treatment with an Alk inhibitor followed. MRI was performed again to verify the effect of the first cycle of treatment. The next 3 weeks were of treatment free, and at the end of this period MRI was again performed. This was repeated twice. MRI images for one representative mouse are shown in Figure 6B. The MRI baseline at 4 months after infection showed that the lung was full of lesions. Following treatment with the Alk inhibitor, these lesions were wiped off. However, the cancer lesions reappeared after the treatment was interrupted. A second cycle of treatment reduced the lesions, but this time, some of them persisted. Following treatment interruption, the lung was again full of lesions. A third round of Alk inhibitor treatment was definitely much less efficient compared to the previous ones, suggesting resistance of the lung cancer to treatment. This is summarized for a number of mice in Figure 6C.
[image: Figure 6]FIGURE 6 | Imaging in a mouse lung tumor model. (A) Study protocol scheme. (B) MRI images from one representative mouse at different time points of the treatment phases. Tumor lesions are indicated by the red arrows. (C) Summary of tumor burden based on the quantification of lung lesions in the images. Images from one mouse acquired at baseline (left), at the end of the first (middle) and third cycle of treatment (right). See Egger et al. (2013) for details on image acquisition and lesion quantification. © 2013 Egger et al.
In the present example, an estimated reduction of animal usage by 90% was achieved by using CRISPR, and this number increased to 98% by the incorporation of MRI in the experiment. Although micro-CT could also have been used as imaging modality, the effects of repeated exposure to ionising radiation in particular in tumor models needs to be taken into account. Recently, MRI and CT were shown to be equivalent to monitor lung cancer-bearing mice, but non-ionising MRI was considered particularly well suited for longitudinal studies (Spiro et al., 2020; Baier et al., 2020; Baier et al., 2023). Finally, chromosomal rearrangements of Alk are detected in 3%–7% of NSCLCs (Soda et al., 2007) and lung cancers displaying Alk rearrangements are highly sensitive to Alk tyrosine kinase inhibition. However, despite a high response rate of 60% in Alk-rearranged NSCLC, resistance to therapy based on Alk inhibition was shown to develop typically within one to 2 years (Friboulet et al., 2014; Mizuta et al., 2021). The model discussed here may be helpful when testing new therapies to overcome resistance.
Liver
Liver regeneration
The ability of the liver to regenerate itself upon loss of hepatic tissue has been known for a long time. However, reduced regenerative capacity exists under various circumstances, for instance in chronic liver disease, acute liver failure or liver resection encompassing tumor surgery. Methods that enhance the intrinsic regeneration potential of the liver are therefore required. Hepatic cell line-based in vitro systems Molecular mechanisms of liver cell growth can be studied in hepatic cell line-based in vitro systems. On the other hand, complex processes such as liver development or regeneration need to be studied in vivo. For this purpose, partial hepatectomy performed in small rodents, consisting of the surgical removal of three of the five liver lobes, is often adopted. Cells of the remaining two lobes proliferate and a complete recovery with the liver regaining its original size is achieved within approximately 8 days after surgery (Mitchell and Willenbring, 2008).
Taking animal welfare into account, noninvasive imaging has a role to play when it comes to assess liver regeneration longitudinally. Two important parameters can be quantified by imaging, namely, the pre-surgery liver volume and the amount of actually excised tissue. For instance, Miyazaki et al. (2011) employed x-ray micro-CT to assess the regenerating direction and the shape of the regenerated remnant liver in hepatectomized rats (Miyazaki et al., 2011). Radiation dose may be a limiting factor in view of repeated scans within a relatively short time interval when CT-based liver volumetry is applied to small rodents. Such concerns obviously do not exist for MRI, which has also been demonstrated to allow precise liver volume determination before and following partial hepatectomy in mice (Garbow et al., 2004; Inderbitzin et al., 2004) or rats (Hockings et al., 2002) without or with application of contrast material. To reduce movement artifacts, respiration gating was used, and acquisition times ranged from 7 to 42 min.
MRI volumetry has also been established as a primary end point of liver regeneration in a murine model of partial hepatectomy with the scope of performing pharmacologic experiments (Orsini et al., 2016). Acquisitions of 14.5 min duration performed on anesthetized, spontaneously respiring animals, without gating and administration of contrast agent resulted in a highly significant correlation (R = 0.98, p = 1.5 × 10−14) between the MRI-derived liver volumes and the post-mortem liver weights in hepatectomized, untreated mice. 1,4-bis [2-(3, 5-dichloropyridyloxy)] benzene (TCPOBOP), a synthetic agonist of the mouse constitutive androstane receptor and a potent activator of cytochrome P450 monooxygenase activity (Halwachs et al., 2007) shown earlier to induce hepatocyte proliferation and hepatomegaly (Ledda-Columbano et al., 2000), was then evaluated as test compound in the model. An enhanced liver regrowth capacity upon TCPOBOP treatment was revealed in vivo by MRI and confirmed by post mortem comparative hepatocyte proliferation assays (Ki67 expression) and liver weight analysis (Orsini et al., 2016). The feasibility of using imaging in pharmacologic studies in the context of liver regeneration has thus been demonstrated. In comparison to terminal procedures, the number of hepatectomized mice needed to derive a liver (re)growth curve was reduced by a factor of 6. Following this validation step, imaging was also included in studies demonstrating that the RSPO-LGR4/5-ZNRF3/RNF43 module controls metabolic liver zonation and constitutes a hepatic growth/size rheostat during development, homeostasis and regeneration (Planas-Paz et al., 2016).
In the clinic, liver volumetry is important in the context of liver resection and transplant surgery. Partial hepatectomy has become an important approach to address many primary and secondary hepatic tumors (Orcutt and Anaya, 2018; Riddiough et al., 2021). However, the percentage of functional liver parenchyma remaining after major hepatic resection is crucial to predict surgical success (Kishi et al., 2009). Imaging-based liver volumetry demonstrated that measurable changes in remnant liver volume begin approximately 5 days following surgery (Simpson et al., 2014). Also, imaging is important in the domain of living donor liver transplantation, both for the preoperative evaluation of the donor liver (Kim et al., 2018) and for the assessment of remnant liver regeneration in the follow-up of donors (Klink et al., 2014). Deep learning applied to MRI data is gaining attention due to the precision achieved in segmental volume assessments (Mojtahed et al., 2022).
Nonalcoholic steatohepatitis (NASH)
Non-alcoholic fatty liver disease (NAFLD) is one of the most common liver disorders, in which hepatic steatosis occurs in the absence of secondary causes like medications, excessive alcohol consumption, or heritable conditions (Byrne and Targher, 2015; Friedman et al., 2018). Around 25% of the world population is estimated to have NAFLD, and 25% of NAFLD patients are thought to have nonalcoholic steatohepatitis (NASH) (Younossi et al., 2018), characterized by excessive liver fat accumulation, hepatic inflammation and fibrosis (Diehl and Day, 2017; Sheka et al., 2020). Often clinically silent, with time NASH can progress to cirrhosis, end-stage liver disease, and ultimately the need for an organ transplant.
Changes of dietary habits and exercise aiming to reduce weight constitute the basis of NASH treatment, and no specific therapies do exist. Early detection is a prerequisite to control the impact of the condition, the challenge being the frequently asymptomatic nature of NASH, as mentioned before. Patients presenting high body mass index (>25 kg/m2) and type 2 diabetes mellitus features comprising hyperglycemia and insulin resistance are recommended to test for fatty liver disease (Friedman et al., 2018). Although elevation of the liver enzymes alanine transaminase (ALT) and aspartate aminotransferase (AST) in the blood plasma generally provides a first line of evidence (Wong et al., 2018), analysis of a liver biopsy is the gold standard for assessing the presence and severity of NASH.
Since biopsies entail a small risk of complications such as bleeding and represent only a small fraction of the liver volume, often resulting in an underestimation of disease severity, imaging alternatives are of need. Indeed, MRI and ultrasound can be applied for the noninvasive assessment of fat and fibrosis in the liver (Ajmera and Loomba, 2021). For instance, MRI-derived proton density fat fraction (MRI-PDFF) provides an accurate measure of liver fat content and has been adopted in early-phase NASH trials (Caussy et al., 2018). Ultrasound relying on the assessment of parameters such as the attenuation, backscatter coefficient, and speed/wavelength of the ultrasonic wave can be used as well for the quantification of hepatic steatosis (Han et al., 2020). Elastography based on MRI or shear wave ultrasound provides liver stiffness measurements as a surrogate quantitative biomarker for fibrosis (Xiao et al., 2017; Ozturk et al., 2022).
Currently established animal models of NASH are broadly divided into three main categories: dietary-induced, diet-toxin-induced, and diet-genetically mutated models (Farrell et al., 2019; Peng et al., 2020). Dietary regimens comprise high fat diet, methionine deficient diet, choline deficient diet, methionine choline deficient diet, amylin NASH diet, or high fat diet containing cholesterol supplemented by high fructose and sucrose. Toxins such as streptozotocin, diethylnitrosamine or carbon tetrachloride (CCl4) can be added to the diet to increase the severity of liver injury. Genetic models include leptin-receptor-deficient mice, apolipoprotein E knock out mice, 148 isoleucine to methionine protein variant (I148 M) of patatin-like phospholipase domain-containing protein 3 (PNPLA3) knock-in mice, or mice overexpressing urokinase plasminogen activator introduced into hepatocytes via adeno-associated virus.
Imaging techniques have also been applied to animal models (Figure 7). Mice exposed to a high fat/NASH diet had elevated serum AST and ALT levels accompanied by increased liver fat quantified by MRI (Gapp et al., 2019). Imaging demonstrated that the total liver fat progressively increased during the first 8 weeks of high fat/NASH feeding and subsequently plateaued. The MRI data were consistent with biochemical analyses of liver lipids, which were elevated at all measured time points in NASH mice, and with histology demonstrating the presence of microvesicular and macrovesicular steatosis (Gapp et al., 2019). The therapeutic efficacy of GS-0976, an acetyl-coenzyme A carboxylase inhibitor, and LJP305, a close analogue of the farnesoid X receptor agonist tropifexor, was then studied in the model. Following a high fat/NASH diet for 20 weeks, mice were treated with either GS-0976 or LJP305 while continuing to be fed the high fat/NASH diet. LJP305 and GS-0976 treatments reversed fatty liver by markedly decreasing liver fat content, as measured by MRI. However, a rebound in liver fat was observed during the last 4 weeks of treatment with GS-0976. Both drugs significantly resolved microvesicular steatosis, but macrovesicular steatosis was solely improved by LJP305 (Gapp et al., 2019). Of note, macrovesicular steatosis is primarily related to liver fat in NAFLD and microvesicular steatosis has been connected with more advanced fibrosis (Tandra et al., 2011).
[image: Figure 7]FIGURE 7 | Imaging analysis of liver injury in mouse models. (A) Longitudinal non-invasive liver fat quantification by MRI. Livers of mice receiving a NASH diet for 20 weeks had an approximately 9x higher fat content than livers of control animals receiving a normal diet. Treatment with a compound (comp) led to significant reduction of liver fat as assessed by MRI, despite continuation of the NASH diet. Biochemical analyses at the end of the study confirmed reduced lipids and triglycerides in NASH animals treated with comp. Of note, despite reducing liver fat, comp had no impact on body weight, pointing to the importance of having a non-invasive readout for liver fat. (B) Liver stiffness assessed by shear wave elastography (SWE). Mice receiving CCl4 (0.75 μL/g intraperitoneal injection 3x per week) developed significantly higher liver stiffness compared to control animals, which was consistent with biochemical and histological analyses demonstrating higher collagen content and picrosirius red (PSR) staining in the livers of CCl4-challenged animals. See Gapp et al. (2019) for more details. © 2019 The Authors.
Fibrosis grade was significantly related to shear-wave velocity in rats receiving CCl4 (Sugimoto et al., 2018). Texture analysis of SWE images further improved the diagnostic accuracy for severe fibrosis (Gu et al., 2021). In a CCl4 mouse model, magnetic resonance elastography and atomic force microscopy demonstrated a heterogeneous distribution of liver stiffness at macroscopic and microscopic levels, respectively, with high stiffness being attributed to areas of dense extracellular matrix (Kostallari et al., 2022). In another study, ultrasound measurements of echogenicity and stiffness in the liver were strongly correlated with macrovesicular steatosis and fibrosis, respectively, for mice submitted to a choline-deficient, L-amino acid-defined, high-fat diet to induce NASH features (Czernuszewicz et al., 2022). Also, SWE demonstrated the predisposition of mice with hepatic epithelial cell-specific deletion of leucine-rich repeat-containing G-protein–coupled receptors 4 and 5 (Lgr4/5dLKO) to liver fibrosis. These and additional data supported the concept that mice with decreased Wnt/β-catenin signaling on Lgr4/5dLKO deletion were susceptible to develop a NASH-like phenotype including fibrosis (Saponara et al., 2023).
From the 3R’s perspective, there are multiple advantages of incorporating imaging into preclinical NASH studies: enhancement of the translational power of activities by applying the same imaging techniques preclinically in the animal models and clinically in patients; the non-invasive nature of imaging supports longitudinal studies by allowing repeated assessments in the same animal, thereby contributing to the reduction (>80%) of animal usage in the experiments; imaging strongly supports therapeutic studies, by allowing randomization of animals before treatment begin.
Safety
Besides efficacy, in vivo toxicology may largely profit from imaging (Reid, 2006; Wang and Yan, 2008; Hockings and Powell, 2013; Hockings and Beckmann, 2022). Indeed, non-invasive small rodent imaging is in line with the concept and strategy of toxicity testing in the 21st century developed by the National Academy of Sciences in the United States (Krewski et al., 2010). A few examples on the use of imaging for assessment of safety, a fundamental aspect of pharmaceutical research, are discussed next.
Brain microbleeds in Alzheimer’s disease
The deposition of amyloid-ß (Aß) as plaques in brain parenchyma and in vessels, this known as cerebral amyloid angiopathy (CAA), is an important pathological feature of Alzheimer’s disease. Lowering amyloid has thus been a therapeutic strategy in the past decades. Unfortunately, microbleeds comprising spots of attenuated signal due to the presence of hemosiderin (ferric iron, Fe+3) deposits were detected by MRI in the brain of Alzheimer’s patients receiving bapineuzumab, a monoclonal antibody against Aβ (Sperling et al., 2012). It was hypothesized that such microbleeds could result from altered vascular permeability due to mobilization of parenchymal or vascular Aβ (Sperling et al., 2011). The term amyloid-related imaging abnormalities (ARIA) describes MRI findings including sulcal effusion and parenchymal edema (ARIA-E) as well as hemosiderin deposition (ARIA-H), the latter referring specifically to hypointense spots on gradient-echo images (Sperling et al., 2011). In view of safety, ARIA-H has become an integral part of animal (Beckmann et al., 2011; Marinescu et al., 2017; Neumann et al., 2018) and clinical studies (Sperling et al., 2012; Arrighi et al., 2016; Lowe et al., 2021) of compounds aiming to lower Aβ deposition in the brain. Assessment of cerebral microbleeds has even been introduced as biomarker for assessing therapy effect (Chiu et al., 2020).
In a back-translational effort, MRI was included in preclinical safety studies for the BACE-inhibitor NB-360 in APP23 mice (Beckmann et al., 2016), which in addition to parenchymal amyloid plaques also develop CAA (Winkler et al., 2001). Prior to the safety studies, the ability of gradient-echo MRI to quantify microbleeds in these mice was verified in a longitudinal characterization. Indeed, microbleeds started to develop at 15 months of age and increased significantly at later ages (Figure 8A). Based on this initial assessment, safety analyses were performed in a consecutive 3-month study on APP23 mice starting at 17.5 months of age. For the safety study, mice at age 17.5 months were examined at baseline by gradient-echo MRI, randomized in groups for microbleed volume, and then treatment followed for 3 months with a ß1-antibody known to exacerbate microbleeds (Beckmann et al., 2011), a control antibody, and NB-360. The microbleed load in the brains of APP23 mice receiving the ß1 antibody increased significantly, while APP23 mice receiving the control antibody or the BACE inhibitor displayed a microbleed development similar to that of untreated APP23 animals (Figure 8B). These data pointed to the safety of NB-360 in the model and supported the transition of the BACE-inhibitor to clinical studies (Neumann et al., 2018).
[image: Figure 8]FIGURE 8 | Microbleeds in the brain of APP23 mice modeling Alzheimer’s disease. (A) Gradient-echo MRI was sensitive to detect microbleeds from an age of 15.5 months onward. Lesion volume was quantified by segmenting the regions displaying signal attenuation. (B) Longitudinal images from two APP23 mice at approximately the same anatomical location for each animal. Treatment started immediately after the acquisition of baseline images at 17.5 months of age. The lesion volume over the three-month-period of treatment is summarized on the right. More details can be found in Beckmann et al. (2016). © 2016 The Authors.
Kidney function in a renal safety assessment
Nucleos(t)ide analogues administered orally and primarily excreted through the kidney are commonly used for the treatment of hepatitis B and HIV (Fontana, 2009). Unfortunately, renal toxicity has been reported for some of such antiretroviral drugs (Izzedine et al., 2005; Fontana, 2009). The next example addresses a comparative renal safety assessment of four hepatitis B compounds in healthy rats: Adefovir, Tenofovir, Telbivudine, and Entecavir (Uteng et al., 2017). To this end, a functional assessment was performed with MRI: images from the kidney were sequentially acquired with a temporal resolution of 3 s/image. Following the acquisition of a number of baseline images, a contrast agent named Dotarem (Gd-DOTA) was injected intravenously during 1 s as a bolus. Dotarem, which is clinically approved, is cleared through the kidney. After the bolus injection, contrast changes due to Dotarem occurred first in the cortex and then in the medulla. Such signal profiles were then be used to estimate the time of arrival (or time-to-peak, TTP) and the amount of Dotarem in each kidney compartment. Rats were treated during 28 days with a low dose (10x the human equivalent dose) or a high dose (ranging between 25x and 40x the human equivalent dose, depending on the compound). For Adefovir, the temporal profiles of the contrast agent for the renal cortex changed considerably during the course of the study–at day 28, a significantly increased TTP as well as Dotarem amount was detected in the cortex for the higher dose of Adefovir, suggesting an impaired kidney ability to clear the agent. In other words, a toxic effect of Adefovir. Pathology examination at the end of the study revealed morphological kidney alterations affecting mainly the proximal tubules, consistent with the functional deficits detected by MRI in the renal cortex. Neither functional alterations nor significant pathological changes were detected for the other three compounds (Uteng et al., 2017).
Interestingly, nephrotoxicity was reported for Adefovir in post-marketing studies (Izzedine et al., 2005; Fontana, 2009). Overall, in this functional study MRI led not only to a reduction of animals but had also the sensitivity to quantify functional alterations that remained undetectable by standard glomerular filtration rate assessments (Uteng et al., 2017). A similar approach has also been used to study adriamycin-induced nephropathy in rats (Egger et al., 2015b).
Vascular leakage in the lung
A balanced signaling at the level of S1P receptors on the endothelium contributes to the functioning of vascular barriers (Marsolais and Rosen, 2009). Tight junctions between cells are stabilized by tonic S1P1 signaling, which activates endothelial nitric oxide (NO) synthase resulting in NO production and activation of the soluble guanylate cyclase, thus contributing to maintain the patency of vessels (Wilkerson et al., 2012). On the other hand, a disruption of adherent junctions and an increase in paracellular permeability are associated to S1P2 and/or S1P3 signaling (McVerry and Garcia, 2005).
Using the potent and selective S1P1 antagonist, NIBR-0213, Bigaud et al. (2016) examined potential acute and long term impact of S1P1 competitive antagonism on vascular barriers. NIBR-0213 had previously demonstrated good oral efficacy and tolerability in a mouse model of autoimmune disease but also a leakage effect in the lung (Quancard et al., 2012). Rats were treated orally during 4 days with the compound and examined repeatedly by MRI at baseline and at different time points during the course of the treatment. At 6 h, fluid signals were detected in the lungs and the pleura (Bigaud et al., 2016). Fluid volumes were reduced by 30%–40% at 24 h and could no longer be detected after 72 h, despite continuation of NIBR-0213 treatment. In other words, longitudinal MRI demonstrated an acute and transient fluid leakage induced by NIBR-0213 in the rat lungs (Bigaud et al., 2016). From the 3R perspective, inclusion of imaging as readout enabled to generate the data with 5x less animals in comparison to terminal assessments based on, e.g., Evans blue dye leakage.
FINAL REMARKS
Besides significant reduction in animal numbers, the main asset of in vivo imaging within of preclinical pharmacological research lies in its ability to support translational research: applying the same technique in animal models and in the clinic enhances the confidence about the usefulness of a therapeutic agent. Moreover, back-translating learnings from the clinic contributes to refining the animal models and to enhancing the relevance of preclinical studies, since these can be guided by clinical requirements and questions as illustrated here through several examples discussed. Assessment of pharmacodynamic effects of compounds on established pathology with stratification of animals into groups based on imaging measures occurring just before treatment initiation becomes feasible.
There are important points to take into account when adopting anatomy-based imaging techniques like MRI and SWE in small rodent models: 1) The non-specific nature of the readouts. This means that, for every new application, a validation of the assessed parameters is necessary in order to verify their appropriateness and to make the link to histological or molecular analyses. In the context of pharmacology, the validation ideally comprises two steps, namely, the biological validation in which the ability of imaging to detect pathological changes is verified, followed by pharmacological validation involving testing a reference compound known to work in the model in order to analyze the sensitivity of the readout to map compound effects. Only after such extensive validation can imaging be utilized in routine pharmacological testing. In the absence of a reference compound, things become more complicated, on the other hand there is the opportunity to truly test a new therapy in an application for which earlier attempts failed; 2) the macroscopic character of the in vivo imaging techniques. Despite providing good spatial resolution in reasonable measurement times consistent with animal welfare, MRI and SWE are far from the microscopic world of histology, and comparisons between images obtained at different scales are in many cases challenging. SWE has in addition limited depth of penetration into the body; 3) absolute quantification of MRI parameters often comprises extensive calibration and comparison to measurements on phantoms. For instance, Na23-MRI may provide a measure of sodium concentration in tissue, but a complex calibration of radiofrequency inhomogeneity with a procedure not well established beyond research is necessary (Lommen et al., 2016) and the limited sensitivity make it very demanding for use in small rodents. Arterial spin labeling (ASL) enabling the quantification of tissue perfusion without administration of a contrast agent is very useful for research and clinical studies, particularly in those involving multiple longitudinal measurements. However, ASL has been confronted with a number of challenges, including relatively low signal-to-noise ratio and temporal resolution, as well as a large number of sequence variants (Jezzard et al., 2018), hampering its uptake by clinical and preclinical practice. Despite the challenges with absolute quantification, in preclinical routine relative numbers, involving for instance comparisons between assessments performed pre- and post-compound dosing, are largely sufficient in the vast majority of applications.
By law experimenters involved in in vivo research are required to abide to rules that take full account of the 3Rs principles. Protocols regulating experimental procedures are constantly revised and reviewed by authorities. The examples discussed previously clearly illustrate that the main benefit of in vivo imaging for the 3Rs lies in reducing the animal numbers followed by the potential to refine experimental procedures. Despite the fact that the replacement of animals is a constant consideration throughout the design and conduct of research programs, it needs to be shown how imaging can contribute to it. Promising alternative methods comprise organoids (in vitro growing human cells that form a 3D structure, allowing to study their interactions), organs-on-a-chip (human 3D microfluidic cell culture integrated chips simulating, e.g., mechanical and physiological responses of an organ or organ system) or in silico models (computer models without living tissue of, e.g., physiological processes) (Zhou et al., 2021; Zietek et al., 2021; Kreutzer et al., 2022; Nolan et al., 2023). Confocal, super-resolution confocal, multiphoton or light-sheet microscopy can be used for high-resolution 3D examination of cleared organoids containing fluorescence reporters and after immunolabeling (Dekkers et al., 2019). However, the complexity of human physiology involving innumerous interactions between countless, often unknown and insufficiently understood molecules or cell types remains an obstacle for a widespread replacement of animal studies by such alternative techniques at the present stage. Nevertheless, the possibility to employ learnings and data obtained in vivo to optimize organs-on-a-chip or in silico models might be a small but constructive contribution of imaging to replacement. A dialogue between in vitro and in vivo researchers in view of 3Rs is thus very important.
The ultimate goal of pharmacological research is to test new therapies in humans. Animals allow not only to gain knowledge on basic mechanisms but ensure that tests in humans are as safe as possible. Preclinical research intends to reduce the experimentation in humans, by selecting the safest and potentially most efficacious compounds to enter clinical testing. Since imaging is also an integral part of clinical compound development, imaging biomarkers/readouts may be investigated in small rodents and validated through histology before adopting them in humans. Overall, it remains the responsibility of the investigators to conceive the experiments in a way that the 3Rs principles are respected in every biomedical activity involving the use of in vivo imaging—a reduction of unnecessary procedures in both animals and humans in the framework of pharmacological research and development needs always to be kept in mind.
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Epilepsy is a chronic brain disease and, considering the amount of people affected of all ages worldwide, one of the most common neurological disorders. Over 20 novel antiseizure medications (ASMs) have been released since 1993, yet despite substantial advancements in our understanding of the molecular mechanisms behind epileptogenesis, over one-third of patients continue to be resistant to available therapies. This is partially explained by the fact that the majority of existing medicines only address seizure suppression rather than underlying processes. Understanding the origin of this neurological illness requires conducting human neurological and genetic studies. However, the limitation of sample sizes, ethical concerns, and the requirement for appropriate controls (many patients have already had anti-epileptic medication exposure) in human clinical trials underscore the requirement for supplemental models. So far, mammalian models of epilepsy have helped to shed light on the underlying causes of the condition, but the high costs related to breeding of the animals, low throughput, and regulatory restrictions on their research limit their usefulness in drug screening. Here, we present an overview of the state of art in epilepsy modeling describing gold standard animal models used up to date and review the possible alternatives for this research field. Our focus will be mainly on ex vivo, in vitro, and in vivo larval zebrafish models contributing to the 3R in epilepsy modeling and drug screening. We provide a description of pharmacological and genetic methods currently available but also on the possibilities offered by the continued development in gene editing methodologies, especially CRISPR/Cas9-based, for high-throughput disease modeling and anti-epileptic drugs testing.

KEYWORDS
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1. Introduction to causes of epilepsy and available treatments

Epilepsy, one of the most common neurological disorders, affects around 50 million people according to the World Health Organization (WHO). It is a severe neurological disorder characterized by recurrent seizures (1). A seizure is defined as “a transient occurrence of signs and/or symptoms due to abnormal excessive or synchronous neuronal activity in the brain” (2). In 2017, International League Against Epilepsy (ILAE) approved and published an updated classification of seizure types (3, 4). This classification was generated for practical use in the clinical setting, but it can also be used by researchers with specific purposes. Depending on their onset, seizures can be classified into focal (originated in localized parts of the brain), general (originated from extensive regions in both hemispheres of the brain) and unknown. Focal seizures can be further classified based on the level of awareness, understood as the person’s awareness of self and environment during the seizure. In addition, both focal and generalized seizures can be divided into motor (e.g., tonic or clonic) and non-motor (e.g., sensorial signs as absence) seizures, and subdivided into different categories described in detail by Devinsky et al. (5) and Fisher et al. (6).

Epilepsy is considered a spectrum disorder with highly diverse etiology, comprising structural, genetic, metabolic, autoimmune and infection-related causes. Structural causes (5, 7) refers to abnormal structural brain defects that are known to substantially increase the risk of seizures. These structural abnormalities can be congenital or acquired, like brain tumors, strokes or head trauma (8). The epileptic syndromes are defined by the ILAE as “a characteristic cluster of clinical and electroencephalographic (EEG) features, often supported by specific etiological findings.” The correct diagnosis of an epileptic syndrome is crucial since it usually has important implications in the prognosis and treatment (9).


1.1. Genetic basis of epileptic syndromes

Genetic causes of epilepsy usually involve single-gene mutations affecting ion channels, synaptic support proteins, mTOR pathway regulators chromatin remodeling and trascription regulators (10). These types of epilepsies are very diverse and in most cases the underlying genes have not been identified yet (8). Some of the identified single gene mutations causing epilepsy are in the SCN1A (11), SCN8A and HCN1 genes for Dravet Syndrome (DS) (12), in the GABRA1 gene (A322D mutation) for Juvenile myoclonic epilepsy (13), in the LIS1 gene for Classical Lissencephaly (14), in the STXBP1, DNM1, DEPDC5 and GRIN2B genes for Epileptic Encephalopathy (15), in the CHD2 (16) and GABRB3 (17) genes for Lennox–Gastaut syndrome and PCDH19 genes for PCDH19 female epilepsy (18). Over the last years, thanks to the constant improvements in sequencing technologies, a growing number of novel variants have been discovered by analyzing large cohorts of patients within the framework of several international collaborations. Among those, the Epi4k consortium, composed by more 60 researchers in USA, Australia and United Kingdom, aims to unravel, by sequencing and analyzing over 4,000 genomes, genetic causes of under studied forms of epilepsy (Infantile Spasms and Lennox–Gastaut Syndrome) and identify novel de novo or rare pathogenic variants (19, 20). A similar example of an inter-institutional effort is the Epi25 collaborative established in 2014 with the aim to perform exome sequencing of 25.000 epilepsy patients and correlate the data sequencing results with phenotypic data in order to reach a better patient stratification and genotype/phenotype spectrum correlation. The work of the collaborative led to a very recent publication releasing data from the largest analysis of copy number variants as risk factor for epilepsy performed to date, including discovery of novel variants and definition of phenotypic signatures for almost 20 clinical categories (21). On the same line, the International League Against Epilepsy (ILAE) Consortium on Complex Epilepsies run a genome-wide analysis of nearly 45,000 people which led to the identification of 16 genetic loci associated with generalized epilepsy (11 of which newly identified) and, within these loci, 21 genes coding for ion-channel subunits (SCN1A, SCN2A, SCN3A, GABRA2, KCNN2, KCNAB1, and GRIK1), transcription factors (ZEB2, STAT4, and BCL11A), synaptic transmission regulators (STX1B), etc. (22).

Despite the aforementioned efforts to untangle the complexity of the genetics underlying epileptic phenotypic heterogeneity is high. Indeed, de novo or familial mutations in epilepsy-related genes are characterized by a variable expressivity, thus an extremely variable phenotyping spectrum ranging from generalized epilepsies to severe encephalopathies (23, 24). The causes for these very diverse phenotypic outcomes linked to gene modification are hotly debated in the genetics community. Among other causes, can be found the probable involvement of modifier loci, somatic mosaicism, repeated expansion and significant environmental variables. Genetic modifiers, which interact with the primary mutation and modulate the disease severity, have been identified for the SCN1a gene in mice (25) and human patients (26). In other cases, post-zygotically acquired mutations can be accumulated in a tissue specific manner affecting subpopulations in a variable number of neuronal cells in different brain regions (27). For example, variants of the GLI3 gene in the germline give rise to Pallister Hall, a syndrome that includes congenital anomalies as Hypothalamic hamartoma (HH), while variants limited to (or enriched in) the hypothalamus can lead to isolated HH (28).

Other cases where genomic instability plays a role in the severity or age of onset of epileptic symptoms in human patients have caught the interest of clinicians and researchers in the field during the last years. Importantly, until the advent of the advanced sequencing technologies, the search for pathogenic variants was mainly focused in the coding regions of the identified genes and those could not justify the incomplete penetrance and variable expressivity of the pathogenesis nor the high percentages of individuals affected even not being carriers of the mutations. Indeed, genetic linkage analysis, where the use of several molecular markers is employed to identify the location of a disease-causing variant, have provided the groundbreaking discovery that non-coding regions of defined genetic loci contribute to the etiology of forms of epilepsy. In particular, repeat expansions in non-coding regions of different genetic loci cause autosomal dominant forms of Familial adult onset myoclonus epilepsy (FAME) (29, 30). Intriguingly, the length of the repeats, which shows generational instability, correlates with the age of onset and severity of the detected phenotypes (31).

If on one hand the genetic complexity of epilepsy is a burden for understanding the pathophysiology, on the other hand the novel discoveries on somatic mosaicism and repeated expansion open an opportunity for better patient stratification and enhance the possibilities of diagnostic detection of the disease.



1.2. Environmental factors and comorbidities

In addition to genetic causes environmental causes have been identified for pathogenesis (8). A common risk factor for seizures and acquired epilepsy are infections. Epilepsies with infectious etiology are the ones in which seizures are the main symptom as a direct consequence of an infection. Seizures can be the only symptom, or can represent one symptom among other dysfunctions of the central nervous system (32). Epilepsies can also be a result of a metabolic disorder, although in most of the cases they will also have a genetic basis, or can also be a consequence of an immune disorder. Moreover, there are still some epilepsies of unknown etiology (8).

Moreover, it is important to note the significant negative impact of comorbidities in epilepsy. Comorbidity was defined by Feinstein as “any distinct additional entity that has existed or may occur during the clinical course of a patient who has the index disease under study” (33). Patients with epilepsy are affected by several diseases such as depression, anxiety, dementia, migraine, heart disease, peptic ulcers, and arthritis up to eight times more than the general population (34). In addition, some conditions such as psychiatric, endocrine/metabolic, and respiratory disorders are associated with worse seizure outcomes in the long-term (35). Various models have been generated to account for the relation between comorbid disorders. These models are not mutually exclusive and even within a single person, the same comorbid disease may be linked to epilepsy for a variety of reasons. It is particularly interesting the role of genetics in epilepsy and its comorbidities. Genetic mutations can be a shared risk factor, like for example in the SCN1A gene, where mutations predispose individuals to the development of epilepsy, but also a gait disorder. Genetic factors can also act as modifiers, impacting the relation between cause and effect, like for example the higher risk of epilepsy in carriers of the APOE4 allele after traumatic brain injury. The contribution of comorbidities to mortality in epilepsy is quite significant, underlying the relevance of the study of the causal mechanisms (34).



1.3. Overview on anti-seizure medications

Currently there is no effective treatment for epilepsy and most of the drugs used in the treatment of epilepsy are directed to treat the symptoms or seizures rather than treating the underlying disease. Therefore, although historically they have been named anti-epileptic drugs (AEDs), the term anti-seizure medications (ASMs) is nowadays more widely accepted. By definition, ASMs prevent or suppress the generation, propagation, and severity of epileptic seizures. The majority of ASMs work by altering voltage-gated ion channels, enhancing gamma aminobutyric acid (GABA)-mediated inhibition, interacting with synaptic release machinery, blocking ionotropic glutamate receptors, or a combination of these mechanisms (36). Some patients achieve seizure control with the use of one medication, however in many cases a combination of multiple medications is necessary. There are other types of approaches for the treatment of epilepsies, including surgery, neuromodulation devices or diet (5). Even with the currently available ASMs and other types of therapies, about one third of the patients do not achieve seizure control. This is partly due to the drug resistance that many patients with different types of epilepsy develop. In addition to resistance mechanisms, a critical issue contributing to the slow pace of novel ASM discovery is reliability of evaluation of compound efficacy in human patients starting from data generated with rodent models or NAMs. Performing the ADME (administration, distribution, metabolism and excretion) profiling of a molecule and assessing its capacity to cross the blood brain barrier (BBB) are challenging tasks and the results might not accurately predict the outcomes in patients, also considering inter individual susceptibility and differential response based on age to compound administration (37). Regarding ADME in in vivo models, it has to be taken into account that rodents eliminate drugs at a quicker rate than humans, making the generation of dose–response efficacy curves complicated. Nevertheless, longitudinal studies with rat or mouse models with multi-injections regimes followed by blood serum concentration analysis allow to study the pharmacodynamics of the administered molecules (38). Thereafter, the evaluation of the concentration of the compound reaching the CNS is estimated with the brain–blood or brain-plasma ratio, a model that correlates the brain-targeting ability of therapeutics with the CNS pharmacokinetics (39). This tool is more straightforward than other time consuming and invasive techniques such as microdialysis and in situ brain perfusion (40). Indeed, over the last years, in silico predictions based on available in vivo and in vitro data and molecular descriptors of the compounds of interest have been optimized to infer the BBB permeability of neurotherapeutics (41, 42). In in vitro models ADME studies cannot be directly performed, however cost effective assays can be used as indicators of the ADME fate of compounds in vivo. Among other parameters, it is possible to calculate the physicochemical properties as lipophilicity, solubility as well as its metabolic fate via hepatic microsome stability and plasma stability assays (43). In addition to these, multiple cell culture models derived from a variety of species have been developed to mimic the BBB and study molecule transport through this structure (44). With regard to whole embryo non animal studies, as the ones performed with the zebrafish model, it is possible to extrapolate relevant Absorption, Metabolism and Excretion values since zebrafish can adsorb and metabolize toxicants in a similar manner to that of mammals. In this case, zebrafish embryos are treated with selected compounds by waterborne exposure and collected at different exposure times for LC-HRMS analysis (45). This method allows the evaluation of the stability and toxicokinetic profile of novel molecules. Also in the zebrafish model, the brain-to-plasma concentration can be calculated and, interestingly, it has been shown that there is a correlation between the partition coefficient (Kp, brain) values obtained from the zebrafish and mice, indicating that zebrafish can be an alternative to rodent models to predict drug penetration in humans (46).

Taking into account all the previous considerations, there is an essential need for a better understanding of the basic mechanisms of the processes leading to epilepsy, the biological mechanisms of pharmacoresistance and the development of disease-modifying therapies. To achieve these goals, well established models of epilepsy are the most important prerequisite.




2. Current state of art in epilepsy models

Over the years different animal models have been developed to study epilepsy (Figure 1). A very classic and widely used group of epilepsy models are the ones with an induction of seizures in wild-type animals. This induction can be electrical or chemical and in both cases it can be an acute or a chronic induction (47, 48).
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FIGURE 1
 Timeline of the most representative vertebrate animal models in epilepsy over the last century. All models (exception of the electroshock models in cats) are still being used in the development of new treatments for epilepsy. During the first half of the twentieth century and up to the late 1990s, a large number of compounds with antiepileptic properties were discovered in these models (Classics ASMs). However, most of these compounds were discovered in pharmacoresistant models of epilepsy. The development of the first genetic models has allowed progress to be scored in the search for novel antiseizure medications that are able to overcome drug resistance. In the last decade, the use of zebrafish has led to the development of Fenfluramine (FDA-approved drug) and Clemizole (in DS clinical phases). In the future, it is hoped that new approach methodologies (NAMs), such as zebrafish, organoids and induced Pluripotent Stem Cells (iPSCs), will facilitate the discovery of new drugs useful for different types of epilepsy (new ASMs).


Among the electrically induced acute seizures, the best-validated preclinical test is the maximal electroshock seizure (MES) test, in which an acute seizure is electrically induced in a normal non-epileptic animal. This test is very effective in identifying drugs against generalized tonic–clonic seizures (49). Another example of electrically induced acute seizures is the 6-Hz psychomotor seizure model of partial epilepsy, a model of pharmacoresistant epilepsy. This model, in which an electrical stimulation by low-frequency (6-Hz) is delivered through corneal electrodes, has been used both with mice and rats (50, 51). Repeated 6 Hz corneal stimulation in mice has also been used to successfully establish a kindling model showing resistance to ASMs (52). Kindling models are the models in which repeated non-convulsive stimuli are applied progressively producing a change in seizure response and finally reaching a fully kindled state with a stable seizure response to each stimulation (53). These models belong to electrically induced chronic seizures, and the best established model among them is the amygdala kindling rat model of temporal lobe epilepsy (TLE). In this model, there is a repeated application of electrical stimuli through a depth electrode in the basolateral amygdala of rats and this induces a permanent enhancement of seizure susceptibility together with other brain alterations that are similar to the ones occurring in human TLE. It was the first proposed model of pharmacoresistant partial epilepsy (48, 54).

On the other hand, there are chemically induced seizures. One of the most commonly used models of acute chemically induced seizures is the pentylenetetrazole (PTZ) test, which has been crucial for the identification of many ASMs that are clinically used today. PTZ is an antagonist of the type A receptor of γ-aminobutyric acid (GABAA). The administration of low doses of PTZ (sub-convulsive) in animal models can result in absence seizures (55), whereas higher doses (convulsive) produce generalized tonic–clonic seizures (56). PTZ has also been used to generate a chemically induced kindling model by the repeated administration of sub-convulsive doses (57). Although PTZ use is very extended in mice and rats, it is also routinely used in other models such as zebrafish (58).

Another important group of chronic models of epilepsy are models in which after inducing status epilepticus by chemical or electrical stimulation spontaneous recurrent seizures develop (48). Status epilepticus is defined by the ILAE as “a condition resulting either from the failure of the mechanisms responsible for seizure termination or from the initiation of mechanisms, which lead to abnormally prolonged seizures” (59). Although these models can be induced by electrical stimulus, the most extended models are the ones generated by either pilocarpine, cholinergic muscarinic agonist pilocarpine, or kainate, a cyclic analog of L-glutamate and an agonist of the ionotropic kainate receptors. Both pilocarpine and kainate represent post-status epilepticus models of TLE (48, 60).

The other main group of epilepsy models is the genetic animals models. With the description of more single gene mutations causing epilepsy, and the advancements in gene-editing techniques, more genetic animal models have been developed and validated (61). The generation of these models contributes to a better understanding of the mechanisms of epileptogenesis. A good example of this are the mouse models of lissencephalies (14, 62). In humans, heterozygous mutation or deletion of the lissencephaly gene (LIS1) leads to classical or type I Lissencephaly, causing cognitive deficits, severe seizures, and a serious disruption of cortical and hippocampal lamination. Before the generation of mouse models, how neurons communicate in Lis1-deficient brain was not well understood. The generation of a Type I Lissencephaly mouse model permitted the description of alterations in synaptic inhibition that may contribute to seizures and altered cognitive function, which can potentially lead to advances in novel therapeutic strategies (62). Moreover, the models of lissencephalies have been crucial for understanding the function of LIS1 and the pathways associated with it during brain development (14). Furthermore, genetic animal models have been fundamental for the advancement of therapeutic interventions. This is for example the case of the mouse models that have been generated for DS, which have also been extensively characterized (63–65). In one of these models, for example, treatment with low-dose clonazepam, a positive allosteric modulator of GABAA receptors, completely rescued the abnormal social behaviors and deficits in fear memory of these mice (66). In a more recent study, Hawkins et al. also demonstrated that treatment with soticlestat, a novel potent and highly selective brain-specific inhibitor of the CH24H enzyme, significantly improved Dravet-like phenotypes of Scn1a Dravet mouse models (67). In summary, the development of genetic animal models has been of relevance not only to expand the knowledge of the mechanisms of epileptogenesis, but also to move forward in the discovery of new potential therapies.

Despite the large number of models that have been established for the development of new therapies in epilepsy, 30% of the patients do not response to classic ASMs and consequently more research and new models are needed. The discovery of new ASMs requires the screening of large number of compounds and, therefore, the models need to be not only predictive of clinical activity, but also easy to perform and time and cost efficient.



3. Alternative models: toward the 3R in epilepsy model generation and drug screening

The high impact of epilepsy on patients and their communities highlights the urgent need to improve the understanding of its pathophysiology and develop efficient treatments for seizure regulation. However, the use of conventional in vivo and in vitro models based on rodents display substantial limitations and ethical concerns. Although rodent models may be particularly useful for predicting treatment responses in humans due to the greater similarities between the nervous systems of different mammalian species, variation in the genetic background of rodent strains can also result in opposing or contradictory results. Rodent models are also more expensive and require complicated, invasive procedures to study the role of genes in seizure mechanisms (68). Additionally, growing awareness of the sentience of animals and their experience of pain has led to the adoption of the 3Rs principle (replace, reduce, and refine) by all the ethical committees and whenever possible, novel alternative models to animal experimentation are recommended (69).

Multiple alternative methods have arisen in order to provide relevant insights into the epileptic pathology and accelerate treatment innovation (Figure 2). Among them, organotypic brain slice cultures (OSCs), Induced pluripotent Stem Cells (iPSC) and organoids appear as relevant models for new antiseizure drug candidates screening. On another hand, several models not classified as animals larval stage of Danio rerio (70) or non-vertebrates C. elegans (71, 72) and Drosophila melanogaster (73), traditionally used in basic research on embryonic development, have proven valuable in epilepsy research. This is because these models allow for high-throughput pharmacological screening, enabling the simultaneous evaluation of a large number of samples, the automated analysis of different phenotypes in short times, and the generation of avatars of human patients for the testing of new therapies. Among these, we will focus on the most widely used vertebrate zebrafish model.
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FIGURE 2
 Comparison chart of the alternative methods available for epilepsy research. Comparison table describing the characteristics of the alternative methods discussed in this review, including OSCs, iPSCs, brain organoids and zebrafish models. MoA, Mechanism of Action.



3.1. Ex vivo and in vitro models

To identify new ASMs, it is key to employ a wide range of appropriate experimental approaches, including alternatives models. Thus, the establishment of these models/platforms ensures improved validity and relevance for their clinical use. Several alternatives to classical animal models based on ex vivo and in vitro models are currently available and being developed in the field of epilepsy.


3.1.1. Organotypic brain slice cultures

Unlike conventional primary cell cultures, that allow the study of single cell populations, OSCs enable the simultaneous analysis of different cell types in a three-dimensional model, with preservation of some structural and synaptic organization features of the original tissue (74, 75).

In addition, OSCs allow the assessment of many aspects of relevance for the study of epilepsy and ASMs. Neurodegeneration, a possible consequence of seizures (76), can be evaluated through propidium iodide or other stainings, or even by measuring the levels of lactate dehydrogenase released to the medium (77). OSCs can be very useful to perform procedures that, although possible, are normally more challenging to carry out in vivo, including long-term live imaging (75), or electrophysiology (78). Recombinant adeno-associated viruses, commonly used to generate disease models in vivo (79, 80) can also be used to generate disease models in OSCs (78) and different compounds can be added into the culture medium to study them (81). As previously mentioned, they can support all the cell types found in the CNS, and therefore changes in cell types other than neurons, like glia and vascular cells, can also be studied.

Moreover, the use of OSCs significantly decreases the number of animal experiments that are considered severe, thereby promoting the principles of the 3Rs—reduce, refine, and replace (74).

However, many aspects of brain slice preparation can affect their viability and might influence neuronal connections. These aspects have been previously reviewed in detail by the ILAE (82). Briefly, the survival of the neurons depends on a variety of factors, including the species and age of the animal, the brain area selected, the medium composition and thinning of the slice. Nevertheless, contrary to what is observed in acute slices, where projection fibers are severed during the preparation, in OSCs the extended maintenance of the slices in an incubator with access to a cultured medium can produce a relatively stable cell viability, resulting in a long lifespan. Additionally, there is a significant synaptic rearrangement during the regrowth after slicing-induced deafferentation, but the properties of synaptic transmission are overall maintained (82).

Many brain areas have been used for OSCs, such as hippocampus, cortex, cerebellum and brainstem structures. In particular, organotypic hippocampal slice cultures have been broadly used to study epilepsy, because they allow for thorough and controlled investigation of the mechanisms behind epileptogenesis, while keeping the network phenotypic characteristics of epilepsy, especially the development of spontaneous seizures (83, 84). The most commonly used method for the preparation of organotypic hippocampal slice cultures was first described by Stoppini et al. (85) and later detailed by De Simoni and Yu (86).

Brain preparations derived from a variety of mammalian species, including rabbits, guinea pigs, rats, mice, and humans, have been shown to induce in vitro epileptiform activity (82). Most OSCs are generated from mice or rats before postnatal day 12, since at this developmental stage, the brain’s cytoarchitecture is well-established. Furthermore, the larger size of the brain at this stage makes it easier to handle, which allows neuronal cells to survive explantation. Additionally, explanted neuronal cells at this age exhibit greater plasticity, making them more resistant to the mechanical trauma that can occur when cutting neuronal processes (86).

Although most of the OSCs are generated from mice or rats, they have also been successfully established from tissue of adult patients. This represents a very good alternative to animal models since it allows to perform basic functional and mechanistic studies in a completely homologous model. Moreover, human OSCs preserve the complex neuronal cytoarchitecture and electrophysiological properties of human pyramidal neurons (87). However, it requires the availability of human tissue obtained from neurosurgery for refractory epilepsy (88). An example is the model of temporal lobe epilepsy in which the characteristic morphology and pathological activities are preserved, and epileptiform activities can be modulated by the addition of glutamatergic and GABAergic receptor antagonists (83).



3.1.2. Induced pluripotent stem cells

iPSC technology has considerable potential for toxicity and efficacy drug screening and disease modeling, allowing the generation, growth, and study of human cells without the need for invasive isolation procedures or extensive ethical approval (89). Somatic cells obtained from patients can be reprogrammed to a pluripotent stem cell state which can then be differentiated into a broad range of different cell types, including neurons and glia (90, 91). iPSCs can be produced in about a month, and therefore, it is possible to rapidly generate a model with patient specific mutations with a lower cost than a mouse model. This is particularly relevant in epilepsy due to the heterogeneous nature of genetic epilepsies, with more than 500 loci listed as potentially causative when mutated and in some cases, such as in SCN1A-related epilepsies, over 1,250 distinct mutations identified in patients (92).

Several functional and molecular approaches can be used for the phenotyping of patient iPSC-derived neurons. Most of them are directed to study neuronal excitability, such as patch-clamp recording, which provides direct single cell measurements of electrical activity, multielectrode arrays (MEAs), for the measurement of electrical activity of a network of cultured neurons for extended periods, fluorescent assays of intracellular calcium or membrane voltage, and all-optical electrophysiology methods that allow high throughput studies. Other approaches for the phenotyping of iPSCs-derived neurons in the context of epilepsy include live cell imaging and omics studies (93).

Despite being a good model to study epilepsy, they also present some limitations. iPSC lines can have variable expression profiles and differentiation potential (92). In addition, it is very challenging to recapitulate the complexity of the brain and, despite the efforts to create brain circuits in 2D culture using iPSC-derived neural cells, the circuitry is still very different from the complex brain neuronal network. This is now improving thanks to the development of brain organoids made using 3D culturing technology (94).

Multiple patient-specific iPSCs derived disease models exist, generated from patient’s cells carrying specific mutations (95). These models have shown altered neuronal morphology, including soma size, neurite outgrowth, formation of synapse, and length of dendritic spine (92). The first in vitro model from a Dravet patient with a mutation in the SCN1A locus demonstrated how the primary cause of epileptogenesis seems to be the loss of function in GABAergic inhibition (96). After that, different studies have been published studying different mutations in the gene SCN1A (97, 98). Other diseases have also been successfully modeled using patient iPSCs, including Rett syndrome (99, 100) and Angelman syndrome (101) among others (92). These advancements have broadened the understanding of the disease etiology and pathology and set an extraordinary basis for the application of personalized medicine by developing targeted therapeutic strategies (102). In parallel to the development of iPSC, great advances in gene editing technologies have been made. This coincidence has considerably contributed to a fast expansion in the understanding of neurological disorders (103). CRISPR/Cas9 in iPSCs can be used to generate new models of various disorders, such as Alzheimer’s (104) and to generate isogenic pairs, which differ only by a single genetic modification, and are powerful tools to understand gene function. Furthermore, genome-wide CRISPR screens enable high-throughput investigation for genetic modifiers, opening up new pathways and revealing potential therapeutic targets (103).

CRISPR/Cas9 in human iPSCs was first used in epilepsy to generate a loss of function SCN1A mutation in order to gain more knowledge on DS. In this study, they fluorescently labeled GABAergic iPSC-derived neurons using CRISPR/Cas9 and studied their electrophysiology and the postsynaptic activity of inhibitory and excitatory neurons. They described a reduction in the amplitudes and an enhancement of the thresholds of action potential in patient-derived GABAergic neurons, together with a change in the postsynaptic activity from inhibitory to excitatory. These results further contributed to the previous knowledge on the physiological basis underlying epileptogenesis caused by SCN1A loss-of-function mutation (105). This strategy has been thereafter applied in several other studies, including more on the SCN1A gene (106), but also in other models of epilepsy, like in a model of KCNQ2 encephalopathy (95, 107). In this last study, they used patient iPSC-derived neurons and generated an isogenic mutation-corrected control line using CRISPR/Cas9, so that they could link phenotypic changes to the disease associated variant. They discover a functional enhancement of Ca2+- activated K+ channels, a rapid action potential repolarization and a larger post-burst afterhyperpolarization in the patient-derived neurons in comparison to the isogenic control ones. Once again, the combination of CRISPR/cas9 technology and iPSCs resulted in new findings that add to the previous knowledge on the disease mechanisms.



3.1.3. Brain organoids

Brain organoids are organized structures composed of progenitor, neuronal, and glial cell types that closely resemble the architecture of the fetal human brain. Reprogrammed human iPSCs could undergo a self-organization process (108). To induce the formation of neural rosette structures, 3D aggregation of pluripotent stem cells, including both human iPSCs and ESCs, is facilitated in the presence of neural induction molecules, crucial step in the generation of brain organoids (109). Under optimal conditions, these cellular aggregates undergo self-organization, leading to the development of more complex and differentiated structures known as cerebral or brain organoids (110, 111).

Brain organoids replicate the human brain’s tissue structure and developmental pathway, in addition to its cellular composition, making them distinct from conventional two-dimensional (2D) cell cultures. As a result, they offer a unique opportunity to model human brain development and function, which may not be directly testable in direct experimentation (112). As with iPSCs, recent advances in genome editing, high-throughput single cell transcriptomics and epigenetics, have significantly advanced the use of brain organoids as a tool to study the development, evolution, and diseases of the human brain. This has resulted in a revolutionary expansion of our investigative capabilities (112).

In recent years, a novel approach has emerged as a second generation of brain organoids, known as brain assembloids, which offer a promising strategy for modeling human brain development and disease. Assembloids provide a solution by integrating multiple organoids or combining organoids with missing cell types or primary tissue explants (113). These assembloids use self-organization enabling complex cell–cell interactions, circuit formation, and maturation in long-term culture, distinguishing them from approaches that mix cell lineages in 2D cultures or use engineered microchips (114, 115). The successful growth and functional properties observed in assembloids composed of cortical, hippocampal, and thalamic organoids with active neuronal migration and interaction demonstrate the potential of these flexible, scalable, and controlled microfluidic systems for broad applications in neurological and biomedical research. It is anticipated that these innovative approaches will prove invaluable in unraveling human-specific aspects of neural circuit assembly and in modeling neurodevelopmental disorders using patient-derived cells. The integration of brain assembloids into the scientific landscape holds great promise for advancing our understanding of the human brain and developing targeted therapeutic strategies for neurological disorders as epilepsy (114).

Organoids have proven to be a valuable tool for exploring cellular phenotypes related to epilepsy. Nevertheless, the development of seizures and the replication of the electrophysiological properties of the brain in organoids, which are essential components of epilepsy research, are still active areas of investigation (116).


3.1.3.1. Epilepsy progressive myoclonus 1

Di Matteo laboratory performed experiments using cerebral organoids derived from both Epilepsy Progressive Myoclonus 1 (EPM1) patients and healthy individuals (117). EPM1, an autosomal recessive disorder, is the most common form of progressive myoclonus epilepsy and associated with mutations in the cystatin B (CSTB) gene and its promoter. They found that CSTB overexpression in control organoids increases cell proliferation, whereas overexpression of a mutant form of CSTB led to its inhibition. Additionally, control organoids exposed to media from mutated organoids (from EPM1 patients) showed a decrease in cell proliferation, whereas media from control organoids rescued the proliferation deficit in EPM1 organoids. Low levels of functional CSTB result in an alteration of progenitor’s proliferation, premature differentiation, and changes in interneurons migration. This research manifested that the use of derived cerebral organoids provided valuable insights into the cellular and molecular mechanisms underlying this disorder.



3.1.3.2. Developmental epileptic encephalopathies

Developmental epileptic encephalopathies are severe disorders characterized by intractable epileptic seizures and developmental delay where UDP-glucose-6-dehydrogenase (UGDH) gene has been implicated as a critical component, responsible for the conversion of UDP-glucose to UDP-glucuronic acid. Hengel et al. have recently generated cerebral organoids from patients with different mutations in the UGDH gene (118). Mutant organoids were significantly reduced in size and showed decreased expression of neuronal progenitor markers and proliferative cells. This study using cerebral organoids provides valuable insights into the molecular mechanisms underlying developmental epileptic encephalopathies and suggests potential therapeutic avenues, focusing on nutritional supplements and regulatory interventions. Remarkably, a similar experiment was performed with zebrafish, but UGDH mutant zebrafish did not show the same defects, indicating different responses between the organoid and zebrafish models. This fact underscores the importance of studying different models of the disease to gain comprehensive insights, as each model contributes unique aspects to our understanding and contributes to a more holistic understanding of the disease.



3.1.3.3. Additional disorders

Recently some advances in this field have been made, with the successful establishment of brain organoid models of Angelman syndrome showing among other features hyperactive neuronal firing (119), and Rett syndrome, with susceptibility to hyperexcitability and recurring epileptiform spikes. This last model was also used to test valproic acid (VPA) and the TP53 inhibitor pifithrin-α(PFT) as possible treatments for this syndrome (120). Furthermore, another study succeeded in the development of a brain organoid model of developmental and epileptic encephalopathies (DEE), demonstrating not only the presence of epileptiform activity, but also showing the utility of this model for the molecular study of epilepsy (121). Although more studies are needed to enhance the accuracy of these disease models, they are promising tools for the evaluation of future treatments in epilepsy.



3.1.3.4. Therapeutics testing with brain organoids

Brain organoids provide a unique and valuable platform for gaining insight into complex neurological diseases. However, the current state of organoids is characterized by their simplicity and as a consequence of being in vitro models, the knowledge derived from them may carry intrinsic limitations. While brain organoids are valuable models, they have certain limitations in recapitulating the complex tissue structure and functions of the human brain, particularly with respect to the choroid plexus (ChP). The ChP plays an important role in cerebrospinal fluid (CSF) secretion and the formation of the blood-CSF barrier. To overcome this limitation, researchers have made efforts to establish human ChP organoids capable of simulating selective barrier properties and CSF-like fluid secretion within self-contained compartments. An exciting feature of these ChP-CSF organoids is that they exhibit similar small molecule selectivity as observed in vivo (122). This property makes them valuable tools for predicting the CNS permeability of new compounds. Given the growing demand for more effective CNS drugs, it is critical to avoid the shortcomings of drug candidates that enter clinical trials only to fail due to lack of efficacy, limited CNS penetration, or translatability issues from animal models.

Further technological development is required to advance the field and increase the utility of brain organoids as reliable models. Efforts toward accelerating functional maturation to more closely resemble the in vivo state, as well as incorporating additional cell and tissue types, should be directed toward creating more comprehensive and faithful representations of the human brain. These advances will contribute significantly to the reliability and relevance of brain organoids in the study of neurological disorders (112).





3.2. The zebrafish model

While the zebrafish model has been extensively used in classic developmental studies for many years, in particular in neurodevelopment (123), in the last two decades it is being exploited for target validation and drug screening (124, 125).

Zebrafish provides a large variety of possibilities in order to explore the underlying principles of seizure generation in multiple epilepsy models (126). With their small size, high breeding rate, rapid development and relatively low maintenance costs, in addition to their ability to take up compounds from the water surrounding them, zebrafish larvae are particularly suited to perform high-throughput phenotype-based drug screening (127). In addition, zebrafish exhibit genetic similarities with humans and present numerous advantages for genetic manipulation. Advanced and efficient genome manipulation techniques have facilitated the creation of models for various genetic epilepsies and disorders where seizures are a primary symptom (58, 127). Moreover, zebrafish larvae possess analogous brain structures to those present in mammals and exhibit a diverse range of complex behaviors, which can be susceptible to seizures, within just a few days post-fertilization (128).

Cortical and subcortical structures of zebrafish larvae are conserved and maintained in relation to their characteristic cellular features and main connections. The main sections in which zebrafish brain is subdivided include forebrain, midbrain and hindbrain/spinal cord. During early development, further subdivisions occur, giving rise to specialized structures in the adult brain which can also be found in rodent models and humans: pallium, subpallium, thalamus, and cerebellum (70). Moreover, some structures are highly homologous between humans and zebrafish, including the habenula (129), striatum, basal ganglia (130, 131), and cerebellum (132).

The similarities between zebrafish and mammalian (human and rodent) models are remarkable, both in terms of general brain organization and cellular morphology (128). In particular, the zebrafish amygdala and habenula are involved in affection-related behaviors, mirroring human data on these brain structures. The habenula, a group of nuclei in the epithalamus, plays a role in regulating the release of serotonin and dopamine (133), making it an experimentally feasible system for dissecting vertebrate brain circuits (134). This conservation allows for the study of brain substrates in zebrafish and their translational value for the study of pathological behavior, as habenular hyperactivity has been observed in humans with depression and in rodent models of this disorder (135).

In terms of brain neurochemistry, zebrafish share a highly conserved profile with humans and rodents. They possess all major neuromediator systems, including neurotransmitter receptors, transporters, and enzymes involved in synthesis and metabolism (136–138).

Zebrafish also have well-developed functional neuroendocrine systems, analogous to those found in mammals. The neuroendocrine system remains conserved in zebrafish (ZF) and for hypothalamus development, the same genes as in mammals are employed. Additionally, the majority of neuropeptidergic systems and neurotransmitters exist in this model (139, 140). Stress responses in zebrafish, similar to humans, are mediated by cortisol, which is activated by hypothalamic–pituitary hormones and acts through glucocorticoid receptors (141, 142). Zebrafish cortisol responses closely resemble behavioral indicators of stress and can be genetically and pharmacologically modulated (141–143). These similarities make zebrafish a valuable model for studying CNS disorders.

In order to study epilepsy, zebrafish allow the performance of multiple bioassays. Notable advantages include the capacity to perform in vivo brain imaging through activity-dependent fluorescent/bioluminescent reporters, EEG recordings in both larval and adult fish, and high-throughput behavioral analysis by means of automated video tracking systems (58, 144). Regarding seizure evaluation, zebrafish has the ability to mimic motor behaviors observed in humans, including changes in swimming patterns and body shaking (58).

Overall, taking into account all these characteristics, the zebrafish model is suitable for investigating the source of these disorders as well as the series of events leading to their onset. Additionally, it serves as a high-throughput in vivo drug screening platform for compounds with anti-seizure potential (58).


3.2.1. Pharmacological models (PTZ and kainic acid)


3.2.1.1. Pentylenetetrazole model

The PTZ model was first described in zebrafish in the early 2000 (145). Consecutive studies then concluded that zebrafish larvae at 7 days post fertilization (dpf) exhibit electrophysiological, behavioral and molecular changes similar to the rodent PTZ models (58, 146). In rodents, the dose of PTZ required to induce seizures may vary depending on factors such as strain, sex, age, and route of administration (primarily intraperitoneal injection). PTZ is primarily used as a screening tool for ASDs in rodents rather than to study the pathophysiology of epilepsy. Different types of seizures are reproduced at different doses of PTZ, with low doses inducing absence seizures and higher doses inducing generalized tonic–clonic seizures. Commonly used protocols for PTZ administration in mice during antiseizure drug screening aim to induce clonic seizures lasting at least 5 s in at least 97% of animals within 30 min (147, 148). Similar to rodents, PTZ in the ZF is considered a model for generalized seizures, particularly absence and generalized tonic–clonic seizures.

Zebrafish larvae are capable of eliciting seizure-like behavior when immersed in a volume containing PTZ. This compound is absorbed by the gills, gut or skin and eventually reaches the brain (58). Within seconds or minutes, switches in locomotor activity are detected. These movements are characterized by a series of events, starting from Stage I, consisting of accelerated movements around the periphery of the behavioral chamber. During stage 2, ZF larvae perform “whirlpool-like” movements. The epileptic behavior concludes with stage 3, which takes place in case of high PTZ concentrations. ZF larvae experience loss of posture, rapid and uncontrolled movements, intermittent pauses and occasional stiffening of the body (145). The locomotor behavior induced by PTZ displays a correlation with the electrical activity of the brain determined by EEG. This behavior is characterized by spontaneous epileptiform discharges, which manifest variations in frequency, amplitude and duration depending on the timing of PTZ exposure (145).

This model has enabled the standardization of simple locomotion assessments (tracked using software analysis) and electrophysiological tests for quantifying and monitoring seizures in zebrafish larvae (146). Subsequently, the zebrafish PTZ model has gained popularity in laboratories worldwide and has demonstrated consistency with the rodent PTZ models in validating antiepileptic drug candidates. This emphasizes the importance of zebrafish as a fast and robust model for ASMs screening (149).

Multiple ASMs with known effect in the rodent PTZ model, have been tested in zebrafish. During the study performed by Gupta et al., ZF were exposed for 15 min to a 6 mM PTZ solution co incubated with standard ASMs in order to monitor their anti-seizure activity (150). These compounds were valproic acid, carbamazepine, diazepam, gabapentin, carbamazepine, pregabalin and lacosamide. Lacosamide, valproic acid, gabapentin, carbamazepine and diazepam presented a concentration dependent increase in latency during all stages of seizures. For lacosamide it was significant at 100 μM to 3 mM, for valproic acid at 300 μM to 10 mM, for gabapentin at 1–10 mM, carbamazepine at 10–100 μM and diazepam 30–100 μM (150). Pregabalin by contrast, did not increase seizure latency compared to the vehicle control (PTZ 6 mM).

Efficacy data of ASMs obtained from the zebrafish model compares to the rodent one. Carbamazepine at 20 mg/kg, sodium valproate at 300 mg/kg, diazepam at 1 mg/kg were tested in this rodent model and showed protection from clonic seizures (151). Pregabalin tested at 200 mg/kg did not cause a significant reduction of clonic seizures compared to the vehicle control, as described in the PTZ zebrafish model (150).



3.2.1.2. Kainic acid, novel model by pericardial injection

Kainic acid (KA) is defined as a potent agonist of AMPA/KA glutamatergic receptors. It induces network reorganization, excitotoxicity and neuronal death in different brain regions. Since it produces acute seizures in rodents through systemic injections and recurrent seizures mimicking a chronic model of temporal lobe epilepsy by intracerebral injections, it is a widely utilized proconvulsant drug (48, 58).

KA is considered a model in adult ZF that is reported to reproduce seizures, similar to its use in rodents (152). In ZF, the majority of KA studies have been conducted in adult animals. In these studies, KA is administered intraperitoneally to induce seizure-like behavior, resulting in clonic convulsions observed in all ZF treated at a dose of 6–8 mg/kg (152). It is noteworthy that these doses are comparable to those commonly used in rodent models (6–15 mg/kg) (153).

Previous efforts in order to trigger seizures in zebrafish larvae by incubating them in KA solution failed to produce the desired seizure phenotype. According to the study performed by Kim et al. (154), KA perfusion by means of artificial cerebrospinal fluid immediately led to local electrographic brain discharges. Additionally, Alfaro et al. (152) observed that adult zebrafish intraperitoneally injected with KA presented convulsions mimicking clonus. The results of these studies imply that the high hydrophilicity of KA prevents ZF larvae from efficiently absorbing it when dissolved in tank water (155).

In 2021, a novel KA model was introduced in zebrafish larvae (155). This KA-induced zebrafish epilepsy model is achieved by intrapericardial injection of KA in 3dpf zebrafish larvae. Due to a shift in balance between GABAergic inhibition and glutamatergic excitation, larvae show whole brain abnormalities and involuntary seizure-like movement patterns shortly after injection. After the latency phase, larvae also experience epileptiform brain discharges (155). Following treatment with commonly used ASMs, as topiramate 100 μM, tiagabine 100 μM and carbamazepine 100 μM, a reduction in epileptiform discharges was observed while none of the compounds tested decreased seizure-like behavior (155). Multiple ASMs were also tested in the kainate mouse model of mesial temporal lobe epilepsy obtained by unilateral injection of kainate into the dorsal hippocampus (156). All the compounds tested: valporate (300 mg/kg), lamotrigine (90 mg/kg), carbamazepine (75 mg/kg), levetiracetam (600 mg/kg), pregabalin (50 mg/kg), phenobarbital (20 mg/kg), diazepam (1 mg/kg), tiagabine (0.3 mg/kg), and vigabatrin (50 mg/kg) acutely reduced the occurrence of hippocampal paroxysmal discharges (156).

The kainic model described above, provides useful insights into the mechanisms of seizures and epileptogenic processes and could possibly be applicable in the future for the discovery of novel therapeutics including disease-modifying strategies in the fight against drug-resistant epilepsies (155).




3.2.2. Genetic models

Another common approach for epilepsy studies is based on the modulation of epilepsy-associated genes. The rodent brain has a long maturation time, which makes it challenging to determine the optimal timing for pharmaceutical intervention in epilepsy studies, even with various rodent genetic models available. In contrast, using zebrafish epilepsy models could be more useful in researching the epileptogenic pathway related to genetic abnormalities. Also, since most genetic epilepsy syndromes occur in childhood, studying larval zebrafish can be an effective method to monitor brain development.

Given the rather recent inclusion of the zebrafish in epilepsy research, in most cases the widespread antisense morpholino strategy has been used for disease in early days. Through this methodology the knockdown of several genes such as kcnj10 (157, 158), kcnq3 (159), stx1b (160), chd2 (16, 161) has been reported to induce severe behavioral alterations (epileptic discharges, poly-spikes, paroxysmal discharges). Nevertheless, given the variable results that might be obtained comparing studies in mutants and morphants (162) mostly due to genetic compensation mechanisms induced by loss-of-function mutations and mutant mRNA degradation (163, 164) the gold standard model for zebrafish epilepsy research is a mutant line carrying a loss-of-function mutation in domain III of the voltage-gated sodium channel scn1Lab (165). The zebrafish gene, scn1Lab, is highly homologous to the human gene SCN1A, with 77% of DNA identity. In the developing zebrafish brain, scn1Lab is expressed widely, especially in the forebrain, optic tectum, and cerebellum. Frameshift or missense mutation in this gene can lead to the onset of DS, a severe form of genetic pediatric epilepsy that causes developmental disabilities and persistent drug-resistant seizures. scn1Lab gene disruption in zebrafish is able to recapitulate human epileptic phenotypes. Specifically, zebrafish with a mutated scn1Lab gene show spontaneous seizures detected through electrophysiological recordings, similar to epilepsy in humans. When challenged with a light dark (LD) transition assay, mutant zebrafish exhibit abnormal locomotor patterns, with consistently higher activity levels (hyperlocomotion) compared to their wild-type siblings. In the pioneer study where the mutant was characterized (165), the model was challenged with over 300 compounds in a phenotype-based screening. As a result, Clemizole (EPX-100), an FDA-approved compound with anti-histaminic properties, was found to be effective in inhibiting seizures in the mutant fish and has passed through phase I clinical trials as an “add-on treatment” for DS. Starting from this success case, other drug repurposing screening have been conducted using the scn1Lab mutant and identified several drugs like fenfluramine (144) (now FDA-approved as Fintepla®), synthetic cannabinoids (166) (similar to the FDA-approved cannabidiol Epidiolex®), trazodone (Desyrel®), and lorcaserin (Belviq®) (167), which have also shown promise in treating DS in zebrafish experiments. These findings demonstrate how quickly discoveries in zebrafish can lead to potential clinical treatments for DS.

Although the aforementioned repurposing studies are based on the use of the same genetic mutant background, the advent of CRISPR/Cas9 and the continuous refinement of the technologies based on this system offer now the possibility of inducing mutations with high efficiency in human epilepsy-associated genes. Along this line, in a recent study (168) a range of loss-of-function single gene mutations identified through genome wide association (GWAS) represented the starting point for the generation of 37 mutant zebrafish lines carrying deletions in the selected loci. Among these, 8 lines (homozygous mutant for arxa, eef1a2, gabrb3, pnpo, scn1lab, strada, and stxbp1b and heterozygous for grin1b) result in recurrent electrographic seizures, thus opening new avenues for the study of the pathophysiology of rare disease and at the same time expanding the portfolio of lines that can be used for high-throughput screenings of ASMs.

Despite the fact that the generation of isogenic lines is crucial for the assessment of loss of function phenotypes, the time required for the obtention of mutant lines, including husbandry of fish, crossing for two generations and genotyping does not meet the current needs of personalized therapy based on genetic background of the affected individuals. Indeed, new genetic targets and genomic variants involved in epilepsy pathophysiology are being identified quickly through large-scale exome sequencing studies of cohorts of patients. This requires the development of high-throughput methods for timely generation of animal disease models to test the efficacy of compounds modulating these targets. To reduce the generation time for genetic target validation and the characterization of loss-of-function alleles in zebrafish, a variety of CRISPR/Cas9-based methods have been improved. The continuous refinement of single guide RNA (sgRNA) and Cas9 synthesis for the targeting of genes of interest has reached such efficiency that it is possible to induce gene loss-of-function already in the F0 generation. This is achieved by induction of high rates of open reading frame disruption mutations in microinjected zebrafish embryos, which are somatic mutants or CRISPANTs (169, 170). This transient approach makes it possible to directly identify and analyze mutant phenotypes and shortens the time and expense needed to achieve homozygosis in the F2 generation.

CRISPANTs models have been generated for human indications (9), epilepsy being one of them. Indeed, in a recent report (171), the behavioral fingerprint, intended as multiparametric analysis of larval behavior derived by tracking the animals over time, of scn1lab zebrafish homozygous mutant and F0 CRISPANTs for the same gene have been compared. Interestingly, the F0 knockouts phenotypes highly correlated with the mutant phenotype, being the behavioral fingerprint of both groups significantly different from their wildtype counterpart.

The use of CRISPANTs could be crucial for the high-throughput generation of novel zebrafish epilepsy mutants and allow antiepileptic drug screening already in F0 larvae, enabling fast-track personalized treatment design.

At the same time, a wide array of strategies has been developed, in order to precisely insert human mutations into the zebrafish genome. The gold standard technique for precise gene modification is based on Homologous directed repair (HDR), which involves the use of template DNA carrying the desired sequence change to substitute the sequence at the target locus following a double-strand break (DSB) by the CRISPR/Cas9 system (172). HDR-genome editing, however, is linked to significant amounts of off-target mutations and insertions/deletions byproducts. To overcome these issues, base editing, which uses a DNA C or A deaminase enzyme coupled to the Cas9 nickase protein to install precise modifications without the need for donor DNA or DSBs (173), was firstly developed and it has shown a great efficiency even in F0 in zebrafish larvae (174). Finally, a key breakthrough in the field of genome editing is the Prime editing (175). This technique is based on the fusion of a Cas9 nickase to a Reverse Transcriptase. In this case, the sequence of interest is copied into the target locus by reverse transcription of an RNA template sequence, thus avoiding double strand break and drastically reducing unintended DNA mutations at the target locus. The implementation of Prime editor proteins in zebrafish has led to promising results, with relatively high percentages (up to 30%) of correct edits in F0 embryos (176).

All these strategies are being employed at a fast pace and already allowing the development of humanized zebrafish in a short time frame, thus paving the ground for future customized high-throughput drug screenings.





4. Discussion and future perspectives on the use of alternative models

More than 20 years have passed since the signing of the Bologna declaration in 1999, at the third World Congress on Alternatives to the Use of Animals in the Life Sciences. The proclamation established the requirement to abolish cruelty in science before it could be applied to humans, encouraging the strict implementation of the 3Rs (replace, reduce, and refine) in processes involving laboratory animals. Since then, there have been many changes that have occurred in the regulation of animal experimentation and advances in the search for and validation of alternative models.

Here, we have presented some of the alternatives to current methods applied to epilepsy research. Although the classic models greatly contributed to the development of multiple drugs to treat epilepsy, there is still a high percentage of patients with no seizure control, partly due to the development of drug resistance, but also to the lack of accurate models to study the mechanisms underlying epileptogenesis. The continuous advances in the development of NAMs (new approach methodologies) has the potential to fill this gap in epilepsy research, while contributing to the implementation of the 3Rs. Moreover, the success in the use of Clemizole in a zebrafish model of DS and other drug repurposing screenings (144, 165, 166), has proved the benefit of the use of novel model to translate the results into potential clinical treatments.

Nevertheless, a consistent change in animal experimentation pushing forward the 3R principle in neurological disorders and other human indications can be achieved only with a strong coordinated effort led by governmental agencies, international institutions, pharmaceutical and chemical industry, academia and animal welfare organizations.


4.1. Advancements in regulation of use of NAMs in research

Importantly, the use of NAMs such as in vitro and non-animal models, some of which we have presented in this overview, is gradually gaining momentum in novel policies adopted by regulatory agencies worldwide. For example, since 2011, the European Medicines Agency (EMA) has supported Directive 2010/63/EU in a number of ways (177). One of them is the establishment of the “3Rs Working Party” (3RsWP), which encourages the adoption of alternative techniques and supports drug developers who are dedicated to minimizing the use of animals during the regulatory process. Organization for Economic Cooperation and Development (OECD) guidelines have been established to assist businesses in creating alternate techniques for determining if chemicals are safe enough to register with the European Chemicals Agency (ECHA). In the USA, the FDA (Food and Drug Administration)'s NCTR (National Center for Toxicological Research) (178) division works to develop and validate alternative (in vitro and in silico) toxicity evaluation techniques. The last step forward on this matter is the FDA Modernization 2.0 Act (179), signed by Joe Biden, president of the United States, at the end of 2022. This mandate is groundbreaking since it ends a 1938 federal mandate according to which experimental drugs had to be tested on animals before being used in human clinical trials. Today, the alternative methods accepted by U.S. agencies to reduce or replace experimental animals is as high as 128 (180).



4.2. A combinatorial approach for discovery and testing of new ASMs

All these initiatives that suggest an important change in global drug discovery pipelines not restricted to the epilepsy field, raise the questions of how NAMs can eventually completely replace animal experimentation, providing safe treatments for patients in a more ethical and sustainable manner. Here, we have extensively reviewed alternative models for the discovery of novel therapeutics in epilepsy, with their relative advantages and limitations and we do believe that the answer to the aforementioned question relies on a comprehensive approach that integrates data from different methods. A relatively novel concept in toxicity assessment of chemicals for regulatory purposes is based on the IATA, Integrated approaches for testing and assessment (181). IATA rely on the combination of a variety of information sources to infer hazard for chemical risk assessment. A similar strategy could be used to evaluate the potential efficacy of novel ASM compounds. Following a IATA framework, the first step would be to collect all available information through a literature review on generated data about the compound of interest, if a repurposing approach is used, or the chemical class, in the case of a newly synthesized molecule. Additional testing using the multiple models presented would help inform on the effect of a compound at different levels of complexity (e.g., molecule, cell, organ, tissue, organism). The individual outcomes deriving from the presented in vitro, ex vivo or whole organism would be integrated and decision frameworks can be established for the analyzed chemicals. If results are concordant in orthogonal assays with NAMs, the compounds would progress to physiologically based kinetic (PBK) modeling for In-Vitro-to-In-Vivo-Extrapolation (IVIVE) (182, 183). IVIVE uses physiologically based kinetic (PBK) models to estimate a human equivalent dose that can be compared with estimated human exposures (reverse dosimetry) or estimate internal doses (blood, tissue levels) based on a specified exposure for comparison with in vitro bioactive concentrations (forward dosimetry). In this case there would be no need for further animal experiments. When discordant results are obtained, additional tests with NAMs or rodent models, in this case in a much reduced number since extensive information has been generated with previous steps, might be required to take a decision on the tested chemical.

Overall, applying an integrated strategy with data proceeding from multiple sources would greatly reduce and eventually replace animal testing.

It could be expected that the integration of results obtained with experiments in NAMs coupled with the advancements in high-throughput disease modeling via genome editing will enable development of personalized treatment approaches not only in epilepsy but also for other human indications.

Throughout the review, we have mentioned a few strategies to tackle the genetic variability underlying phenotypic heterogeneity of epilepsy among which stable and somatic Knockout generation for loss-of-function alleles, base editing and prime editing for accurate insertion of single nucleotide polymorphisms (SNPs). These methodologies can be either used for disease modeling or for disease-associated mutation corrections for SNPs or even more complex scenarios as repeated expansions. For example, a recent study reported successful excision of hexanucleotide repeat expansions in patient-derived iPSC neurons, brain organoid and mouse models of ALS amyotrophic lateral sclerosis (ALS) and frontotemporal dementia (FTD) (184). These tools can be virtually applied in any model of interest for a selected indication, broadening the possibilities to discover novel therapeutics.

To conclude, all these initiatives confirm that we are in a change of era in biomedical research and drug discovery. Over the next 5 years, it is likely that the use of cell based models or larval models as zebrafish will continue to grow in research as scientists seek to reduce reliance on traditional animal models and develop more efficient and ethical methods of disease modeling, drug discovery and toxicology testing.
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Providing structural enrichment is a widespread refinement method for laboratory rodents and other animals in captivity. So far, animal welfare research has mostly focused on the effect of increased complexity either by accumulating or combining different enrichment items. However, increasing complexity is not the only possibility to refine housing conditions. Another refinement option is to increase novelty by regularly exchanging known enrichment items with new ones. In the present study, we used pair-housed non-breeding female C57BL/6J and DBA/2N mice to investigate the effect of novelty when applying structural enrichment. We used a double cage system, in which one cage served as home cage and the other as extra cage. While the home cage was furnished in the same way for all mice, in the extra cage we either provided only space with no additional enrichment items (space), a fixed set of enrichment items (complexity), or a changing set of enrichment items (novelty). Over 5  weeks, we assessed spontaneous behaviors, body weight, and extra cage usage as indicators of welfare and preference. Our main results showed that mice with access to structurally enriched extra cages (complexity and novelty) spent more time in their extra cages and complexity mice had lower latencies to enter their extra cages than mice with access to the extra cages without any structural enrichment (space). This indicates that the mice preferred the structurally enriched extra cages over the structurally non-enriched space cages. We found only one statistically significant difference between the novelty and complexity condition: during week 3, novelty mice spent more time in their extra cages than complexity mice. Although we did not detect any other significant differences between the novelty and complexity condition in the present study, more research is required to further explore the potential benefits of novelty beyond complexity.
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 refinement, enrichment, animal welfare, housing condition, complexity, novelty


Introduction

Environmental enrichment is a major tool to refine housing conditions for captive animals. Since the benefits of environmental enrichment have been first described (1), the effects of different types of sensory, social, and structural enrichment have been investigated, covering a variety of different species living in laboratories, in zoos, and on farms [(e.g., 2–9)]. Still, the main body of research on environmental enrichment has been conducted using laboratory rodents (10, 11).

While the results between the studies sometimes vary depending on the strain, sex, age, and differences in exposure to environmental enrichment (12–15), they support the general notion that environmental enrichment can increase the animals’ welfare. The wide range of reported beneficial effects through environmental enrichment include (but are not limited to): increased neurogenesis, learning and memory performance (16–19); promotion of species-specific behaviors and preventing the occurrence of behavioral disturbances like stereotypies (10, 20–24); facilitation of development of individual variation (25–27); as well as the reduction and mediation of anxiety, depression, and stress (17, 28–31). Together with the already mentioned factors, preference can likewise be used to assess welfare (32–34), and indeed, rodents show a preference for increased complexity and are even willing to work for access to additional enrichment (35).

Yet, given that laboratory rodents adapt very quickly to new conditions and environments, an initially beneficial impact of increased complexity might cease over time. One simple way of providing not only complexity but also novelty is to regularly exchange enrichment items, for example as part of the cage-changing routine. Indeed, researchers conducting enrichment studies have used novelty as part of their enrichment. However, it is impossible to disentangle whether reported welfare effects or preferences were due to the increased complexity or the novelty. That is because novelty was not systematically applied as a distinct enrichment strategy. Rather, novelty was used as part of the complex housing condition to further increase the contrast between the enriched and unenriched environments [see (e.g., 11, 25, 36–38)].

So far, only a few studies have focused specifically on the effect of novelty on the welfare of laboratory rodents. For example, Abou-Ismail and Mendl (39) housed rats under two conditions, labeled complexity and novelty. In the novelty condition, the rats were provided five copies of the very same enrichment item, e.g., five ladders, which were exchanged weekly for five copies of another enrichment item, e.g., five shelters. In contrast, the rats from the complexity condition were offered five different items at a time which were not exchanged over the course of the 5 weeks. They found the complexity condition preferable over the novelty condition. Notably, their novelty condition did not always offer shelter or nesting material. Because nesting material has been identified as a major enrichment item for laboratory rodents (10, 40), their novelty housing condition without nesting material can arguably be considered impoverished compared to their complexity condition which always offered nesting material. In another experiment performed with mice, Gross et al. (41) did not find beneficial effects of novelty either. In their study, the shelters remained inside the cages for the duration of the experiment in the complexity housing condition, but in the novelty housing condition the shelters were replaced with a different kind of shelter every week (41). However, it has previously been argued that novel objects, especially when introduced into the home cage, might be perceived as a threat (42). Hence, to avoid potential adverse effects of novelty, it would be more cautious to avoid applying novel objects to the home cage but find ways to provide novelty outside the home cage (e.g., in an accessible extra cage or a play chamber).

With the present study, we aimed to further explore the potential benefits of novelty when providing structural enrichment. We compared the effects of three different enrichment conditions on mice, the most commonly used model species (43, 44). In contrast to the aforementioned studies, we used a double cage system (45), in which one cage served as home cage and the second one was used as extra cage. This system allowed us to provide the mice constant access to nesting material and shelter in their home cage, and additionally, to offer novelty in a voluntarily accessible extra cage outside the familiar home cage. To systematically compare the effects of novelty and complexity on the mice, the extra cages either provided a weekly changing set of enrichment items (novelty), a fixed set of enrichment items (complexity), or no additional enrichment items (space). To gain insights regarding the effects of enrichment condition on the mice’s welfare and their preferences, we monitored the mice’s spontaneous behavior, body weight, and extra cage usage. More specifically, if for example, novelty were superior to complexity, we would expect to see more behaviors indicative of good welfare, e.g., more play, and fewer signs of poor welfare, e.g., fewer stereotypies, in the novelty mice (32, 46, 47), and if for example, novelty were more attractive to the mice than mere complexity, we would expect that novelty mice enter the extra cages faster when access is provided and spend more time in the extra cage, as well as interacting more with the enrichment therein.



Methods


Animals and housing condition

We purchased 18 female C57BL/6J and 18 female DBA/2N mice from a professional breeder (Charles River Laboratories, Germany GmbH, Sulzfeld, Germany) at the age of post-natal day (PND) 28.

After arrival and prior to the present study, the mice participated in another experiment (45). In brief, the mice’s previous experience included different housing conditions as well as behavioral tests. Upon arrival, the mice were pair-housed in either same-strain or mixed-strain pairs in Makrolon type III cages (39 × 23 × 15 cm3). The cage floor was covered with wood shavings (Tierwohl, Wilhelm Reckhorn GmbH & Co. KG, Warendorf, Germany). Food (Altromin 1,324, Altromin Spezialfutter GmbH & Co. KG, Lage, Germany) and water were provided ad libitum. The cages were furnished with a paper towel, a wooden gnawing stick, a red transparent plastic house (Mouse House™, Tecniplast Deutschland GmbH, Hohenpeißenberg, Germany), and a red transparent plastic tunnel (Mouse Tunnel Red, Plexx B.V., Elst, Netherlands), which was attached to the cage lid via wire hangers (Stainless Steel wire Hanger for Mouse Tunnel, Plexx B.V., Elst, Netherlands). On PNDs 76–92, the mice were tested on the elevated plus maze, in the dark–light test, the open field test, the free exploration test, and in a labyrinth. On PND 97, always two pairs were merged to form quartets (two C57BL/6J mice and two DBA/2N mice) and were transferred into a double cage system. The double cage system consisted of two Makrolon type III cages, which were furnished as described above and were connected via a transparent tunnel (length: 8.4 cm, diameter: 3.9 cm). The tunnel was closable using a gray PVC platelet (height: 4.9 cm, width: 3.4 cm). On PND 157, the groups were divided into mixed-strain pairs and transferred to single Makrolon Type III cages.

At the beginning of the present study on PND 167, the mixed-strain pairs were transferred from single Makrolon type III cages into double cage systems. One of the two cages served as home cage and was furnished as described above minus the red mouse house, the second cage served as extra cage and will be described in detail below. Enrichment and bedding were changed weekly (paper tissue, bedding) or biweekly (tunnel, wooden gnawing stick). We decided to pair-house one C57BL/6J and one DBA/2N mouse because results from previous studies suggested that the effects of environmental enrichment can be strain-specific (44, 48, 49) and the use of more than one strain allows for a greater generalization of the results (12, 50). We decided on these two strains in particular because they are widely used in research (44, 48), their different coats allow for individual recognition during the behavioral observations, and previous studies showed that these two strains can be housed together harmoniously (51). All experiments and observations were carried out in the dark phase of the inversed 12 h/12 h dark–light cycle. Room temperature and humidity were kept around 22°C and 50%, respectively. The 18 double cage systems were distributed over three racks in a balanced way to account for systematic differences within the housing rooms, especially regarding light conditions and human traffic.



Experimental design

To explore the effect of enrichment novelty on the mice, we assigned the 18 cages to either of three enrichment conditions: space, complexity, or novelty (Figure 1A). In the space enrichment condition, the extra cage was empty apart from the bedding material. In the complexity and novelty enrichment conditions, the extra cage was furnished with three different enrichment items. While for the complexity enrichment condition the set of enrichment items remained the same and the items were merely replaced by clean ones, mice in the novelty enrichment condition were presented with a different set of items every week.

[image: Figure 1]

FIGURE 1
 Experimental design. (A) Enrichment conditions. Mice were housed in mixed strain pairs in double cage systems and were assigned to one of three enrichment conditions designated as space, complexity, or novelty. One of the cages served as home cage and was furnished the same way for all enrichment conditions. The second cage served as extra cage and was furnished depending on the enrichment condition: extra cage space did not contain any additional enrichment; extra cage complexity offered a fixed set of additional three enrichment items; extra cage novelty offered a changing set of three additional enrichment items. Total sample size was N = 36, with n = 6 per group (NC57BL/6J, space = NC57BL/6J, complexity = NC57BL/6J, novelty = NDBA/2N, space = NDBA/2N, complexity = NDBA/2N, novelty = 6). (B) Enrichment items. The enrichment items used in the extra cages can be grouped into three categories: shelter, climbing, and nesting. For shelter, we used red transparent plastic houses (s1), cardboard houses (s2), and gray opaque PVC tubes (s3). For climbing we used wooden scaffolds (c1), mouse swings (c2), and hemp rope (c3). For nesting we used nestlets (n1), cocoons (n2), and nest packs (n3). (C) Weekly observation schedule. Once a week on Day 1, enrichment items were exchanged, and the mice were weighed. In the afternoon of Day 1 and twice on every other weekday, latency to enter the extra cage was measured. On five occasions, the latency measurement was followed by behavioral observation sessions.


We used enrichment items of three categories: shelter, climbing, and nesting. For each category, we used three different enrichment items (Figure 1B). In category shelter, we used the following items: red transparent plastic houses (s1; 11.1 × 11.1 × 5.5 cm3; Tecniplast Deutschland GmbH, Hohenpeißenberg, Germany), cardboard houses (s2; 13 × 9 × 6 cm3; ZOONLAB GmbH, Castrop-Rauxel, Germany), and opaque gray PVC tunnels (s3; 3.5 × 10 cm; Bauhaus AG, Belp, Schweiz). In category climbing, we used: wooden scaffolds (c1; 11 × 14 × 22 cm), nylon mouse swings (c2; PLEXX B.V., Elst, Netherlands), and hemp rope (c3). In category nesting, we used: nestlets (n1; 5 × 5 cm2; ZOONLAB GmbH, Castrop-Rauxel, Germany), cocoons (n2; 3.6 × 1.2 cm; ZOONLAB GmbH, Castrop-Rauxel, Germany), and nest packs (n3; 100 g; ZOONLAB GmbH, Castrop-Rauxel, Germany). The extra cage enrichment was replaced during the regular cage-changing routine on the first day of the week (day 1) during the morning (Figure 1C). For the present study, we used 6 different combinations of enrichment items. Each of the six cages assigned to the complexity enrichment condition had one of the six combinations in their extra cage throughout the experiment. The six extra cages of the novelty enrichment condition each started with a different one of the six possible combinations. In the following weeks, the combination of enrichment items in the novelty extra cages was changed.

Over the course of 5 weeks, we assessed body weight, extra cage usage, and spontaneous behaviors (Figure 1C). We measured the mice’s weight once a week during the cage-changing routine on Day 1, using a digital scale (CM 150-1 N, Kern, Ballingen, Germany; weighing capacity: 150 g, resolution: 0.1 g). To assess extra cage usage, we measured the mice’s latency to enter the extra cage, the relative time they spent in the extra cage, as well as enrichment item interaction frequency in the extra cage (only for the complexity and novelty enrichment condition). We measured the latency nine times per week: once in the afternoon of day 1 and twice per day on the following weekdays. We measured the latencies for both mice at the same time, immediately after we opened the connection tunnel, using stopwatches, for a maximal latency of 180 s. Five times per week, we conducted behavioral observations after all the latencies had been taken: Once on day 1 and twice on days 3 and 5. During each behavioral observation, we recorded the spontaneous behaviors (Table 1A) and enrichment item interactions in the extra cage by counting the number of events (Table 1B), and by measuring the time the mice spent in the extra cage using stopwatches. The mice of one cage were observed separately but immediately after one another before moving on to the next cage, alternating with the starting mouse between observation sessions. Each observation lasted for 60s, except on the very first day when observations lasted for 90s (the data have been corrected accordingly in the analysis). To have a more balanced observation, we split the 60s (or 90s) observations in two intervals: After the first 30s (or 45s) for each of the two mice in one cage, we moved on to the next cage until all mice of all cages were observed once before we returned to the first cage to observe the mice for the second interval. The observations started either with cage 1 and finished with cage 18 going forward through the rows, started with cage 18 and finished with cage 1 going backwards, or started in the middle and continued forwards.



TABLE 1 Ethogram.
[image: Table1]

For the behavioral observations we used continuous recording except for inactivity, for which we used one–zero sampling (53). After the second observation interval, the observations for a given cage were over, the mice were gently guided back into their home cage and the connection tunnels were closed again. This design led to slightly different extra cage access times, as they were depending on the latencies of the other mice. The mice had access to the extra cages twice a day (except for Day 1 of the week, where they had access once in the afternoon) for roughly 90 min each time, starting with the opening of the tunnels before the latency measurement until the closing of the tunnel at the end of the second observation interval.

All observations were performed by the same observer. Due to the nature and design of the experiment, it was not possible to blind the observer to the enrichment condition.



Statistical analysis

To statistically analyze our data, we fitted linear mixed-effect models (LMMs) or used non-parametric tests, depending on our outcome measures.

We fitted two LMMs with three fixed factors to analyze the effect of enrichment condition (factor with three levels: space, complexity, and novelty), strain (factor with two levels: C57BL/6J and DNA/2N), and week (numeric factor) on latency to enter the extra cage and on relative body weight. Relative body weight captures individual weight changes better than absolute body weights; therefore, we set the first measurement (week 1) as the baseline value and divided the following measurements (week 2 onwards) by the baseline value. In addition to the main effects, the models included two interactions, namely enrichment condition*strain and enrichment condition*week, as well as animal ID as random factor. As reference levels for our fixed factors enrichment condition and strain, we used space enrichment condition and C57BL/6J, respectively. In case of significant results from the ANOVA of the fitted model, we conducted Tukey-adjusted pairwise comparisons as post hoc analysis.

Our other outcome measures, namely relative time spent in the extra cage, extra cage enrichment item interaction frequency, inactivity, and spontaneous behaviors could not be fitted by LMMs without violating model assumptions, even after transformation of the raw data. Relative time spent in the extra cage was calculated by dividing the time the mice spent in the extra cage by the time the mice were observed. This was done to account for differences in observation durations (90s or 60s). To analyze the effect of enrichment condition on our outcome measures, we used Kruskal-Wallis rank sum tests. However, for the extra cage enrichment item interaction frequency, we used Mann–Whitney-U tests because we only had the novelty and complexity enrichment condition to compare (the space enrichment condition did not offer any enrichment items in the extra cage). We tested for an overall enrichment condition effect by comparing mouse means from both strains across all 5 weeks, as well as testing for each week separately.

Even though this was not in the focus of the present study, we also tested for strain and week effects, to better match the non-parametric analysis with the LMMs described above. To analyze the effect of strain on our outcome measures, we used Mann–Whitney-U tests. To analyze the effect of week on our outcome measures, we used Friedman rank sum tests.

To account for multiple hypothesis testing in analysis, we used sequential Bonferroni-Holm correction (54) to adjust the p-values from the Kruskal-Wallis, Mann–Whitney-U, and Friedmann tests as well as the p-values from the post hoc pair-wise comparisons.

Due to the two different approaches in the analysis (LMMs and non-parametric tests), there are differences in the way the results are reported and displayed. In our analysis, week is a numeric factor in the LMMs but a five-level factor in our non-parametric Friedman rank sum tests. Hence, we needed to conduct post hoc pairwise comparisons for a significant effect of week following the Friedman ranks sum tests, while this was not necessary for the LMMs. Likewise, in our plots, we display the values which we used for the analysis. As we used every single value for the analysis of latency to enter the extra cage and relative body weight, we also used all the values when creating the plot. For the non-parametric tests, on the other hand, we used individual means, hence the plots display individual means rather than every value for each individual.

Across all three enrichment conditions, some mice did not enter the extra cage during the observation time. This was accounted for in the analysis as follows: for latency to enter the extra cage, observations in which the mice did not enter the extra cage were excluded from the analysis; for time spent in the extra cage, observations in which the mice did not enter the extra cages scored 0; for enrichment item interaction frequency in the extra cage, observations in which mice did not enter the extra cage were excluded from the analysis, as we divided the number of extra cage enrichment item interactions by the time the mice spent in the extra cage (and division by 0 is an invalid operation).

All statistical analyses were performed in R version 4.1.2 (55). To fit the LMMs, we used the lme4 (56) and lmerTest packages (57). For the post hoc analysis, we used the emmeans package (58) and the dunn.test package (59). To test model assumptions like normal distribution of model residuals, we used the packages nortest (60) and performance (61). For the Tukey transformation of the latency data, we used the rcompanion package (62). We used the packages ggplot2 (63) and ggpubr (64) to create the figures. We considered a value of p < 0.05 as an indicator of statistically significant differences. For easier reading, we simply referred to “differences” instead of “statistically significant differences” in the results section.

In addition to our statistical analysis in R, we also conducted a sensitivity analysis using the software G*Power (65), with an α error probability = 0.05 and β error probability = 0.2, to determine the detectable effect sizes for the LMMs. Our sensitivity analysis revealed that the detectable effect size for enrichment condition was Cohen’s f = 0.542, which is above what is considered to be the threshold for a large effect size (for more details, please see Supplementary Table S8) (66, 67).




Results

To test whether enrichment condition influenced the mice’s spontaneous behavior, body weight, and usage of the extra cage, we conducted behavioral observations and monitored the mice’s weight over the course of 5  weeks. We indeed found that enrichment condition influenced some of our outcome measures, namely relative time the mice spent in the extra cage, latency to enter the extra cage, and relative body weight.

Regarding relative time spent in the extra cage, we see that across all 5  weeks, mice from the complexity and novelty enrichment condition spent more time in their extra cages than mice from the space enrichment condition (Kruskal-Wallis test for Weeks 1–5: χ2 = 16.294, p < 0.001; post hoc pairwise comparison for Weeks 1–5, complexity-space: Z = 2.519, p adjusted = 0.012, novelty-space: Z = 3.991, p adjusted < 0.001; Supplementary Table S1 and Figure 2A). This effect of enrichment condition on relative time spent in the extra cage, with mice spending more time in the structurally enriched extra cages compared to the structurally non-enriched extra cages from the space enrichment condition, can also be seen for all individually analyzed weeks, except during week 4 (for details please see Supplementary Table S1 and Figure 2A). The only time we detected a difference between the novelty and complexity enrichment condition was during week 3 (Kruskal-Wallis test for Week 3: χ2 = 14.114, p adjusted = 0.005; post hoc pairwise comparison complexity-novelty: Z = −2.558, p adjusted = 0.011, Supplementary Table S1 and Figure 2A), showing that mice from the novelty enrichment condition spent more time in the extra cage than mice from the complexity enrichment condition.
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FIGURE 2
 Relative time spent in the extra cage, latency to enter the extra cage, and relative body weight. The boxplots show the median, upper and lower quartile of the respective group. The colours refer to enrichment condition (red = space, green = complexity, blue = novelty), the dot shapes in (A,C) refer to strains (round = C57BL/6J, triangular = DBA/2N). We used NC57BL/6J, space = NC57BL/6J, complexity = NC57BL/6J, novelty = NDBA/2N, space = NDBA/2N, complexity = NDBA/2N, novelty = 6 individuals per group, all non-breeding females. Where no p-values are given, significance levels are indicated as follows: *padjusted ≤ 0.05, **padjusted ≤ 0.01, ***padjusted ≤ 0.001. (A) Each dot represents the average time spent in the extra cage of one individual each week, with 10 measurements per individual and week. Indicated are the statistically significant differences between the groups after the Kruskal-Wallis post hoc pairwise comparison using Dunn tests with Bonferroni-Holm adjustment. For the analysis of latency to enter the extra cage (B) and relative body weight (C), we fitted linear mixed-effect models. Hence, (B,C) represent all measurements per individual, (B) with a max of 60 measurements per enrichment condition and week (measurements of >180 s were omitted), and (C) with a total of 12 measurements per enrichment condition and week. The weight measure of Week 1 was taken as the baseline value (horizontal line).


Regarding latency to enter the extra cage, we found a statistically significant interaction between enrichment condition and week (LMM: F2,1429.553 = 4.828, p = 0.008, Supplementary Table S2 and Figure 2B). Post hoc analysis indicated that over the weeks, the latency to enter the extra cage decreased significantly faster for mice from the complexity enrichment condition compared to mice from the space enrichment condition (post hoc pairwise comparison, space-complexity: b = −0.012 ± 0.004, t1429.334 = 2.956, p adjusted = 0.009, space-novelty: b = 0.010 ± 0.004, t1429.702 = −2.345, p adjusted = 0.050, Supplementary Table S3 and Figure 2B).

Regarding relative body weight, we also found a statistically significant interaction between enrichment condition and week (LMM: F2,105 = 4.04, p = 0.020, Supplementary Table S2 and Figure 2C). Here, post hoc analysis revealed differences in the slopes for the week effect on mice from the space enrichment condition and mice from the novelty enrichment condition, indicating a decrease in relative body weight over the weeks in space mice compared to mice from the novelty enrichment condition (post hoc pairwise comparison: b = −1.290 ± 0.491, t105 = −2.625, p adjusted = 0.027, Supplementary Table S3 and Figure 2C). We also found a statistically significant effect of enrichment condition on relative body weight (LMM: F2,134.1 = 3.37, p = 0.037, Supplementary Table S2 and Figure 2C), but post hoc analysis revealed no statistically significant effect after correcting for multiple comparisons (for details please see Supplementary Table S3 and Figure 2C). For all other outcome measures, we did not find statistically significant effects of enrichment condition on our outcome measures (for more details please see Supplementary Table S1 and Supplementary Figure S1).

Albeit not the focus of this study, we also analyzed the effect of strain and week on our outcome measures. We found that week influenced latency to enter the extra cage. Apart from the interactive effect of week with enrichment condition described above, week had a statistically significant main effect on latency to enter the home cage (LMM: F1,1429.553 = 1004.212, p < 0.0001, Supplementary Table S2 and Figure 2B), showing that the latency to enter the extra cage decreased over the weeks. For all other outcome measures, we did not find statistically significant effects of week or strain after post hoc pairwise comparisons and correcting for multiple comparisons (for more details please see Supplementary Tables S4–S6 and Supplementary Figure S1).

Because of their rare occurrence, some spontaneous behaviors were only descriptively analyzed, namely agonistic behavior, stereotypic behaviors, and bar mouthing. Upon visual inspection of the data, we did not detect an effect of enrichment condition (for more details, please see Supplementary Table S7 and Supplementary Figure S2).



Discussion

The present study aimed to explore whether novelty of environmental enrichment may offer beneficial effects beyond that of structural complexity alone. To this end, we allowed mice of two strains access to an extra cage offering either novelty, complexity, or space. Over the course of 5 weeks, we recorded spontaneous behaviors and body weight, as well as extra cage usage as indicators of welfare. With one exception during week 3, in which mice from the novelty condition spent statistically significant more time in their extra cages than mice from the complexity condition, we did not find distinct differences between the complexity and novelty conditions. However, we saw that mice spent more time in the structurally enriched extra cages (complexity and novelty) compared to the structurally non-enriched extra cages (space) and that mice from the complexity enrichment condition reduced their latency to enter the extra cage faster than mice from the structurally non-enriched condition (space).

This is in line with the study by Gross et al. (41), who investigated the effects of different housing conditions on stereotypic and anxiety-related behaviors in mice. They, too, did not find systematic differences between the novelty and complexity condition. In contrast, Abou-Ismail and Mendl (39) found that their complexity housing condition was superior to their novelty housing condition. This discrepancy between the study by Abou-Ismail and Mendl (39) on one hand and the present study on the other could be due to species-specific differences between mice and rats. However, we think that their findings are more likely related to the study’s experimental design. As already mentioned in the introduction, a plausible explanation is their non-permanent provision of nesting material in their novelty housing condition compared to their complexity condition, where nesting material was always available to the rats. The findings of the two studies led us to use a double cage system, in which we could provide constant access to nesting material in the mice’s home cages while offering different levels of enrichment in a voluntarily accessible extra cage rather than the home cage itself.

Our other results indicate a preference for the structurally enriched conditions (complexity and novelty) over the structurally non-enriched space condition, a preference which has been reported previously (35, 68). As it has been argued that preferences can be used to give welfare insights (32–34), a preference for the enriched extra cages over the structurally non-enriched space extra cage might indicate that additional space alone is less beneficial for the mice than increased complexity and novelty. Apart from the differences in preferences, relative body weight was the only other outcome measure affected by enrichment condition. However, we advise caution when interpreting this result. Post hoc pairwise comparisons did not reveal any statistically significant differences between the groups. Furthermore, our mice were all non-breeding, healthy, adult females, and unlike young or breeding mice, our mice did not need to gain weight, and their body weight fluctuations were mild and within the normal range.

Apart from a preference for the structurally enriched extra cages (complexity and novelty) over the structurally non-enriched extra cages (space) and the differences in body weight, our results did not reveal further effects of enrichment condition. Albeit not the focus of our study, as the rationale for including different mouse strains was to be better able to generalize our findings, we also tested for strain differences. In the literature, behavioral differences between C57BL/6J and DBA/2N mice have been reported (69). There are also studies showing that the effects of environmental enrichment can be strain-specific (29, 49, 70) and that the presence of the other strain can have an influence as well (45). In our study, however, we did not detect statistically significant differences between the strains. Even so, we cannot conclude that there were no strain differences, as our sensitivity analysis indicated that we could only detect strain effects of large effect sizes (Cohen’s f ≥ 0.481).

Overall, the spontaneous behaviors either did not show differences between the groups or the behaviors happened too rarely to be statistically analyzed. Nonetheless, the behavioral data we gathered gave some insights. For instance, the occurrence of bar mouthing, stereotypic and agonistic behavior was very low, and we saw play behavior in all three housing conditions despite the mice’s relatively advanced age (PND 167–202), albeit rarely. Play behavior has been reported to be a reliable indicator of good welfare, whereas weight loss, inactivity, and the presence of stereotypic and agonistic behavior are considered signs of impaired welfare (32, 46, 47). Together with the mice’s relatively stable weight, our observations indicated that the furnishing we offered in the home cages was already of a relatively high standard and provided the mice with good welfare, even though definite claims cannot be made here, as in addition to the provided enrichment in the home cages, all mice had regular access to at least extra space. As the authors of previous studies already pointed out, the provision of nesting material is already sufficient to improve the welfare of laboratory mice greatly (10, 41). Likewise, it has been argued that providing enrichment diversity, i.e., complexity, is probably more important for the animals’ welfare than providing novelty without diversity (39).

In conclusion, our study showed that additional structural enrichment was more attractive to mice than extra space alone. However, with only one result indicating that novelty was preferred over complexity, the present study does not allow us to determine whether or not enrichment novelty increased mouse welfare beyond the effects of enrichment complexity. We did not detect differences between the two enrichment conditions in mice, but it is still conceivable that there are effects of novelty beyond complexity, especially regarding extended periods and with a wider range of variables assessed. To answer this question is of great interest not only for mice and other lab animals. Rather, this concern regards all captive animals, be it in zoos, on farms, or in our own homes. Further research is needed to explore whether additional novelty may be more refining than environmental complexity alone.
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Proportion of = GC metabolite (most GC outcome (based on all samples)
total studies  frequently measured in the
corresponding sample)

Homogenous Heterogenous No effect

effect effect
Blood 59.19% (k= 306) | Cortisol (70.26%, k = 215) 4020% (k = 123) 23.20% (k = 71) 36.60% (k = 112)
Feces 16.25% (k = 84) Corticosterone (51.19%, k = 43) 29.76% (k = 25) 11.90% (k = 10) 58.33% (k = 49)
Saliva 10.25% (k = 53) Cortisol (100.00%, k = 53) 45.28% (k = 24) 22.64% (k = 12) 32.08% (k=17)
Multiple sample 6.19% (k = 32) Cortisol (56.25%, k = 18) 31.25% (k = 10) 40.63% (k = 13) 28.13% (k=9)
types
Urine 4.06% (k=21) CORT: Creatinine ratio (66.67%, k = 14) 38.10% (k =8) 19.05% (k = 4) 42.86% (k=9)

[71.43% cortisol (k = 10), 28.57%
corticosterone (k = 4)]

Other 2.32% (k = 12) Cortisol [66.67%, k = 8 whole (fish) body 33.33% (k = 4) 41.67% (k = 5) 25.00% (k = 3)
87.5% (k =7), milk 12.5% (k = 1)];

Corticosterone [33.33%, k = 4; eggs (avian)
50.00% (k = 2), water (fish) 50.00% (k = 2)]

Hair 1.16% (k= 6) Cortisol (100.00%, k = 6) 50.00% (k = 3) 50.00% (k = 3) -

Feathers 0.58% (k = 3) Corticosterone (100.00%, k = 3) - 66.67% (k =2) 33.33% (k= 1)

Note that the most frequently reported GC metabolite is probably confounded by the species most commonly sampled (e.g., cortisol in blood from mammals). Results are given in
proportions [%)] and total numbers [k] in brackets.
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Hypothe: GC eha Morphology
A. Enhancing welfare (51.06%, k = 264)
Homogenous effect 38.64% 23.48% 19.70% 15.15%
k=102 k=62 k=52 k=40
Heterogenous effect 20.08% 48.48% 18.18% 33.71%
k=53 k=128 k=48 k=89
No effect 41.29% 11.74% 20.83% 22.35%
k=109 k=31 k=55 k=59
Not measured N/A 16.29% 41.29% 28.79%
k=63 =109 k=76
B. Diminishing welfare (28.63%, k = 148)
Homogenous effect 45.95% 20.95% 15.54% 19.59%
k=68 k=31 k=23 k=29
Heterogenous effect 19.59% 42.57% 16.22% 38.51%
k=29 k=63 k=48 k=57
No effect 34.46% 12.16% 22.97% 22.30%
k=51 k=18 k=55 k=33
Not measured N/A 24.32% 45.27% 19.59%
k=36 k=109 k=29
C. Neutral/no directional hypothesis (20.31%, k = 105)
Homogenous effect 25.71% 17.14% 7.62% 8.57%
k=27% k=18 k=8 k=9
Heterogenous effect 33.33% 50.48% 24.76% 40.00%
k=35 k=53 k=26 k=42
No effect 40.95% 16.19% 28.57% 19.05%
k=43 k=17 k=30 k=20
Not measured N/A 16.19% 39.05% 32.38%
k=17 k=41 k=34

Effects are categorized according to the definitions of homogenous (consistent change in readout parameters compared to baseline/control), heterogenous (inconsistent change in readout
parameters compared to baseline/control), or no effect (see Table 1). Results are presented in proportions [%] and total number of experiments [k]. The outcomes of the assessment

parameters add up to 100% per hypothesis.
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Concept Working definiti

Animal welfare A dynamic process delimited by the
animal’s capacity to cope with the
environment to reach a state that it
perceives as positive (6).

Intervention effect (on GC Yes: The original authors observed a
and/or other parameters statistically significant effect of the
measured) intervention on the readout parameters

within the four domains (GCs, B, M, P)
compared to baseline or the control group
according to the original analyses.

No: The original authors did not observe a
significant effect of the intervention on the
readout parameters.

Homogeneous effects Significant and consistent effect of the
welfare intervention on the readout
parameters within the four domains (GCs,
B, M, P); consistent effect refers to a
distinct change in readout parameters
compared to baseline/control irrespective
of direction (increase or decrease).

This term covers the specificity of GCs to
show an acute response, i.e., an increase in
time proximity to the intervention/event
and a decrease afterwards.

Heterogeneous effects Inconclusive or inconsistent effect of the
welfare intervention on the readout
parameters within the four domains (GCs,
B, M, P); inconclusive effect refers to
significant but ambiguous pattern in
changes of the readout parameters
compared to baseline/control; inconsistent
effect refers to the occurrence of significant
as well as non-significant changes of the
readout parameters compared

to baseline/control.
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chicken) salmon) fish) bee)
Likely yes Likely yes Unknown Lean yes Likely yes
Judgment bias (Diipjan et al., 2013) (Crump et al,, 2018) (Bacqué-Cazenave et al., (Bateson et al., 2011)
2017)
S —  Likely yes Likely yes (Nicol & Pope, Likely yes (Bajer et al., Lean yes (Jiménez-Morales Likely yes
(Oostindjer et al., 2011) 1994) 2010) et al,, 2018) (Alem et al., 2016)
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Affective states refer to the experience of feeling the underlying emotional state (Hogg et al., 2010).

Cardinal measurement of utility refers to the measurement (or expression) of utility in terms of units like 2, 4, 6 and 8. Cardinality means that utility can be
measured in numbers (Baumol, 1958).

Effective altruism is a research field and conceptual approach emerging from a social community, using data-driven reasoning, aiming to find the best ways to
help others, and put them into practice (Broad, 2018).

Empirical research is a type of research methodology that makes use of verifiable evidence in order to arrive at research outcomes, meaning it relies solely on
evidence obtained through scientific data collection.

The word ‘hedonism’ comes from the ancient Greek word for ‘pleasure’. If hedonism is true, then what matters is how an animal feels - its subjective
experiences (Weijers, 2011).

Proxies or indicators, are defined as measures relevant to cognition, behavior, welfare, and physiology (e.g., measures of brain power, working memory
capacity, self-awareness) (Fischer, 2022).

A person with an interest or concern in something, especially a business.

Valence, or hedonic tone, is the affective quality referring to the intrinsic attractiveness - goodness (positive valence) or averseness - badness (negative valence)
of an event, object, or situation. The term also characterizes and categorizes specific emotions (Lindquist et al., 2016; Bruckner, 2020)

The term “welfare” refers to the state of an individual in relation to its environment, and this can be measured (Broom, 1991; Broom, 1996; Bruckner, 2020).

An animal’s welfare range is the difference between how well and poorly that animal can fare at a time (Fischer, 2022).
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Class Proportion of  GC sample type Primary additi Primary investigated = Average
total studies parameter(s) sex sample

Mammalian 76.029% (k = 393) Blood (53.94%, k = 212) M&B &P (31.81%, k=125) | Female (35.88%, k = 141) 49 (15 329)

Avian 14.70% (k = 76) Blood (76.32%, k = 58) M &B &P (46.05%, k = 35) Female (56.58%, k = 43) 74 [6; 576)

Fish 7.93% (k= 41) Blood (82.93%, k = 34) M &P (46.34%, k = 19) Not reported (60.98%, k = 84 [12; 650]

25); both (26.83%, k = 11)

Reptile 0.77% (k= 4) Blood and Feces (50% each, k| M &B &P (50.00%, k = 2) Both (75.00%, k = 3) 16 [3:49)
=2)

Amphibian 0.58% (k= 3) Water extraction (66.67%, k Physiology (66.67%, k = 2) Both (66.67%, k = 2) 47 [15:90)
=2)

Results are given in proportions [%] and total numbers (K] in brackets. Average sample size is given in mean numbers of animals [min; max].
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Cluster ID uette Year Cluster

#0 42 0.973 2015 Cell

#1 40 0.884 2015 Stem cell

#2 39 0.882 2016 Generation

#3 39 0.882 2014 Expression

#4 36 0.848 2019 Cerebral organoid

#5 35 0.886 2017 Extracellular matrix
#6 34 0.901 2017 Gastric cancer

#7 33 0.869 2018 Rectal cancer

#8 32 0.946 2015 In vitro expansion

#9 31 0.938 2019 Landscape

#10 30 0.82 2017 Inflammatory bowel disease
#11 29 0.834 2018 Precision medicine
#12 27 0.908 2018 Colorectal cancer

#13 27 0.955 2016 In vitro

#14 25 0.924 2015 Culture

#15 22 0.879 2015 Personalized medicine
#16 21 0.873 2013 Progression

#17 21 0.942 2015 Cancer

#18 7 0.961 2018 Photothermal therapy
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Keywords Cou Central No. Keywords Centrality

1 stem cell 604 0.00 1 3d culture 0.17

I 2 Cancer 570 0.03 1 2 | tumor model 0.17 10
3 Expression 507 0.01 3 beta catenin 0.16 I 72
4 in vitro 469 0.11 4 inflammatory bowel disease 0.12 44
5 colorectal cancer 333 0.01 5 adult stem cell 0.12 9
6 Model 292 0.03 6 in vitro 0.11 469
7 Cell 284 0.07 7 7 in vivo 0.11 59
8 differentiation 249 0.01 8 small intestine 0.11 44
9 Growth 196 0.05 9 p53 0.11 37
10 Culture 191 0.05 10 ‘ cancer metabolism 0.11 3

P53, Tumor suppressor protein.
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Disease modeled

Lung cancer

COPD

CF

IPF

Neonatal respiratory distress
syndrome

Interstitial lung disease
Bronchopulmonary dysplasia
Pulmonary metaplasia

Pulmonary edema

Lung inflammation

Lung tissue njury and regeneration
Respiratory viral infection

Source cell type

Human primry tumor tissue/cells
Patient-derived xenograft models
Human lung cancer cell lines
Human ESCs

Primary human lung epithefial cells
Human lung epithelial cell lines

Patient-derived iPSCs

Lung cell peliet from the broncho-alveolar lavage fluid of patients

Patient-derived iPSCs
Human ESCs

Patient-derived iPSCs

Patient-derived iPSCs
Human fetal lung fibroblasts

Normal primary human epithelial cells

Human pulmonary epithelial cells and microvascular endothelial cells used to form 3D-

lung organoids on a chip

Human 3D differentiated airway epithelium cultured on-chip (inflammation induced by

1L-13)

Mouse lung tissue (inflammation induced by bacterial flagellar hooks stimulation)
Mouse type 2 alveolar epithelial cells (inflammation induced by IL-1p and TNFa)

Primary mouse lung epithelial cells, endothelial cells, and MSCs
IRF7 mutant patient-derived iPSCs (influenza virus infectior)
Mouse epithelial stem/progenitor cells (influenza virus infectior)

Human ESCs (respiratory syncytial virus infection)
Human ESCs (parainfluenza virus infection)

Human airway epithelial cell cultures (parechovirus infection)
Human alveolar epithelial type Il of KRTS+ basal cells (severe acute respiratory

syndrome coronavirus 2)

Human alveolar type 2 celis/pneumocytes (severe acute respiratory syndrome

coronavirus 2)

Human epithelial progenitor cells (severe acute respiratory syndrome coronavirus 2)
Human alveolar type 2 cells (severe acute respiratory syndrome coronavirus 2)

Primary human lung tissue (enterovirus infectior)

References

Jung et al. (2019); Kim et al. (2019)
Shi et al. (2020)

Ramamoorthy et al. (2019)

Chen et al. (2017)

Ng-Blichfeldt et al. (2018)
Tan et al. (2017)

Mou et al. (2012); Wong et al. (2012); Firth
etal. (2015)
Sachs et al. (2019)

Wilkinson et al. (2017); Strikoudis et al. 2019)
Chen et al. (2017)

Jacob et al. (2017)

Leibel et al. (2019)
Sucre et al. (2016)
Danahay et . (2015)

Huh et al. (2012)

Benam et al. (2016)

Shen et al. (2017)
Katsura et al. (2019)

Leeman et al. (2019); Riemondy et al. (2019)
Ciancanell et al. (2015)

Quantius et al. (2016)

Chen et al. (2017)

Porotto et al. (2019)

Karelehto et al. (2018)

Salahudeen et al. (2020)

Katsura et al. (2020)
Xu et al. (2021)

Ebisudani et al. (2021)
van der Sanden et al. (2018)

Used abbreviations: COPD, chronic obstructive puimonary disease; CF, cystic fibrosis; IPF, idiopathic pulmonary fibrosis; ESCs, embryonal stem cells; iPSCs, induced pluripotent stem

cell

ISCs, mesenchymal stromal cells.
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Impact factors = Zone
1 Cancers 130 6.55 16 6.999 Q1
2 Scientific Reports 85 17.21 19 5.134 Q1
3 Nature Communications 74 30.57 26 15.805 Q1
4 Gastroenterology 54 81.30 27 23.937 Q1
5 Cancer Research 50 28.14 19 12.843 Q1
6 Oncogene 48 17.71 18 8.858 Q1
7 Cell Reports 44 35.70 24 10.394 Q1
8 Frontiers in Cell and Developmental Biology 44 4.89 9 7.219 Q1
9 Cells 43 14.00 14 6.663 Q2
10 Jove Journal of Visualized Experiments 40 7.83 8 1.696 Q3
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1 Harvard Medical School 11 I Chinese Academy of Sciences 032
2 University Medical Center Utrecht 102 2 Dana Farber Cancer Institute 03
3 Memorial Sloan Kettering Cancer Center 88 3 University of Nebraska Medical Center 024
4 Johns Hopkins University 61 4 ‘ Columbia University 023

5 Vanderbilt University 54 5 ‘ Memorial Sloan Kettering Cancer Center 022
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Average number of citations per paper

1 USA 1320 44 814 33.95 94
2 China 477 7525 15.78 1 43
3 | Germany 329 8314 25.27 48
4 Japan 297 9794 32.98 43
5 Netherlands 289 25 368 87.78 67
6 England 235 10 089 42.93 45
7 Ttaly 164 4619 28.16 28
8 Canada 141 1 4071 | 28.87 31
9: France 121 2243 18.54 22
10 Switzerland 115 4160 36.17 25

USA, United States of America.
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No

rnal articles

Long-term Expansion of Epithelial Organoids From Human Colon, Adenoma, Adenocarcinoma, and Barrett’s Epithelium
Paneth cells constitute the niche for Lgr5 stem cells in intestinal crypts

Modeling Development and Disease with Organoids

Prospective Derivation of a Living Organoid Biobank of Colorectal Cancer Patients

Organoid Models of Human and Mouse Ductal Pancreatic Cancer

Distinct populations of inflammatory fibroblasts and myofibroblasts in pancreatic cancer

Organoid Cultures Derived from Patients with Advanced Prostate Cancer

Growing Self-Organizing Mini-Guts from a Single Intestinal Stem Cell: Mechanism and Applications

Patient-derived organoids model treatment response of metastatic gastrointestinal cancers

Single-cell messenger RNA sequencing reveals rare intestinal cell types

793

768

670

630

2016

2015

2015

2017

2014
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Research

purpose

Cancer cell
migration model

Microarray cell
culture system

New microfluidic
platform

New cell culture
methods

New manufacturing
of cell sphere

New microfluidic
chip

Novel TME model

New 3D co-culture
model

Innovation

3D collagen barrier is formed through polyelectrolyte
composite solidification process

1156 square microcontainers, large capacity, to ensure nutrient
supply external bioreactor

The microfluidic platform can realize the microfluidic control
with many repetitions and long duration

Gelatin-based 384-well ready-to-use microscaffold array

Construct a multicellular culture platform using acoustic fluid

Polydimethylsiloxane is made of a double casting technique
with a thermal aging step

Cancer cells in the microcapsule were encapsulated with a
hydrogel shell to form a 3D vascularized tumor

Panc-1 tumor spheres were co-cultured with pancreatic stellate
cells using microarray chips and

Results

Form 3D aggregates of cells similar to cancer tumors, mimicking the
migration of cancer cells in vivo

Preserve the function of rat primary hepatocytes for more than 2
weeks

High-throughput production of tumors of uniform size; Various 3D
tumor microspheres produced in the device

It is suitable for a variety of tumor cells and can be used for drug
resistance detection and tumor cell culture

This produces more than 6000 tumor spheres per operation and
shortens the tumor sphere formation time to one day.

The tumor microsphere culture time of up to 4 weeks can observe the
reaction of tumor microsphere for a long time

The angiogenesis in the 3D microenvironment of human tumor was
simulated

The role of pancreatic stellate cells in tumor development and
metastasis was studied

(106)

(107)

(108)

(109)

(110)

(111)

(112)

(113)
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Organs Research type Results featured advantages

1. Combines 3D printing technology and chip technology

Bioprinting 3D microfibrous scaffolds for
BHRIRE 2. Precise control of macroisotropic structure of microfibers (85)

i i dothelialized di
engineering endothelialized myocardium 3. Improved alignment capable of spontaneous and synchronous contraction.
1. High throughput, reproducible; submillimeter-sized soft elastomer film cantilever arms.
2. Better recapitulation of engineering tissues of in vivo physiology and quantification of multiple (86)
relevant bioanalyses.

Heart on chip for high throughput drug
Heart on a studies
chip
1. A microfluidic device consisting of two separate cell culture chambers was used to co-culture

human neirons and human cardiomyocytes.
Heart on a chip for the neuro-cardiac Yooyt

o 3. Summarizes the structural and functional properties of the neuro-cardiac connection. 87)
2. Confirmed the presence of a special structure between the two cell types allowing
neuromodulation.
1. Successfully generate a co-culture model of the proximal airway of bovines.

A bovine lung-on-chip 2. May replace in vivo experiments. (88)

3. Simulate the blood flow required for systemic administration.

1. Higher spatiotemporal resolution than animal models by time-lapse imaging technology.
2. The kinetics of host-Mycobacterium tuberculosis interactions at the gas-liquid interface are

L 6 A murine lung-on-chip infection model ievealed: (89)
chip 3. The direct role of pulmonary surfactant in early infection is explored.
1. Reconstruct the main spherical geometry of the cell’s native microenvironment.
3D Lung-on-Chip Model Based on 2. An innovative combination of three-dimensional microfilm molding and ion tracking
Biomimetically Microcurved Culture technology; (90)
Membranes 3. May lay the groundwork for other microanatomically-inspired membrane-based OoCs in the
future.
Culture and analysis of kidney tubuloids 1. Establish !ubu]f-]ike culture.s, simul.a!e multi-?rgan interactions and rfduce variability.
i § 2. Control The microtubule microenvironment, increase model complexity. (€20
and perfused tubuloid cells-on-a-chip .
3. Induces flow-induced shear stress.
T b Suppon‘s culture of renal or.ganoids‘.which exhibit n.ePh‘mn s(ruc(u‘re. )
9 : 2. Organoids cultured on a chip show increased maturity in endothelial populations.
model using a novel organ-on-chip . ) . e S e o (92)
Kid [ 3. Establish the first vascularized renal organoids using microfluidic organ-on-chip under
(eyona | system HUVEC co-culture conditions.
chip
1. Significant upregulation of organic cationic and organic anion transporters improved drug
uptake.
A kidney on a chip model for drug 2. Perfused 3D proximal tubule model. ©3)
studies 3. OPTEC tubules exhibit higher normalized lactate dehydrogenase release when exposed to
known nephrotoxins, which are attenuated with the addition of OCT2 and OAT1/3 transport
inhibitors.
1. A highly functioning, perfusion-driven, microfluidic multi-tissue organ-on-a-chip system
consisting of liver, heart, and lung organoids.
A heart/liver/lung-on-a- chip 2 Three bloengme.ered.ussue organoids are able to respond independently or synergistically to ©1)
various external stimuli.
3. When organoids are combined into a single platform, more complex synthetic responses are
observed.
. 1. Ligate normal human bronchial epithelial cells cultured at the gas-liquid interface and
Multi organs TM™ 1 5 = —
ona chip HepaRG ™™ liver spheres in a single circuit.
(MOC) A lung/liver-on-a-chip 2. MOC allows crosstalk bet.ween different organs to be studied to assess the safety and efficacy ©5)
of compounds better than single cultures.
3. Provide new opportunities to study the toxicity of inhaled aerosols or to demonstrate the
safety and efficacy of new drug candidates targeting human lungs.
1. Mature niches of heart, liver, bone and skin tissue are connected by a circulating vascular
A multi-organ chip with matured tissue stream. 96)
niches linked by vascular flow 2. Summarizes the pharmacokinetic and pharmacodynamic profile of human doxorubicin.

3. Allowing the identification of early miRNA biomarkers of cardiotoxicity.
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Research purpose

Model with fibrous matrix
and blood vessels

Multicellular heterogeneous
spheres

Novel hydrogel scaffolds

New tumor microsphere
model

New 3D culture platform

Alginate gel microarray

Porous alginate beads

Peptide hydrogel

Soluble gelatin based cell
carrier

New gel sphere

New gel matrix

New alginate hybrid gel
beads

Hydrogel microarray

New Liquid Marble Culture
Platform

New hydrogel

New hydrogel

3D culture and drug
resistance system

New hydrogel

Innovati

The embedded gel was prepared by combining type I collagen and
fibrin

Hanging drop method, co-culture of HCC matrix and fibroblasts,
encapsulation of collagen gel,

HA3P50 scaffold based on hyaluronic acid and poly
(methylethylene ether-Alt-maleic acid)

Biosynthesis of PEG-fibrinogen gels

Gelatin and alginate complement each other, PEGDA
incorporation controls cross-linking density

Alginate gel micropores were prepared by electrodeposition of
alginate gel on ITO electrodes.

Dual aqueous emulsion, controllable pore size, good
biocompatibility, can directly encapsulate cells

Max8p was used as hydrogel to form nanofibrils through
hydrophobic collapse and hydrogen bonding

Temperature sensitive gelatin microspheres were mixed with
alginate saline gel as cell carriers.

Halo-linked 3D microgels of HA-MA and GelMA in air were
prepared on superhydrophobic surfaces.

The basement membrane extract was gelatinized with Matrigel to
form a new matrix

Acellular liver matrix and alginate constitute new hybrid gel beads

Application of optical crosslinking technology in micro machining
and micro forming,

It forms integrates hydrogel components, replaces liquid with
hydrogel and removes hydrophobic shell

Magnetic hydrogels were prepared by combining the assembly of
magnetic nanoparticles

The copolymer reversibly gelatinized in aqueous and redissolved
without degrading the synthetic scaffolds

The resistance of HepG2 cells to Bio-Pa NPs was detected in 2D
and 3D cultures, respectively

Low temperature CMCH hydrogel solution gelatinizes rapidly at
37°C

Results

The model can be used to study tumor-matrix interactions
in HCC

The model is much closer to ECM

HepG2 cells were protected from the damaging response
on 2D medium

Similar in size and shape to tumors in vivo

A 3D alginate culture platform whose pore size can be
changed artificially was made

HepG2 spheres were successfully prepared

The activity, proliferation of investigated cells were
increased

Custom hydrogels for porosity, permeability and
‘mechanical stability

A new platform was developed for drug testing and
oncology

The shape, size and cell number of the microtumor can be
easily controlled.

Better mimic a single tumor in the body

HCCLM3 cells showed higher cell viability and metastatic
potential

Produce custom size tumor microspheres

The liver specific function and DNA content of HM
globules increased after long-term culture

Enhances cell-cell interactions and promotes spontancous
formation of multicellular spheres

A temperature responsive hydrogel was developed

HepG2 cells in 3D hydrogels were more resistant to Bio-Pa
NPs treatment

Hydrogels promote cell survival and proliferation, and have
good biocompatibility

(37)

(38)

(39)

(40)

(35)

1)

(42)

(43)

(44)

(45)

(46)

(34)

(47)

(48)

(49)
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Morphology Loss of shape changes and polarization Actual shape form
. To be altered or modified by planar culture or . o
Gene expression Faiies Better representation of tumor gene expression in vivo
TME None Mimics TME in tumor tissue
Oxygen, nutrients, signaling molecular gradients in Ha Controlled by sphere size and molecular osmotic migration
ne
TME rate
Bette i i it i in the
Heterogeneity of tumor Base etter approximated by various molecular gradients in the
TME
Angiogenesis Only observational Functional angiogenesis
Cost Low High
Multicellular explore Suitable for immune response studies Suitable for cell co-culture
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Medical imaging(CT, MRI)

3D CAD model

Visualized motion
program

Inkjet Bioprinting
Laser-assisted Bioprinting
Extrusion based Bioprinting
Stereo lithography Bioprinting

3D bioprinting

Biomimetic tissue
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. The liquid covering method

. Used microformed non-viscous
hydrogels Tumor microsphere

. Used a combination of the
hanging drop method and the
liquid covering method

. Used magnetite nanoparticles

Suspension cell /

Microgravity enviroment has a high
potential for

1. Preclinical drug targeting

2. Cancer drug development

/ 3. Studying the processes of

Adherent cell cancer progression and

(@)@ (@) (@) metastasis on a molecular level.
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Structure Advantages Disaavantages

Good biocompatibility
— Low immunogencity
Better mimic ECM

___ Hydrogel made by
natural or synthetic materials

____ Small Mechanial resistance

Hydrogel scaffold Poor crosslink reaction

Easy to form a pattern withstand high Limited fiber malleability
Paper based scaffold — Paper, usually cellouse fibers — temperature —— Must be modified before used
Cheap and easily to get Too large diameter of the scaffold fiber
Poor stability
Natural fiber —— Good biccompatibility —— Easy degradation
Not easy to control the pore size
Fiber based scaffold
: ___ Good stability ___ Poor hydrophilcity
Synthetic fiber Easy to control the pore size Toxic and antigenic
. Relatively mature Difficult to change culture medium
Hanging drop method _ : frs?"g?ew:n:g:‘?:" 'st?:;f‘ —— Very easy to master and easy to carry out —— Can't culture cells too long
Y [ Control the tumor sphere size well Can't culture large tumor sphere
Forced suspension method — Sodithe “.’m colis stickingjto thecultural,__ Mimic microgravity environment — Too expensive
plate by using suspensory forces
Miniaturization
High speed -
___ High precision Expensive and complex

Organ-on-chip technology —— Microfluidic chip —— Has a long way to truly realize the highly

AR SALON integrated and ‘plug and play’ chips

Easily to make a pattern

High output
: Hard to master
High efficiency High cost
3D bioprinting ~—— Biological materials made by 3D bioprienter —— Short time _—

Tedious programming of bioprinting

v AT Damage cells by mechanial force
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Sources

Biomaterial

Existing research

MATRIGEL Natural

Natural

MATRIGEL-FREE

Synthetic

EHS tumor tissue

Alginate

Collagen gels

Hyaluronic Acid (HA)

Silk

PEG (Poly ethylene Glycol)
PLGA (Poly Lactic Glycolic Acid)
PCL (Poly Caprolactone)

Hybrid hydrogels

EHS, Engelbreth-Holm-Swarm; ECM, extracellular matrix.

widely used for studies on cell differentiation, angiogenesis, and tumor growth

supported differentiation and maturation of the organoids
inducing fibroblast differentiation during matrix remodeling
Improved cell-cell and cell-ECM interactions

High stromal cell infiltration in the silk scaffolds

Improved growth and expansion of the organoids
Improved wound healing

Improved tumoroid formation with porous PCL substrate

Low immunogenicity
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Classifications

Animals

Sources

rodents, canines, cats, etc.

Advantages

Experimental materials are relatively easy
to obtain

Disadvantages

Differences in structure and physiological state exist;
lack the heterogeneous genetic diversity of humans

Reference

Broutier, et al.
(2016)
Kruitwagen, et al.
(2017)

Kuijk, et al. (2016)
Magami, et al.
(2002)

Nantasanti, et al.
(2015)

PHH

Liver tissue

Less experimental investment; Retaining
genetic background; proliferate
indefinitely

Lack of complexity of morphology: lose the polarity
that hepatocytes exhibit in vivo

Huch, et al. (2013)

Kang, et al. (2016)

Nuciforo and Heim
(2021)

iPSCs

Fibroblasts and others

Retaining genetic background
High throughput screening

Lack of complexity of morphology
More experimental expenses

Asai, et al. (2017)
Coll, et al. (2018)
Ohnuki and
Takahashi (2015)
Sampaziotis, et al.
(2015)

Schutgens and
Clevers, (2020)
Takebe, et al. (2013)
‘Takebe, et al. (2017)
Wang, et al. (2016)

Organoids

Adultliver, foetal liver, and
pluripotent stem cells

Possesses a complex three-dimensional
structure

Preservation of gene stability and ability to
perform genetic manipulation

Difficulty of the experiment process

More time and materials spent on the experiment

Bao, et al. (2021)

Broutier, et al.
(2017)

Clevers, (2016)
Drost and Clevers
(2018)

Lancaster and
Knoblich, (2014)
Leite, et al. (2016)
Mccauley and
Wells, (2017)

PHH, Primary human hepatocytes; iPSCs,

el pliipgtert siem: eells:
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Activity

Active The mouse shows any kind of locomotor activity (e.g., climbing, gnawing, grooming, digging, etc.). In addition, if a mouse is covered, movements of the
nesting material, food pellets or rising bubbles in the water bottle are also considered as active behavior.

Inactive The mouse does not show any kind of locomotor activity. Tiny whisker, ear or tail movements are excluded.
Stereotypies
Circling The mouse shows circular locomotion and completes more than one full circle three times in a row. The mouse can perform this behavior while

climbing on the cage lid or while showing locomotion on the floor.
Route tracing | The mouse moves along the same path that it did before at least three times.

Jumping The mouse pushes itself upwards with its hind legs, followed by a phase when the whole body of the mouse does not touch the ground (the tail can still
touch the ground) at least three times in a row.

Back flipping | The mouse throws its head and body backwards and completes a full round in the air before landing on its paws and repeats this sequence at least three
times.

Given are the behaviors and their definitions that were used for the home cage analysis.
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Disease Model Source of the cells Purpose of the study ClinicalTrials.gov
Identifier
Lung Spheroids Lung tumor biopsies Characterization of the consistency and accuracy of ~ NCT03979170
cancer Patient-derived LOS the organoids derived from patient lung biopsies to
3D model OncoGiAI™ (OncoTheis) predict cinical response to the chemotherapy
Lung Patient-derived normal and Biopsies from endobronchial Biobanking of normal and primary lung cancer NCT05092009
cancer cancer LOs tumors or lymph nodes organoids. Analysis of microvesicles secreted by lung
Blood samples cancer cells in organoid-derived culture superatants
and patient blood samples. Comparison of the
response to the drugs in normal and cancer LOs
Lung Patient-derived organoids Tumor tissue biopsies Comparison of the xenografts with donor tissue. NCT04859166
cancer Xenografts Testing novel anti-cancer treatment. Developing
assays to predict tumor response to the drug
CF Organoids derived from the tissue of  Rectal biopsies Study of the response of organoids to GFTR NCT04254705
patients with the R334W-CFTR modulators, which will be compared to the patients’
mutation response to the same drug in the next study
Lung Patient-derived LOs Lung tumor biopsies Biobanking of organoids derived from stage -V lung  NCT03655015
cancer cancer patients
Lung Patient-derived LOs Non-small cell lung cancer patient  Use of organoids for the drug sensitivity testing and  NCT03453307
cancer biopsies comparison with diinical treatment data
coPD Patient-derived LOs Lung tissue biopsies from patients  Characterization of the stem cell niche in different  NCT02705144
and IPF with emphysema or puimonary tissues (healthy, emphysematous and fiorotic
fibrosis pulmonary tissue). Further use of the organoids for
drug screening and personalized medicine
Lung Patient-derived LOs Non-small cell lung cancer patient ~ Testing of different drugs in vitro using organoids. NCT05136014
cancer biopsies Evaluation of the responders to Osimertinib and
screening of altemative therapies for non-responders
in vitro
Lung Patient-derived LOs Tumor biopsies Use of organoids and a microfluidic system as an  NCT04826913
cancer Microfiicic system Blood samples innovative model of the tumor microenvironment and
HUVECS or endothelial cels as a model of tumor
vascularization, to create a tool for personalized
medicine
Lung Patient-derived organoids from lung ~ Lung cancer tissue or solid tumor  Co-cutivation of organoids with ymphocytes to NCT03778814
cancer tumors or other solid tumors biopsies screen for tumor-responsive T-cells, which wil be
TiLs or/and peripheral T-cells further expanded and used as immunotherapy for the
patient
CF Patient-derived organoids Not specified Use of an ex vivo organoid model to establish the  NCT03390985

correlation between the clinical response of CF
patients to Vx-770 (Ivacaftor)

Used abbreviations: COPD, chronic obstructive pulmonary disease; CF, cystic fibrosis; IPF, idiopathic pulmonary fibrosis; LOs, king organoids; 3D, three-cimensional: CFTR, cystic
fbrosis trantmembrane conduciance regulator.
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Type Interclass 95% Confidence 95% Confidence F-test with true F-test with true
correla- interval: lower interval: upper value 0: df value 0: sig.
tion bound bound
Single measures 0.898 0.621 0.979 14 0.001
Average measures 0.927 0.546 0.973 14 0.001

Top row: data for single measures.
Bottom row: data for average measures.
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decrease
decrease
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increase
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decrease
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decrease
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decrease
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decrease
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motivation for increase
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increase
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decrease

decrease
risk proneness (125) increase
(51) increase

(126) neutral

The table is sorted showing the boredom related behaviors with the largest number of publications first. The publications.

Behavioral test

open field, behavioral observation
Y-maze

open field, light-dark test

open field, behavioral observation
open field, object recognition test
elevated plus maze, open field
open field

activity cage

open field, behavioral observation
two-lever operant conditioning chamber
object recognition test, open field

behavioral observation

open field, Y-maze

open field, Y-maze, light-dark test
Y-maze, object recognition test
barrier test, group test, intruder test
open field, light-dark test

elevated plus m:

ze, light-dark test, concentric square field test
Y-maze, light-dark test

object recognition test

corridor field task

behavioral observation, elevated plus maze
open field

open field elevated plus maze, light-dark test
hole board test

light-dark test, concentric square field test
open field, elevated plus maze

open field, light-dark test, hole board test
novelty place preference

object recognition, passive avoidance test
elevated plus maze, open field
lever-responding task

forced swim test

forced swim test

forced swim test

forced swim test

forced swim test

forced swim test

tail suspension test

forced swim test

forced swim test

tail suspension test

forced swim test, sucrose preference
forced swim test

forced swim test

forced swim test

forced swim test, sucrose preference

tail suspension test

forced swim test

forced swim test

forced swim test

forced swim test

forced swim test

sucrose preference

forced swim test

conditioned place preference
conditioned place preference
conditioned place preference
conditioned place preference

cocaine context renewal test

conditioned place preference

conditioned place preference
operant conditioning chamber
conditioned place preference

drinking in the dark test

operant conditioning chamber
two-bottle choice test
operant conditioning chamber

conditioned place preference

operant conditioning chamber
operant conditioning chamber
context induced relapse test
conditioned place preference
operant conditioning chamber
liquid consumption

sign tracking

conditioned place preference
alcohol self-administration
behavioral observation
behavioral observation
behavioral observation
behavioral observation
behavioral observation
behavioral observation
behavioral observation
behavioral observation
activitymeter, behavioral observation
behavioral observation
behavioral observation
behavioral observation
activity testing chamber
behavioral observation
behavioral observation
behavioral observation
running whel, open field

operant training

operant condi
open field, hole board

behavioral observation

ng test

behavioral observation
open field, behavioral observation
behavioral observation
behavioral observation, open field
open field, radial water maze
clevated plus maze, light-dark test

open field, elevated plus maze, inhibitory avoidance

westigating the specific behaviors are sorted by year ascending in

order to show actual trends in this field of research. The boredom related parameters escape behavior, hair pulling and time perception were not investigated in the reviewed publications.
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MRI phenotype in rodent models

MRI phenotype in hum

Atrophy of brain and spinal cord

Cortical gray matter

Entorhinal (39), cingulate, retrosplenial, temporoparietal (36), motor (37),
frontal association, lateral/dorsolateral orbital, agranular insular, and
secondary visual cortices (41). No motor cortex atrophy (38)

Motor cortex (53-56); pre- and postcentral gyrus (57). No cortical thinning
(58-62)

Subcortical gray matter

Hippocampi (39), substantia nigra, striatum, and basal nucleus (40, 41) as
well as brain stem motor nuclei (34, 38, 42)

White matter structures

Hippocampi (57, 58, 63, 64), thalamus (65-67), caudate nucleus, putamen,
amygdala (68), and basal ganglia (69). No subcortical volume loss (58-61)

Internal capsule (41)

Other brain structures

Overall white matter (70); corpus callosum (69, 71)

Olfactory bulb (40, 41); cerebellum (41)

Spinal cord

Total brain volume (62, 72); cerebellum (73, 74). No cerebellar atrophy (75)

Spinal cord atrophy (37, 40, 43)

Spinal cord atrophy (63, 76)

Signal changes of brain and spinal cord

T2 hyperintensities

T2 hyperintensities in the brain stem (21-23, 44, 45) and ventral motor
tracts of the spinal cord (50, 51)

CST hyperintensity in T2w-FLAIR, but also T2w, PDw, T2#w (77, 78)

Iron accumulation/motor cortex hypointensity

Iron accumulation in the cervical spinal cord (37), medulla oblongata, and
motor cortex (35)

Motor cortex hypointensity (motor band sign) on T2w, T2:w, T2w-FLAIR, or
SWI (79-82). Iron deposition in deep subcortical gray matter structures (83)

Blood-brain barrier breakdown adjacent to lteral ventricles and in the
hippocampal region (37, 47). Altered CSF gadolinium clearance (33)

Contrast enh:

ancement patterns

No imaging data

Comparing magnetic resonance imaging (MRI) findings between amyotrophic lateral sclerosis (ALS) animal models and human ALS. Most commonly reported MRI findings in ALS animal

models are brain and spinal cord volume loss, T2 and T2* signal changes as well as contrast-enhancement indicating breakdown of the blood-brain barrier.

ALS, amyotrophic lateral sclerosis; CSE, cerebrospinal fluid; CST, corticospinal tract; FLAIR, fluid-attenuated inversion recovery; FTD, frontotemporal dementia; MND, motor neuron disease;

MRI, magnetic resonance imaging; PDw, proton density-weighted; SWI, susceptibility weighted imaging.
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Sex Zone Duration Duration Frequency Frequency Latency
(s) per (%) (s)
visit (s)
Females START
DCR
CORR1
CORN W > AB** W < AB*
CORR2 W > AB*
RAMP1
RAMP2
RAMP3
RAMP4 W > AB*** W < AB**
CIRC W < AB*
CENT
REST
Males START W < AB*
DCR
CORR1 W > AB*
CORN W > AB** W > AB* W > AB** W < AB**
CORR2 W > AB™* W > AB* W > AB**
RAMP1 W > AB*
RAMP2
RAMP3
RAMP4 W > AB*** W > AB** W > AB* W < AB*
CIRC W < AB* W < AB**
CENT W < AB* W < AB**
REST

Texts in cells indicate which of the experimental groups had a significantly higher
or lower value of the measured zone-related variable. o < 0.05, *p < 0.01,
***p < 0.001 comparing AB and wild within sex. CENT, center; CIRC, central circle;
CORN, corner; CORR, corridor; DCR, dark corner roof; REST, the part of the arena
not designated to any other zone.
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Sex Zone Duration Duration per Frequency Frequency Latency
(s) visit (s) (%) (s)

Females TOP W > AB*™*
MID W > AB***
BOT

Males  TOP
MID
BOT

Texts in cells indicate which of the experimental groups had a significantly higher or
lower value of the measured zone-related variable. **p < 0.001.
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B Animals’ wellbeing can be improved
by handling them more gently.
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Lid climbing

Digging

Bar-mouthing

Inactivity

Play
14)

Agonistic behavior
(62)

Stereotypic behavior

Hopping

Jumping

Chasing

Mounting

Fighting

Route-tracing

Cirding

“The mouse grabs the grid of the cage ld with at least two paws without touching the ground or the
mouse house and moves along it.

‘The mouse shoves bedding material under its body using its forepaws in alternating movement. The

hind paws may push the bedding material behind the mouse. Alternatively,it pushes the bedding
material in front of ts body showing a forward locomotion.

‘The mouse holds a bar of the cage lid n its mouth for at least 35 without an interruption longer than
1. Biting movements may be seen.

“The mouse does not move for the whole length of the observed interval except for breathing or tiny
car or whisker movements

‘The mouse suddenly (without identifiable reason) jumps vertically. The behavior i ofien
accompanied by head shaking.

‘The mouse suddenly (without identifiable reason) jumps horizontally, not shorter than the length of a
mouse.

‘The mouse approaches another mouse which then runs away while being followed by the focal
mouse.

“The mouse lays its upper body on the back of another mouse. The front paws grab the sides of the
body of the recipient mouse. The mouse may show pelvic thrusts.

‘The mouse bites, kicks, and wrestles another mouse in fast movements. The recipient mouse may
produce squeaking noises.

“The mouse moves along an identical path on the cage lid or bottom for at least three times in a row.

Circular paths are excluded.

‘The mouse moves along an identical circular path for at least three times in a row.

Shelter

Climbingitem

Nesting material

In

[

Grawing

On

Grawing
Carrying

Manipulating

‘The mouse moves into the shelter or stays within. The whole body is under the roof of the shelter,

only the tail may be outside.

“The mouse s sitting, standing, or moving along the top of the shelter. At least two paws need to touch

it without touching the bottom or different objects.
The mouse touches the shelter with its mouth for at least 2s. A slight movement of the head is visible.

‘The mouse is sitting, standing, or moving along the top of the climbing item. At least two paws touch

it without touching the bottom or different objects.
“The mouse touches the shelter with its mouth for at least 2s. A slight movement of the head is visible.
‘The mouse holds the nesting material i its mouth and is moving around the cage.

‘The mouse touches the nesting material with its mouth and pushes or tears it apart without showing

locomotion.

On five live observations per week, we recorded the mice's spontaneous behavior (4) and enrichment interaction in the extra cage (B) by counting the events.
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First Author

Coneglien
Dai

Dalla Costa
Dalla Costa
Dalla Costa
Diego
Dierendonck
Dyson
Giminiani
Gleerup
Gleerup
Guesgen
Higer
Lencioni
McLennan
Mullard
Muller
Navarro
Orth
Rashid
VanLoon
VanLoon
VanLoon
VanLoon
Viscardi
Viscardi
Viscardi
Viscardi
Vullo,

Yamada

Year

2020
2020
2014
2016
2021
2016
2020
2017
2016
2015
2015
2016
2017
2021
2016
2017
2019
2020
2020
2020
2021
2021
2019
2015
2017
2021
2019
2018
2020
2021

Treatment

Dental treatment
N.A

Castration

Acute lamintis
Castration

Follicular puncture
Painful diseases
Lameness

‘Tail docking, castration
Clinical disease
Capiscain, tournique
Tail docking,
Tibiatomy
Castration

Disease

Lameness

Hot iron branding
Farrowing
Castration

Disease

Chronic pain
Chronic pain
Trauma, surgery
Colic

Tail docking, castration
Laparatomy
Castration
Castration
Castration

Dental treatment

Effect

Lower pain score

N.A.

Effect on pain scores

Lower pain score

Higher pain score

No effect

Higher pain score

Higher pain score

Difference only orbital tightening
Higher pain scores

More pain face features
Higher pain score

Higher pain score

N.A.

Higher pain score

N.A.

4 FAU with association to pain
N.A.

N.A.

Chewing indicative for pain
Higher pain score only 1 day
Higher pain score

Higher pain score

Higher pain score

Higher pain score

No effect on pain score

Effect on pain score

No effect on pain score
Higher pain score 6h post treatment

Positive correlation for eye and above eye

NA, not applicable; ANOVA, analysis of variance; GLENMIX, general linear mixed model; FAU, facial action unit.

Statistics

Wilcoxon test

N.A.

GLENMIX; ANOVA
Wilcoxon signed rank test
Friedmantest; post hoc Bonferoni
Mann-Whitney U
Mann-Whitney U
Mann-Whitney U

Wilcoxon matched pair test
One-tailed f-test with Welch correction
Wilcoxon signed rank test
GLENMIX

ANOVA

N.A.

Spearman’s rank correlations
N.A.

McNemar test

N.A.

N.A.

paired -test

Mann-Whitney U
Mann-Whitney U
Mann-Whitney U
Mann-Whitney U

ANOVA

GLENMIX

GLENMIX

GLENMIX

Paired Sample f-test

Logistic regression, post hoc Tukey’s test
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First Author ~ Year  Species  number of animals  Type of study  Pain typ Score Typ Number of score number of observation

criteria observer
Coneglien 2020 Horse 33 Clinical study Dental treatment HGS 6 8 Real time
Dai 2020 Horse NA. Proof of concept NA HGS 6 206 Photo
Dalla Costa 2014 Horse 46 Clinical study Castration HGS 6 6 Frame from video
Dalla Costa 2016 Horse 10 Clinical study Acute lamintis HGS 6 6 Video and photo
Dalla Costa 2021 Horse 11 Clinical study Castration HGS 6 4 Frame from video
Diego 2016 Horse 21 Clinical study Follicular puncture HGS 3 N.A. Real time
Dierendonck 2020 Donkey 254 Clinical study Painful diseases FAP 12 6 Real time
Dyson 2017 Horse 101 Observation Lameness FEEP 14 1 Photosgraph
Giminiani 2016 Pig 23 Clinical study Tail docking, castration PGS 10 30 Frame from video
Gleerup 2015 Bovine 139 Clinical study Clinical disease FEE 6 4 Real time
Gleerup 2015 Horse 6 Clinical study Capiscain, tournique Painface 6 1 Photo
Guesgen 2016 Sheep 18 Clinical study Tail docking Ear 4 5 Frame from video
Higer 2017 Sheep 14 Clinical study Tibiatomy SGS 3 6 Frame from video
Lencioni 2021 Horse 7 Observation Castration HGS 1 Photo
McLennan 2016 Sheep 113 Clinical study Disease SGS 6 6 Photo
Mullard 2017 Horse 30 Observation Lameness FEE 14 13 Photo
Muller 2019 Bovine 35 Clinical study Hot iron branding FEE 15 1 Frame from video
Navarro 2020 Pig 21 Clinical study Farrowing PGS 5 8 Frame from video
Orth 2020 Donkey 9 Clinical study Castration DGS 9 12 Photo
Rashid 2020 Horse 27 Observation Disease FACS 27 1 Video
VanLoon 2021 Horse 53 Clinical study None FAP 9 2 Real time
VanLoon 2021 Donkey 77 Clinical study None FAP 12 2 Real time
VanLoon 2019 Horse 77 Clinical study Trauma, surgery FAP 9 2 Real time
VanLoon 2015 Horse 50 Clinical study Colic FAP 9 4 Real time
Viscardi 2017 Pig 19 Clinical study Tail docking, castration  GS 3 2 Frame from video
Viscardi 2021 Sheep 30 Clinical study Laparatomy Gs 6 3 Photo
Viscardi 2019 Pig 120 Clinical study Castration Gs 3 8 Photo
Viscardi 2018 Pig 60 Clinical study Castration Gs 3 4 Photo
Vullo 2020 Pig 10 Clinical study Castration Gs 3 3 Frame from video
Yamada 2021 Bovine 45 Clinical study Dental treatment FAU 4 nk Photo

NA, not applicable; HGS, horse grimace scale; PGS, pig grimace scale; DGS, donkey grimace scale; SG!

S, sheep grimace scale; GS, grimace scale; FAP, facial assessment of pain; FEE: facial expression ethogram; FACS, facial action coding system.
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Formulation  Length (bp) Size (nm) PdI ZP (mV)
PSN -_ 916 023 +58£6
PSN/miR control 21 123%2 017  +45%1
PSN/miR 145 23 108 £ 3 020  +40%2
PSN/pDNA 6717 164+ 4 009  +44x5
Abbreviations: Pdl, polydispersity index; ZP, zeta potential.
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Sequence

miR control 5'CAGUACUUUUGUGUAGUACAA3'
miR control-Cy5 5'Cy5-CAGUACUUUUGUGUAGUACAA3'
miR 145 5'GUCCAGUUUUCCCAGGAAUCCCU3'
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